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Foreword

I have always found learning to be one of the greatest joys of being human—and 
immersive learning, broadly speaking, to be perhaps the most engaging method for 
ensuring that the lessons stick. That is, when designed correctly. I have been blessed 
to collaborate with many researchers, teachers, and designers on what works for 
immersive learning: first through our American Education Research Association 
(AERA) Special Interest Group from 2007 to 2015, and then to the present day with 
the broader community we created with the Immersive Learning Research Network 
(iLRN). It has become apparent to many of us time and again that designing high- 
quality immersive learning experiences is nontrivial, but achievable. When Paula 
MacDowell told me about the book that she and Jennifer Lock were putting together, 
I was intrigued.

The hype and excitement we are hearing about the Metaverse is unprecedented 
in education. Every day, I hear of the promise and possibilities becoming available 
for learners with new immersive technologies. Money and marketing in education 
are transforming the industry. MacDowell and Lock have gathered some of the fore-
most practitioners and scholars in this emerging multidisciplinary field, who offer 
design guidelines for both younger and more mature students and strategies to use 
XR and immersive learning technologies as co-creative tools for teachers and stu-
dents themselves. Their focus on connecting research to practice is valuable here, 
and I know you, as a teacher or a designer, will gain from the rich, evidence-based 
contexts illustrated throughout this book. Within these pages you will find a wealth 
of situated perspectives on the instructional design process to leverage the capabili-
ties of immersive technologies for achieving enviable levels of learner engagement 
and connecting students to some of the most meaningful goals educators collec-
tively seek.

Dr. Paula MacDowell has been a key leader for the iLRN network, enabling our 
growing high-quality research community to be accessible and relevant to teachers, 
instructional designers, and professionals involved in educational practice. Her 
knowledge, scope, and enthusiasm have been vital for iLRN to grow conversation 
and opportunities for instructors and other innovators. Her network of practitioner- 
researchers has broadened and strengthened iLRN’s mission in simply vital ways. 
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Similarly, Dr. Jennifer Lock brings to this work her experience and expertise in 
designing learning in technology-enabled learning environments. You will see their 
vision and drive evident throughout this work from the invited experts that 
MacDowell and Lock selected for this volume.

I truly believe that sharing what works with other teachers is one of the greatest 
multipliers of good that I know. In this book, you can find inspiring methods to 
practically engage students of many backgrounds with immersive learning tech-
nologies and to use their design capabilities in expert ways. I hope you will try some 
of these techniques and apply them to your own classroom, museum education pro-
gram, or group of learners.

In fact, I am personally excited to adventure out into the Metaverse and apply 
some of this gathered wisdom myself. I hope to find you and your students there!

Sincerely,
Jonathon Richter, EdD
President and CEO
Immersive Learning Research Network

Foreword
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Introduction: Meaningful Immersive 
Learning in Education

Jennifer Lock and Paula MacDowell

Abstract The chapter begins with an introduction to meaningful immersive learn-
ing. In the discussion, we examine what it is and how it is taken up pedagogically in 
K–12 and higher education. We argue there is a spectrum for immersion. Educators 
and designers may engage in designing across the spectrum to integrate immersive 
experiences to blend physical and digital realities for meaningful learning. The 
chapter concludes by introducing the book’s four sections: (1) Designing Immersive 
Learning in K–12 Education, (2) Designing Immersive Learning in Higher 
Education, (3) Teachers and Students as Designers of Immersive Learning, and (4) 
The Future of Immersive Learning: Designing for Possibilities.

Keywords Immersive education · Immersive learning · Immersive pedagogy · 
Learning · Spectrum of immersion · Technology-enabled learning environments

 Introduction

Technology-enabled learning environments are ubiquitous in complex contempo-
rary K–12 and higher education classroom contexts. Various digital technologies 
and applications are being adopted and integrated into teaching and learning. 
Infrastructures and advances in digital technology create opportunities for more 
culturally responsive and personalized digital learning experiences. With the recent 
move to online and hybrid learning because of the COVID-19 pandemic, 

J. Lock (*) 
Werklund School of Education, University of Calgary, Calgary, AB, Canada
e-mail: jvlock@ucalgary.ca 

P. MacDowell 
College of Education, University of Saskatchewan, Saskatoon, SK, Canada
e-mail: paula.macdowell@usask.ca

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
P. MacDowell, J. Lock (eds.), Immersive Education, 
https://doi.org/10.1007/978-3-031-18138-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18138-2_1&domain=pdf
mailto:jvlock@ucalgary.ca
mailto:paula.macdowell@usask.ca
https://doi.org/10.1007/978-3-031-18138-2_1


2

expectations for learning environments and learning experiences have changed. It is 
reported that “by 2030, we predict that learners will expect high-quality XR experi-
ences” (Flynn & Frost, 2021). How do we design such learning experiences, and 
what professional development supports are needed for educators to facilitate aug-
mented, mixed, or virtual reality learnings in these new technology-enhanced 
learning environments?

Resources have been invested to support educators in learning how to teach using 
technology-enabled learning environments (e.g., online and blended learning). 
However, there is a shift away from teaching educators how to use the technology 
(e.g., set up and use a discussion forum in a learning management system) to design-
ing learning experiences. Such exploration opens the question: what do meaningful 
and engaging learning experiences, look like, sound like, and feel like in technology- 
enabled learning environments—especially when considering teaching and learning 
in immersive environments?

Complex concepts can be taught using immersive learning environments where 
students are able to engage in simulated lived experiences that influence the cogni-
tive, social, and affective dimensions of their learning. As educators, we need to be 
purposeful in designing, facilitating, and assessing these learning experiences when 
using immersive technologies to foster deep and meaningful learning. Students may 
be positively or negatively affected by immersive learning experiences. Teachers 
need opportunities to engage with immersive technologies to understand the affor-
dances and constraints to help inform how the tools can be used to design meaning-
ful learning.

It cannot be assumed that meaningful learning will occur when using technology. 
As Dias and Atkinson (2001) argue, “effective integration of technology has every-
thing to do with teaching pedagogy and very little do with technology itself. We 
should not be impressed with the mere ‘use of technology’ unless that use is sup-
ported by a carefully crafted pedagogy” (p.  10). Rather, we need to understand 
human experiences within immersive learning environments. Applying immersive 
technologies requires educators to be intentional in designing learning to support 
students in meaningfully meeting learning outcomes. As noted by Southgate (2020), 
it is about how educators “leverage their existing pedagogical knowledge and the 
signature pedagogies of their specialisations to use the learning affordances of 
virtual environments in curriculum-aligned ways with diverse groups of students” 
(p. 25).

The purpose of this chapter is threefold: first, to define the terms immersive tech-
nology, immersive learning, immersive pedagogy, and immersive education and 
examine their similarities and differences; second, to examine what is meaningful 
immersive learning and discuss how immersive learning is being taking up peda-
gogically in K–12 and higher education; third, to discuss immersive learning as part 
of a spectrum. We argue there is a spectrum along which educators and designers 
may integrate immersive experiences to blend physical and digital realities for 
meaningful learning.

J. Lock and P. MacDowell
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 Vignette

Teri continued to observe students’ excitement from another class talking about 
their augmented and virtual learning experiences as they were learning about 
marine life. She noticed over the past year that a couple of her colleagues were 
using various forms of immersive technologies in their classes. Teri often wanted to 
ask her colleagues where and how to begin but was hesitant to ask, given her lack 
of technical knowledge and expertise. As students talked more about these various 
forms of reality and how it is ‘just like being there’, she became more interested and 
curious. She could see possibilities for where her students could experience the 
learning rather than just read and talk about curricular topics. She became more 
inquisitive about how to make learning come alive in her classroom. This morning, 
with her cup of coffee in hand, Teri went to talk to her colleague about how she 
could design immersive learning experiences for her students.

 Defining Immersive Education

 Learning in Technology-Enabled Environments

For learning to be meaningful, “a learned knowledge (or fact) is fully understood by 
an individual who can then use it to make connections with other previously known 
knowledge” (Vergara et al., 2019, p.2). Meaningful learning, according to Mulders 
et  al. (2020), is about the “transfer of knowledge to solve problem-based tasks” 
(p. 209). Learning occurs best, according to Jacobsen et al. (2013), when learners 
are “trying to do things that are challenging and of deep interest to them – activities 
that reflect a close interplay of emotion and cognition in the development of capac-
ity” (p. 14). This interplay is a form of intellectual engagement involves “a serious 
emotional and cognitive investment in learning, using higher order thinking skills 
(such as analysis and evaluation) to increase understanding, solve complex prob-
lems, or construct new knowledge” (Willms et al., 2009, p. 7). As educators, we 
need to be intentional about how we design learning that fosters intellectual engage-
ment in support of deep and meaningful learning within technology-enabled learn-
ing environments.

As educational technologies continue to evolve and be adopted in K–12 and 
higher education, we are seeing more opportunities to integrate immersive tech-
nologies in teaching and learning. Immersive technology involves the technical 
capacity to create augmented, virtual, and mixed realities. Augmented reality (AR) 
allows the exploration “of the real world while adding a digital layer on top that 
gives the illusion that they have a 3D object” (Donally, 2021, p. 6). AR provides a 
means “to bring experiential and location-based learning to students by supplement-
ing existing worlds rather than creating new ones. Augmented reality installations 
can be built to take advantage of existing or low-cost infrastructure” (EDUCAUSE 

Introduction: Meaningful Immersive Learning in Education
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Learning Initiative, 2005). Virtual reality (VR) involves using a “VR headset or 
mobile device to create an all-digital view. VR features such as a 360-degree view 
and surround sound provide a truly immersive experience” (Donally, 2021, p. 6). 
The computer-generated three-dimensional VR environment “can be a highly imag-
inative or an accurate simulation of something in the real world (Southgate, 2020, 
p. 2). In mixed reality (MR), “the AR experience goes beyond an overlay to allow 
virtual objects to interact with real ones” (Donally, 2021, p.  6). Another term is 
extended reality (XR) which “encompasses all immersive technologies” (Hinther, 
2021). XR technology allows “users to gain concrete experience that might not 
otherwise be available. By providing hands-on experience, XR helps promote stu-
dent engagement with learning materials and deepens student interaction with com-
plex problems” (Pomerantz & Rode, 2020). XR tools “allow users some type of 
sensory immersion in their use” (Cheney & Terry, 2018, p. 281). These types of 
immersive technologies provide new approaches “to present learning beyond our 
prior limitations” (Donally, 2021, p. 8). Technologies like AR can help “remove 
barriers to learning and open new opportunities for learning, discovery, and experi-
ences” (Grajek et al., 2021, p. 46). The use of immersive technologies can enhance 
motivation for learning, allow greater personalization of learning, and provide 
feedback to inform adjustments or modifications in meeting individual learning out-
comes (Dick, 2021).

 Immersive Learning and Immersion

Immersive learning involves hands-on educational experience with technology that 
will “transcend physical space limitations to create educational opportunities that 
would not otherwise be physically possible” (Dick, 2021). The learner’s sense of 
presence or being there in the virtual environment impacts the nature and degree of 
engagement. The advantages of using immersive technologies are related to engage-
ment, investment, flexibility, creativity, and challenge (Donally, 2021, p.7). For 
example, immersive virtual reality (iVR) can potentially “enhance immersion, 
improve spatial capabilities, promote empathy, increase motivation and possibly 
improve learning outcomes” (Bower et al., 2020, p. 2214). Di Natale et al. (2020) 
argue that the benefit to learning involves “immersive and interactive properties ... 
the possibility for users to feel present in the immersive VE [virtual environment] 
and to use their bodies in a natural way and live sensory experiences similar to those 
in the real world” (p. 2025). Through engaging in the virtual environment, students 
learn by practice and first-hand experiences.

Two main views of immersion are distinguished in the literature: psychological 
immersion (perceived by the user) and technological immersion (capability of the 
system to immerse the user). Witmer and Singer (1998) view immersion as “a psy-
chological state characterized by perceiving oneself to be enveloped by, included in, 
and interacting with an environment that provides a continuous stream of stimuli 
and experiences” (p. 227). In contrast, Slater’s (1999) view of immersion focuses on 

J. Lock and P. MacDowell
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the technology or system, “the extent to which the actual system delivers a sur-
rounding environment, one which shuts out sensations from the ‘real world’, which 
accommodates many sensory modalities, has rich representational capability, and so 
on” (p. 560) In this book, we are interested in how both psychological and techno-
logical immersion influence the learning environment to focus attention, minimize 
distractions, and promote better learning outcomes. Factors that influence how 
immersion effects learning in virtual environments are articulated by Makransky 
and Mayer’s (2022) immersion principle in multimedia learning: “The immersion 
principle holds that immersive media per se do not necessarily improve learning; 
however, implementing effective instructional methods within immersive virtual 
environments or contextualizing immersive learning experiences within a lesson 
can improve learning” (p. 5).

Di Natale et al. (2020) propose three levels of immersion with regard to the tech-
nology, in particular noting VR. First, the non-immersive involves a “3D world gen-
erated on a computer and delivered through a desktop. Interactions provided through 
a mouse or joysticks” (p. 2008). Second, the semi-immersive can “increase the feel-
ing of immersion by either strengthening sensory inputs (e.g., visual inputs) or 
enhancing the sense of embodiment by allowing the students to actively interact 
with the learning environment” (p. 2008). Third, iVR is

technology that generates environments that perceptually sound the users, increasing their 
sense of presence and enabling them to experience it as real. This technology represents the 
highest level of immersion … which allows the users to observe the virtual world from a 
first-person perspective. (Di Natale et al., 2020, p. 2009)

Knowing these three levels helps us to explore the notion of a spectrum of technol-
ogy use that supports levels or degrees of immersive learning.

 Immersive Pedagogy

Designing, facilitating, and assessing immersive learning requires a change in peda-
gogical practice, especially given the rapid advances in XR technologies that enable 
innovative pedagogical approaches based on discovery and inquiry. As such, immer-
sive learning requires a shift away from “designing learning tasks to choreograph-
ing learning experiences as a whole, mediated by structured and semi structured 
social interactions” (de Freitas et  al., 2010, p.  82). These learning experiences 
consist of

social interactions between members of the learning group, supporting exploratory indi-
vidual pathways and identification of methods of tutoring that focus more upon mentoring 
and guiding development. … Also, they may consider the pedagogic approaches needed for 
the subject area taught, learner group and context of learning. (de Freitas et al., 2010, p. 82)

By designing the learning through a choreographic approach, educators identify 
what is needed to support the learning. They are responsive in the moment to attend 
to gaps in knowledge and skills in support of scaffolding the learning. As with any 
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choreography, this process may require practice and modifications to the steps lead-
ing to the outcome. Fowler (2014) points out that a “design for learning” (p. 417) 
approach and “culturally relevant teaching and learning” (p. 420) are defining char-
acteristics of immersive pedagogy. To ensure that immersive technologies are used 
safely, effectively, and to their full potential, Fowler advocates for developing peda-
gogical guidelines and best practices “presented in a way that practitioners can 
understand and apply them in their teaching and learning” (p. 421). Responding to 
Fowler’s call, each book chapter contributes three to five strategies for educators 
and designers to consider when creating or implementing an immersive learning 
experience.

 Meaningful Immersive Learning in K–12 
and Higher Education

Implementing immersive learning in K–12 and high educational contexts begins by 
checking our assumptions about learning and the use of technology in learning and 
teaching. First, the focus needs to be on learning and what makes for meaningful 
and intellectually engaging learning. Considering the learning outcomes creates 
opportunities to explore pedagogical approaches and the role technology can play in 
the design of learning. While immersive technologies are rapidly developing, a bar-
rier to widespread adoption is limited high-quality educational content. It is worth 
noting that immersive experiences do not need to be ultra-realistic to be useful and 
effective in educational settings.

Second, immersive learning requires more than access to the digital technology. 
What is the purpose of the immersion? How can the immersive technologies support 
the identified learning outcomes? What is involved in creating or planning the 
immersive experience? Creating the immersive experience is a critical component 
of the learning. “The learning that takes place during the process of building an XR 
experience—for both the student and the instructor—is arguably more important 
than the final product” (Pomerantz & Rode, 2020). Professional tools for designing 
immersive environments need to become simpler to use, affordable, and scalable. 
Further, both teachers and students need opportunities to experiment and receive 
ongoing feedback to guide the design process.

As with all planning for learning experiences, purposeful planning is required 
before, during, and after the immersive experience. Pre-planning the experience 
requires instructional design work to prepare students for the immersive learning 
experience, which includes considering the knowledge needed in the subject area 
and the inquiry questions to guide the immersive experience. When considering the 
immersive experience (partial or full), we need to ask—what is the nature of the 
interaction between the students and teacher? What learning outcomes should be 
achieved through the experience? What topics should the facilitated post-immersive 
experience learning discussion address? Where and how does assessment play a 
part in the design of learning?

J. Lock and P. MacDowell
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Third, immersive learning does not equate with full immersion. What does it 
mean to learn through immersive experiences that may involve various degrees of 
immersion afforded through the technology? For example, using AR with a tablet 
may be sufficient to support a particular learning outcome, whereas iVR reality may 
better align with another learning outcome where students need to engage by 
embodiment and have a strong sense of presence. The degree of immersion may 
depend on access, experience, and confidence with a particular technology as well 
as the learning goals and outcomes. A cost/benefit analysis should also be consid-
ered. Immersive experiences should meet several learning outcomes to justify the 
return on investment and value for learning, compared with using other multimedia 
or instructional methods.

Through immersive technologies and designing for authentic immersive learning 
experiences, students are able to engage in learning through experiencing these 
technological environments. Table 1 provides examples from this book of curricular 
topics being taken up in rich and robust ways in K–12 classrooms and higher 
education:

While we observe more educators and students engaging in immersive learning 
experiences, we also see the need to expand research in this area. More empirical 
evidence is being reported on the effectiveness of immersive technology for learn-
ing. For example, three reports by EDUCAUSE

demonstrate that XR is an effective technology for active and experiential learning, enabling 
users to gain concrete experience that might not otherwise be available. ... XR helps pro-
mote student engagement with learning materials and deepens student interaction with 
complex problems. (Pomerantz & Rode, 2020)

However, a gap needs to be addressed regarding the pedagogical practice of immer-
sive learning in classroom contexts for K–12 and higher education. Especially with 
VR, we need to move the research out of the lab environment and into the class-
room. This will enhance the professional development of educators in areas of 
designing, facilitating, and assessing immersive learning. As we adopt immersive 
technologies in our classrooms, we need to study their design, implementation, and 
impact on student learning. Drawing on practitioner inquiry research helps to inform 
decisions as to why we are integrating immersive learning and how to assess the 
learning outcomes. An example of research conducted by Cheng and Tsai (2019) 
focused on immersive virtual field trips in an elementary class. From their study, 
they found “issues regarding perceptual load when engaging in HMD-based virtual 
field trips”; that “task-based learning approach can be integrated into the design of 
immersive virtual field trips in classrooms”; that “pedagogical research to probe 
how HMD-based VR technology was applied in classroom for teachers to lead their 
students on virtual field trips”; and the need to “understand how teachers guide their 
students in the context of educational virtual field trips for attaining perceived 
involvement in the learning activities rather than in the virtual environments” 
(p. 13). Another example of necessary research as reported by Southgate (2020) 
notes that with iVR,

Introduction: Meaningful Immersive Learning in Education
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Table 1 Contributions to learning by book chapter authors

Authors Context Technology Contributions to Learning

Quincy Q. Wang Interactive 
learning exhibit at 
science world

AR Enhancing learning and curiosity 
about science concepts.

Annie Beaumier and 
Marguerite Koole

K–12 classrooms AR/VR Understanding the impact of 
natural and human-induced 
changes on water ecosystems.

Stephanie Wössner K–12 classrooms VR; 360 
videos

Facilitating intercultural language 
learning and student agency.

Géraldine Perriguey K–12 classrooms VR Inducing positive emotional states 
for high-risk situations; preparing 
students for earthquake risks.

Corinne Brenner, 
Jessica Ochoa Hendrix, 
and Mandë Holford

K–12 classrooms AR/VR Helping students build STEM skills 
and develop science identities.

Andreas Dengel, Josef 
Buchner, Miriam 
Mulders, and Johanna 
Pirker

K–12 classrooms; 
higher education

AR/VR Integrating immersive educational 
experiences in the everyday 
classroom.

Christine Lon-Bailey, 
Jesse Lubinsky, and 
Micah Shippee

K–12 classrooms; 
higher education

AR/VR Enabling educators to share and 
collaborate on XR instruction 
through a common framework.

Sarune Savickaite and 
David Simmons

Higher education VR Improving teaching of complex and 
abstract psychology topics.

Becky Lane and 
Christine Havens-Hafer

Higher education AR/VR Enhancing lesson planning and 
offering differentiated instruction.

Paula MacDowell Higher education; 
teachers as 
designers

VR Empowering teachers as designers 
of immersive learning experiences 
for pro-social and environmental 
change.

Erica Southgate K–12 classrooms; 
students as 
designers

VR Enhancing student agency to meet 
learning outcomes through VR 
content creation.

Camila Lee and 
Meredith Thompson

K–12 classrooms; 
students as 
designers

VR Managing cognitive load through 
pretraining and segmenting.

Lorelle VanFossen and 
Karen Gibson-Hylands

Teachers and 
students as 
designers

VR Integrating immersive storytelling 
to enhance learning across the 
lifespan.

David Kaser K–12 classrooms; 
students as 
mentors

VR Increasing classroom engagement 
and student empowerment with 
peer mentoring.

more sustained scholarly attention is required to understand the unique contribution of the 
technology for learning, how it can be integrated into the curriculum, and the pedagogical 
underpinnings of effective use in the natural setting of the school classroom. More research 
is required on how students can use the learning affordances of iVR to master content 
knowledge, develop higher order thinking, and promote metacognition, problem-solving, 
and collaboration. (p.15)
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Each of these examples emphasizes the need for careful research in terms of design-
ing the learning experience and assessing its impact. To inform best practices, edu-
cators engaging in learning design also need to actively study the impact of 
immersive experiences. Further research and innovation are required to address the 
various barriers—including cybersickness, access, privacy, and safety issues—that 
may prevent students from having meaningful immersive learning experiences.

 Designing Across the Spectrum of Immersion

There is a spectrum or scope across which educators may begin designing immer-
sive learning experiences. As educators develop their competence and confidence in 
using immersive technologies for designing learning experiences, they will be able 
to work toward more advanced levels of immersion (e.g., a fully immersive environ-
ment). As educators and designers, we should not be hesitant to begin this work 
because of lack of expertise or limitation of the technology available in our educa-
tional context. As with Teri in the vignette, driving this process is curiosity and 
interest in designing learning that engages students in a learning experience.

To design the immersive learning experience, students’ prior knowledge and 
experience with technology must be considered. As part of the design for learning, 
embedded scaffolding supports both the development of content knowledge and the 
technological skills needed for the immersive learning experience. This work needs 
to be planned, and the various scaffolding activities may take time to develop stu-
dent competence and confidence leading to a meaningful immersive learning 
experience.

A starting point for the design process is Dunleavy’s (2014) three design princi-
ples for AR learning: 1) “Enable and then challenge (challenge)”; 2) “Drive by 
gamified story (fantasy)”; and 3) “See the unseen (curiosity)” (p. 29). Educators and 
designers should be mindful of cognitive overload in immersive learning environ-
ments, which can be overwhelming for some students. Connecting to narrative 
offers personal and cultural relevance while reinforcing learning outcomes. Building 
on unique affordances of immersive technologies helps to visualize abstract con-
cepts that are challenging to teach. However, Dunleavy (2014) cautions “that 
designers do not create experiences where the technology becomes a barrier to the 
environment. Rather the technology needs to drive the students deeper into the 
authentic observation and interaction with the environment and with each other” 
(p. 32).

On one end of the spectrum, the immersive experience may involve such technol-
ogy as a tablet or smartphone. Further along the spectrum, students may be engaged 
in a deeper level of immersion with iVR. “The key findings are that effective and 
enjoyable learning does not need high degrees of immersion in most cases, but it 
profits from guidance and the breakdown of iVR lessons into smaller units” (Mulders 
et al. 2020, p. 217). Within this immersive spectrum are opportunities to use hybrid 
platforms; important for inclusion and widespread adoption, these include 
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2-dimensional screens (e.g., mobile phones, personal computers, and tablets) and 
VR hardware (e.g., head-mounted displays).

The focus should not be technology-driven; rather, the emphasis should be on the 
learning outcomes and application of instructional design principles. Mulders et al. 
(2020) propose an evidenced-based framework that offers guidelines for designing 
meaningful iVR learning-based (M-iVR-L) key features of VR technology, includ-
ing immersion, interaction, and imagination. The M-iVR-L framework proposes six 
recommendations for educators and designers to consider: 1) “Learning first, 
immersion second,” 2) “Provide learning relevant interactions,” 3) “Segment com-
plex tasks into smaller units,” 4) “Guide immersive learning,” 5) “Build on existing 
knowledge,” and 6) “Provide constructive learning activities” (Mulders et al., 2020, 
pp. 214–216).

As with all meaningful learning across the curriculum, purposeful planning is 
required before, during, and after the immersive experience. Planning entails apply-
ing instructional design principles to prepare and onboard students for the immer-
sive learning experience, as well as considering what knowledge is required in the 
subject area and the nature of the inquiry questions to guide the learning. When 
considering the immersive experience (partial or full), we need to ask—what are the 
interactions between the students and teacher? What learning outcomes should be 
achieved through the experience? What needs to be taken up in the facilitated post- 
immersive experience learning discussion? Where and how does assessment play a 
part in the design of immersive learning? These guiding questions will help educa-
tors and designers design and facilitate rich meaningful immersive learning 
experiences.

 Conclusion

The purpose of this chapter was to introduce the concept of meaningful immersive 
learning, which involves designing across the technological spectrum and across the 
curriculum. In the following three sections of the book, authors share illustrative 
examples of immersive learning. In Part 1, Designing Immersive Learning in 
K–12 Education, five chapters feature work and insights on designing immersive 
learning experiences and environments to meet educational goals and learning out-
comes in K–12 educational contexts. Part 2, Designing Immersive Learning in 
Higher Education, comprises five chapters. In the first two, the focus is on frame-
works that address the complexity of integrating immersive learning in current edu-
cational contexts. The next three chapters showcase examples of immersive learning 
to enhance the teaching of complex topics and offer differentiated instruction. The 
first four chapters of Part 3, Teachers and Students as Designers of Immersive 
Learning, share examples of how teachers and students can work as immersive 
learning designers, storytellers, and world builders. In the concluding chapter, “The 
Future of Immersive Learning: Designing for Possibilities,” we focus on designing 
for possibilities with immersive pedagogical strategies and immersive learning 
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technologies, grounded by examples and references from chapters in this book. 
Drawing on this work, we look toward a future of immersive learning in complex 
contemporary K–12 and higher education classrooms.
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Designing an Interactive Science Exhibit: 
Using Augmented Reality to Increase 
Visitor Engagement and Achieve Learning 
Outcomes

Quincy Q. Wang

Abstract This chapter describes the collaborative design and development of an 
augmented reality (AR) science exhibition to spark learners’ curiosity about sci-
ence. Learners engage in an immersive experience in which science content is aug-
mented with an interactive-digital experience. Analysis and evaluation results are 
used to suggest effective strategies for implementing AR immersive designs.

Keywords Augmented reality · Augmented reality learning environments · 
Augmented reality technology · Educational technology · Immersive learning · 
Immersive learning design · Learner engagement · Museum education

 Introduction

Increasing students’ engagement in the learning process motivates them to develop 
critical thinking skills, solve problems, and attain higher achievement (Carroll et al., 
2021; Ito & Kawazoe, 2015; McCormick et al., 2015). An emerging technology that 
opens additional opportunities to engage students more fully, augmented reality 
(AR) has been widely explored and studied by educators worldwide. AR refers to 
layering computer-generated digital content with the physical real world; this digi-
tal layer synchronizes with the subject to augment physical environments (Akçayır 
& Akçayır, 2017; Azuma, 1997).

Research has revealed many ways in which AR contributes to students’ engage-
ment. Delivering digital content side by side with real-world objects generates posi-
tive attitudes and greater satisfaction during the learning process; highlights 
emotional qualities through sense of presence; creates an enjoyable experience 
through digital entertainment elements, hands-on activities, and interface style; and 
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promotes intrinsic motivation (Akçayır & Akçayır, 2017; Challenor & Ma, 2019; 
Cheng & Tsai, 2013; Wojciechowski & Cellary, 2013).

This chapter focuses on the design and development process for a specific AR 
application project—a beehive exhibit in a science centre—and on the interdisci-
plinary collaboration among researchers, instructional designers, and science centre 
curators who created an engaging learning environment to promote students’ curi-
osity about science. The aim of this study is to contribute to the identification of 
effective immersive design principles and strategies and to provide recommenda-
tions for educators and instructional designers, thus allowing them to easily adopt 
and use AR technology to engage learners more effectively.

The chapter is divided into six parts. First is a vignette that illustrates how static 
objects in exhibit spaces neglect visitors’ interests and their opportunities to engage 
in learning content. Second is an overview of engaged learning assisted by AR. Third 
is a contextual description of the object of study, an AR-integrated beehive exhibit 
at a science centre (an informal educational site on Canada’s west coast), and a 
discussion of how AR is useful as a digital tool to deliver a novel learning experi-
ence that motivates learning. Fourth are detailed steps for applying an analysis, 
design, development, implementation, and evaluation model (ADDIE)—an instruc-
tional systems design framework adopted for the development of the AR-integrated 
beehive exhibit used in this study. Fifth are results from visitor feedback, provided 
to further improve the AR application. Sixth are immersive design strategies and 
principles of a theoretical approach for how AR technology can effectively connect 
content, learners, and exhibition space to create an engaging, interactive learning 
environment.

A note on the terminology: In the chapter, I use the word “learners” primarily to 
refer to visitors attending the science centre and interacting with the AR exhibit. 
Although many of the learners were students visiting the science centre, the AR 
exhibit was designed to engage all visitors (children, teachers, and adults) in the 
learning experience.

 Vignette

Eric is an elementary science teacher. One of his science lessons is to teach his 
seven-year-old students about the life cycle of a honeybee. In order to help his stu-
dents build the connection between knowledge learned in class and real-world 
experiences, he took them to the observation beehive in a science centre (Fig. 1) to 
give students first-hand experience and spark their curiosity about science. Although 
the beehive display in the centre was a state-of-the-art design, there were no live 
bees in the hive, and the vertical-stacked combs were covered by a black window for 
safety. Posters in the exhibit offered no content different than what can be found in 
a textbook. As a result, students spent only a few minutes at the beehive exhibit 
before moving on to other exhibits. Eric approached the science centre curator and 
asked if he could help design an AR app to make the honeybee life cycle content 
interesting and accessible, with the aim of motivating students to explore a bee’s life 
beyond the display.
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Fig. 1 The observation 
beehive exhibit

 Overview: Engaged Learning Assisted by AR

In museum education, the inaccessibility of many exhibits can decrease visitors’ 
interest in learning (Hall & Bannon, 2006). Artifacts are frequently inaccessible due 
to their fragile nature or for safety reasons; even when visitors are allowed to have 
a close look or, in exceptional cases, touch the exhibits, this is usually done with 
caution and has limitations. The resulting barrier between displays and learners in 
an exhibit space decreases learners’ overall levels of engagement—including their 
attention, curiosity, interest, optimism, and passion for learning subjects. In the field 
of education, engagement refers to the vitality between learner and learning activi-
ties (Appleton et al., 2006). Types of engagements can include “intellectual engage-
ment, emotional engagement, behavioural engagement, physical engagement, 
social engagement, and cultural engagement” (Glossary, 2016).

Museum exhibits with computer assisted technology can enhance engagement 
by generating new forms of social interactivity, models of behaviour, intelligibility 
of activities, and physical interactions to produce mutual engagement and improved 
appreciation of the exhibit (Heath & vom Lehn, 2008). Wang and Hsu’s (2008) 
study also confirmed that learners’ curiosity and engagement can be increased by 
creating a digital simulation learning environment. AR’s capability to synchronize a 
person’s physical environment with digital virtual content—to access, reveal, and 
augment the content beyond the object displayed—is attracting attention from 
museum educators. In Dunleavy’s (2014) study, AR went beyond just a technology 
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interface to acting as a way to visualize invisible phenomena. Enabling “authentic 
observation and interaction” (p. 32) promoted intellectual engagement by delivering 
knowledge through personal experiences in authentic simulated environments, 
allowing visitors to interact with digital content easily and naturally as if they were 
interacting with objects in the real world.

In addition, the learning content generated by AR is visible, dynamic, and enter-
taining, inviting learners to pay attention to important information. As a result, AR 
scaffolds knowledge through interactive learning experiences (Yoon et al., 2018). 
Compared to static learning content such as 2D text or image displays, interactive 
elements such as animations, 3D graphics, audio, video, and motion detection deliv-
ered by AR create an immersive and enjoyable learning environment. As Yoon and 
Wang (2014) point out, dynamic digital communication represented by AR helps 
the learning experience become authentic and informative, which presumably 
improves learners’ understanding, performance, and engagement. Lee et al.’s (2021) 
museum education research also indicates that AR learning tools enhance educa-
tional activities in museums by “providing rich and realistic 3D images that activate 
the senses” (p. 475). Further, “AR technology creates a blend between the real world 
and the digital, bringing the digital 3D objects literally in our hands” (Kyriakou & 
Hermon, 2019, p. 1).

 Context

Science centres and museums are informal learning places for students and the 
broader public to develop an understanding of science. Their purpose is to spark 
curiosity and extend scientific knowledge and appreciation of science to the com-
munity. Heath and vom Lehn’s (2008) study indicates that science education sites 
continuously explore the use of new technologies to engage their audiences and 
enhance public understanding of science, often in informal and interpersonal ways. 
Conversations with the science centre staff in this study identified AR as an on-site, 
real-time digital facilitator of children’s sense of curiosity and wonder in learning 
about science. The AR intervention for the beehive exhibit used in this study was 
intended to enhance the learning experience with a contextual connection, thereby 
enabling the learners’ emotional and behavioural engagement.

The success of delivering such a project relies on multiple factors. First, from a 
technology development perspective, it is necessary to include pedagogical exper-
tise, immersive technology design skills, and museum education knowledge. 
Therefore, the research team members included a researcher in educational technol-
ogy and multimedia design, a graduate student in scientific literacy research, and 
two computer science undergraduate students experienced in game design. Second, 
from the learners’ perspective, having their own handheld devices improves safety 
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(especially in the context of the COVID-19 pandemic) and provides easier access to 
the digital experience. Finally, funding is crucial to accelerate and support research 
into how AR contributes to the community learning environment.

The research team, together with the science centre curators, chose the beehive 
exhibit because it could demonstrate the profound potential of AR contribution for 
informal science education. First, the learning challenge posed by the exhibit was 
the learners’ inability to take a closer look or even touch the bees. Touching bees is 
not possible in the real world, but could AR make it possible? Second, day-to-day 
activities within the beehive occur only from May to August. Could AR make the 
learning content more accessible without those time constraints? Third, learners 
observe the hive through a glass window on one side (Fig. 2) and a glass tube con-
necting the window with the outside. This limited observation makes it challenging 
for learners to have a thorough understanding of bees’ natural activity, including 
social interactions among the types of bees in the colony.

AR has potential as a value-added tool to improve a disengaged learning situa-
tion by (a) allowing learners to get closer to observe different bees through interact-
ing and touching 3D digital bees, (b) seeing details inside the beehive by scrolling 
through a panoramic 360 degree image, (c) discovering aspects of bee behaviour 
and bees’ relation to the natural world through hearing a soundscape in the hive and 
stories of the roles of worker, queen, and drone bees, and (d) increasing curiosity 
about the life cycle of bees and their vital role in the earth’s biodiversity. Thus, 
intervention with AR to deliver a novel interaction with bees would help create 
curiosity about science, motivating visitors to learn more about the bee exhibit 
while enjoying the experience (Fig. 3).

Fig. 2 The viewing 
window of the observation 
beehive
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Fig. 3 Visitors use their own smartphone camera to scan a QR code and see a 3D bee live

 ADDIE Employed in the AR Design and Development Process

The guiding principle of this study is to increase engagement through digital inter-
activity via an AR application that can overcome constraints such as time, space, 
safety, and access limitations. The outcomes are furthering scientific knowledge 
development, facilitating knowledge acquisition, stimulating interest in the display, 
and making learning content relevant to individuals. For those reasons, this exhibit 
is defined as an intentional learning environment. Branch (2009) indicates that the 
ADDIE instructional design model is a proven and efficient framework with which 
to guide product development for an intentional learning environment. Studies from 
Wang and Hsu (2008) and Yu et al. (2021) have shown the promise of this frame-
work for developing immersive interactive learning environments. Hence, the 
research team chose ADDIE as a framework for the AR app development. It needs 
to be emphasized that the ADDIE’s five development phases are not discrete; 
instead, they overlap with each other to guide the development process with the 
ultimate goal of making the learning experience entertaining, interactive, and 
pleasant.

 Analysis Phase

A needs analysis was the first step to identify stakeholder (learners’) needs and the 
learning gap. The research team undertook an extensive literature review to under-
stand the reasons for disengagement in museum and science centre learning 
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environments. Often, visitors to these sites have limited access to artifacts due to 
their uniqueness, value, or a lack of physical space for exhibiting the objects 
(Kyriakou & Hermon, 2019). Further, Jahreie et al. (2011) found that students need 
to explore and play with exhibits to understand the meaning of objects in science 
museums. Otherwise, the artifacts are often treated as passive as in traditional muse-
ums, which set limitations on motivating children to learn and explore new knowl-
edge (Lee et al., 2021). AR on the other hand stimulates learners’ active exploration 
and generates curiosity about the artifacts, which makes the learning relevant to 
individuals’ interests. AR also creates the potential, as Morey and Tinnell (2016) 
have pointed out, for “enhancing one’s perceptual and cognitive experience of the 
spatiotemporal here and now ... precisely the ideal that orients AR” (p. 7).

In this phase, the researchers applied interactive learning theory: a pedagogical 
approach that incorporates technology into learning content delivery. Reeves and 
Hedberg’s (2003) study reveals that digital interactive learning environments esca-
late authentic interactivity and create a new perspective of interactive learning sys-
tems. Learning science through implementing 3D simulations is effective and 
promises to promote science learning, the development of process skills, and the 
facilitation of conceptual change during interactive learning (Jacobson et al., 2016). 
The needs analysis deepened the researchers’ theoretical understanding of how best 
to use AR to increase curiosity about scientific knowledge. It also informed the 
design principles for AR’s pedagogical implementation, thus clarifying the role of 
AR as an interactive vehicle for providing scientific narratives that motivate and 
engage learners beyond passive learning. AR was envisioned as a magnifying glass 
to enhance meaning, thus bringing topics to life and making science exhibits more 
accessible, exciting, and innovative. It was expected that the AR experience would 
enhance learners’ perception of, and interaction with, the beehive. It was also 
expected to help users understand more about what goes on in a beehive and about 
honeybee colony behaviours, including the different types of bees and their role in 
the colony, thus igniting learners’ interest in ecology at large. Most importantly, the 
needs analysis phase also helped the researchers analyze the intersections of inter-
active learning theory and educational practices associated with AR, to build and 
appreciate physical places beyond time and space and reduce communication barri-
ers for learners.

 Design Phase

This phase focused on creating and developing the learning activities. The main 
affordance of AR is the delivery of embodied activities, thus combining hands-on 
experimentation with a novel experience to extend and stimulate learning and visu-
alize otherwise invisible concepts. In alignment with desired pedagogical approaches 
and learning content, the researchers and science centre curators listed ways in 
which AR could be most effective for enhancing learners’ engagement and appre-
ciation for the beehive exhibit: (a) increase accessibility to the beehive by allowing 
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learners to explore the combs covered by the darkened part of the glass (Fig. 2) 
through the AR interface by adding a motion control feature or scrolling on the AR 
application directly; (b) create hands-on play opportunities for learners by putting 
digital 3D bees literally in their hands to touch, observe, and rotate; and (c) avoid 
passive learning by combining visual elements, audio, and animation presentations 
to stimulate learners’ interest and give learners agency by letting them pick the 
activity topic.

Also planned was a design that balances the physical exhibit space with the AR 
content. As such, learners would not only focus on the novelty of the technology but 
also enjoy the exhibit, thus gaining more meaning from and more appreciation of 
the physical displays in the exhibition. For example, the AR code was placed close 
to the exhibit artifact to scaffold interactions with real and virtual objects, and 
colourful graphic signage was placed in the centre of the exhibit to attract attention 
by introducing the AR learning content and explaining how to access the AR 
experience.

 Development Phase

During the development phase, design concepts were applied to AR application 
development. This phase involved three activities. The first was to create the user 
interface (UI) and user experience (UX) flows. Designing for AR requires com-
pletely new ways of thinking about UI and UX. For envisioning how users will 
interact with the learning content, a user flow chart was created (Appendix A) to 
assist with and establish the structure of content delivery with learner-centred design 
thinking. The chart informed developers that the core of the app is representing dif-
ferent types of bees in real life by using 3D bees to guide the learning journey.

The second development activity was to choose an AR platform. There are many 
on the market, so a team consisting of a curriculum designer, a pedagogy researcher, 
and two computing science students listed, reviewed, and compared the pros and 
cons of different AR application platforms. The following list of considerations 
guided the final choice:

• Licence fee: the platform needed to be open-sourced because the funding was for 
one year only.

• User-end consideration: users would not need to download an app; that would 
distract from their learning experience, and they could lose enthusiasm.

• Access to free Wi-Fi connection to visitors: the AR app must be able to connect 
to the cloud server space without consuming memory on users’ own devices.

• Multimedia file formats: must support real-time 3D development.
• Ease for developer: ability to efficiently create, manipulate, and update AR 

user flow.
• Scalability: allow customization and future expansion.
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After considering the comparisons, the team decided to combine an open-source 
platform (Unity) and an AR toolkit (ZapWorks Universal AR SDK) to create the 
application. This choice also allowed the researchers to work within the funding 
mandate received for this project, which is to advocate and encourage research col-
laboration with local communities and to mobilize the research to benefit diverse 
stakeholders.

The third activity was to list key development features. To foster an inclusive 
design culture and promote the value of learner-centred design and digital accessi-
bility within the open community space, the researchers envisioned features such as 
using a QR code to activate the AR experience, using 3D animated bees to apply 
interactive learning theory for engagement, applying responsive design so that con-
tent can be adjusted for differing screen sizes of various handheld devices, ensuring 
a consistent user experience across operating systems such as Android and iOS, and 
saving and continuing the learning activities at school or home.

 Implementation Phase

The purpose of the implementation phase was to shift the work from the AR devel-
opment stage to the exhibition where visitors would interact with the AR. The QR 
code was disseminated to science centre curators, teachers, and educational 
researchers for critique before printing the QR code and on-the-wall signage 
(Fig. 4). Curators and graphic designers created a visual atmosphere through sig-
nage and posters for attracting visitors to experience AR. During the pandemic, 
fewer staff were able to assist visitors; therefore, the AR app became the primary 
facilitator in the beehive exhibit to engage visitors. We learned that well-designed 
signage encourages observation and sparks visitors’ conversation about the display 
as well as promoting the AR exhibit. Such visual cues are also an easy way to build 
a connection among visitors, the exhibit, and AR technology. This implementation 
phase was also a transition to prepare the evaluation activities and place the actual 
product into action for the visitor engagement process.

 Evaluation Phase

The evaluation phase had two parts: internal and on-site evaluation. First, the 
researchers conducted rapid user testing internally with science centre staff to eval-
uate whether desired results were achieved. Second, the researchers moved to a 
quantitative on-site evaluation to review the beta version of the AR by conducting 
surveys with a small number of visitors. The survey questions (see Appendix B) 
focused on user experiences to understand whether the AR was easy to use and 
added meaningful value to their experience.
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Fig. 4 Signage for beehive exhibit

Twenty beehive exhibit visitors (14 families and six individuals) were asked to 
fill out a brief survey immediately after their interaction with the AR exhibit. The 
target audience for the exhibit is children aged 7 and older, so most visitors were 
parents accompanied by their children (parents used their own devices to assist 
children in exploring the wonders of the beehive). Six questions were asked, focus-
ing on the functionality of the AR app on various visitors’ own handheld devices, 
the ease of using the app, any confusion about the app, and any comments. Analysis 
of the responses indicated that the AR app functioned successfully. As seen in 
Fig. 5, visitors’ responses were mostly positive. Visitors were satisfied and under-
stood how to use AR in the beehive exhibit.

In the final open-ended question (not included in Fig. 5), users responded that 
this was a cool idea for the exhibit and that they were motivated to visit the hive 
when live bees came back. Though this is a very small data set (a beta-version to 
inform further development), responses to the last question suggested there was 
more confusion than satisfaction. Most comments among the 11 visitor groups indi-
cated they did not know how to interact with the AR bees (although, because the 
digital bees are very cute, they were motivated to interact and play with them more). 
Another outstanding issue is that on some visitors’ phones, the bees disappeared 
from the phone screen if the position of the phone was changed too quickly.
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Fig. 5 Visitor responses from the onsite evaluation of the AR app (beta version)

 Improving the AR Application

Challenor and Ma’s (2019) research showed there are learning curves for users 
experiencing AR because of the potential for cognitive overload. Their research 
result is consistent with our evaluation results. To address visitors’ confusion about 
how to play with 3D digital bees, an updated version was created that included a 
short tutorial on how to interact with 3D bees on users’ own phones (Fig. 6). This 
improvement increased users’ confidence using the AR app. Additionally, tran-
scripts were added to the animation videos to address disability needs, and changes 
were made to some of the English vocabulary in the story to allow English-as-an- 
additional-language learners to acquire content more easily.

 Strategies for Implementing AR Immersive Design

To begin the immersive design process, having a clear sense of the learning goal 
provides focus and guidance for each step of the design development so it is man-
ageable. The learning goal when designing AR activities can be seen as an inquiry 
intersecting storytelling with meaning-making. A clear goal serves as the backbone 
of the AR instructional design structure.

• Creating effective UX assets. “UX assets” in this study refers to user flows, 
storyboards, multimedia, and visual elements. In this case, “effective” means 
two things: UX assets spark users’ interest, desire, and motivation to participate 
in AR activities, and the AR activities achieve the learning outcomes. Therefore, 
designers need to be creative in ensuring that UX assets—such as colours, 
shapes, animations, audio, and video—interrelate with learning content to con-
nect with target audiences and achieve learning goals. Preparing and working on 
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Fig. 6 Graphic tutorial on how to play with the 3D bees

UX assets is an essential step before programming in an AR platform. Effective 
UX assets also motivate AR application developers to enjoy the development 
process and can stimulate more innovative ideas.

• Having learners in mind. The design and development of AR immersive learn-
ing environments should have a target audience in mind. Developers need to 
consider the audience’s knowledge and technology skill level. For example, the 
primary age range of this study’s target learners is 7 to 12 years. Therefore, an 
age-appropriate short tutorial embedded in the app, and a text and infographic 
explanation in the physical space, can facilitate use of the app. Also, developers 
need to be aware of learners’ tolerance for the length of content delivery so that 
this additional layer of interpretation is not overwhelming. While designing edu-
cational programs, it is helpful for educators, designers, and developers to 
remember that AR technology is not meant to replace face-to-face learning, but 
to complement and facilitate it.

• Developing narrative structure. Through storytelling and stories, AR becomes 
a learning tool that “penetrates the heart of the student” (Donally, 2018). 
Integrating an engaging narrative structure with an AR app can help enhance 
learners’ understanding and inspire their imagination. Narrative structure frames 
the story. Unlike traditional modes of storytelling, stories in AR are superim-
posed onto the learner’s existing real-world context. As Kumpulainen et  al. 
(2020) note, “augmented storying enabled the children to enact living and imagi-
native inquiries into themselves as well as other human and non-human beings 
through playful, affective, sensuous, identity, cultural, and critical literacies” 
(p.  3). With this suggestion in mind, stories in AR should be developed with 
compelling narratives that have clear plot lines for emotional engagement, inter-
secting with conceptual learning. Interactive storytelling in AR design invites 
learners to be inquirers who explore and navigate embedded stories while reflect-
ing on their own learning background and lived experience.

• Encouraging interdisciplinary collaboration with STEM. Implementing AR 
technology highlights the interdisciplinary nature of this work. The definition of 
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interdisciplinary in this project is a collaborative team approach involving peo-
ple with diverse skills and expertise. Thus, interdisciplinary collaboration is key 
to the success of an AR design in an informal learning setting. In this project, as 
stated above, the team consisted of a graduate student with extensive back-
grounds in science education and curriculum theory, a researcher with expertise 
in educational technology and multimedia design, and undergraduate students 
from a computing science program who were enthusiastic about coding and 
game design. Science centre staff and volunteers offered extensive knowledge of 
museum education and usage of space; they curated the learning content and 
provided the logistics to enact the AR technology. Interdisciplinary collaboration 
allowed the researchers to work with experts from educational psychology, sci-
ence education, learning design, and educational technology. Through this col-
laborative process, participants learned much from each other and thus leveraged 
their knowledge for innovation.

 Conclusion

The AR platform in the science centre beehive exhibit provided teachers with an 
opportunity to extend their science curricula and lessons, enabled visitors to increase 
their sense of wonder and curiosity, delivered a complex science topic more effi-
ciently, and cultivated a culture of active learning, which ultimately contributed 
another informal learning space in the community. As one elementary school teacher 
commented while providing informal feedback, “this is a great inquiry learning tool 
for elementary students to become curious and want to engage more with learning 
bee ecology. It provides a close-up experience to observe bees that may be impos-
sible in real life.”

This AR development project for a science centre highlights the potential of AR 
immersive technology for educators, instructional designers, and AR immersive 
application developers. The experiment of designing and implementing an AR app 
encouraged the researchers to be more creative in developing immersive technology 
pedagogies in a consistent manner. For learners, the project enhanced the experi-
ence of the beehive, which has now been transformed into a more engaging, enter-
taining, and interesting educational experience that also helps learners retain 
scientific knowledge longer. For educators, appropriate development of AR experi-
ences reduces barriers created by limited resources such as funding, skills, and time 
to adapt emerging technology into teaching practice.

As of today, although AR contributes to education by creating high-context 
forms of learning situated within real world environments, it has not fully reached 
its potential to enrich learning because of a lack of consistent research on its effec-
tiveness. In addition, there are still challenges arising from technological limita-
tions. For example, there are no sufficient “off the shelf” platforms for teachers to 
easily adopt for their classrooms. The design and development solutions proposed 
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in this chapter shed light on applying AR in education with a limited budget; the 
design model is affordable, scalable, and achievable for most educators if people 
with expertise are willing to work together. Utilizing the affordances of AR to 
engage learning and develop curiosity about science subjects, the design principles 
offered in this chapter make specific pedagogical contexts live and thus leverage 
contemporary digital experience to benefit informal educational spaces like science 
centres, community centres, and museums. Educators should not fear incorporating 
emerging technology into curricula. Rather, we need to be open to and share new 
discoveries, resources, and creative pedagogical strategies to bravely move into new 
dimensions of teaching and learning.
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Q. Q. Wang



29

 Appendix B: Onsite Survey Questions

 1. Are the instructions on the wall easy to understand?
 2. Is the QR code easy to scan and use?
 3. Did the AR app work on your phone? If not, what phone do you have?
 4. Did you understand how to use the AR app?
 5. Was there anything that was confusing about the app? Can you explain what was 

confusing?
 6. Are there any other comments that you would like to share?
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Augmented and Virtual Reality 
in the Classroom: Adding a Postdigital 
Perspective to Backward Design Lesson 
Planning

Annie Beaumier and Marguerite Koole

Abstract This chapter is written for current educators who are interested in inte-
grating augmented (AR) and virtual reality (VR) into their current lesson- 
development and teaching practice. This chapter offers the reader an opportunity to 
consider these technologies from a new philosophical perspective: the postdigital.

Keywords Analog · Augmented reality · Backward design framework · 
Constructivist · Conceptualization · Digital · Postdigital · Virtual reality

 Introduction

In our day-to-day lives, humans are surrounded by living and non-living things. As 
we go about our regular activities, we forget about the tight interrelationships 
amongst all that surrounds us. These interrelationships are complex. Colloquially, 
we often refer to computers as digital; however, as we will argue in this chapter, 
computers may be analog or digital. That is, some computers offer continuous, ana-
log measures/experiences (such as a thermometer or a movie) and others provide 
discrete, countable measures (such as bits or the individual cells of a 35 mm film). 
The digital and analog nature of our computing tools is so ubiquitous and seamless 
that their characteristics are often rendered invisible to us. In other words, these 
tools no longer seem novel or noteworthy; they have become postdigital. Postdigital 
is a philosophical perspective in which old and new media form hybrids, old media 
are used like new media, or old media become repurposed (Cramer, 2015; Jandrić 
& Hayes, 2020).
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A postdigital analysis reveals that augmented reality (AR) and virtual reality 
(VR) are phenomena with both digital (discrete values such as numbers or bits) and 
analog (continuous variability such as an oil painting) characteristics (Cramer, 
2015). In practice, this seemingly confounding nature of analog-digital phenomena 
may render it difficult to develop or choose pedagogical approaches since teachers 
and students are generally not trained to notice or differentiate between digital and 
analog. Both AR and VR can add a different kind of reality in which the learner 
senses being there, potentially impacting their sense of relationality with the envi-
ronment. We suggest that a major benefit of designing AR and VR lessons with a 
postdigital sensitivity is to increase learners’ appreciation for the interrelation of all 
living (i.e., animals, plants, and insects) and non-living things (i.e., machines and 
computers) within the environment. We propose that a better understanding of digi-
tal and analog characteristics can help teachers envision creative possibilities for 
integrating AR, VR, and other technologies in the classroom. For example, a typical 
class can discuss the impact of humans on the environment by referring to exam-
ples, showing pictures, and playing videos. On the other hand, through a mobile AR 
application, learners can aim their cameras at an environment and read information 
bubbles, listen to audio, or watch videos about people and objects in their surround-
ing environment. Alternatively, using a VR application, students can virtually walk 
on, fly over, or swim through environments and choose actions that stimulate 
changes in waterways, air temperature, or other environmental elements.

Starting from a social constructivist lens (Jonassen, 1998; Vygotsky, 1978) 
familiar to most teachers, this chapter is organized in the following way. We begin 
with a vignette to set the context and tone of the chapter, followed by a discussion 
of AR and VR in education. We then introduce the postdigital perspective, providing 
history and origins of this perspective and how it is defined. Next, we discuss the 
analog and digital characteristics of AR and VR as well as the freedom and con-
straints they afford. Having examined these philosophical and conceptual aspects, 
we present a sample AR lesson using the World Wildlife Federation (WWF) Free- 
Flowing Rivers app. The lesson is designed using a practical and well-established 
lesson development framework called backward design (Wiggins & McTighe, 
2005). The sample lesson offers commentary that illustrates how a postdigital per-
spective can inform the lesson design. We speculate how the lesson might be altered 
by and questioned through the shifting of postdigital attributes. We conclude by 
offering a checklist of practical design considerations for including postdigital per-
spectives into AR and VR lessons, using the backward design framework.

In this chapter, we start with familiar concepts such as social constructivism and 
backward design and expand towards less familiar concepts (i.e., the postdigital) 
and technologies (i.e., AR and VR). We aim to show how a postdigital sensitivity 
might assist educators in more deeply interrogating and inspiring their use of AR 
and VR in the classroom as well as helping learners to better comprehend their 
interrelationship with social and material environments.
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 Vignette

The Grade 8 classroom was abuzz as the kids were anticipating the AR lesson on 
waterways. As the lesson began, Robby started daydreaming about the marshy 
swale near his house. The last time he rode his bike through there, he saw a sign 
which said that the nearby South Saskatchewan River used to flow through this area 
years ago, leaving behind this old riverbed pathway. He wondered, “What had 
caused the river to change its course?” Suddenly, Robby’s reveries were interrupted 
as the class began talking, shifting around, and picking up their phones. Using the 
WWF Free-Flowing Rivers AR app, Robby’s group decided to add a virtual dam in 
a particular spot on a river to see what would happen. Sure enough, the virtual 
water started collecting above the dam while the flow lessened downstream (Fig. 1). 
However, the group realized that’s not what happened here with the South 
Saskatchewan. They began discussing how they could create their own simulation in 
relation to the swale. They could get some silly putty and create a scene with trees, 
rocks, water, and other discrete things (digital elements) and create a video (a con-
tinuous, analog product). The teacher was amazed at how easily the students shifted 
between digital and analog in their thinking. After the teacher made the group 
aware of their ‘shifting’, the group considered how they could shift even more. 
Someone suggested using stop motion animation (digital) to create a video (analog) 
... Another group member suggested repurposing the videos to create their own AR 
activity! The ideas began ricocheting from person to person. Robby could hardly get 
a word in edgewise! The excitement and creativity were palpable.

Fig. 1 Screenshot of the Build-a-Dam feature of the WWF app
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 AR and VR in Education

AR and VR technologies have already begun to take on a prominent role in our 
society. VR has been used by the military in Western countries in the Army, Air 
Force, and Navy for flight as well as for battlefield simulations and treating post- 
traumatic stress disorder (Sokhanych, 2018). AR and VR are gradually spreading 
across many areas of education: K–12, higher education, and informal learning con-
texts. Dick (2021) provides a lengthy list of AR and VR resources for K–12, special 
education, science, technology, engineering, and math (STEM) education, medical 
training, arts and humanities, soft skills and careers development, technical educa-
tion, and teacher training. AR and VR technologies have the potential to expand 
learning environments “by reducing barriers from physical space, enhancing col-
laboration and hands-on learning, and providing individualized learning approaches 
that can help students at all levels thrive” (Dick, 2021, p. 1).

AR and VR in education can facilitate a move away from the traditional chalk 
and talk teaching methods and towards experiential adventures that foster a greater 
sense of learner presence and embodiment. Learning through 3D modeling can 
make abstract concepts seem more concrete and manipulable. In 2005, Cline 
wrote that

the adoption and integration of virtual reality in education will also signal a much-needed 
shift away from learning that is too abstract and disconnected from practice and experience 
and empower students by offering a more experiential mode of learning and promoting the 
need for conceptual understanding. (p. 154).

Drawing upon the work of Krokos et al. (2019), Dick (2021) notes,

immersive experiences have been shown to reduce cognitive load and distance, encourage 
higher engagement, and improve memory recall for complex or abstract topics, such as 
STEM (science, technology, engineering, and mathematics) subjects that often rely on two- 
dimensional representations of otherwise intangible concepts. (p. 2).

AR and VR may help students not only to grasp abstract concepts but also foster 
critical thinking. Elmqaddem (2019) argues that “the value of adopting virtual real-
ity in education and learning is related in part to the fact that this technology can 
improve and facilitate learning, increase memory capacity and make better deci-
sions while working in entertaining and stimulating conditions” (p. 237). Sotiriou 
and Bogner (2008) add that AR and VR can help learners develop better investiga-
tion skills and gain more accurate knowledge on a given topic.

In addition to supporting active learning and cognitive development, AR and VR 
can have positive effects on motivation and engagement while also decreasing risk 
(Dick, 2021). Eastman et al. (2011) report in their study that with the implementa-
tion of AR in classes, 87% of students reported they would be more likely to attend 
class, and 72% said they were more likely to actively participate (p. 32). Similarly, 
Fatih Özcan et al. (2017) observe that “the use of augmented reality in education 
and training environments has positive contributions to student success and satisfac-
tion” (p. 27). On a practical level, AR and VR may offer a safe way to learn skills 
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for high-risk situations: “an obvious advantage of virtual reality is that this technol-
ogy allows a learner to experience environments, which cannot be experienced in 
the real world due to the cost and/or risk factors” (Chen, 2009, p. 75). For example, 
in the vignette the WWF AR app allows the students to explore activities outside the 
realm of possibility in a classroom, such as building dams.

 From Constructivism to Postdigital

Ertmer and Newby (2013) argue that humans not only create meaning from experi-
ence, but that it is important for learners to “elaborate on and interpret information” 
(p. 56). They add that to achieve this higher-level thinking, learners should be pro-
vided with “the means to create novel and situation-specific understandings” (p. 56). 
For example, in the vignette for this chapter, Robby’s group engages in elaboration 
and interpretation as they imagine what strategies, materials, and media they can 
use to better understand the swale on the outskirts of their city. The vignette shows 
how Robbie connects his prior experiences with the new, unfamiliar technology as 
he actively attempts to understand the swale situation. This is what we mean by 
constructivist pedagogy: a learning approach in which learners are encouraged to 
negotiate meaning and build upon their prior knowledge. As Chen (2009) notes, 
“constructivist philosophy holds that knowledge is constructed through an individ-
ual’s interaction with the environment” (p. 73). AR and VR both offer opportunities 
for learning through immersion in an exploratory environment as well as personal 
and social negotiation of meaning.

An important goal in a constructivist classroom is to create a collaborative 
problem- solving environment where students become active rather than passive 
participants in their learning. Active learning can occur when learners manipulate 
objects or affect the environment in some way (Jonassen, 1998). By using virtual 
technologies in a constructivist approach, teachers can orchestrate a student-centred 
learning experience and “manipulation space” (Chen, 2009, p. 75) where students 
can actively control what they want to explore. Mixed reality has been shown to 
support collaborative learning modalities in adaptive and creative environments in 
which people may blend aspects of the physical world and the virtual world (Martín- 
Gutiérrez et al., 2017). Combined with good pedagogical approaches, AR and VR 
can offer meaningful social interaction with opportunities for inquiry learning. 
Driscoll (2005) lists five constructivist conditions for learning that would, hypo-
thetically, lead to good pedagogical practices:

 1. Embed learning in complex, realistic, and relevant environments.
 2. Provide for social negotiation as an integral part of learning.
 3. Support multiple perspectives and the use of multiple modes of representation.
 4. Encourage ownership in learning.
 5. Nurture self-awareness of the knowledge construction process. (pp. 393–394)
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In the vignette, when Robby shares his thoughts about the swale, the group starts 
negotiating their strategy for creating their own environmental simulation. The situ-
ation is complex and realistic: the learners negotiate, they share their perspectives, 
and they start to show signs of awareness, moving in the direction of postdigital 
sensitivity as described in the next section. Constructivist pedagogical approaches 
can be complemented with a postdigital perspective in which teachers can ask the 
learners to envision technology in different ways while at the same time negotiating 
meaning, elaborating, strategizing, and blending aspects of the physical and vir-
tual world.

 What Is Postdigital?

A postdigital sensitivity can help educators raise awareness of how technology, such 
as VR and AR, is “already embedded in, and entangled with, existing social prac-
tices and economic and political systems” (Knox, 2019, p. 358). Without such an 
awareness, learners may not realize how they, as human beings, affect and are 
affected by the environment or—for that matter—other living things (i.e., animals, 
plants, and insects) and non-living things (i.e., machines and computers) (Jandrić & 
Hayes, 2020). The lack of awareness may result in poor decisions such as over-use 
or uncritical use of resources, possibly impacting local or global poverty, climate 
change, economic conditions, and other important socio-political-economic issues. 
For this reason, we have turned to the postdigital approach to complement construc-
tivist pedagogy.

The postdigital movement had its beginnings in art, music, and aesthetics 
(Andrews, 2000; Cascone, 2000; Metzinger, 2018). Rather than representing a 
rejection of computer technology, it is more so characterized by pervasiveness; that 
is, the digital has become such a prevalent aspect of social-material interactions that 
it is no longer regarded as something external or other (Knox, 2019). By this 
account, all education is blended in that digital and analog elements are entangled, 
socially, materially, and temporally—so much so that it is easy to forget how they 
co-construct our world. The post prefix may also suggest after digitization in which 
the disruption has already occurred; postdigital is the aftermath when technologies 
and associated processes are repurposed. Old media become used in new ways or 
with new sensibilities. For some theorists, “the term ‘post-digital’ usefully describes 
‘new media’-cultural approaches to working with so-called ‘old media’” (Cramer, 
2015, p. 21). There is a subtle movement from the illusory perfection of the digital 
back to analog, from post-modern to modern (Andrews, 2000; cited in Cramer, 
2015)—or to illustrate, “vinyl as anti-CD, cassette tapes as anti-MP3, analog film as 
anti-video” (Cramer, 2015, p. 21). In education, AR and VR can permit this type of 
shifting between forms such as analog and digital, described in detail in the next 
section. Teachers’ awareness of such shiftings may result in creative ideas and 
enhancement of pedagogical practices.
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 Analog Versus Digital

At a colloquial level, the word digital has come to refer to anything pertaining to 
computers or electronic devices (Cramer, 2015). In fact, this is not the original 
meaning. Rather, an etymological analysis of digital shows us that it originally 
referred to fingers (the digits of one’s hand). It later came to mean “signals or infor-
mation represented by discrete values of a physical quantity such as voltage” 
(Stevenson, 2010a). The Oxford English Dictionary defines analog as “relating to or 
using signals or information represented by a continuously variable physical quan-
tity” (Stevenson, 2010b). Time displayed using hour and minute hands is analog, 
while time displayed with discrete numbers is digital. An ancient Roman mosaic is 
digital because it comprises individual pieces to make up the whole (Cramer, 2015). 
It is also important not to construe analog as the opposite of computational (Cramer, 
2015). An analog computer processes continuous data while a digital computer pro-
cesses binary code (discrete units of input become 1 s and 0 s) (Satayabrata, 2020). 
A thermometer (temperature) and a barometer (pressure) are examples of analog 
computers. “The structure of an analog signal is determined entirely by its corre-
spondence (analogy) with the original physical phenomenon which it mimics” 
(Cramer, 2015, p. 18). A barometer indicates in real-time the atmospheric pressure; 
as pressure changes, the barometric instrument simultaneously indicates change. 
Table 1 summarizes the ontological and epistemological characteristics of analog 
and digital.

 Postdigital Conceptualizations of AR and VR

It may be easy for people to conceptualize AR and VR; indeed, some philosophers 
suggest that it is not much different from our current experiences of everyday con-
sciousness: “the conscious experience produced by biological nervous systems is a 
virtual model of the world—a dynamic simulation” (Metzinger, 2018, p. 3). In other 
words, our experience of the world is mediated through our sensory-motor capabili-
ties and interpreted through our brains, outside of which we cannot achieve onto-
logical certainty.

At a psychological level, Metzinger (2018) suggests VR is a form of hallucina-
tion, similar to a dreamlike state in which our sensory organs and our brains are 
constantly creating representations of the world. To explain, the human brain 

Table 1 Ontology and epistemology of analog and digital

Ontology Epistemology

Analog Correspondence to physical 
phenomenon/a

Observed through continuity; continuous variability, 
such as a naturalistic painting

Digital Perfect (seemingly) 
representation and reproduction

Observed through discrete values such as numbers, 
bits, pieces such as a mosaic or pointillism
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 interacts with visual and auditory stimuli (whether in real life [IRL] or computer- 
generated) to create an “integrated ontology” experienced in a given “lived moment” 
(Metzinger, 2018, p. 4). As with how we experience presence or situatedness in our 
day-to-day world, we can experience presence in virtual worlds. People can interact 
with and act upon that which is perceived. The difference between our experience 
of presence in IRL or VR can be difficult to ascertain. As Metzinger (2018) sug-
gests, some VR applications aim at creating realistic experiences that provide a 
strong sense of embodiment in time and space, while others aim to create more 
dream-like experiences.

According to Chalmers (2017), “a virtual reality environment is an immersive, 
interactive, computer-generated environment” (p.  312). Because it is computer- 
generated, it is labelled as virtual, yet because humans can perceive it and interact 
with it, it is also considered a form of reality (Chalmers, 2017). “Most ‘digital 
media’ devices are in fact analog-to-digital-to-analog converters” (Cramer, 2015, 
p. 23): for example, AR and VR rely on coding, decoding, and recoding, and both 
rely heavily on visual display. Although pixels (and light particles if seen through 
the appropriate apparatus) are digital in nature, the experience of light waves (as 
seen with the naked eye) is analog.

Table 2 provides a summary of Chalmers’ (2017) categories of VR as well as 
examples related to the vignette and examples for classroom implementation.

Arguably, since AR is a form of semi-immersive or non-immersive reality 
(Greenwald, 2021), it can be referred to as “mixed reality” (Chalmers, 2017, p. 314). 
AR “adds an environmental layer that is invisible for others, superimposing a new 
and additional set of priors onto the conscious subject’s model of reality” (Metzinger, 
2018, p. 14). AR allows the blending of IRL and VR. In VR, people can violate the 
physical laws of IRL (ontological freedom). AR, however, tethers activity to physi-
cal laws (ontological constraints) yet, like VR, extends epistemological possibili-
ties. Table 3 compares the ontology and epistemology of AR and VR.

While it is beyond the scope of this chapter to determine the underlying ontologi-
cal (real) nature of AR and VR environments, we can safely suggest that these tech-
nologies can have an impact at an epistemological level (how we come to know). To 
illustrate the concepts in Table  3, consider how a learner interacts with AR: the 
learner is immersed in a physical environment; the environment is analog with a 
correspondence of 100%; upon this environment, various analog and digital ele-
ments can be overlaid such as text annotations and labels, video, and audio; the 
overlays provide additional information about the physical environment. In a VR 
environment, the learner can navigate freely and manipulate objects within a 3D 
environment constrained only by the rules programmed into the environment.
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Table 2 Types of VR

Type Description Examples for the classroom

Immersive An environment in which one has a 
sense of being present in a three- 
dimensional space that can be 
explored with visual, auditory, and 
possibly tactile senses. Sensory tools 
are required, such as headsets, 
speakers, and visual displays

The students in the vignette could create 
and/or view a 360° video of the swale to 
see if it captures any informative details to 
help them build their simulation

Non- 
immersive

“Computer-generated interactive 
environments displayed on a desktop 
computer or television screens” 
(p. 313). Involve virtual worlds but 
may not be a type of VR. Some 
suggest that AR fits into this category 
(Greenwald, 2021)

Video games such as Endling (critique of 
habitat construction), Temtem (a pre-man- 
made-climate change world emphasizing 
coexistence and eco-friendliness) or Bee 
Simulator (raising awareness of the issues 
of bee survival) can be played on desktop 
computers in a classroom (Maher, 2020)

Interactive An environment in which someone’s 
actions can affect, direct, or change 
objects or environmental 
characteristics. Input devices are 
needed to track head and body 
movements as well as controllers, 
keyboards, and mice to permit 
interaction

Wii video games, flight simulators; a 
remote-controlled robot with a desktop 
display. Second Life could allow learners 
to create a simulation of the swale which 
their avatars could walk through and 
explore

Non- 
interactive

Passive simulations: Sensory tools are 
required, such as headsets, speakers, 
and visual displays

Computer-generated movies. In the 
vignette, Robby and the group could 
create an AR application that simply 
allows the user to project text, image, or 
video overlays but lacks any button 
clicking or other actions (i.e., view only)

Non- 
computer 
generated

“Immersive and interactive camera- 
generated environments” (p. 313)

In our vignette case, Robby and the group 
could attempt to combine robotics with 
AR, thereby allowing a remote-controlled 
vehicle or a drone to move around the 
swale and, at the same time, capture video, 
which could later be used in a VR or AR 
application

Table 3 Ontological and epistemological characteristics of AR and VR

Ontological characteristics Epistemological Characteristics

AR Activities are overlaid upon and constrained 
by physical environments and objects. 
(Example: the user cannot fly.) Physical 
space and locale play an important role 
(Klopfer & Squire, 2008)

Virtual features can be superimposed upon 
the physical. Freedom to alter one’s 
perception of the environment (yet 
experience remains tethered to a physical 
environment)

VR Activities occur within digitally rendered 
environments. Freedom to alter the 
environment (example: The user can fly). 
Space and locale are virtual

Virtual features can be superimposed and 
added to the environment. Freedom to alter 
perception of the environment (neither 
tethered to a physical environment nor laws 
of physics)
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 Design Framework and Sample AR Lesson

Having established the importance of a postdigital approach and the current uses of 
AR and VR in education, this section will demonstrate how postdigital and con-
structivist approaches can be integrated into an actual lesson using the backward 
design framework. The mini-sample lesson we provide in Appendix A was prepared 
using backward design (Fig. 2) as conceptualized by Wiggins and McTighe (2005). 
According to Frey (2018), “backward design is largely grounded in constructivist 
learning theory” (p.  24) with a focus on creating and negotiating understanding 
while working towards achieving specified learning outcomes.

In Wiggins and McTighe’s framework, teachers first consider what they wish the 
student to know, understand, or be able to do at the end of a lesson or unit of learn-
ing. Second, having established the end goals of the lesson, the teacher can then 
envision what evidence they wish to see for assessment purposes; in other words, 
how can a teacher determine if the student has acquired the understanding or abili-
ties targeted in the lesson? Teachers can examine whether the learner can (1) explain 
concepts, principles, and processes in their own words, (2) interpret the lesson con-
tent, (3) apply the new knowledge in different contexts, (4) recognize different 
points of view, (5) show empathy for others and their experiences, and (5) demon-
strate self-knowledge and meta-cognitive awareness (Wiggins & McTighe, 2005, 
p. 5). Third, once these first two stages have been conceptualized, the teacher can 
then consider how the lesson will unfold in terms of instructional strategies and 
learning activities. Some important considerations for planning activities include 
determining the knowledge and skills the learners will need to achieve the lesson 
goal(s), activities that support acquiring the desired knowledge and skills, how the 
knowledge and skills should be presented or acquired, and which materials and 
resources will be useful (Wiggins & McTighe, 2005).

In Fig. 3 we have added the postdigital and constructivist perspectives to illus-
trate how they complement each other. On the left-hand side, we have provided 

Fig. 2 Backward design 
(Wiggins & McTighe, 
2005)
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Fig. 3 Backward design with postdigital and constructivist goals

postdigital nuances a teacher can integrate. To illustrate how a postdigital mindset 
would alter a constructivist lesson, we provide a sample based on the WWF Free- 
Flowing Rivers app mentioned in the vignette (see Appendix A).

Appendix A provides a sample lesson prepared at Saskatchewan Polytechnic in 
Canada for a grade 8 class. The layout of the lesson and components follow the 
backward design framework using the table layout (Figs. 2 and 3) recommended by 
Wiggins and McTighe (2005). The column on the right provides commentary and 
suggestions for teachers considering a postdigital aspect to their lessons. The post-
digital commentary in Appendix A provides additional ways of considering the les-
son activities. The commentary weaves throughout four levels of focus: (1) on 
technology (analog, digital, manipulation of technology, what technology means/
offers), (2) on context (i.e., on how the classroom and participants are grouped and 
re-grouped like tiles in a mosaic), (3) on content (rivers, water systems, and how 
they are related to human activity), and (4) on socio-political considerations (such 
as who benefits from decisions or what the underlying motivations are for various 
stakeholders). Important to keep in mind is that the postdigital perspective expands 
learners’ awareness of and ability to work beyond a human-centred mindset toward 
one in which analog, digital, human, and non-human are interconnected.

Asking learners to shift their activities between analog and digital encourages 
them to explore representations and ontological aspects of learning about the social, 
the content, the context, and associated technologies. Many of the activities in the 
lesson sequence are analog: e.g., discussion, video/film. Classroom interactions can 
also be viewed metaphorically from a postdigital perspective. For example, teachers 
can consider how they might sequence lessons to move between analog and digital 
technologies: whole class discussion (analog) followed by discrete group work 
(digital) in which they try the application (metaphorically, “classroom as mosaic” in 
which individuals work separately but are still connected to each other). Students 
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can also try the activity individually (digital), and their individual discoveries can be 
reported back to the class as a whole (analog). Students gather their comments into 
a model or mosaic in which each person’s conceptions form a part. Submitting indi-
vidual paper exit slips shifts the activities back to digital (piece by piece submis-
sions; one from each student) once again. Applying the postdigital as a way of 
viewing classroom activity provides a mindful way for teachers to consider how 
learners can interact.

An important aspect of a postdigital learning activity is for learners to interrogate 
the technology itself and bring potentially hidden social, political, and economic 
interrelationships to the surface. The postdigital is especially useful in expanding 
awareness of interrelationships. Questions such as who made the technology 
become important vehicles for discussions on social justice, for example, and may 
contribute to deepening learners’ critical thinking skills for the immediate learning 
activity and beyond. To illustrate, learners may discuss social justice issues of tech-
nological accessibility: does the use of some technologies exclude people who face 
different socio-economic issues? Or learners may explore if some tools have built-in 
biases that might affect users’ perspectives. For example, how might an app spon-
sored by a pro-environmental company affect learners differently from an app spon-
sored by a pro-fossil fuel company? While the constructivist aspects of the lesson 
succeed in creating a learning experience in which learners negotiate meaning for 
themselves and in collaboration with classmates, the postdigital pushes the learners 
to interrogate the social, material, and digital to better understand the relationality 
of the phenomena under discussion.

To assist educators in integrating a postdigital approach with backward design, 
we have created a checklist (Appendix B). Not all the elements are required; how-
ever, the checklist may serve as a heuristic or suggestion list for what may be con-
sidered in postdigital-backward design.

 Strategies for Implementation of Design

• Focus on using the backward design framework to integrate AR and VR 
technologies into lessons (Appendix B). Using backward design to create effec-
tive lessons plans, teachers start with the outcome in mind and then plan activi-
ties that contribute to achieving the outcomes. Incorporating a postdigital 
approach can guide teachers in developing lessons that better emphasize the 
human-environment-technology interrelationship.

• Develop activities that are interchangeable between analog and digital. By 
understanding the difference between analog and digital, teachers can conceptu-
alize how a class can constantly move from one aspect to the other. Awareness of 
this shifting between analog and digital can foster creativity and innovation as 
learners attempt to apply physical and digital technologies in unusual ways.
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• Consider how constructivism can blend with a postdigital approach to shape 
students’ learning experiences. Drawing upon (1) their previous technological 
knowledge and (2) negotiation of meaning (individually or in groups), students 
can increase their awareness of the ways digital technologies are co-shaping the 
world. Such awareness can and should stimulate reflection about their own lives 
and their use of technology both in the classroom and beyond.

• Establish a classroom culture that respects and acknowledges learners, the 
environment, and technology. The embeddedness of information communica-
tion technology (ICT) in our socio-cultural world is making it increasingly 
important for teachers to better understand the inherent interrelationship of the 
human, environmental, technological world. Not only is a personal relationship 
between teachers and students important, but so is interaction within the class-
room as well as with society and the physical and digital world. The hope is to 
provide a platform for discussions of social and environmental justice issues.

 Conclusion

AR and VR are useful tools for asking learners to think about the interrelationships 
of people and technology. AR and VR make the human-technology relationship 
perceptible; they are visible and tangible examples of ways to integrate the virtual 
and physical as well as the analog and digital. A postdigital approach can provide 
much-needed sensitivities and inspiration for the integration of technology. For An 
and Oliver (2021), technology is “an intervening factor in human activities and our 
understanding of the world” (p. 11). Technology has become such an integral and 
pervasive part of the social-material world that we may not even notice it. But if we 
neglect this aspect of our world, we may miss important opportunities to recognize 
the misuse and/or abuse of the environment and technology. Or, more optimistically, 
we may miss opportunities to conceptualize better ways to apply, manage, and/or 
bring technology into harmony with our environments. Rather than technology 
being viewed as external or secondary to the teaching and learning process, technol-
ogy is more helpfully viewed as an inherent aspect of human activity and worthy of 
overt discussion about our socially, materially, and technologically interdependent 
world. As Knox (2019) suggests, “education has tended to be understood in terms 
of ‘pure’ human relationships between teachers and their students, or amongst con-
structivist social groupings” (p. 358). We argue that relevant and engaging educa-
tional experiences can, indeed, benefit learners when they are confronted by new 
and challenging perspectives that reveal our complex intertwining with the physical, 
digital, and social environment from which we are inseparable.
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 Appendix B: Backward Design Checklist

Identify Desired Results Determine Acceptable 

Evidence

Plan learning experiences

Constructivist Identify what the students 

are to 

� understand 

� describe 

� be able to do

Construct assessment tools 

in which learners 

� explain 

� interpret 

� apply 

� recognize 

� show empathy 

� demonstrate self-

knowledge

� Other: _______

Identify

� pre-requisite 

knowledge 

� activities to support 

trial and 

demonstration of 

knowledge and skills 

� scaffolding lessons 

that will prepare 

students for 

successful 

completion of the 

assessment

� materials to support 

activities 

Postdigital Identify factors 

� contextual 

� technological 

� social 

� interconnections 

Show evidence of 

perspective taking for

� other people

� non-human 

entities

Show inter-connections 

between

� the social 

� the material

� the technological

Consider activities that allow 

sequencing between 

� digital materials

� analog materials 

� classroom as a 

mosaic (i.e., 

individual students 

comprising a class; a 

group project in 

which individual 

contributions are 

identifiable)

� classroom as a 

continuous group 

(i.e., group project in 

which individual 

contributions are not 

identifiable)

Provide opportunities for

� coding 

� decoding 

� recoding 

� repurposing 

� reconfiguring  
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Student Emotions in Virtual Reality: 
The Concept of Psychopedagogy by Design

Géraldine Perriguey

Abstract Virtual reality (VR) impacts students’ emotions in learning situations. 
Psychopedagogy is an integrative approach to emotions and learning that could help 
protect students’ emotions in VR. Based on the challenges of developing VR experi-
ences for natural disaster preparedness that remain emotionally healthy, this chapter 
introduces the concept of Psychopedagogy by Design. 

Keywords Designing virtual environments · Educational virtual reality · 
Emotions · Pedagogy · Psychopedagogy · Virtual reality learning environments

 Introduction

When educators design a virtual environment (VE), one aspect often forgotten is the 
student’s emotional state induced in virtual reality (VR). Unfortunately, it is chal-
lenging to consider the emotions of all students in a traditional classroom context. 
Students experience a range of emotions in learning situations, such as joy, excite-
ment, or frustration when discovering the results of a scientific experiment (Hascher, 
2010). Students bring a rich array of emotional states into the classroom, which may 
mean experiencing different emotions in the same learning situation. Research has 
shown that emotions influence cognitive processes, including perception, attention, 
learning, memory, reasoning, problem-solving (Tyng et  al., 2017), motivation, 
engagement, and learning strategy choices (Pekrun, 2014; Zhang, 2021). Therefore, 
learning processes and students’ emotions must be viewed in an integrated way, 
particularly in learning situations that stimulate emotions.

G. Perriguey (*) 
XR PEDAGOGY, Paris, France
e-mail: contact@xrpedagogy.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
P. MacDowell, J. Lock (eds.), Immersive Education, 
https://doi.org/10.1007/978-3-031-18138-2_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18138-2_4&domain=pdf
mailto:contact@xrpedagogy.com
https://doi.org/10.1007/978-3-031-18138-2_4


52

VR is a new technology that triggers numerous emotions in a learning situation. 
VR involves the sensory system in learning by providing students with visual, audi-
tory, olfactory, and haptic sensations (Seth et al., 2011). This technology enables a 
sense of presence and immersion which can foster emotionally engaging learning 
situations. The emotional impact of a VR experience may involve real challenges 
for educators. Educators need to anticipate and avoid the possibility that some stu-
dents may physiologically feel or remember that a VE was unpleasant or frightening 
(McCall et al., 2015; Vesisenaho et al., 2019). An approach inspired by psychopeda-
gogy may help teachers address students’ emotional states in VR learning situations.

In this chapter, I draw on our work at XR PEDAGOGY to design VEs that simu-
late dangerous situations while remaining emotionally healthy for students. I intro-
duce different strategies for creating a reassuring and positive VE that is emotionally 
safe. The first section defines the crucial role of emotions in VR and why VR 
may benefit from psychopedagogy. In the second section, I discuss the concept of 
Psychopedagogy by Design and the practical ways it can be harnessed to design 
emotionally healthy VEs favourable to learning.

 Vignette

Our client is the team in charge of seismic risk preparedness in Guadeloupe (French 
West Indies, France). When we first met, they told us that the VR scenarios must 
raise awareness among high school students that an earthquake can occur in vari-
ous situations (at home, in the classroom, and at the beach). VR is the best technol-
ogy to simulate an earthquake in various situations and thus increase the 
population’s perception of risk. Direct experience of an earthquake directly impacts 
risk perception, and people with high-risk perception are more likely to undertake 
preparedness measures and take personal action. We wondered: how can we use VR 
to effectively impact students’ emotions without leading to an unpleasant or fright-
ening experience? When designing the VEs, we aimed to balance raising awareness 
without leading to trauma. Our mission was to ensure an emotionally healthy vir-
tual experience that can increase seismic risk perception. Emotions felt by the user 
immersed in the earthquake simulation were at the center of the VE design.

 Psychopedagogy and Emotions in VR

Psychopedagogy is a European term that embraces theoretical principles from psy-
chology and the practical application of those principles in teaching. The aim of 
psychopedagogy is to resolve to resolve learning difficulties considering the child’s 
affective context (Stones, 1978). Experts in psychopedagogy analyze learning dif-
ficulties and propose solutions that aim for a global psychological approach to the 
child’s difficulties (Boimare, 2010). Psychopedagogy can be used in a preventive 
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way: according to Moura et al., (2019), providing various strategies to deal with 
psychological problems that may interfere during the learning process. Practitioners 
in Psychopedagogy analyze, among other aspects, the emotions felt by the students 
that interfere with the learning process (Moura et al., 2019). The goal is to address 
any existing learning difficulties or anticipate learning difficulties.

The word emotion implies dynamism: motion concerning movement, whose 
Latin root emovere means “to set in motion.” However, as explained by Claudon and 
Weber (2009), there is no consensus on the definition of emotion. Emotion is a 
complex state of consciousness intimately linked to physiological reactions. 
Emotions are essential in rational decision-making, perception, learning, and other 
functions that affect human physiological and psychological states (Marín-Morales 
et al., 2020). According to Rosalind Picard (1997), who introduced affective com-
puting, if we want computers to be as intelligent as we are and to interact with us 
more naturally, we must give them the ability to recognize, understand, and even 
have or express emotions.

It is not difficult to hypothesize that emotions play a crucial role in VR. Attesting 
to this hypothesis is the increased number of research publications each year that 
include topics of VR and emotion analysis (Marín-Morales et al., 2020). VR is a 
human-computer interface that provides users with various physical sensations (e.g., 
visual, haptic, auditory) (Seth et al., 2011), enabling the student’s immersion in the 
VE.  Involving the sensory system, VR can activate emotions (Diemer et  al., 
2015). The sensory system can stimulate various positive or negative emotions in 
VR. McCall et al. (2015) recorded physiological reactions (skin conductance and 
heart rate) during VR experiences involving threatening content. Their research team 
demonstrated that the user’s memorized reports of the arousal levels reliably fol-
lowed the physiological changes recorded during the VR experience. These results 
imply that memory encodes physiological information during emotional epi-
sodes in VR.

In addition to sensation, the VR setup can affect students’ emotions, such as the 
stress of being equipped with the VR headset, the loss of visual and audio connection 
with reality, and the immersion alone into an unfamiliar new VE full of various 
parameters inducing emotions (Riva et al., 2007). One of the unique psychological 
features of a VR learning experience is the sense of presence. Presence is dependent 
on the individual’s ability to experience VR: it is the feeling of being there physically 
in the VE. It is a psychological state where users perceive the environment around 
them as real, forgetting the role of technology in the experience (Jerald, 2015). 
Although the link between presence and the emotional reaction to a VE is a subject 
of debate (Felnhofer et al., 2015; Slater, 2004), presence is thought to be a precondi-
tion for an emotion to occur in a VE (Felnhofer et al., 2015). If an environment elicits 
anxiety, so will a corresponding VE if the user experiences presence in it (Slater, 2004).

Avatar agents (computer-animated characters) can also impact emotions in a vir-
tual classroom. For example, Ling et al. (2015) studied the impact of a spectator 
avatar (or virtual spectator) on the students’ beliefs, self-efficacy, and anxiety in a 
virtual classroom. They demonstrated that a virtual spectator’s positive attitude 
towards the participants led them to have a more positive attitude about their 
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self- efficacy and behave more engagingly (e.g., showing less avoidance behavior, 
interpreted as a manifestation of decreased anxiety). Virtual appearance can also 
impact students’ emotions in VR. Students can take on different appearances or 
embodiments in VR, impacting emotions, behaviors, and cognitive abilities. For 
example, the embodiment can induce what is commonly referred to as the Proteus 
Effect, the effect of an altered representation of self on behavior (Yee & Bailenson, 
2007). The embodiment also impacts cognitive abilities, as in the original experi-
ment by Banakou et al. (2018) where 15 male participants were embodied in a vir-
tual body signifying super-intelligence, called Einstein. Participants in the Einstein 
body, particularly those with low self-esteem, performed better on a cognitive task. 
Dressing up in a carnival costume when embodying an avatar suggests that the stu-
dents could step back from their emotions while embodying an avatar character. 
Although the effect can be positive for teenagers, helping with self-reconstruction 
without putting oneself at risk (Vlachopoulou et al., 2018) and showing positive 
effects on creativity and episodic memory performance in young adults (Guegan 
et al., 2016; Tuena et al., 2019), such embodiment can foster an array of emotions 
in students that must be anticipated.

 Psychopedagogy and the Emotional Maturity of Students in VR

During early childhood, the distinction between what is real and what is not is 
gradually established according to children’s psychological and cognitive develop-
ment (Piaget, 1929). Before age 10, the child progressively learns to recognize and 
manage various emotions. While some children might have a completely fulfilling 
virtual experience, others might experience strong or traumatic emotions without 
the educators noticing. Some children may even develop false memories: confusion 
between the elements experienced in VR and those in reality.

Today, the official recommendations for the minimum age to experience VR are 
controversial, but headset manufacturers (including Meta) indicate not to use the 
headset before 13 years old. Differences in psychological maturity may be enough 
to justify waiting until at least early adolescence (11–12 years old) to start testing 
VR for a short period. Depending on the design of the environment, VR could alter 
the students’ emotional reality. On the one hand, simulating reality can be trau-
matic; on the other departing from it can be bewildering. Therefore, educators must 
consider the students’ maturity and their psychological development.

 Psychopedagogy and the World of Affectivity in VR

In Psychopedagogy, the global approach helps anticipate students’ emotions acti-
vated by the learning situation (Moura et al., 2019). The affective life explored in 
psychopedagogy refers to a medium composed of emotions, personality, and 
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maturity. Various theories based on psychopedagogy suggest that the student’s 
affective life is inseparable from learning (Chevallier-Gaté, 2014). As Delory-
Momberger (2021) underlines, if we are asked about our school memories long 
after we have left school, are not we emphasizing memories with an emotional 
dimension rather than the memories of the knowledge we have learned? Learning is 
an interaction that is richer and more complex than a simple circulation of informa-
tion. Investigating emotions in educational activity are challenging (Schutz et al., 
2006). Subject are in contact with the world of affectivity, the world of objects, and 
the world of others (Gaté, 2009). In VR, the world of affectivity is exposed to a 
virtual world made of many three-dimensional objects and avatars.

When designing a VE, the educator has tremendous  flexibility in combining 
three-dimensional objects. In this immersive educational world, the types of three- 
dimensional elements in the VE are unlimited and the possible combinations infi-
nite. For example, elements of the VE can be real or imaginary three-dimensional 
objects. Characters or embodied agents can take a human or imaginary appearance. 
Even the player is embodied in an avatar that can be realistic or entirely unreal, 
fantastic, and even eccentric. Therefore, the emotional signals the virtual elements 
will trigger in the students’ affective life can be numerous and difficult to master. In 
a pilot study, Vesisenaho et  al. (2019) demonstrated that physiological measure-
ments and qualitative data related to an emotional response could be measured 
simultaneously in university students exposed to different VR experiences. They 
note that VR in the classroom impacts learning and student well-being through the 
emotions experienced.

 Psychopedagogy by Design

There is a need to help educators design emotionally safe VEs that also consider 
affectivity and learning in an integrative approach. At XR PEDAGOGY, 
Psychopedagogy by Design helped us focus on inducing positive emotional states 
in the VEs we created. There is a direct link between the design of the VE and the 
emotions induced in VR. Riva et al. (2007) assessed emotions in VR by playing on 
variables in the VE. They designed three similar virtual parks where the user can 
move freely: two parks had the same structure but different sounds, music, lights, 
shadows, and textures, each chosen to induce anxiety or relaxation. The third was a 
neutral park used as a control. The results confirmed the efficacy of VR as an effec-
tive medium: anxiety- and relaxation-inducing VEs induced feelings of anxiety and 
relaxation. Assessing the impact of virtual forest therapy, Felnhofer et al. (2015) 
confirmed the ability of VR to induce emotions determined by the design of the 
VE.  They designed five parks with identical structures but different elements 
according to the expected emotions (e.g., for joy, sunshine and birds; for anger, 
construction noises and machinery; for boredom, an empty park and dead trees; for 
anxiety, nighttime with some lanterns, owl noises, and moving silhouettes; for 
sadness, rain and gloom). The results show that participants felt the expected 
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emotions of joy, anxiety, anger, and boredom. Detection of emotions was possible 
after five minutes of immersion in the VE. Therefore, educators who want to design 
a VE must anticipate the emotional impact of their design and ensure that students 
will feel emotionally comfortable in the VE. 

 Minimalist Graphic Design

There is a fundamental psychological difference between VR and other non- 
immersive digital media in education. Non-immersive digital media allows natural 
emotional protection to students because they are outside the learning medium, 
whereas in VR, there is a sensory-motor anchoring of the student. Designing VE 
that helps students feel comfortable and secure is crucial. One way to design an 
emotionally healthy VE is to is to get inspired by the psychology behind web design 
(Imitiaz, 2016). Psychopedagogy by Design is applied through a minimalist graphic 
design approach to avoid feeling emotionally trapped. The term minimalist is often 
applied to suggest anything stripped to its absolute essentials or a meaningful utili-
zation of elements (Vaneenoo, 2011). The more three-dimensional objects, the more 
information students get at the sensory, cognitive, and affective levels. Thus, a mini-
malist graphic design can reduce the emotional impact of the VE.

As the vignette described, I developed a VR experience to prepare young people 
for the earthquake risks in the French West Indies (Guadeloupe, France). When 
designing one of the scenes for earthquake preparedness, minimizing emotions was 
crucial. The earthquake is already highly impacting students’ emotions in 
VR. Graphical minimalism was easier to respect when the design was started using 
Unity 3D software. Different designs were created with geometric blocks during the 
first prototyping steps to achieve minimalist graphic design (Fig.  1) prototypes 
helped identify the critical elements students should see falling (Fig. 2). The goal 
was to prioritize visual information and achieve a visual hierarchy. The number of 
three-dimensional objects was stripped to its essentials to ensure a meaningful uti-
lization of elements and favor simple interaction levels. As Fig. 3 shows, the mini-
malist graphic design allows organizing the visual information using Gestalt 
principles (Imtiaz, 2016). To control the emotional impact. The first element visual-
ized by the player is the avatar: there is a means of escape and the fact that only a 
few elements will fall.

 Level of Realism in the Virtual Environment

If educators anticipate the VE’s emotional impact, one design aspect to consider is 
the level of realism. According to Dalgarno and Lee (2010), three-dimensional VEs 
rely on two key features: (1) fidelity in representation and (2) interaction with the 
learner. Fowler (2014) points out that there may be a trade-off between 
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Fig. 1 Prioritize visual information using minimalist graphic design

Fig. 2 Visual hierarchy and simple interactions

photorealism and behavioural realism. Indeed, when teenagers become adults, they 
gradually learn to keep an emotional distance from reality because reality may be 
traumatic. When designing a learning experience in VR, educators may wonder how 
much realism they want and limit the quest for a sense of presence and fidelity in 
representation. A VE with a pedagogical purpose does not need to be emotionally 
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Fig. 3 Final view of the scene, the first elements viewed by the player

brutal to be educational. A VE that promotes learning and protects students’ emo-
tional states should seek to omit the traumatic aspects of reality. For example, in the 
VR experience for earthquake risk education, a fade to black was added to the time-
line of the earthquake experience when it became too violent. The goal is to under-
stand the rise of emotion related to an earthquake and not to show that a roof 
collapsing can kill a human. After the VR experience, if it is crucial, teachers can 
introduce the missing realistic elements. In the early design process of the VE, a 
limitation of the level of realism should be decided in advance according to the 
student’s emotional maturity and their psychological development.

 Reassuring by Creating a Framework and Defining Roles

In a traditional classroom, the roles of students and teachers are well-defined. In 
VR, students may share the learning experience with avatars whose roles are 
unknown. They may encounter situations where behavior should be defined. If the 
VE design is like a classroom, students tend to behave similarly in the VR class as 
in the in-person class (Ling et al., 2015). However, when the VE and the situation of 
being immersed in VR are new for a student, there may be an increase in anxiety 
that impacts learning. Students could ask themselves: Are the other avatars also 
teachers? Am I being assessed in VR? Am I being observed in this situation? Do I 
get to have fun? It is by placing students in a situation that is safe and stable that we 
promote learning. VE can include a reassuring framework where the roles are 
defined in advance. For example, it is possible to integrate short tutorials at the 
beginning of the experience to help the student understand the behaviour codes. A 
safe zone can be imagined where a wise person-avatar could explain what is hap-
pening in this environment. Educators should not underestimate the need to define 
the roles and expected behaviour codes of the VE.
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 An Emotional Adjustment Period

Lev Vygotsky (1997) may be considered a pioneer in psychopedagogy, evoking in 
his time the link between psychology and pedagogy. His work leads us to review 
teaching as a practice of external regulation that supports and guides the psycho-
logical activities of the student. Vygotsky’s work teaches us to consider the means 
of regulation offered by the social context and the child‘s capacity to take advantage 
of the environment that forms his or her sensitivity to instruction. The psychological 
context is unknown when students are immersed in a dynamic, interactive, new, 
unreal world. In an educational context, immersion in VR can cause anxiety from 
the start of the immersion in a VE. A usual first challenge is that of timing. There are 
usually few VR sessions, and not all students have the luxury of being equipped 
with a VR headset. Educators may expect students to act quickly in VR because 
there is insufficient time. However, in VR (just as in the classroom) there are indi-
vidual variances in behaviour. The student may ask, Can I test this or that, or will I 
break things? The risk is becoming tied up in emotional knots that may impact 
creativity, initiative, and self-confidence. It is essential to reassure students about 
their capacity to interact in the VE. Students should have time to explore, discover, 
test, destroy, and reconstruct before they can start to learn. Two to three exploration 
sessions may be needed before they can begin learning in VR. When students begin, 
it is possible to consider a sandbox scene. This malleable space for experimentation 
(an adjustment period) will allow students to adapt to the new VE and perhaps 
establish the sensitivity to instruction that Vygotsky (1997) mentioned.

 Taking Advantage of Avatars

It is essential to anticipate the negative emotions of feeling guilty about making a 
mistake. Using avatar agents is one possible strategy to ensure a student feels com-
fortable making mistakes. Avatar agents are computer-animated characters, not 
players equipped with a VR headset, and are an excellent means to give a pedagogi-
cal status to mistakes. For example, avatar agents were used in the VR experience 
for earthquake preparedness. The experience of teenagers in a VR earthquake feel-
ing guilty about making a mistake in a potentially deadly situation could be emo-
tionally and psychologically negative for our young students. The earthquake is a 
natural risk for which it is difficult to train because it requires learning situation 
analysis skills. The problem is that understanding the correct reaction requires time 
for analysis and depends on the situation in which we find ourselves (e.g., at sea, at 
home, upstairs, downstairs, at school with an adult, or at school alone).

I used a combination of different avatars: one avatar who acts correctly with two 
avatars who make mistakes (Fig. 4). Three different avatars were added to the same 
VR scene of our earthquake preparedness experience. The experience starts, and the 
student can see all three avatars in their field of view (Fig. 4). One avatar (Fig. 5, the 
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Fig. 4 One avatar who acts correctly with two avatars who make mistakes

Fig. 5 Two avatars will underestimate the seismic risk and the tsunami risk

woman next to the car) makes a mistake; she is taking pictures instead of running as 
far as possible from the sea to avoid the tsunami risk. The second avatar (Fig. 5, the 
girl next to the information board) is also making a mistake by staying where she is. 
The third avatar (Fig. 6, the man in blue) acts appropriately and starts to run up the 
hill immediately. Students in VR must decide which avatar they want to mimic. 
Moreover, in another VR scene of the same experience, I exploited the possibility 
that one avatar can make good decisions but mistakes afterward, as a human person 
could do. Then, after the VR simulation, students can verbalize their reactions. The 
goal is for students to understand their reading of the situation and why they chose 
to act like the avatar or differently. We discussed with them how the avatar’s behav-
iour influences their behaviour. In this approach, it was easier for students to share 
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Fig. 6 One avatar will run away and show the correct behaviour to adopt

their mistakes. Students felt less guilty about their mistakes because the avatars can 
also make mistakes. It was easier for students to judge the avatar’s mistakes and 
analyze them than to judge their own, especially in an anxiety-provoking situation 
like an earthquake.

 An Empathy Map Canvas to Focus on Student Emotions

To design an emotionally supportive learning environment, I used a tool with our 
clients inherited from design thinking methods: the Empathy Map Canvas (EMC) 
(Fig. 7).

Created by Scott Matthews and Dave Gray, the EMC is a collaborative tool to 
understand customers better (Gray et al., 2010). The goal is to initiate a degree of 
empathy for a specific person (Gray et al., 2010). It is a user-centered approach, 
exposing a person’s needs and revealing opportunities on how to connect with that 
person (Bratsberg, 2012). For example, the EMC can be used to design customer- 
centric business models and personas (Ferreira et al., 2015; Osterwalder & Pigneur, 
2013). The EMC can be used to assist in prototyping a VE. Although creating an 
empathy map is not a rigorous, research-based process, it is an efficient way for a 
group to focus on the most critical element: people or in this case, students (Gray 
et al., 2010). This playful method can help focus on the emotions students might 
feel in the VE and identify the most crucial elements to design.

There are seven defined areas around and inside a smiley face representing the 
student in the EMC. Each area is employed to classify ideas about: (1) whom we are 
empathizing with, (2) what they need to do, (3) what they see, (4) what they say, (5) 
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Fig. 7 The EMC by Dave Gray

what they do, (6) what they hear, and (7) think and feel (Fig. 7). When the EMC is 
used to design a VE, the first area helps teams define what they want students to 
understand and to clarify their role in the VE. The second area allows classifying 
ideas about what students need to do in the VE, including possible interactions. The 
other five areas are dedicated to classifying ideas about what students see in the VE, 
say, may do, hear, and think and feel in the VE. Therefore, the activity requires 
using the EMC template (Fig. 7) and preferably a video projector. Remotely, the 
post-it notes from a presentation tool (e.g., Keynote or PowerPoint) and the screen- 
share option of the video conference tool may be used as well.

The activity starts by gathering all the people involved in the VE design: teach-
ers, technical assistants, pedagogues, and students, if possible. First, the team must 
know the goal and the storyboard of the VR scene. Then brainstorming starts, and 
one person classifies ideas in each area of the EMC, focusing on ideas that are par-
ticularly likely to arouse emotions. This tool also appears to help avoid saturating 
the environment with three-dimensional objects (graphical minimalism) by priori-
tizing visual information and favouring simple interaction levels.

For example, I organized an EMC activity with XR PEDAGOGY’s team to 
design the prototype of a VE for earthquake preparedness in VR (Fig. 8). The VR 
scene takes place in a classroom, and when the earthquake starts, the player is seated 
at a desk facing another student-avatar (Fig. 9) who will hide under the table during 
the earthquake (Fig. 10). In Fig. 8, the first area helped us initiate a degree of empa-
thy with the student immersed in the VR experience. The student is a 16-year-old 
alone in an unknown classroom. The second area encouraged the team to manage 
their expectations regarding what they wanted the student to do in VR: understand 
why the avatar does not go outside and go under the desk for safety. The third and 

G. Perriguey



63

Fig. 8 Example of an EMC used for VE design

Fig. 9 View of the player when the earthquake starts: the reassuring context

sixth areas were crucial in focusing on the student’s emotions. What the student sees 
and hears is highly participating in the emotion-induced in VR. As a result, the team 
identified that only three-dimensional elements were needed to create an atmo-
sphere encouraging the player to take the initiative. Sounds were preferred over 
visual effects for a reasonable level of realism to simulate the earthquake. Area four 
was an exciting part of the brainstorming because it helped the team imagine what 
the student could say if they were in the VE.  For example, the note “Is there a 
teacher?” illustrated the potential emotions of students trained to follow the 
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Fig. 10 The behaviour of the avatar when the earthquake intensifies

teacher’s instructions in case of an emergency in the classroom. Likewise, area 
seven—dedicated to what student thinks and feels—highlighted the same emotion 
with the note “Where is the teacher?”

Overall, the EMC activity efficiently helped us empathize with the student and 
led to valuable discussions. For example, the indication “I recognize it is a class-
room” (Fig. 8) in area seven resulted in a discussion about cultural sensitivity and 
the sense of cultural belonging to the VE (Fowler, 2014). Considering the VE is 
designed for students from the French West Indies (Fig. 8, area 1), the team chose 
to include architectural elements typical of the Creole culture, sounds characteristic 
of tropical islands (birds and typical sound effects), and a Caribbean brightness. 
These graphical aspects, combined with avatars whose ethnic background reflects 
that of the Caribbean islands, are all elements that can promote a reassuring immer-
sion and a positive emotional context for learning (Figs. 9 and 10).

 Strategies for Implementation of Design

Educators and designers may consider the following five strategies when creating or 
implementing VR for an immersive learning experience that considers students’ 
emotions

• Psychopedagogy by design. From the start of designing VR, drawing on prac-
tices from the field of psychopedagogy should be considered to ensure a focus on 
students’ emotions. Various practical tools suggested in this chapter can help 
educators anticipate students’ emotions in VR. For example, the EMC can help 
designers develop empathy with students by mapping the expected emotions 
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according to the different elements of the VE. When both psychology and peda-
gogy are stakeholders in the design process, emotional states beneficial to learn-
ing in VR are more likely to be induced. The VE design should consider the 
students’ affectivity, their maturity, and their need for an emotional adjust-
ment period.

• The teacher’s role, before, during, and after VR sessions. The VR session 
should be integrated into a pedagogical continuity and not be the only session. 
Educators play a critical central role before, during, and after the VR experience. 
Perhaps there is a metaphor to be made with educators and the Oculus Guardian. 
In a Meta Quest VR headset, the Oculus Guardian is a built-in safety feature to 
set up boundaries in VR that appear when a player gets too close to the edge of 
the play area. In this sense, the teacher is the true guardian of the psychology and 
pedagogy of the student immersed in VR. The teacher should also ensure that 
learning in VR should be on a continuum between virtual and real. The VR learn-
ing experience can be designed so that educators can initiate questions at the end 
of the session. For example, in the VR experience for natural risk preparedness, 
the phase after the VR experience allows the instructor to highlight the learner’s 
choices. This phase encourages students to analyze decisions made in a stressful, 
emotional context and to consider after the earthquake what their decision might 
have been in a relaxed emotional context. Educators are a binding agent for the 
educational learning experience, even in VR experiences where students are 
autonomous and interact on their own in the environment.

• A reassuring atmosphere. A VE should elicit a reassuring atmosphere. For 
example, the VE may address cultural sensitivities through choices of three- 
dimensional objects, sounds, lights, and avatars’ ethnic origins. In addition, the 
behaviours of realistic elements should be consistent; for example, the different 
physical states of water should change according to the temperature (Fowler, 
2014). Promoting a reassuring atmosphere can be achieved by including a sym-
bolic construction identified as a safe place to retreat, or by adding reassuring 
characters such as an adult, a teacher, a pet, or a protective figure (e.g., a tree). A 
reassuring VE is also one that facilitates a feeling of freedom—an essential ele-
ment of an emotionally supportive VE for learning, as is the case in design-based 
learning (Zhang, 2021). Facilitating the feeling of freedom can enhance curios-
ity. Students should feel they are actors in the VE and have freedom of choice in 
their interactions.

• Graphic design minimalism. The VE should utilize graphic design minimalism 
and avoid saturating the student with information. This strategy could also be 
called Feng shui VR because the aim is to arrange the elements to create balance 
with the natural/real world and establish harmony between students and the VE, 
as in the philosophy of Feng shui (Kryžanowski, 2021). A minimalist graphic 
design approach prevents students from feeling emotionally trapped in the VE. It 
may be tempting to embellish the environment with many elements to make it 
more realistic and ensure students will understand the educational activity. 
However, this is not because the environment is more realistic that the sense of 
presence is better (Sungchul & Lindeman, 2021). The fewer three-dimensional 
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objects in a scene, the more fluid will be the experience. The fluidity is especially 
crucial when the VE is experienced with a standalone VR headset such as the 
Meta Quest 2.

• Visual hierarchy and simple interactions. Some objects in the environment are 
more important than others. One way to achieve visual hierarchy is by using the 
EMC (Fig. 7) and circling the elements that need to stand out. A visual hierarchy 
can be established and affordance improved; for example, it is important to intro-
duce the essential element in the player’s field of vision from the beginning of the 
experience (Fig. 3). VR is also visually dynamic. As an avatar moves, the com-
puter calculates lights and shadows, so students can focus on detail but may also 
miss the point. As well, when the VE is too big, students tend to explore every-
thing. However, a few simple interactions from the beginning can make the expe-
rience convenient and reassuring. These interactions can replicate the interactions 
the student experiences in real life with natural objects. In VR, the aim is to cre-
ate an environment that creates an atmosphere of well-being by using a simple 
and uncluttered graphic design and natural interactions.

 Conclusion

In this chapter, I highlighted the need to anticipate the emotional impact of VR on 
students  more carefully. VR uniquely elicits emotions and rumination  due to its 
ability to stimulate levels of emotional arousal that are almost identical to those in 
real life (Lavoie et al., 2021; Slater et al., 2006). VR can foster various emotions; the 
more students feel they are physically in the VE, the more emotions they will expe-
rience. Recent advances in neuroscience show that most of the brain processes that 
regulate our emotions, attitudes, and behaviours are not conscious. In contrast to 
explicit processes, students cannot verbalize these implicit processes (Barsade 
et al., 2009; Marín-Morales et al., 2020). Therefore, negative emotional responses 
in VR could be harmful to students if not appropriately managed (Lavoie et al., 2021).

Educators must seek to immerse students in an emotionally healthy, pleasant, 
and constructive medium for their cognitive and psychological development. The 
concept of Psychopedagogy by Design is one approach to overcome the challenges 
associated with designing an emotionally healthy VR environment. Because VR can 
awaken the emotional reality of students, their age and maturity must be considered 
from the beginning of the project. It is also crucial to set limits for the level of real-
ism. In addition, numerous emotions are intimately linked to the design of the VE 
(Felnhofer et al., 2015; Riva et al., 2007). An Empathy Map Canvas (Gray et al., 
2010) can be used to chart the VE design elements and their emotional impact. 
Further, the use of minimalist graphic design and an emotional adjustment period 
can reduce the emotional impact of the VE.

VR represents an opportunity to approach learning and the student’s affectivity 
in a more integrative way. The goal is to encourage spontaneity in the VE to better 
guide the learner in the real world. In VR, educators become designers involved in 
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the emotional journey of their students. They accompany their students in their cog-
nitive and psychological development.
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Immersive Intercultural Language 
Learning at the Crossroads of Virtual 
Reality and Game-Based Learning

Stephanie Wössner

Abstract Virtual reality and game-based learning offer many opportunities to put 
the future at the centre of learning. This article describes three projects based on 
educational, psychological, and game-design frameworks, as well as a vision of 
teachers and learners becoming learning partners on a shared path toward a bet-
ter future.

Keywords Europe · Exponential future · Extended reality · Future oriented 
learning · Game-based learning · Immersive learning · Virtual reality

 Introduction

Since the turn of the millennium, early pioneers of twenty-first century learning 
(also called contemporary education) have been trying to make policy and decision 
makers aware of the fact that schools need to catch up with the social and cultural 
changes driven by digital transformation. In most European countries, these early 
advocates for change have spent the last 15 to 20 years as members of a tiny educa-
tional community, either ignored or gently mocked for believing a paradigm shift 
from teaching to learning is long overdue. Little did they know that COVID-19 
would, in less than a year, reveal the malaise of educational systems throughout the 
world. Not only has the pandemic shown that antiquated teaching methods of the 
twentieth century are incompatible with a world where it is no longer a given that 
learners go to school on a daily basis, but it has also made clear that the future tran-
scends national borders: we can survive the many challenges of the twenty-first 
century only by working together as an international community. Adapting our 
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educational practices has become mandatory. This adaptation includes moving from 
the idea of contemporary education—which usually focuses on technology as a 
facilitator for motivation and teacher-led learning integrating the 4Cs (communica-
tion, collaboration, creativity, critical thinking)—to future-oriented learning. We 
need to move away from digitalization and towards digital transformation by adding 
character and citizenship to the 4Cs, following the concept of the 6Cs of Deep 
Learning (Fullan & Scott, 2014). For we must be concerned less with the present 
than with the future.

In this chapter, I will show how virtual reality (VR) and game-based learning 
(GBL) can be integrated into a future-oriented learning process enhanced by immer-
sive experiences, thus replacing the paradigm of teaching with a paradigm of active 
learning. After a brief discussion of the current state of education, the chapter points 
toward the greatest problem education faces and suggest an easy-to-implement 
solution using VR and GBL based on educational, psychological, and design frame-
works. I will contribute concrete examples of how immersive learning adventures 
can be implemented.

 Vignette

When Kassandra was trained to be a teacher at the beginning of the millennium in 
Germany, she was evaluated based on how well she was able to plan a lesson within 
a unit of the manual the school was using, how well she did when implementing that 
lesson, and how much the students learned according to the evaluators in this spe-
cific lesson. After graduating from the teacher training academy and starting her 
first job, she soon realized her uneasiness about a school system firmly anchored in 
outdated educational practices from the Industrial Revolution and an intellectual 
paradigm dating as far back as the Enlightenment. She knew the digital transforma-
tion had changed the core of society and altered the needs that contemporary edu-
cational systems must address. Digitizing or digitalizing education  (Academia, 
2021) was simply not enough. She shifted her pedagogical focus towards the trans-
formation of learning through personalized projects that challenged learners to be 
creative and solve problems collaboratively, across geographical boundaries. 
Solving problems together included language learning leading to mutual under-
standing and effective problem-solving skills.

 What Is Wrong with Education and How Can It Be Rectified?

During the Enlightenment, education for the masses flourished; intellectual 
exchange became important for the elite in striving for individual happiness and 
reason. During the Industrial Age, a time that saw many inventions like the 
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automobile, workers needed to acquire new knowledge and those in charge needed 
compliant workers. Teacher-centered instruction in an educational system resem-
bling an assembly line was necessary to achieve this goal: once students became 
part of this system, they were educated in a linear manner until their graduation, 
when they would move on to work in the factories. What they learned were hard 
facts, and academic excellence paved the way towards being a successful member 
of society and contributing to its future. So back then, all that mattered was the 
learning outcome, and the focus of schooling was on teachers who disseminated 
knowledge to their students (Robinson, 2010).

The ideal of academic excellence is still present in the twenty-first century; being 
a straight A-student is still considered a sign of success. Today, though, we live in 
the Digital Age. This does not simply mean that we are surrounded by technology 
or that technology has had a tremendous impact on our work and daily lives. A cul-
tural change has taken place that we can no longer ignore. The world has become 
complex and intertwined. New knowledge must be constructed daily to solve cur-
rent problems. Today is about continuous innovation that requires people to be flex-
ible and creative members of an international community. To achieve that, they need 
to build on their individual strengths. Education in the Digital Age is about learning 
and learners taking responsibility for their learning (Chasse et al., 2017). Teachers 
can create opportunities and accompany learners in their individual learning jour-
ney and help them excel at life, not just in the world of academia.

When we look at the lives of young people outside of school, we realize that for 
them the physical and virtual worlds are inextricably linked and that they roam 
freely between them in their free time. These worlds also impact each other. The 
virtual world offers a means of expression they rarely have in the physical world: a 
place they go to define their identity and sort out sometimes very personal issues 
with defining where they belong. Therefore, we need to not only acknowledge the 
virtual world but integrate it into our practices: for instance, by taking advantage of 
the pedagogical potential that lies in games and VR.

In their process of life-long learning, teachers need guidelines and frameworks 
that allow them to redefine their practices in the context of the Digital Age. Contrary 
to what many people think, we do not necessarily have to wait for new frameworks 
to be developed, but we can use already existing ones and combine them in a new 
way because frameworks are easily adaptable to new conditions. The complexity 
we are dealing with brings with it a great number of design frameworks for educa-
tional activities, some of which stress the importance of feedback and learning 
design (Hattie, 2017). Others highlight the potential for integrating technology into 
the learning process (Puentedura, 2014), refer to older frameworks like Bloom’s 
taxonomy (Anderson et al., 2001; Churches, 2008) or insist on the value of task- and 
project-based learning (Levine, 2004).
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 Design Frameworks for Future-Oriented Learning

Immersive learning assumes that personal experiences are conducive to learning in 
various ways: for instance, they motivate, evoke emotions, help visualize abstract 
concepts, and make interaction possible, turning the learner into an explorer. 
Immersive learning can be implemented by using VR and GBL, for instance. 
However, no unique magical solution can be applied to all situations and learners. 
The multitude of educational design frameworks available offers a variety of options 
we can combine as needed. For the world is neither black nor white, and there are a 
lot of variables to consider when preparing younger generations for the future. We 
must also not forget that no generation is homogeneous but that we are dealing with 
individuals.

From observations I have made over the past 15 years as a teacher and based on 
my cultural experiences from living in different countries (see https://www.steffi- 
woessner.de), learning in the twenty-first century is a fusion of several intercon-
nected concepts. I call it future-oriented learning. A few months after first using the 
term in German, I discovered that the English equivalent of the term had been 
coined by a group of researchers from New Zealand almost 10 years ago (Bolstad 
et al., 2012). Their main goal was to bring education and future-thinking together. 
For them, “future(−oriented) learning” meant a wide array of ideas, convictions, 
knowledge, theories, and practices. However, while for various reasons Bolstad 
et al. used the term as a synonym for twenty-first century education back in 2012, 
now it is time to reconsider this notion and differentiate twenty-first century educa-
tion from future-oriented learning. This may not be the case for all countries in the 
world, but for most. While in 2012, looking at changing practices and evaluating 
new ideas with the potential to change the system may have been promising, the 
much-needed paradigm shift has still not arrived. The system is stuck, and we need 
new inclusive language to speak about learning (Wössner, 2021, 2022).

Future-oriented learning is based on Bloom’s Revised Taxonomy (Bloom et al., 
2001; Churches, 2008) and the SAMR model of technology integration (Puentedura, 
2014). They are complemented by the 6Cs of Deep Learning (Fullan & Scott, 2014) 
as well as the pillars of good game design by Jane McGonigal (2011). They all con-
tribute their fair share to making learning successful. Based on my experience, 
learning is successful when the following aspects are present in a learning situation: 
motivation, emotion, interaction, visualization, discovery, play, as well as positive 
relationships and feedback.

Bloom’s Revised Taxonomy stresses the importance of learner autonomy and 
creation in the learning process. The flipped version of the pyramid (as seen in 
Mohan, 2018) highlights that creation is much more important than just remember-
ing facts. Visualizing the concept using circles (McNulty, 2020) is useful for show-
ing that the taxonomy isn’t hierarchical in nature but allows for natural transitions 
from one level to another and back (Fig. 1).

The SAMR model for technology integration is helpful to understand how tech-
nology can enable us to achieve a pedagogical objective. The enhancement section 
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Fig. 1 Bloom’s revised taxonomy according to Mohan (2018) and McNulty (2020)

of this framework refers to teacher-led scenarios that see technology merely as a 
tool, whereas the transformation portion of the framework refers to redesigning and 
redefining learning. Its purpose is not to justify the use of technology per se, but to 
show how integrating technology can make learning more purposeful by opening a 
whole new universe for expression and creation. However, the SAMR model is no 
longer completely appropriate, for it claims the transformation of learning can be 
facilitated by modifying tasks and creating new tasks previously inconceivable, 
thanks to technology. Modification is directly linked to contemporary education: 
technology enables us to redesign tasks so learners reach the pedagogical objective 
better than they would have had the task not been redesigned. This generally means 
using the creative potential of technology, that the 4Cs (communication, collabora-
tion, creativity, critical thinking) (Battelle for Kids, 2019) are considered in the 
learning design and that deep learning (Hattie, 2017) is in place. Nevertheless, these 
alone do not constitute a transformation of learning, but rather a transitory space 
leading up to it. Therefore, I suggest modifying the SAMR model as shown in Fig. 2.

Future-oriented learning is not primarily defined by the many possibilities new 
technologies inject into our practices but by the nature of the tasks at hand. Most of 
all, it paves the way for a shift in perspective: teachers and learners become equals 
on a lifelong common learning journey. Future-oriented learning also redefines the 
purpose of education in that it not only integrates the 4Cs but also stresses two more 
Cs we can’t do without anymore: character and citizenship (Fullan & Scott, 2014). 
For our character—including our relationships, empathy, and understanding of the 
fact that we are citizens of the world—helps us embrace the challenges of today so 
we can create a better future for humankind.

Creating a better future requires a creative space in which ideas can grow. One 
such space is play. It is important that we recognize the importance of play in our 
lives and make it accessible again to learners of all ages. When designing new 
learning adventures, we must consider the pillars of good game design (McGonigal, 
2011): clear rules, (personal) challenges, feedback, and self-determination. Only 
when we face meaningful challenges that make us grow can we reach the state of 
flow that leads to happiness (Csikszentmihalyi, 2010). Once we have overcome a 
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Fig. 2 The modified SAMR model for technology integration by Sylvia Duckworth & edappadvice
Note: Puentedura’s (2014) original model, depicted by Duckworth and edappadvice, has 
been modified to include teaching and learning (contemporary and future-oriented)

challenge in a game, we are rewarded. The reward itself can be social (e.g., badges 
or XP as used in gamification), it can be the reward of the hunt (usually found in 
educational games where scores may become more important than the actual learn-
ing outcome such as memorizing facts), or it can be our individual success. If the 
latter is the case, our actions become meaningful, and we are intrinsically moti-
vated to reinvest time and effort to face new, harder challenges without extrinsic 
motivation (Eyal & Hoover, 2014). This is when self-determination comes into 
play because no one else defines our challenges for us; we do it ourselves, happily 
anticipating more individual success (Deci & Ryan, 2008). It can of course be 
argued that the educational system and games share several features of good game 
design, but one is missing, self-determination. Game challenges are not determined 
by a third party, and rules and feedback seem to make more sense than they do at 
school. Also, we may learn from our mistakes instead of being punished for them. 
Integrating the pillars of good game design into learning and turning learning into 
a creative experience is, therefore, one way of making sure we will be ready for 
the future.

Newer games often also come with a motivating and clear story designed to 
immerse the player. This is not true for casual games like Candy Crush, where the 
narrative is often ornamental, while the story in sandbox games like Minecraft 
might be carefully hidden. Sandbox games thus open the opportunity to introduce 
an interesting narrative that makes learning meaningful.
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 Defining VR and GBL

Since different people understand different things when speaking about new tech-
nologies and educational practices, it is necessary to define certain terms before 
addressing examples of how future-oriented learning can be implemented using VR 
and GBL.

Augmented reality (AR) superimposes a virtual image on the physical world 
with limited interaction, usually via a device like a smartphone or tablet. AR in its 
present form is mostly about visualization. Mixed Reality is like AR in that virtual 
content is superimposed on the physical world, but it allows for greater as well as 
haptic interaction, through gestures with the HoloLens or more recently the Meta 
Quest, or with an object like the Merge Cube. This interaction adds some function-
ality to the physical world.

VR is part of the Extended Reality (XR) spectrum (Fig. 3). It is about immersion 
in and varying degrees of interaction with a computer-generated reality in which the 
user feels physically present and has agency. This can happen with or without a 
head-mounted display (HMD), so VR can be a video game as well as a virtual world 
in the broader sense, even though the feeling of presence might vary. Immersive 360° 
content is a kind of VR that limits interaction to gazing or allows simple interactions 
by clicking on hotspots. Whereas 360° content provides only three degrees of free-
dom (3DOF), so you are limited to looking all around but cannot move away from 
that point of view, VR provides six degrees of freedom (6DOF), so you can walk 
around in the virtual space. Judging from developments in recent years, in my opin-
ion AR will most likely influence our daily lives in the near future, but the immersive 
and interactive qualities of MR and VR are much more interesting for education.

When speaking of games, three terms that come to mind: gamification, educa-
tional games (sometimes called serious games), and game-based learning. 
Gamification occurs when elements of games (points, badges, etc.) are integrated 
into the physical world such as a classroom. Consequently, students are socially 

Fig. 3 The Extended Reality spectrum by Stephanie Wössner
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rewarded for behaving a certain way, which follows a behaviouristic approach to 
learning. Educational games look like video games at first, but a closer look reveals 
that the pillars of good game design (McGonigal, 2011) have usually been neglected 
because the games were designed by educational professionals without the help of 
game designers, in general due to lack of funds. Educational games are usually 
made with the intention to teach facts to learners while removing the important 
aspect of self-determination. The reward learners get from overcoming a challenge 
they might not even have chosen themselves is usually that they score points and 
then compare themselves to others. So, they play more for the hunt (e.g., chunks of 
information) than for personal success related to what they learned.

Game-based learning means that real (digital) games are integrated into the 
learning process. Usually, this means that the pillars of good game design are pres-
ent because commercial games are designed to become popular. Players choose 
their path and their own challenges and are rewarded for their personal success 
when they complete a challenge on their own or in collaboration with others. In 
many popular games, in order to solve problems, players have to communicate, col-
laborate, and be creative and critical thinkers; they experience first-hand what it 
means to be part of a community (citizenship) while they grow individually as a 
person (character).

In the following paragraphs, I focus on digital game-based learning and consider 
digital games as part of VR. According to the Handbook of Game-Based Learning, 
digital games can have a variety of purposes: from preparing for future learning and 
learning new knowledge and skills to practising and reinforcing existing knowledge 
and skills, as well as developing skills for learning and innovation (Plass et al., 2019).

 Immersive Learning Adventures

This section presents three VR activities in which learners (and more traditionally 
oriented teachers) are gradually immersed in a future-oriented learning process, a 
project leading to creating a bilingual 360° rap video about Franco-German friend-
ship, and a (digital) game-based learning scenario in which learners create their own 
virtual worlds. All three projects are set in a Franco-German environment and use 
one or more languages as a lingua franca in an authentic communication situation, 
leading to a shared European identity through negotiating one’s own national iden-
tity and shared values. The focus of all these activities is on oral communication, 
both synchronous and asynchronous. They include reflective feedback loops to 
make learners aware of the learning process. However, they are not dependent on 
learners being in the same place all the time. This opens new possibilities, including 
learning anytime, anywhere, and in hybrid contexts as well as in intercultural 
settings.

These learning adventures can be adapted to any age and language proficiency 
level by adjusting language requirements and tailoring the tasks to a specific group 

S. Wössner



79

of learners. They can also be implemented in any context where two or more coun-
tries collaborate by using other languages and/or modifying the geographical set-
ting. The importance of immersion is two-fold: to create virtual spaces, the learners 
are immersed in the learning process and express their ideas in a foreign language 
in a virtual environment they can shape according to their ideas and without the 
limitations of the physical world. When visiting the spaces created by their peers or 
when being immersed in virtual spaces during live communication, the multi- 
sensory experiences are linked to emotions and self-efficacy (Immordino- 
Yang, 2016).

 VR Learning Activities

This series of activities is designed to immerse learners gradually in a new way of 
learning while collaborating with partners from another country. Their lingua franca 
is English. Both the technological and the linguistic challenges increase while they 
work on projects that become more and more abstract. From a technological point 
of view, they start out with creating a 360° (3DOF) space, move on to creating a VR 
(6DOF) space, then create their own avatars to meet up in a virtual world. From a 
linguistic and collaborative point of view, they start with a simple monologue and 
create the digital space within their own group of learners, receiving feedback from 
another national group only at the end. The next step combines a monological task 
with an asynchronous dialogue while working in binational groups. The culmina-
tion point is a synchronous dialogue in real-time. In terms of content, they start by 
speaking about their immediate surroundings, combining a collective and an indi-
vidual point of view. They then move to a personal viewpoint about people who 
have changed the world and then establish a relationship between themselves, the 
world, and the future. Finally, as a group, they agree on a topic that is important to 
them and start a real-time conversation about it. Depending on their language profi-
ciency, they can (but do not necessarily have to) prepare these conversations, and the 
conversations can either be made up of a short monologue followed by a dialogue 
or be a true debate.

The first VR activity, “Welcome to our school,” is a 360° school tour that each 
group of learners creates collaboratively for their partners in the other country. This 
is a personalized experience created by one group of learners for another that con-
siders intercultural differences (e.g., a French school usually has a full-time school 
nurse on call, whereas German schools do not), thus making learners acutely aware 
of their common European identity as opposed to their national identities. The digi-
tal skills addressed are taking 360° photos, recording MP3 files, taking photos and 
videos, and integrating all these media into a virtual tour. All six Cs are addressed, 
and the task can be adapted to accommodate any language proficiency level. The 
project can be done in approximately six to nine hours covering pre-tasks, 
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production, and feedback for the partners. A full description can be found online: 
https://www.petiteprof79.eu/welcome- to- our- school- vr- 360.

 

The second VR activity, “Europe United,” is about heroes. The learners choose 
their personal heroes from past and present before coming up with a cause that is 
important to them and that might turn them into a hero in the future. They create a 
virtual museum with all kinds of media they can legally use and audio recordings in 
English that explain their choices. This time, the learners share their individual proj-
ects with partners from both countries and receive feedback in the form of questions 
they answer asynchronously. Potential topics include changing the world, being a 
world/European citizen, human and civil rights, current and future problems, or 
trends. Digital skills include media literacy (e.g., research, copyright, Creative 
Commons), recording MP3 files, and creating interactive presentations, as well as 
coding skills. All six Cs are addressed, and language proficiency may vary. The 
project requires approximately six to nine hours including pre-tasks, production, 
and feedback. Scaffolding may be used with heterogeneous groups of learners. A 
full description can be found online: 
https://www.petiteprof79.eu/europe- united.

 

The third VR activity, “Let’s talk,” places learners from both countries in a vir-
tual environment, where they discuss a topic relevant to them and that they have 
previously prepared. Topics may range from friendship, video games, or smart-
phone use to inventions or discoveries from their respective countries to the work-
place. The digital skills include media literacy (research, finding photos to use), 
presenting a topic and one’s opinion in a virtual setting, and taking part in an online 
discussion. All six Cs can be addressed depending on the topic chosen and the lan-
guage proficiency requirements. The project requires between three and six hours to 
complete. A full description can be found online: 
https://www.petiteprof79.eu/lets- talk- vr
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 All three activities have in common that the creation process is followed by or 
linked to experience and emotion through immersion and interaction in the virtual 
world. This turns two individual groups of learners from two different countries into 
one big European group of learners facing the future together.

 360° Rap Videos

For groups of learners who meet during an exchange and who like music, there is a 
possibility of creating music together while preparing for the exchange and to pro-
duce a 360° music video when they meet in person. The project requires several 
workshops that can be done online. During these workshops, learners learn about 
the elements of rap, practice rhyming, and create their own song about a topic of 
their choice related to the relationship between their two countries. For instance, 
depending on the age and language proficiency, they can compare their school days, 
reflect on their interest in the other country, look at similarities and differences 
between the two nations, or integrate more abstract topics like politics, immigration, 
or literature. Once they have finished their song, they discuss where they want to 
film the video using a 360° camera and how they want to film it, taking into account 
all aspects of 360°, such as the fact that it means there are no borders, there are dif-
ferent creative perspectives (e.g., looking at the singers, looking in the same direc-
tion they do) and that the song encompasses all their different points of view.

This project focuses on a creation process that makes the learners aware of their 
European identity, but it also ends with having them live through an immersive 
experience while watching the video. The emotional state stimulated by this experi-
ence changes their perspective while reminding them of the fact that none of them 
could have created the video alone. Just as they did with the video, they will create 
their future together by considering their respective differences as well as their com-
mon European identity.

Both an example video and a project description (in German) can be found here: 
h t t p s : / / w w w. p e t i t e p r o f 7 9 . e u / e i n -  3 6 0 -  r a p v i d e o -  z u r -  d e u t s c h - 
 franzoesischen- freundschaft/
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 Game-Based Learning

This game-based learning adventure is set in the Franco-German quarter of a fic-
tional European Youth Village in Brussels. It brings together an interesting story that 
offers various future-oriented learning opportunities and open-world sandbox 
games like Minecraft, which has been a long-time favorite among teenagers every-
where, including Germany (Medienpädagogischer  Forschungsverbund Südwest, 
2021, p.  60). The learning adventure is based on the global simulation format 
(Levine, 2004). In an effort to immerse themselves in the culture of their respective 
partner country whose language they learn as a foreign language, teenagers from 
France and Germany reinvent themselves by creating new identities: the Germans 
become French, and the French become either German, Austrian, or Swiss German. 
They then apply for a scholarship to move into the European Youth Village, where 
they live in apartments with roommates from both countries. Over the course of 
several months, they add their own touches to the Village: for example, by taking 
into account the 2030 Agenda for Sustainable Development  (United Nations 
Educational, Scientific and Cultural Organization, 2017), they work on projects 
about cultural aspects of their (assumed) identities, and common European topics 
and problems to solve. Finally, they create little movies documenting their life in the 
European Youth Village to share with the larger community. It is also possible to 
integrate transmedia/immersive storytelling: for instance, creating a collaborative 
graphic novel about their adventures by using photos taken in the virtual world.

The project can be easily implemented using either Minecraft or Minetest, both 
of which are creative game engines designed to enable the player to create virtual 
worlds. Minecraft is a Microsoft product that, in Europe, comes with several privacy 
concerns, whereas Minetest is an open-source project that needs to be hosted on 
your own server – or you can use BLOCKALOT (www.blockalot.de) to create your 
own Minetest world. Since learners are supposed to speak both French and German 
with each other, another requirement is a voice chat server like Mumble, also open- 
source software. Both Minecraft and Minetest can mirror the real world with natural 
disasters or demands for energy, etc. by using mods that can be installed 
(Figs. 4 and 5).

Fig. 4 Entrance and apartment building of the Franco-German village
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Fig. 5 Bird’s eye view of the Franco German village

Since Minecraft and Minetest are open world games, there are no limits as to 
how far the project can go and how many groups of learners can join. It is perfectly 
possible to create several neighbouring villages whose inhabitants meet on a regular 
basis. The story can also be appropriated and developed by the players themselves, 
so they can make it their own. This even includes having other disciplines, such as 
geography or history, join the project and add new dimensions to it.

In an educational context, these games help players prepare for future learning, 
acquire new knowledge and skills, practice and reinforce existing knowledge and 
skills, and continue to develop as learners and innovators. All these functions can be 
integrated into a scenario because it is completely up to the group of learners to 
decide on activities and challenges, make their own rules, come up with their own 
narrative, accomplish tasks together, and reflect on what they learned about them-
selves, each other, and their group identity by creating their virtual world as a place 
where everyone feels comfortable.

 Strategies for Implementation of Design

The following strategies are suggestions about how to facilitate projects with VR 
and GBL. These aren’t the only way to implement future-oriented learning, but due 
to the qualities of the technologies involved as well as the proximity to learners’ 
everyday lives, VR and GBL have significant potential waiting to be explored by 
teachers who feel the need to renew their professional practice. With an understand-
ing of the basic concept of future-oriented learning and a realization that this is not 
at all about a specific technology, but about the underlying pedagogical objectives 
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they help learners reach, VR and GBL can easily be inspired by the examples pro-
vided by this article and be modified for specific purposes and objectives.

• VR is not defined by technology. VR is defined by immersion and interaction 
that lead to a feeling of presence and agency in the virtual world. This feeling of 
presence and agency is not linked to a specific technology. To understand this, 
experience virtual worlds first-hand: play a game and explore different virtual 
worlds without preconceived notions of them being fake. Also, virtual worlds are 
not limited to games; social media are also part of them. Additionally, take 
advantage of the unique opportunity to speak with young people for whom there 
is no clear boundary between the physical and the virtual world. They might 
teach you about their perception of the world and their place in this world; by 
speaking with them, you help them reflect on their own identities at the same time.

• Future-oriented learning requires a new mindset. Learning requires learners 
to take responsibility for their learning. You yourself are a learner, too. Learners 
can teach you as much as you can teach them, and together you can create amaz-
ing things. This also means you are not omniscient; there is no shame in not 
knowing everything if you demonstrate that you know how to learn it. This mind-
set will cause a shift in your relationship with the students you work with, and 
you need to remain aware of your impact on their lives as a partner and a role 
model. Be open-minded and make sure that you help learners become people 
you trust with your own future. To do this, take every opportunity to speak with 
learners of all ages. Give up your position as the omniscient teacher, and instead 
of having learners work for you, work with them on projects as a co-learner.

• Technology is never the solution, but it can be an asset for the transforma-
tion of learning. If you do not feel comfortable with technology because you 
think it removes the human connection, think twice. If seen only as a tool to 
reach a goal that you set as a teacher, technology can isolate learners because 
they never need others to accomplish a task. However, if you consider the trans-
formative potential of technology when integrated into a larger learning process 
that takes into account the 6Cs, technology becomes a new means of individual 
expression, particularly in an intercultural dialogue. You could start by speaking 
with young people to find out how they use technology to express themselves. 
Have a look at their YouTube-Videos, TikToks, blogs, and other media and ana-
lyze them. What do they tell you about skills and competencies they have learned 
by using technology to produce these?

• Learning can happen anywhere and anytime. Gen Z are the first generation 
having grown up with technology as an integral part of their daily lives. They do 
not see the dichotomy between the real and the virtual world. Gen X and Gen Y 
(Millennials) are acutely aware of having known a life before the Internet 
whereas games, media production, and social media are part of the real lives of 
Gen Z and Gen Alpha (Fell, 2022). They navigate between these two different 
worlds without even realizing it, and they learn in both. We must consider not 
only their way of life but also the fact learning doesn’t happen only in school and 
that there is a huge untapped source of creativity waiting to be put to good use. 
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Fig. 6 The OECD learning framework 2030

To challenge learners outside of school, design a project that has them collabo-
rate on presenting their learning beyond the classroom in any form that feels 
natural to them. While they work, navigate between the groups, and listen. Then 
apply what you learned to design a project that integrates learners’ time outside 
of school and which they can work on anywhere but in school. Do not put shack-
les on their creativity but give them a topic and tell them what the learning goal 
is. Do not tell them exactly how to get there, but make sure they know they can 
ask for your help any time.

• Deep learning instead of surface learning. Even though education still hap-
pens in a world where grades and degrees decide our fate, we need to take a step 
back and reconsider why we became teachers. Surface learning, such as focusing 
on facts, has long been a big part of schooling. However, in the Digital Age, find-
ing information is easy, but knowing what to do with it and how to use it to solve 
problems is the difficult part— particularly in an interconnected world. Therefore, 
we need to focus on the six Cs of deep learning by helping our learning partners 
learn the skills they need to shape the future for the better. It may not be possible 
to put a grade on everything, for learning is a life-long process after all, but it will 
be worth it. Have learners give each other feedback and reflect on their own 
learning, and do not define learning outcomes for them. Instead, let them be cre-
ative. There is no harm in making mistakes when trying out new things. To move 
from surface learning to deep learning, look at your curricula, assess which skills 
and competencies they imply, find a sustainable development goal, and put it in 
a context that is both accessible and relevant for the learners. Design a project 
that follows the OECD Learning Framework 2030 (OECD, 2018) by combining 
knowledge, skills, attitudes, and values, and helping learners to develop compe-
tencies that can translate into action in the future (Fig. 6).
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 Conclusion

The future-oriented learning design and learning activities presented have shown 
how VR and GBL can contribute to meaningful change in educational practices by 
shifting the focus from teaching to learning. It is not about the technology itself, but 
about the plethora of opportunities for change that lies dormant in it. The learners 
who participated in these and similar projects not only took responsibility for their 
learning but experienced a visible change in attitude towards both themselves and 
their peers, as well as toward their place in society. They also acquired skills and 
competencies they could then apply to real-world problems: for instance, imple-
menting a little project to stop others from using plastic bottles, working together on 
bigger problems, and solving them by combining everyone’s talents, or simply 
going abroad and speaking a foreign language to communicate with people from 
different backgrounds. The key to change was that, on the one hand, the learners felt 
valued and had agency, and, on the other hand, they learned in a context that was 
relevant to them and where they could experience their individual learning journey 
as a group.

The strategies provided for implementing these changes result in a change in 
attitude, while the examples and design frameworks provide ideas about how to 
start changing teaching practices to provide learners with opportunities for future- 
oriented learning. It is important to acknowledge the power of risk-taking and 
understand that a potential failure is simply an opportunity to learn and to improve. 
Being immersed alongside learners in virtual worlds and game-based learning 
adventures makes it possible to explore important topics, acquire skills and compe-
tencies everyone needs to help the world become a better place, and give a voice and 
agency to the young people into whose hands we place our future: a future that is, 
above all, exponential and unpredictable.
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See It and Be It: Designing Immersive 
Experiences to Build STEM Skills 
and Identity in Elementary and Middle 
School

Corinne Brenner, Jessica Ochoa Hendrix, and Mandë Holford

Abstract This chapter describes the process of developing immersive educational 
science experiences. Three integrated components (virtual or augmented reality, 
digital science journal website, and an educator dashboard) help students gain 
STEM knowledge and acquire critical science practice skills aligned with the Next 
Generation Science Standards in the United States.

Keywords Augmented reality · Design process · STEM education · Virtual reality

 Introduction

From climate change to pandemics, global challenges are rooted in science and 
technology. To face these challenges, students need to develop science, technology, 
engineering, and mathematics (STEM)-inspired creative and critical thinking skills 
(Committee on STEM Education, 2018). In the United States, the Next Generation 
Science Standards (abbreviated as NGSS; Pruitt, 2014) were developed to empha-
size skills such as asking questions and defining problems, planning and carrying 
out investigations, and engaging in argument from evidence.

To address these needs, our educational technology company, Killer Snails LLC, 
makes games and extended reality experiences inspired by the work of real scientists 
and engineers. Killer Snails’ projects leverage virtual reality (VR) and augmented 
reality (AR) in curriculum supplements to help students not just learn isolated facts 
but see themselves as scientists tackling global science and technology challenges.
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Extended reality (XR) technologies like AR and VR serve two important func-
tions: helping students envision what science and scientists look like in the field 
(“see it”), and giving students a first-person, agentic role in doing scientific tasks 
(“be it”). In this context, VR refers to technologies that immerse a user in a digital 
world: for example, by using a head-mounted display. AR refers to technology that 
puts a digital layer of objects or information over the real world, such as by using an 
app on a tablet or smartphone. Immersive technologies like VR and AR fill the need 
for exciting, inquiry-based, student-centred STEM learning that enhances science 
skills and functions effectively in a classroom setting.

We have used VR to send students on expeditions to explore ocean ecosystems 
in BioDive and travel to faraway planets in GeoForge. Using AR in WaterWays, 
students can bring a Mako shark into their classroom to explore shark anatomy and 
tag it with a GPS transmitter. These experiences serve as anchoring phenomena to 
ground discussion and further activities that would be impossible or too dangerous, 
difficult, or expensive for students to have in real life (Bailenson, 2018). We pair 
immersive experiences with a personalized website called a digital science journal, 
creating opportunities for students to reflect on their experiences and apply what 
they have learned in additional activities and questions. This enables students to 
move beyond memorizing to enacting science and engineering practices and apply-
ing them to their own interests and lives. Each product includes an educator dash-
board that provides teachers with a real-time summary of the class’s progress and 
access to students’ responses from both the XR and digital science journal.

In this chapter, we describe the process we use to develop immersive educational 
experiences and how the three integrated components (VR/AR, digital science jour-
nal website, and educator dashboard) help teachers meet the three-dimensional 
approach to science instruction envisioned in NGSS. Our approach uses XR to help 
students gain STEM knowledge and acquire critical science practice skills by seeing 
the science and being the scientist.

 Vignette

After a year and a half outside of formal classrooms, Angela, a sixth grade science 
teacher, noticed students (ages 11–12) were filled with angst as they returned to 
school buildings for a summer session in 2021. She needed a safe, budget-friendly, 
and engaging way for students to explore questions about wildlife and ecosystems 
without sharing materials due to pandemic restrictions. The prospect of writing a 
technology-based curriculum a week before the program began was daunting.

At a professional development event, Angela was intrigued by a free trial of 
BioDive. In BioDive, middle school students acted as marine biologists investigat-
ing venomous marine snails’ ecosystems. Students used their laptops to learn about 
Dr. Mandë Holford’s work and observed venomous snails capturing prey using 
phones in a VR viewer. Angela liked the fun NGSS-aligned lessons and how they 
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referred to students as scientists who test and revise their hypotheses to make 
recommendations.

Angela used BioDive to structure a unit on biodiversity and climate change, mix-
ing in deeper discussions and explorations of topics students were interested in 
along the way. The educator dashboard showed her each student’s progress in real 
time and automatically graded multiple choice questions, leaving more time for 
discussions. Angela reflected, “My hope was that it would encourage students to 
pursue STEM careers and niche areas of research through their experience with this 
unique scientific narrative, and through meeting a community of diverse scientists 
through the videos shown on the platform. I do believe it achieved that goal, and I 
am excited to continue using the platform in the future.”

 Design Framework: How Killer Snails Integrates XR 
for STEM Learning

In each learning game, we use three components: (1) a digital science journal (per-
sonalized website) to structure the overall experience; (2) an AR or VR activity that 
puts students in the roles of scientists; and (3) an educator dashboard providing a 
real-time summary of a whole classroom’s activity, which lets educators click into 
an individual student’s work to leave feedback in the form of comments and stick-
ers. This structure has been used to explore Biology topics in BioDive, Earth Science 
in GeoForge, and Ecology in WaterWays.

Each component serves a function; we have designed them to work together 
toward such outcomes as improving students’ science and engineering practices, 
increasing student interest in STEM and STEM careers, and improving classroom 
instruction (Fig.  1). In the following sections, we discuss how these elements 
address unique science content to achieve our goals of helping students see it 
and be it.

Fig. 1 Killer Snails’ XR product components, outputs, and outcomes
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 The Digital Science Journal: See It

The digital science journal (DSJ) serves two purposes. First, we use digital multi-
media—including photos and videos—to introduce students to anchoring phenom-
ena as well as the scientists or experts who study a topic like venomous sea snails or 
shark migration patterns, allowing students to better understand the context of the 
unit. Second, web pages in the digital science journal provide a familiar structure 
for activities that introduce students to new vocabulary or concepts and allow them 
to process the experiences they have had in VR and AR. This function has its roots 
in the architecture of human cognition and the cognitive processes that govern 
learning.

Including examples of diverse scientists and the work they do is intended to 
strengthen students’ feelings that they are represented in the science community. 
Such examples help build their science identity and reduce feelings that may lead 
students to become uninterested in science or think they cannot be scientists. 
Students’ interest in science and feelings of self-efficacy, the feeling of being capa-
ble of doing the work of science, are high in elementary school but decline over time 
(Summers & Abd-El-Khalick, 2019). This decline is especially acute for girls, stu-
dents from low socioeconomic status, and students who belong to Black, Hispanic, 
Native Hawaiian or Pacific Islander, and American Indian or Alaska Native racial/
ethnic categories (National Science Board, 2021). Countering stereotypical beliefs 
about scientists and exposing students to inquiry-based instruction both help coun-
teract these trends (Nguyen & Riegle-Crumb, 2021; Riegle-Crumb et  al., 2019). 
BioDive and WaterWays implement these findings by including diverse examples of 
real scientists and encouraging students, in their game role as scientists, to develop 
and answer research questions in the DSJ for each experience.

Using immersive technologies in the classroom can bring science to life, but it 
also comes with challenges. Many researchers and practitioners are cautious about 
using new technologies because navigating a detailed immersive experience can 
impose extraneous cognitive load or add information that does not contribute to 
learning (Moreno & Mayer, 2007; Papanastasiou et al., 2019). Pairing the XR expe-
riences with activities in the DSJ is a powerful way to connect students’ experiences 
with the key information. Activities like comparing observations, transforming 
observed phenomenon into data in tables, and evaluating whether hypotheses 
drafted in text are confirmed in a virtual environment take place in the 
DSJ. Opportunities to actively make sense of information serve to foster generative 
processing, an important cognitive function, and is recommended as a strategy to 
help turn incoming information into usable knowledge (Fiorella & Mayer, 2016).

Since WaterWays is intended for a younger audience (grades 3–5, ages 8–11), we 
have paid special attention to sources of cognitive load and how we could manage it 
throughout the development process. We drew on our experiences creating BioDive 
and GeoForge for middle and high school students (grades 6–10, ages 11–16) to 
leverage the DSJ for WaterWays to manage the cognitive load imposed by using new 
technologies and complex material. The DSJ provides clear, segmented instructions 
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Fig. 2 Evaluating and 
revising hypotheses in the 
WaterWays DSJ

to lead students through each part of the experience (Moreno & Mayer, 2007). We 
designed activities in the DSJ to inspire generative processing without relying too 
heavily on open-ended text questions, since typing is a skill many students in this 
age group have not yet mastered and would be an additional source of cognitive 
load. Eliciting student involvement through drawings was another intentional design 
element to spark student thinking and share ideas without relying on typing. Multiple 
choice questions, matching games, and minigames allow students to apply their 
experiences in AR and demonstrate what they learned without creating extraneous 
cognitive load.

The DSJ also provides opportunities to provide immediate, contextual feedback. 
In WaterWays, students construct a hypothesis, then evaluate whether their hypoth-
esis was correct and revise it if necessary. A red “x” prompts students to revise their 
responses while a green check mark confirms that their observations support their 
initial hypothesis, and students make progress on the task based on their revision, 
not the initial hypothesis (Fig. 2). This is intended to help students enact processes 
of science and understand that learning is continual and ongoing.

Using the tenet that connecting experience with cognitive recall fosters learning 
and retention of new ideas, we intentionally design the DSJ prompts and students’ 
activities to scaffold the AR and VR engagements. These will be discussed in the 
next section.

 Virtual or Augmented Reality: Be It

There’s nothing like firsthand experience. Constructivist models of education high-
light the importance of students taking an active role in learning; experiences help 
students connect new information with previously assimilated knowledge. VR can 
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also provide the type of highly interactive, motivating, student-centred experiences 
that promote learning across domains (Huang et al., 2010).

In each of our experiences, students take on a scientist role to do tasks and see 
the world through that role. For example, BioDive consists of five modules in which 
students are scientists working through the steps of the scientific process: from 
observing an ecosystem to experimentation, model building, hypothesis testing, and 
finally making recommendations based on their findings. Using VR on mobile 
phones and low-cost, lightweight cardboard headsets, students observe venomous 
snails hunting for prey, look for organisms occupying different niches in the food 
web, and use tools to compare water quality at different sites. In one 2-minute expe-
rience, VR allows students to shrink in size and travel to the ocean floor to observe 
how the conoidean “killer” marine snails hunt fish, worms, and other snails as prey 
(Fig. 3). In another, students use a variety of tools to measure water quality, includ-
ing its turbidity, salinity, and dissolved oxygen content at sites that may be affected 
by pollutants.

Having experiences from a first-person perspective and making choices about 
what to do put students in a scientist’s shoes. In a pilot study of BioDive, we observed 
the impacts of these experiences on students (Killer Snails LLC, unpublished inter-
nal BioDive report, 2020). Educators shared with us that the BioDive experience 
makes a strong impression on students who have never visited the ocean and live in 
places where it is impractical to visit. Educators specifically mentioned that stu-
dents were excited for the chance to use VR in class, which motivated a high level 
of engagement during the session. In surveys of 329 students, 80% reported they 
would recommend BioDive to other students, and 78% reported they enjoyed 
BioDive. We also observed significant learning gains for key vocabulary like biotic 
and trophic level. In a survey of 199 students after using GeoForge, 82% of students 
reported that the experiences helped them see themselves as scientists, as did all 11 

Fig. 3 BioDive VR scene: cone snail on the hunt

C. Brenner et al.



95

respondents in a preliminary study of WaterWays (Brenner et al., 2021a, b). These 
responses highlight how XR was an effective tool for engaging students in the class-
room, building knowledge, and creating the opportunity for students to see them-
selves as scientists.

The excitement of taking part in science through XR is unlike the real world in 
two important ways. First, in a virtual world, students can take a risk and fail the 
task with minimal consequence. No equipment will be broken, no animals will be 
harmed, and no time or expense will be wasted because of a mistake. Digital envi-
ronments invite graceful failure in that students may have to try multiple solutions, 
revise a strategy, or get more information to succeed (Plass et al., 2020). Instead of 
being punished for an incorrect response, students are encouraged by the design of 
the experience to try more than once; since initial incorrect attempts do not have 
harsh consequences, students are able to explore. Second, and in support of graceful 
failure, a digital experience allows students to receive immediate, contextual feed-
back about what went wrong and make a new choice with that in mind. The ability 
to provide immediate, contextual feedback in a digital environment is extremely 
helpful for learning gains in a variety of domains (Magalhães et al., 2020; Van der 
Kleij et al., 2015). VR in products like BioDive allows students to get the benefits of 
a firsthand experience: “being it” without many of the inconveniences of being a 
novice and with the benefit of immediate, corrective feedback.

 Educator Dashboard: Offering Insight While Students See It 
and Be It

An educator’s ability to monitor and respond to student work is also vital to a suc-
cessful learning experience. BioDive, GeoForge, and WaterWays all provide educa-
tors with a dashboard that allows them to monitor progress and guide instruction for 
the immersive experience in real time. Educators get an overview page that sum-
marizes the class’s progress in each unit. They can immediately spot whether one 
student is stuck, or if all students are getting stuck on a page of the DSJ. If they click 
in to see a page, educators see everything a student creates in their DSJ, not just the 
summarized results of an assessment. Educators can also provide stickers and com-
ments as feedback on student activities in the DSJ to motivate their learning and 
provide personalized support. Educators reported these features were also helpful 
for connecting with students during remote learning.

In our first round of user research for WaterWays, we received feedback from 
educators that the dashboard was a particularly appealing tool during user tests with 
hybrid or remote learning classes. Educators were excited to have the opportunity to 
monitor student progress and respond to student work in the moment, regardless of 
whether the students were in the classroom or learning remotely. From monitoring 
the dashboard, educators could see when a student wasn’t progressing through the 
pages, and called on them or moved them to Zoom (version 5.11, https://zoom.us) 

See It and Be It: Designing Immersive Experiences to Build STEM Skills and Identity…

https://zoom.us


96

breakout rooms to receive additional support. Based on educator feedback of 
WaterWays, we have also added a chat function to allow for even more tailored con-
versation. Assisting students in their moment of need is a vital component to teach-
ing and an asset for educators, which digital technologies can provide whether 
students are in the classroom or working remotely.

 Applying Unique Affordances to Build Immersive 
Learning Games

The previous sections discussed why the educational products include specific fea-
tures and incorporate XR. The following sections detail how the design process 
works to include voices from experts, students, and teachers, as well as technical 
refinement. We use the Successive Approximations Model (Fig. 4; Allen & Sites, 
2012) for designing and developing XR educational experiences. This approach 
emphasizes incorporating iterative feedback from stakeholders through rapid design 
and development sprints for every learning game we create. The Killer Snails team 
includes a Director of Learning, who plans and conducts user research; a Design 
Director, who crafts the initial visual designs and implements changes; and a Lead 
Developer, who creates the DSJ and the VR or AR content, and who implements 
changes. The process also includes feedback from two teachers who are part time 
employees of Killer Snails LLC as well as full-time teachers in the subject area of 
the product. We have used this model for the design and development of two VR 
experiences: BioDive, commercially available since Spring 2020, and GeoForge, 
still in development. We are currently using this model to develop the AR-driven 
experience WaterWays during 2021–2022, with some adjustments in our process 
due to the COVID-19 pandemic.

Fig. 4 Successive Approximations Model for designing and developing immersive STEM 
Experiences. (Adapted from Allen & Sites, 2012)
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 Preparation Phase

To put students into the role of scientists, we must first define what scientific topics 
they will investigate. In the Successive Approximations Model, instructional design-
ers first perform a preparation phase to gather information and begin to define learn-
ing objectives and goals. Killer Snails interviews teachers and informal educators as 
well as subject matter experts to better understand a topic (like impacts of plastic 
pollution on sharks) and reviews recommended resources to understand how the 
content is currently being taught. We specifically ask educators about common stu-
dent misconceptions and concepts that are complex to teach and for students to 
comprehend.

An important feature of our work is using the unique affordances of VR and 
AR. Reproducing material already available in AR or VR is unhelpful. We look for 
areas not currently well-addressed by lectures, textbooks, or even 2D digital media, 
where students would benefit from a 3D or first-person perspective on the issue. We 
are inspired by unusual science content (like extreme creatures from nature, such as 
venomous “killer” snails, space travel, or hidden water systems in urban areas) that 
would not be readily accessible in classrooms. Working with subject matter experts 
during the preparation phase helps us to learn more about phenomena that align 
interesting content areas with the affordances of XR, and to implement NGSS stan-
dards for disciplinary core ideas and for science and engineering practices.

 Iterative Design Phase

Once the concept is clear, we go through an iterative design phase, with cycles of 
designing, prototyping, and evaluating ideas with our stakeholders, teachers, and 
content expert advisers. Design prototypes can include low-resolution sketches, 
slide decks, wireframes, and storyboards. Eventually our designer and developer 
create prototypes of the DSJ website and VR or AR scene, modelling the patterns of 
interactions and flow of the experience. Flexible online design technologies allowed 
us to continue creating and sharing our ideas while working remotely through the 
COVID-19 pandemic.

 Iterative Development Phase

After developing a prototype and evaluating it with educators and content experts, 
we move into an iterative development phase in which we build a functional proto-
type and test its implementation in classrooms. We bring each module of an experi-
ence (about 40 minutes of class material) to a minimum of three schools for iterative 
testing, with at least three team members completing an observation tracker that 
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aligns to the content students are seeing. All students and educators are fully 
informed about what they will be asked to do, and they consent to participate. They 
know they can ask us questions, decline to answer questions, or stop participating at 
any time. During development, we pilot with a range of partners including low- 
income Title I urban schools, well-resourced urban/suburban schools, and rural 
schools to help assess whether the product will work in a variety of settings (Fig. 5).

The initial school visit provides insight on the product’s usability. Are students 
able to progress all the way through the unit? Did technical challenges prevent com-
pletion? After the site visit, our team interviews the teachers to ask for feedback 
such as the appropriateness of the content, what kind of information teachers would 
like presented in the educational dashboard, and how teachers could see themselves 
using the product. The team also reviews the students’ responses in the digital sci-
ence journal to monitor if students were answering the questions correctly, and to 
discuss any changes needed for a unit to fit into one class period.

The second school visit occurs after improvements are made to the content or 
technology. Again, three team members monitor the class using the same observa-
tion tracker and watch for how students interact with the technology. Generally, the 
second site visit has far fewer technological issues, and the content pacing is appro-
priate to complete the task. After the classes have finished, we again interview the 
teacher to ask about how the teacher could see themselves using the product and 
what materials would support the teacher in implementing the product in their class. 
In the past, teachers’ responses have included requests for curricular alignment or 
the ability to download student responses as a spreadsheet. Design changes may still 
be needed at this point such as changing vocabulary, clarifying instructions, or shift-
ing activities to better fit the class length.

After completing revisions to the content and/or technology, we schedule a third 
visit for the same unit. The third school visit is for final polishing of the unit before 

Fig. 5 Implementation testing in classrooms
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moving to start developing the next unit. This visit proceeds in the same pattern, 
with special attention in the post-visit teacher interview to what data would be most 
helpful in a dashboard and what supplementary materials might be needed.

Iterative testing with students and educators is vital. When the prototype is being 
used in an authentic setting with all the limitations, distractions, and less-than-ideal 
conditions of a classroom, we get to see whether our ideas are being communicated 
to students, whether the technology is confusing to use, and a host of issues that we 
never would anticipate on our own. Observing participants work through an educa-
tional product reveals things participants might not articulate, either because they 
do not notice, they do not have access to the inner workings of the experience to 
identify the problem, or because some may minimize when something is confusing 
or difficult out of kindness. We intentionally design for diverse school environments 
to support students across socioeconomic, cultural, and technical backgrounds. In 
wanting to advance full inclusion of race, genders, and cultures in science and live 
up to our see it-be it credo, we make every effort to design learning games that can 
be used by any student and educator to foster a love of science.

 Preparing for Rollout

Since the experience must work in all types of classrooms, we consider accessibility 
and equity of the technology. Incorporating a new technology like VR offers stu-
dents an opportunity to become familiar with new immersive technologies in addi-
tion to the science content. The instructional design plans for a 1:4 device-to-student 
ratio for VR experiences. Our game designs acknowledge the limitations of older 
generation hardware and limited-bandwidth school Wi-Fi networks and have been 
optimized for mobile devices. We have also implemented WebVR, where every 
experience can be completed by navigating through the virtual scenes using a mouse 
or keyboard on a laptop, tablet, or any web-enabled device students can access. 
Ensuring our products are compatible with various devices allows us to accommo-
date as many classrooms as possible. Although WebVR is less visually immersive, 
it maintains students’ agency: a key benefit of VR in our designs.

Once the five units of the learning game are complete, a broader pilot study is 
conducted throughout the US, in which our team recruits a minimum of 25 teachers 
to implement the game at their own school. Teachers are provided with free logins, 
lesson guides, and sets of inexpensive, handheld viewers (Google Cardboard or 
similar) for VR experiences. In exchange, teachers and students complete pre- and 
post-surveys on the experience, which we use as a final quality check before offi-
cially launching the game.

Note An implementation test of GeoForge in a Grade 8 science classroom. Students 
work in groups, while our staff circulate to make observations and facilitate the les-
son. Students in the foreground are using VR to visit planets as a group; students in 
the background are using the digital science journal to complete other activities.
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 Strategies for Implementation of Design Using XR 
in Learning Games

During the COVID-19 pandemic, classrooms changed in profound ways, and we 
had to change how we conducted user research. It was not possible to observe how 
students were using our games over Zoom since many students did not have access 
to devices where they could share their screens or webcam views, and the technol-
ogy did not support looking at multiple students’ screens at the same time. For this 
reason, we added think-aloud sessions with single student users to our schedule of 
implementation tests. During these sessions, a student would join a Zoom meeting 
with our staff and work through a module of WaterWays while sharing their screen. 
Students were asked to “think out loud and say anything that you’re noticing, or any 
questions you have, as it occurs to you.” One member of the team facilitated these 
sessions, asking questions like “What are you noticing right now?” if the participant 
fell silent. Rather than observing groups of students working on their own, the 
think-aloud sessions enabled us to closely monitor single individuals as they pro-
gressed. This approach offered much deeper user feedback on each page although it 
could not fully represent classroom use.

The 2020–2021 school year was highly unusual for schools, but we remotely 
piloted WaterWays through eight individual student-user research sessions, and with 
170 students (in a mix of in-person, remote, and hybrid classes) and 10 classroom 
teachers within three schools. Of all the students who completed the post survey, 
94% stated they were “interested in playing with WaterWays after today” and 83% 
agreed “WaterWays helped me see myself as a scientist.”

Based on our grounding in the literature and our experience designing and devel-
oping multiple XR products, we recommend the following strategies when design-
ing or using XR in learning games to enhance science education:

• Pair VR/AR with other resources to take advantage of their respective affor-
dances. Immersive technologies offer students a chance to have impossible 
experiences (Bailenson, 2018). Activities that enable students to explore an 
exotic location, perform activities like taking measurements, and observe differ-
ences between sites (just like scientists do) make a big impression on students, 
and many existing resources can become part of a lesson. A website or other 
scaffold like the DSJ can be used to complement these first-person experiences 
and balance demands on learners’ cognitive load. Combining these platforms 
creates opportunities for generative processing. After participating in extended 
reality, facilitated classroom discussion may also provide additional processing 
supports for students.

• Take advantage of opportunities for graceful failure. In a digital environment, 
students can try an experience many times; there is no limit on equipment or sup-
plies as there would be in a laboratory. When using XR activities as part of a 
class, encourage students to make multiple attempts in a VR or AR experience, 
testing the limits and trying out different actions to observe cause-and-effect 
relationships.
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• Empower teachers to support students. Teachers can monitor real-time stu-
dent progress through the immersive experience, whether students are in-person 
or remotely learning. An educator dashboard can give teachers an overview of 
each student’s activities in XR—especially helpful during remote learning to 
tailor instruction as well as keep the class connected and students on task. This 
observation was confirmed when piloting our games remotely: teachers moni-
tored each student’s overall progress and called on them or moved them to break-
out rooms to receive additional support when the students weren’t progressing. 
This easy-to-monitor design was also useful when managing a large classroom 
of students who may progress at different speeds.

 Conclusion

Immersive experiences make it possible for students to see it and be it in STEM, 
gaining exposure to new ideas and possibilities. VR/AR encourage students to 
engage with ideas, take action, and go to places that would be out of reach other-
wise. Technology-mediated, first-hand experiences like BioDive and WaterWays 
allow students to try out scientific and engineering practices with minimal risk or 
expense, enabling students to assimilate new material and imagine themselves in 
the role of a scientist. However, while AR and VR can give students agency and 
access to thrilling scientific experiences, the excitement of trying something new is 
not enough of a reason to implement immersive experiences in schools. The first- 
person experience students have is most compelling when paired with appropriate 
strategies to reduce cognitive load, connect their background knowledge with those 
experiences, explore and make mistakes without severe penalties, and receive feed-
back. For educators, an added benefit is tracking their students’ progress as well as 
the outcomes from any location: whether students are attending school in person or 
remotely. In sum, each of the three components (DSJ, VR/AR, and educator dash-
board) of our learning games is integral to creating, enhancing, and extending the 
educational experience.

Giving students the opportunity to see it and be it better represents the fascinat-
ing material and dynamic work of science, helping students to see themselves as 
scientists. Strengthening feelings that science is accessible and students are part of 
the science community is key to building STEM-identity through the middle school 
years, and the affordances of XR offers educational designers new opportunities to 
incorporate immersive experiences. In turn, building STEM-identity is vital to 
retaining students’ interest and desire to pursue future STEM careers, impact soci-
ety, and tackle future global science and technology challenges.
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Levels of Immersive Teaching 
and Learning: Influences of Challenges 
in the Everyday Classroom

Andreas Dengel, Josef Buchner, Miriam Mulders, and Johanna Pirker

Abstract This chapter discusses theoretical models for immersive learning and 
immersive teaching. The subjective and objective factors used in these models are 
distinguished by levels: micro, meso, and macro. We discuss the terms immersive 
teaching and immersive learning and possible strategies for implementing learning 
experiences in the everyday classroom.

Keywords Augmented reality · Classroom integration · Constructive alignment · 
Immersive learning · Immersive Media in Schools · Immersive teaching · 
Virtual reality

 Introduction

After recent technological advances in the field of immersive media, teaching and 
learning with virtual and augmented reality (VR/AR) are closer to everyday class-
room integration. Early pilot studies carried out in controlled settings suggest great 
potential for using such technologies for pedagogical endeavours: particularly, 
effect on learning (e.g., Krokos et al., 2019; Le et al., 2015), motivation (e.g., Mei 
& Sheng, 2011), and engagement (e.g., Allcoat & von Mühlenen, 2018; Bressler 
et al., 2019). Further, literature reviews provide evidence for the use of immersive 
media in language education (Peixoto et  al., 2021), history and cultural heritage 
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education (Challenor & Ma, 2019), computer science education (Pirker et al., 2020), 
teacher education (Billingsley et  al., 2019), medicine (Kavanagh et  al., 2017), 
STEM education (Pellas et al., 2020), and various other application areas (Freina & 
Ott, 2015). However, virtual learning environments face similar conditions, restric-
tions, and challenges as traditional educational media. The integration of VR and 
AR in the everyday classroom comes with affordances and constraints that are sel-
dom observed in laboratory settings.

This chapter contributes to research on the challenges of using holistic models to 
facilitate immersive teaching and learning. First, we present existing theoretical 
models and frameworks for educational immersive experiences. Second, we catego-
rize these models and frameworks into three pedagogical levels of immersive teach-
ing and learning. The macro level presents general institutional and governmental 
factors that facilitate or hamper endeavours to integrate immersive media in schools. 
The meso level describes teacher- and classroom-specific factors. The micro level 
focuses on learner-specific factors such as individual perceptions and learning activ-
ities. Distinguishing between immersive teaching (the process of teaching with 
immersive technology) and immersive learning (individual learning processes sup-
ported by immersive technology) helps clarify internal and external factors related 
to the educational process, particularly influences and challenges. Third, we outline 
three pedagogical considerations: the immersive constructive alignment (aligning 
learning objectives, learning activities, and performance assessment through immer-
sive media), the focus on the learner (keeping in mind the complex interaction of 
perceptual stimuli with the traits and states of the individual), and the role of the 
teacher (the need to integrate an immersive experience in an overall teaching 
sequence rather than as isolated activities).

 Vignette

Diane is a primary school teacher with interest in designing technology-enhanced 
learning environments for her students. In a workshop, she learned about the poten-
tial of VR technology. According to the lecturer, VR is now more easily available for 
schools too: for example, mobile VR based on cardboard glasses and using stu-
dents’ smartphones. However, after looking more deeply into VR technology and the 
effects studied when used in education, as well as the associated challenges, Diane 
realized that using VR is more complex than she thought. For example, in her pri-
mary school smartphones are not allowed, making it difficult to use the mobile VR 
approach. Furthermore, during her search for suitable educational VR materials, 
she came to realize that there are simply no real learning materials available yet 
that align with the curriculum. The solution usually recommended is to create your 
own VR content. However, she lacked the skills for this, and neither the school nor 
the school authorities provide resources for content creation. All of this has left 
Diane frustrated. In her teacher training, the integration of VR in the classroom had 
sounded relatively easy and quick to implement. In practice, it didn’t turn out that 
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way. Diane decides to tell others about her experience. In doing so, she wants to 
present a holistic picture on the use of VR. This should then really help other teach-
ers to create effective and engaging learning environments with VR.

 Challenges Arising in Classroom Teaching: An Example 
from Elementary School

To illustrate the complexity of integrating immersive technology in contemporary 
classroom settings, we present an implementation realized in a German elementary 
school. In this case study, Buchner and Aretz (2020) describe a mobile immersive 
VR instructional design based on four critical components. First, an analysis of the 
circumstances is required. Does the school allow the use of smartphones? Is there a 
steady WiFi connection? What are the teachers’ and parents’ attitudes towards using 
immersive media for learning? Second, the teachers are encouraged to name the 
learning objectives and to check how these fit the choice of an immersive technol-
ogy. Third, suitable instructional methods supporting learning with immersive tech-
nologies should be specified. Fourth, with a focus on the technology, decisions must 
be made about what immersive media is appropriate to address the learning objec-
tives or whether there is a need to create new materials.

Considering these components and asking the above questions lead to instruc-
tional decisions that guide the development of the instructional design. It is neces-
sary to talk with parents, teachers, school management, and students. As in Buchner 
and Aretz (2020), mobile VR smartphones and cardboard VR glasses are needed to 
display the virtual content. In German elementary schools, bringing smartphones to 
class is not allowed, or these young students do not have a device. Consequently, the 
parents must be involved, allowing their children to use smartphones. The school 
management must also be involved, agreeing to the use of smartphones in class for 
the VR experience. In Buchner and Aretz’s (2020) study, other teachers were also 
involved in the design process. They stated that VR should not be used to separate 
the students from each other, which directly influenced decisions regarding the 
instructional method.

The learning objective was to explore the life and habits of past cultures and 
compare those to our modern way of life. For the instructional method, we consid-
ered the concerns mentioned by the other teachers as well as curricular recommen-
dations. For example, in the curriculum for primary education in Germany, teachers 
are encouraged to design learning environments that engage learners in physical and 
cognitive collaborative learning activities. In terms of available educational VR 
applications, it was not possible to find an existing one that covers the described 
content. Therefore, Buchner and Aretz (2020) designed their own virtual environ-
ment, including 360° pictures with hotspots as shown by students exploring in 
Fig. 1. Considering all these concerns and recommendations led to the instructional 
design shown in Fig. 2 that was carried out in one morning (4 hours) with one class 
and three teachers.
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Fig. 1 Two learners explore content with cardboard VR glasses and a workbook
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Fig. 2 Instructional design of using mobile VR in the classroom

Implementing VR into a classroom is challenging and needs careful planning 
and consideration. The results of controlled pilot studies are essential to learn more 
about what works with VR. As well, to provide practitioners with helpful strategies 
for implementing VR into the everyday classroom, a more holistic view is needed.

 Frameworks and Models for Immersive Education

Endeavours to explore and to explain how people learn in immersive environments 
have led to the development of various theoretical models. To gather relevant factors 
influencing immersive education, this section provides a rough overview of existing 
approaches to structuring predictors, correlates, and outcomes in teaching and 
learning settings with immersive technologies. One of the most influential theoreti-
cal ideas for explaining learning in and with virtual experiences is Dalgarno and 
Lee’s (2010) elaborated model of learning in 3-D virtual learning environments. 
While the model itself refers to three-dimensional virtual environments in general, 
the authors note that these influences and relations might apply to highly immersive 
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technologies such as head-mounted-displays, CAVEs, or spherical displays. 
Dalgarno and Lee (2010) propose representational fidelity, immediacy of control, 
and presence to describe the relation between immersion and learning. The indi-
vidual perception comprises the sense of presence (the feeling of being there), 
together with co-presence (being there together) and the construction of identity, 
which is similar to Biocca’s (1997) understanding of self-presence. These individ-
ual perceptions result from the medium’s representational fidelity and the learner 
interaction. Dalgarno and Lee (2010) present a straightforward conclusion: “[I]t is 
essentially the fidelity of the representation along with the types of interactivity that 
are available within the environment that will lead to a high degree of immersion 
and consequently a strong sense of presence” (p. 12). The different forms of pres-
ence will, in turn, lead to greater transfer. Through the afforded learning tasks, 
three-dimensional virtual environments can benefit learning in five ways: spatial 
knowledge representation, experiential learning, engagement, contextual learning, 
and collaborative learning (Dalgarno & Lee, 2010).

This explanation of learning in virtual environments was criticized by Fowler 
(2015) since higher levels of representational fidelity and interaction might not 
inevitably lead to better learning. Taking a more pedagogical perspective, Fowler 
presents three fundamental stages: (1) conceptualization (explaining/describing the 
context), (2) construction (interacting with the concept), and (3) dialogue (interact-
ing/discussing within a social context). By connecting these stages with the techno-
logical, psychological, and pedagogical affordances of virtual learning environments, 
Fowler (2015) introduces empathy as being able to identify and empathize with 
concepts; reification, the ability to make the concept more concrete; and identifica-
tion, the ability to engage in thoughtful and structured arguments and discussions 
about the concepts.

Quintana and Fernández (2015) present a pedagogical model for creating spaces 
where pre-service teachers can simulate teaching practices. The model focuses on 
the construction of scenarios that can help build meaningful learning experiences in 
VR. Integrating innovative methods in the teaching-learning process supports stu-
dents in incorporating immersive experiences as teaching resources. According to 
Quintana and Fernández, future teachers should consider three categories for teach-
ing and learning with immersive media: the scenario, the tools, and the interaction. 
The scenario comprises the intended learning objectives (depending on class type 
and setting), the area within VR, the students and their characteristics, the available 
time for learning activities related to the learning objectives, and the task type. Tools 
comprise sources or instruments needed for providing a virtual experience in the 
classroom in the first place, such as tutorials or hardware. The interaction gathers all 
factors that relate to the exchange of information with other agents (e.g., teachers).

Dengel and Mägdefrau (2018) define immersive learning as learning activities in 
a media-enriched environment connected to a sense of presence. Their Educational 
Framework for Immersive Learning (EFiL) localizes the sense of presence as an 
important predictor of learning outcomes. The framework describes learning in and 
with immersive experiences as a complex relationship that happens as an interplay 
of objective and subjective factors. The EFiL proposes objective factors as 
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educational supply and subjective factors as the active use. The immersive medium, 
including its technological, didactical/content, and context characteristics, is an 
objective factor that can be controlled by the teacher. To influence internal factors, 
such as the individual’s motivational, emotional, perceptual, and cognitive states 
and traits, the immersive medium must be used actively by the learner. Further, the 
learner’s context (e.g., culture, class, peer group, family) influences this relationship 
between supply and use (Dengel & Mägdefrau, 2018). A recent study connected to 
the EFiL showed that presence, prior knowledge, and school performance are pre-
dictors of learning outcomes in virtual environments (Dengel & Mägdefrau, 2020).

Spiliotopoulos et  al. (2019) proposed a framework focusing on game-based 
learning and the creation of dynamic and interactive virtual tasks, changing the role 
of the learner from passive observer to active participant. Instructional content 
blends with game characteristics, leading to a game cycle of judgement, behaviour, 
and feedback (which leads to judgement again). This cycle of decision, action, and 
results leads to learning outcomes.

Southgate et al. (2019) give recommendations on the use of VR within educa-
tional settings. They name ethical (e.g., touching students) and safety aspects (e.g., 
barrier-free spaces) concerning the behaviour of teachers and that of and learners 
when using VR, and organizational difficulties regarding time and space. As well, 
Southgate et al. (2019) refer to socioeconomic differences among schools. These 
differences are also evident in the technological equipment. Moreover, the authors 
claim the need for a carefully designed balance between attending to learning goals 
and providing fun through immersive technologies.

Popescu et al. (2011) provide a four-dimensional framework synthesizing such 
factors as mode of representation (e.g., levels of fidelity, immersion, interactivity), 
context (e.g., learning situation, equipment, technical support), pedagogical consid-
erations (e.g., learning approaches), and learner-specification (e.g., learner profile). 
The factors of the framework encompass aspects essential for game design, evalua-
tion, and effective adoption in educational processes. The specification of the teach-
ing and learning processes involves investigating the characteristics of the learner 
population to meet their requirements and optimize outcomes.

Based on Mayer’s (2005) Cognitive Theory of Multimedia Learning (CTML), 
Mulders et al. (2020) propose a meaningful iVR learning (M-iVR-L) framework. 
Six recommendations for designing iVR learning environments are postulated: 1) 
reducing extraneous processing by avoiding unnecessary immersion if it is not rel-
evant to achieve the learning objective, 2) providing learning-relevant interactions 
inside VR (e.g., object manipulation with virtual representations) but avoiding 
learning-irrelevant nice-to-have interactions, 3) breaking down complex tasks into 
smaller segments and providing scaffolds to manage essential processing to avoid 
cognitive overload, 4) providing guidance by highlighting essential material or 
using pedagogical agents, 5) building on learners’ previous experiences and, if nec-
essary, provide pretraining to free working memory capacities for the essential pro-
cessing within the iVR learning task, and 6) providing constructive learning 
activities (e.g., summarizing, memory palaces) to apply the knowledge obtained to 
problem-based tasks inside and outside of iVR.
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With their Cognitive Affective Model of Immersive Learning (CAMIL), 
Makransky and Petersen (2021) combine the technological (e.g., immersion, repre-
sentation fidelity) and the interrelated psychological (e.g., presence, agency) factors 
of VR. These psychological factors influence six learning-relevant factors: 1) inter-
est arising from contextual conditions, 2) intrinsic motivation, 3) self-efficacy, 4) 
embodiment (e.g., presence as the feeling of being in VR and controlling a body), 
5) cognitive load, and 6) self-regulation. Therefore, CAMIL offers relevant design 
criteria for VR application developers and instructional designers.

Emihovich et al. (2021) developed the S.P.E.C.I.A.L. framework. The acronym 
stands for the following five concepts: situated learning, play, embodied interactive 
learning, connectivism and social learning, and immersive assessments for learning. 
For each concept, Emihovich and colleagues offer design, implementation, and 
evaluation considerations. For example, to support embodied interactive learning, 
the authors suggest creating embodied interactions that are meaningful and congru-
ent to the learning content. They recommend avoiding embodied interactions that 
lead to additional cognitive load. The framework synthesizes pedagogical theories, 
strategies of cognitive development, and innovative assessments that are relevant to 
immersive learning.

De Freitas et al. (2010) introduce four dimensions regarding the development 
and evaluation of immersive learning experiences: 1) learner specifics, 2) pedagogy, 
3) representation, and 4) context. Learner specifics address the necessary matching 
of learner characteristics and learning activities with learning objectives. Pedagogy 
refers to learning theory models, such as whether task-oriented or situated immer-
sive learning opportunities are created. The representation dimension indicates the 
levels of fidelity (e.g., enabled interactions) and their interplay with immersion and 
learning. Finally, the context dimension is outlined as an essential factor affecting 
immersive learning, such as the differences between formal and informal educa-
tional contexts.

As the analysis of the theoretical models and frameworks presented in this sec-
tion shows, there are multiple perspectives on immersive education that are all 
equally valid. While some of the frameworks take a rather broad view with general, 
external factors, other models are more concerned with internal, individual learning 
processes. In the next section, we present a way of distinguishing such approaches 
into two perspectives.

 Defining Immersive Learning and Immersive Teaching

Distinguishing immersive learning and immersive teaching as two different per-
spectives on immersive education allows the carefully planned use and evaluation of 
VR and AR in the classroom. We distinguish immersive learning as individual 
learning processes supported by immersive media (the internal, person-specific side 
of an educational activity) and immersive teaching as the process of teaching with 
immersive technology (the external, objective side of education). While immersive 

Levels of Immersive Teaching and Learning: Influences of Challenges in the Everyday…



114

teaching describes objective factors together with the learning objectives that can be 
influenced by teachers and institutions, immersive learning focuses on the subjec-
tive, internal processes of the learner as well as the actual learning outcomes. The 
frameworks and models reported in this chapter offer valuable insights into different 
factors that are influences and challenges for teaching and learning (summarized in 
Table 1).

On the immersive teaching side, some factors influencing the beneficial use of 
immersive media in the classroom can be controlled by the teacher, while others 
rely on external conditions. The curriculum is a factor of where (for which contents) 
and when (in terms of the lesson-plan) immersive media can be used (Quintana & 
Fernández, 2015; Southgate et al., 2019). Most of the time, this is controlled by 
governmental institutions. The external conditions can be rather restrictive or can 
give the teacher enough freedom to use various media and methods. The available 
technological equipment in the classroom or schools in general is one of the most 
important factors when considering the use of innovative educational media, espe-
cially VR and AR (Quintana & Fernández, 2015; Popescu et al., 2011; Southgate 
et al., 2019). Depending on the school’s financial resources, teachers might have a 
say in what technology will be acquired. It is important to note that this decision 
process should be driven by considerations about not only costs, but also about the 
spectrum of application for different classes, age groups, methods, and topics/learning 
objectives. In light of the COVID-19 pandemic, an interesting aspect might also be 
how these media could support potential e-learning or blended learning settings. 
Ethical and safety aspects are also crucial influences (Southgate et  al., 2019). 
Whenever privacy or health concerns (or local/national privacy policies) arise, such 
considerations come into play. Temporal and spatial conditions as decisive variables 

Table 1 Influences and challenges of immersive teaching and immersive learning (Dengel 
et al., 2021)

Teaching Learning

Influences • Curricula
• Technological equipment
• Ethical and safety aspects
• Temporal and spatial conditions
• Interplay between defined learning 
objectives, learning activities, and learner 
characteristics

• Physical, social, and self-presence
• Representational fidelity and 
interactivity
• Cognitive load and processing
• Motivation and interest
• Emotional states
• Individual contextual circumstances
• Ethical and safety aspects

Challenges • Unequal learning opportunities due to 
differing perceptions of immersive 
experiences
• Prevalence and use of learning 
strategies inside/outside of VLEs
• Meaningful learning requires 
integration in the overall teaching 
sequence
• Assessment methods

• User acceptance of game-based 
approaches is needed before learning 
can happen
• Extraneous processing through 
overwhelming multi-sensory 
presentation
• Varying previous knowledge regarding 
the learning objectives and use of the 
medium
• Novelty effect
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(Quintana & Fernández, 2015; Southgate et al., 2019) refer to the school’s resources 
in terms of available rooms, including storage for different media. In particular, 
head-mounted-displays with positional tracking need more space than a traditional 
classroom setting can provide, and time is required to plan and carry out immersive 
experiences. While the interplay among the defined learning objectives, learning 
activities, and learner characteristics (Dengel & Mägdefrau, 2018; de Freitas et al., 
2010) happens on the learner’s side, it is the teacher’s task to select fitting objec-
tives, activities, and assessment methods inside and outside of the virtual experi-
ences to constructively align the teaching and learning processes.

Challenges on the teaching side comprise unequal learning opportunities deriv-
ing from differing perceptions, the varying use (or lack) of learning strategies to 
employ during the learning experience/activity, the need for an efficient integration 
in an overall teaching sequence, and the integration of assessment methods inside 
and outside the virtual environments. Regarding the perception of the learning 
material, varying levels of presence might have an impact on how much the students 
learn, as presence can be seen as a predictor of learning outcomes (Dalgarno & Lee, 
2010; Dengel & Mägdefrau, 2018; Fowler, 2015). The prevalence and active use of 
learning strategies can benefit the learning process with a given medium (Mulders 
et al., 2020). This could lead to a strong effect of accumulated advantage, where 
gifted students—in this case, students who can use efficient learning strategies—
will benefit more from learning opportunities (Kempe et al., 2011). To create mean-
ingful learning opportunities, integration in an overall teaching sequence is crucial 
(Fowler, 2015; Dengel & Mägdefrau, 2018; Mulders et al., 2020; Spiliotopoulos 
et al., 2019).

While many pilot projects observe the effects of educational immersive media as 
isolated experiences, integrating such media in the everyday classroom requires 
careful planning and connections to lessons before and after application of the 
medium. Considerations about the use of a medium in a particular phase of the 
learning process (e.g., task definition, fundamentals for solving the task, task solu-
tion) can be crucial to learning (Tulodzieckiet al., 2019). Another challenge refers 
to assessment methods related to the learning objectives and learning activities. 
Following the approach of constructive alignment, it is necessary to think about the 
extent to which assessment tasks “embody the target performances of understand-
ing, and how well they lend themselves to evaluating individual student perfor-
mances” (Biggs, 1996, p. 356). While immersive experiences can help align learning 
objectives with learning activities through experiential and situated learning 
(Dalgarno & Lee, 2010), assessment in virtual environments still poses a problem 
(Emihovich et al., 2021).

In terms of learning influences, various forms of the feeling of presence, techno-
logical characteristics, internal cognitive processes, learner traits and states, indi-
vidual context variables, and ethical and safety aspects affect the learning activities 
and outcomes. Presence as the perception of non-mediation (Lombard & Ditton, 
1997) occurs in the forms of physical presence, social presence, and self-presence 
(see Biocca, 1997). The theoretical frameworks of Dalgarno and Lee (2010), Fowler 
(2015), and Dengel and Mägdefrau (2018) emphasize the important role of these 
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different types of presence in the learning process. A higher sense of presence might 
be connected to better learning outcomes. The importance of technological aspects, 
such as representational fidelity and interactivity, as influences of learning are men-
tioned in several models (e.g., Dalgarno & Lee, 2010; Quintana & Fernández, 
2015). When taking a deeper look into learning as a subjective process, factors such 
as cognitive load and even the cognition process itself come into play. Such influ-
ences on learning are modeled especially in frameworks based on Mayer’s cognitive 
theory of multimedia learning (Mayer, 2005), such as Mulders et  al.’s (2020) 
M-iVR-L as well as Makransky and Peterson’s (2021) CAMIL. Individual charac-
teristics such as motivation and interest are factors closely connected to learning 
activities (Dengel & Mägdefrau, 2018; Makransky & Peterson, 2021; Spiliotopoulos 
et al., 2019;). Further, each student has different contextual circumstances regarding 
culture, religion, family, and peer groups. Together with the student’s traits and 
states (e.g., emotions), these factors influence the learning process (Dengel & 
Mägdefrau, 2018). In addition, safety and privacy aspects as well as other ethical 
issues influence the students’ experiences with immersive media in educational set-
tings (Southgate et al., 2019).

Challenges on the learning side comprise user acceptance, the possibility of 
being overwhelmed by multi-sensory stimuli, varying degrees of previous knowl-
edge, and a potential novelty effect. Especially for game-based approaches, a cer-
tain level of user acceptance is needed before inducing learning activities 
(Spiliotopoulos et al., 2019). When taking into account Mayer’s (2005) theoretical 
approaches on internal processing, the dual-channel assumption, the limited capac-
ity assumption, and the active processing assumption, the multi-sensory presenta-
tion of immersive media can lead to perceptions of being overwhelmed and to 
cognitive overload (Mulders et  al., 2020). Further, varying previous knowledge 
regarding the learning objectives and using the technology can make it difficult to 
provide equal learning experiences for every student (Mulders et al., 2020). Also, 
while an initial novelty effect can boost students’ motivation and interest in using a 
new medium, it can distract learners from the learning objectives, and the effect can 
wear off quickly (Southgate et al., 2019).

 Pedagogical Levels of Immersive Education

To take a holistic and a more realistic view on the influences and challenges of 
teaching and learning with immersive media, we assembled aspects of the different 
theoretical approaches in a comprehensive model. The following three pedagogical 
levels combine ideas and concepts from educational technology research with a 
special focus on immersive experiences (see Fig. 3):

• The Macro-Level: Every pedagogical effort influenced by several institutional 
and governmental factors, including ethical and safety regulations; the availabil-
ity of time, space, and other resources; curricular and general educational 
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Fig. 3 Macro-, Meso-, and Micro-levels of immersive teaching and learning (Dengel et al., 2021)

requirements; regulations for assessment and grading; characteristics of general 
and domain-specific teacher education and professional training; and cultural 
and social factors. One example is the issue of classroom space. A typical class-
room is a small space with fixed tables and chairs. For VR experiences, space is 
also needed to allow learners to use their bodies and physical movements to 
explore content in the virtual simulation. One solution is to purchase flexible 
furniture with wheels so that space can be created quickly and easily. Such a task 
must be initiated and completed by those responsible at the macro-level.

• The Meso-Level: This level comprises teacher- and classroom-specific factors 
such as teaching competencies, technological, pedagogical, and content knowl-
edge, attitudes, social classroom dynamics, ethical circumstances, and technol-
ogy and software in use as well as prior knowledge and experience with digital 
media. At this level, teachers can act; for example, they can collaborate in a 
school development group focusing on VR learning scenarios. Developing the 
scenarios and designing the materials, as well as testing, evaluating, and reflect-
ing on the implementation process can also be done as a group. Afterwards, the 
results of these teaching experiments are presented to other colleagues and 
extended to other subjects.

• The Micro-Level: This level addresses learner-specific factors directly related to 
the learning activities. These comprise perceptual processing (e.g., physical, 
social, and self-presence), cognitive processing, prior knowledge and experience 
(on the learner side), metacognitive strategies, attitudes, personality traits, and 
demographic variables. Teachers should have these aspects of learning in mind 
when designing VR scenarios. For example, as outlined in Parong and Mayer 
(2018), VR can be distracting, but in combination with generative learning activ-
ities (e.g., summarizing), this problem can be solved and learning with VR 
improved. As well, adding generative learning activities does not diminish moti-
vational and affective factors when learning with immersive technologies 
(Buchner, 2021; Parong & Mayer, 2018).
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 Strategies for Implementation of Design

By separating these perspectives and levels, we can draw out pedagogical consider-
ations for the educational design of immersive educational experiences.

• Immersive constructive alignment. More than any other technology, immer-
sive media can support the alignment of learning objectives, hands-on learning 
activities, and performance assessment by letting students act in a close-to- reality 
simulation. This was suggested by Biggs’ idea of Constructive Alignment long 
before immersive technologies were foreseen as everyday educational media 
(see Biggs, 1996). Because immersive technology in everyday classrooms is still 
a novelty, ground-breaking guidelines for school management are required. 
Schools as well as governmental institutions should work closely together to 
publish guidance regarding costs, implementation in existing curricula, and 
safety concerns (e.g., minimum size for rooms). Ethical aspects, such as how to 
deal with learners who are not able to wear VR helmets, must be discussed on a 
governmental level.

• Focus on the learner. Separating objective from subjective teaching and learn-
ing processes clarifies that immersive media interact with many person-specific 
states and traits and, thus, affect students differently. Therefore, implementing 
immersive media into everyday classrooms needs to account for individual pre- 
experiences and attitudes towards the technology. In advance, the teacher can 
open a discussion in plenary or ask students individually in writing or verbally. 
Teachers may also provide incentives and distribute tutorials and further expla-
nations while avoiding false expectations. Moreover, individual attitudes should 
be tracked continuously during the implementation process. For example, moti-
vation can diminish as the novelty effect wears off or exhaustion increases: both 
effects are common for immersive media. Observing individual learning pro-
cesses by using immersive technology is crucial to achieving learning objectives. 
To that end, assistant teachers may be needed to support learners simultaneously. 
Next to variable learner-specific factors, stable factors such as age and gender 
should be considered. For example, younger pupils may need more support to 
distinguish between reality and VR after using immersive technology.

• Integration in the teaching sequence. As with every other medium, VR and AR 
are educational technologies that must be used efficiently in the learning process. 
Immersive experiences need to be implemented in an overall teaching sequence 
carefully planned by the teacher. The teachers can be considered guides who 
connect all levels: they design and influence the meso-level of the classroom and 
the instructional medium—given the circumstances of the macro-level—to 
achieve the potential, activities, effects, and outcomes at the micro-level of the 
student. Inexperienced teachers may rely on best-practice solutions from col-
leagues, but comprehensive train-the-trainer concepts are also needed. Therefore, 
collegial exchange, whether within a discipline (e.g., history) or interdisciplin-
ary, should be established to convey technical skills and share materials.
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 Conclusion

Integrating immersive media in everyday classrooms requires more than a theoreti-
cal exploration of influencing factors. The practical integration of educational tech-
nology strongly relies on teachers’ self-efficacy and attitudes towards the use and 
usefulness of media in the classroom. Therefore, future teacher education programs 
need an open-minded and explorative approach for preservice teachers to try out 
and experiment with various immersive technologies as part of their courses or 
practical studies.

We have synthesized existing approaches for learning and teaching with immer-
sive media, including their beneficial and challenging aspects. As our approach was 
based on theoretical assumptions rather than empirical studies, this assembling of 
existing frameworks can be considered an overview of the theoretical perspectives 
on the affordances and constraints of immersive teaching and learning. We created 
a comprehensive model with three different pedagogical perspectives (micro-, 
meso- and macro-levels): a holistic approach to immersive learning that comprises 
institutional and governmental factors, classroom dynamics, and the internal, sub-
jective processes of the individual learner. As such, this model can be used to predict 
and explain learning in and with immersive experiences. Future studies might inves-
tigate specific paths within or between the levels. In doing so, the framework can be 
used for generating hypotheses to predict certain interactions among factors, which 
can then be tested in field studies in the everyday classroom. Further research and 
systematic analyses of published pedagogical frameworks concerning learning and 
teaching with immersive technology are needed to gather evidence for a desirable 
yet futuristic goal: integrating immersive educational experiences in the everyday 
classroom.
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The XR ABC Framework: Fostering 
Immersive Learning Through Augmented 
and Virtual Realities

Christine Lion-Bailey, Jesse Lubinsky, and Micah Shippee

Abstract This chapter explores how XR technology (augmented reality, virtual 
reality, and all realities on the mixed reality spectrum) will continue to play a role in 
influencing education. The XR ABC Framework is explained to provide context on 
how to adopt these technologies for meaningful teaching and learning experiences.

Keywords Augmented reality · Design framework · Immersive learning · 
Instruction · Pedagogy · Teaching · Training · Virtual reality

 Introduction

We use the term Extended Reality (XR) to describe augmented reality (AR), virtual 
reality (VR), and all realities on the mixed reality spectrum. XR can be leveraged to 
provide students with in-the-moment experiences that relate to their immediate sur-
roundings. With XR, we have the ability to deploy interactive museum pieces and 
models and transport students to locations relevant to our content of study. We can 
also support student identification of elements and objects around them and through-
out the world. These types of learning opportunities allow students to maintain an 
unprecedented sense of mindfulness toward their learning context, developing 
meaning at a whole new level (Lion-Bailey et al., 2020).
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A pressing issue in education is the rate at which we adopt emergent technolo-
gies to achieve our instructional goals and best prepare our students for their future 
(Shippee, 2019a). Sometimes we need to take a pause to truly understand our goals 
and objectives for leveraging emergent technologies like XR. Before we move for-
ward and explore XR’s potential, we must understand that education and technol-
ogy have had a long partnership. One of the clearest examples of emergent 
technology’s influence on education is from approximately a hundred years ago, 
when radio was considered high technology. From that partnership, we can learn 
lessons that will benefit us all moving forward with XR.

In this chapter, we begin by exploring how XR technology has played a role in 
influencing education, resulting in an increased need for frameworks to improve the 
adoption of emergent technologies in the classroom. To that end, we introduce a 
framework we have developed: XR ABC, which stands for absorb, blend, and cre-
ate. The framework is designed to help educators understand and adopt VR/AR into 
their instruction. We then examine the three aspects of the XR ABC Framework—
absorb, blend, and create—and the role they can play in designing impactful learn-
ing experiences. The chapter concludes with some strategies for the implementation 
of design.

 Vignette

Each year, Micah’s students read the Diary of Anne Frank in their English Language 
Arts (ELA) classes while also studying World War II in his social studies classroom. 
Micah and his ELA colleague have found a way of designing cross-curricular 
instruction to amplify content understanding for their students in a way that was 
previously not possible. After reading the Diary of Anne Frank, Micah’s classes use 
VR headsets to explore the Anne Frank House VR experience. Students are immedi-
ately immersed inside Anne Frank’s home in 1942. Micah’s students emphasized the 
power of seeing and feeling the environment as it existed while the Frank family 
were in hiding. One student stated that the Anne Frank House VR Experience

...showed how cramped the rooms were that Anne Frank was living in. It made it seem like 
I was actually in the rooms that Anne was in… it showed me why they had to be very cau-
tious of being quiet because the floors were all made out of wood that is very creaky and the 
only thing that is keeping them hidden is a bookshelf on hinges.

 Radio: An Example of Technology’s Influence on Education

In 1895, Guglielmo Marconi carried out the first experimental transmission of wire-
less signals over 400 metres and then 2000 metres (Blin, 1997). Twenty-five years 
later, the instructional uses of radio technology began to develop, and radio as a 
medium for distance learning began to be explored. It is important that we recognize 
the existence of a 25-year gap between the development of radio and the exploration 
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of radio’s instructional uses. In today’s world, we have a sense of expediency that 
can ignore both levels of adoption and actual accessibility.

Historically, cultural forces have favoured an educational perspective that 
embraces newer trending technology, specifically regarding film, radio, television, 
and eventually computers. In the 1920s, parents and businesses supplied schools 
across the United States with radio receivers in an effort to integrate trending tech-
nology into their children’s educational experience. Parents and community mem-
bers understood that providing students with access to emergent technology in an 
educational setting would help prepare children for their future.

However, radio’s initial adoption was delayed due to barriers that included poor 
battery life and poor reception. In addition, educators were unsure about how radio 
technology could be used to improve learning and learning outcomes. In our imagi-
nation, we might visualize classroom closets full of radios not being used; thus, 
availability of the technology, while very important, does not equate to actual 
instructional value. (These barriers form a pattern we see even today with new tech-
nology: battery, reception (Wi-Fi), and a lack of understanding of how emergent 
technology can be used to improve learning and learning outcomes.) Yet momentum 
gained around radio technology even with these barriers in place. In the 1930s, both 
industry and educational leaders predicted film and radio as the great catalysts of a 
revolutionary shift in instructional delivery. Benjamin Darrow, Founder of the Ohio 
School of the Air, believed that

[t]he central and dominant aim of education by radio is to bring the world to the classroom, 
to make universally available the services of the finest teachers, the inspiration of the great-
est leaders ... and unfolding events which through the radio may come as a vibrant and 
challenging textbook of the air. (As cited in Cuban, 1986, p. 19)

Radio, it seemed, was going to cause a shift in the instructional paradigm. Within a 
few decades (as with most technologies over time), radios became more powerful, 
more reliable, less expensive, and smaller (Traub, 2004; Vardhan, 2002).

The next barrier for educational institutions can be expressed by the question: 
How can radio be used to improve learning and learning outcomes? Instructors hop-
ing to use radio broadcasts for instruction often had no control over the content. 
These ground-level decision-makers were hesitant to integrate technology within 
educational contexts due to a lack of control over content delivery. Using emergent 
technology simply because it is emergent is not going to lead to a sustainable para-
digm shift. For example, in its original form, radio was a one-way communication 
medium; interaction with listeners was minimal. As a result, a radio program’s pace 
was primarily set by the broadcaster (one-way, information), who found it difficult 
to gauge the listener’s prior knowledge and attitudes, which are critical to learning 
(Berman, 2008). Over time, with increased scheduling and broadcast regulation, 
radio was more frequently used for instructional delivery (Romiszowski, 1974).

To develop instructional value when using radio to replace a teacher’s lecture, 
instructors began to include well-designed preparatory and follow-up materials. 
These materials were packaged with visual and print materials and interactive ele-
ments that could be organized via listening groups. The relationship between radio 
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and instructional material became symbiotic: as materials to work with radio for 
instructional purposes became more effective, so too did radio broadcasts. 
Techniques were developed for using educational radio, including how to function 
as a one-way medium used for instruction. The methodology combined the radio 
with the teacher to facilitate the scripted radio broadcast with a room of students 
through a deferred response dialogue (Friend, 1989). A similar strategy is now 
applied by the popular children’s television show Dora the Explorer, when Dora 
pauses after asking a question, leaving time for the viewer to respond. By 2001, 
radio had become the most important medium for development and social change 
worldwide (Dagron, 2001), deployed throughout the last century for reaching geo-
graphically dispersed groups often in need of cost-effective educational support.

The many affordances of radio as a technology adopted by education did not 
come without difficulty. For most emergent technologies, barriers to accessibility 
delayed more widespread adoption in education. Like the radio, instructional uses 
of XR technologies will increase, but at what rate? Will it take 100 years for XR to 
reach its potential? With time, costs will go down and access will go up. But access 
is not enough to bring about necessary paradigm shifts.

 The Need for a Framework to Approach New Technologies

Education is changing because the world is changing. With technologies more 
accessible to students and increased educator understanding, we will see instruc-
tional shifts that better benefit learners (Shippee, 2019a). The rate at which we will 
see these shifts directly correlates with access to research-based, best-practice- 
tested guidance.

Research demonstrates that XR learning experiences are making an impact on 
learning (Lion-Bailey et al., 2020). The University of Maryland conducted one of 
the first in-depth analyses on whether people learn better through immersive virtual 
environments. Researchers analyzed these immersive experiences and compared 
them to traditional platforms like a computer or tablet. The researchers split partici-
pants (largely unfamiliar with VR) into two groups: one viewed information first via 
a VR head-mounted display and then on a desktop; the other did the opposite. The 
results showed an 8.8% improvement overall in recall accuracy using the VR head-
sets (Krokos et al., 2019), a statistically significant number according to the research 
team (Rogers, 2019). We have no doubt that this type of research will continue to 
become accessible and support what many of us already know—that XR has a 
growing future in education.

In a comprehensive review of research, Johnson and Aragon (2002) compared 
traditional classroom-based instruction to technology-supported instruction and 
found no significant difference in critical educational variables. Finding no signifi-
cant impact of instructional technology on various educational variables seems 
counter intuitive to our efforts, but a deeper dive into the research reveals important, 
productive insights.
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Johnson and Aragon (2002) point to more findings stating that the technology 
used is not as important as other instructional factors, such as pedagogy and course 
design (Phipps & Merisotis, 1999), a point supported by past researchers who have 
identified that learning is affected more by what is delivered than by the delivery 
medium (Schramm, 1977). Our work here is to better understand and support the 
delivery of emergent technologies (the medium) to improve learning and learning 
outcomes.

As we have found in the past with paradigm shifts, the most significant influence 
on the evolution of emergent technologies is not always the technical development 
of more powerful devices, but rather educators developing a better understanding of 
and familiarity with how these technologies can be used to improve learning and 
learning outcomes (Dede, 1996). It is in the adoption, rather than integration, of 
emergent technologies that we will start to see a meaningful shift in practice. Think 
about the difference between the language used: adoption versus integration. 
Adoption infers empowerment through choice whereas integration infers force 
without choice. Integrating new technology will not change our practice but adopt-
ing a positive approach to innovation will lead to a paradigm shift. More creative 
instructional solutions may come from the lessons learned from radio.

 XR ABC Framework

The XR ABC Framework is a guide intended to focus our conversation around 
effective and efficient uses of XR in education (Lion-Bailey et al., 2020). We believe 
giving a platform that provides a voice for XR-experienced educators is paramount. 
The XR ABC Framework provides a common language for instructional practice 
around XR while comprehensively illustrating objectives and standards that can be 
used to communicate the effectiveness of instruction. The XR ABC Framework has 
evolved from both research-based and best-practice-tested cases demonstrating how 
XR can improve learning and learning outcomes.

In XR and classroom software solutions, we talk about consuming and creating 
as two levels of interactivity afforded by the technology. Through research and prac-
tice, we have found that an area exists between these two levels that is a combina-
tion or blend of capabilities. The XR ABC Framework describes the areas of 
interactivity in XR as absorb, blend, and create.

 Absorb

Absorb refers to the use of readily available apps and experiences to engage stu-
dents in virtual field trips and observations of 3D models. Absorbing experiences 
supports increased understanding and recall.
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AR Absorb experiences observe content that augments the learning and adds 
minimal interactivity. AR Absorb means adding to our experience in a somewhat 
simple and static manner. This differs from Blend and Create where we are manipu-
lating or creating objects in AR. These experiences can be accessed through AR 
targets, geographic locations, and mobile apps, whereas the applications of AR 
Absorb are WYSIWYG (what you see is what you get). The learning curve is low 
for AR Absorb; almost every student and educator can immediately take advantage 
of the benefits.

VR Absorb experiences allow users to visit distant and theoretical places to see 
things with their own eyes from a first-person perspective. VR Absorb experiences 
are WYSIWYG with a low-interactivity level, but we should not dismiss these types 
of experiences. Simple VR Absorb field trips can be incredibly powerful when 
paired with meaningful conversations and thoughtful instructional delivery.

As in the scenario described early in this chapter, Micah’s students explored the 
Anne Frank house in VR and interacted with various artifacts while a young girl 
read portions of the diary aloud. After training half of the students on how to use the 
Oculus Go headsets, the students then trained their peers to operate the device 
(Shippee, 2019b). Micah found there was a relatively low learning curve for suc-
cessfully navigating the experience. This immersive experience brought new life to 
a story that had previously existed for students only as words on a page. As another 
student shared,

The Anne Frank House VR experience helped me understand Ann Frank’s story because it 
allowed me to visualize what was happening to her for the better. For example, it showed 
how cramped the rooms were that Anne Frank was living in. The VR experience helped 
with this because it made it seem like I was actually in the rooms that Anne was in which 
gives you a better idea of how things actually were. Moreover, the VR experience showed 
me why they have to be very cautious of being quiet because the floors were all made out 
of wood that is very creaky and the only thing that is keeping them hidden is a bookshelf on 
hinges. Another way the VR experience helped me to understand why Anne and the others 
had to be very quiet is because they weren’t allowed to look out the windows, which based 
on the VR experience, were very big windows. In conclusion, the VR experience helped me 
to put things into better perspective and understand what Anne was going through better.

Experiencing Anne Frank’s story in this way elicits emotions that would be difficult 
to evoke through a simple reading of the diary. Students experience and empathize 
in ways only possible using immersive technology.

 Blend

Blend means to modify existing content by employing available apps and experi-
ences for modifying or moving objects to apply, analyze, and evaluate content. 
Blend experiences do not truly create; rather, they manipulate characters, objects, 
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etc. that are preloaded into the XR applications. Blend is the in-between state of 
consuming content while manipulating it, but not creating something entirely new.

AR Blend learners can change the outcome of an experience while working 
within pre-existing content. This is a step beyond AR Absorb because manipulation 
and change take place in the experience: engaging for the learner while intuitive to 
those who are not ready for the concept of creation. In VR, the concept of Blend 
affords learners the opportunity to change the immersive experience’s outcome 
while working within pre-existing content. VR Blend allows users to engage in their 
VR experience and make choices in a more meaningful and personalized encounter.

When looking at VR Blend in the learning environment, we can consider using 
immersive technology to provide students with an outlet from their current reality. 
For example, in a classroom where students are challenged with navigating the 
social cues of their peers, there is often frustration with the lack of control they may 
have in the moment. The students often display behavioural challenges that disrupt 
the learning environment for both themselves and their peers. A behaviour interven-
tion chart is a tool often implemented as a means of assisting with controlling those 
behaviours. In one case, the VR experience Beat Saber served as therapeutic for 
students needing to control the environment in the moment. While many would 
dismiss Beat Saber as more of a traditional gaming experience, through their par-
ticipation students were able to use their actions to control the outcomes of each 
stage while expending energy and reaping the reward of success in the environment. 
This led to direct observed improvements in classroom behaviour as well as stu-
dents’ abilities to recognize how their role within the classroom could lead to both 
positive and negative outcomes.

 Create

Create means to develop new content by leveraging available technologies to syn-
thesize and add new experiences. Create opportunities are used to truly demonstrate 
an understanding of content through the construction of XR experiences, objects, 
stories, etc. that did not previously exist within the XR applications.

AR Create learning experiences move the learner from simply consuming con-
tent to creating it. For learners to create their own content, educators need to have a 
different mindset toward the learning process. When educators design activities for 
their students with thought and intention, they are often elevating the types of think-
ing that their students are required to do and, in turn, creating more impactful learn-
ing experiences. For students to create these experiences themselves means learning 
at a much higher level. VR Create is also a game-changer for students since it allows 
them to use their ideas and imagination to demonstrate real learning and under-
standing. Students become owners of learning, architects of content, and developers 
of brave new worlds. However, in considering the ABC framework, it is important 
not to exclusively rely on Create. Instead, we should implement the framework and 
include all three levels of mastery.
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 Immersive Pedagogical Considerations

Each of the areas (absorb, blend, create) has the potential to positively impact 
instruction when leveraged appropriately. For example, taking students on a virtual 
field trip (VR Absorb) can be the perfect experience when aligned with lesson 
objectives, whereas having the students create a fictional world may not be as 
meaningful.

Over time, more and more high-quality experiences will become accessible. 
They may not be used today in our instruction, but it is important that we monitor 
them so we will be prepared to use them in the future. Through the XR ABC 
Framework, we have a common language to describe what is happening with XR in 
our classrooms. The various areas of interactivity found in XR, both now and in the 
future, promise to magnify positive instructional experiences. By referring to these 
experiences in terms of Absorb, Blend, and Create, we can dive deep into harness-
ing the power of these exciting new technologies in our classrooms. Additionally, 
the framework can be used alongside other learning objectives. We have found 
strong connections to the framework in the following: Five Es (STEM), Four Cs, 
ISTE Student Standards, ISTE Educator Standards, and the SAMR Model.

It is important to consider best practices in instruction when determining peda-
gogical approaches in the classroom (Shippee, 2019c). The XR ABC Framework 
provides best practices for levels of adoption of immersive technologies while pay-
ing homage to other important pedagogical structures and objectives. When consid-
ering the Five Es (STEM) stages of learning, the XR ABC Framework empowers 
students with the ability and wherewithal to construct their own learning (Duran & 
Duran, 2004). Through immersive learning experiences, students tap into the Five 
Es (engagement, exploration, explanation, elaboration, and evaluation) as they navi-
gate their learning (Duran & Duran, 2004). Similarly, the XR ABC Framework calls 
upon the Four Cs (critical thinking, communication, collaboration, and creativity), 
which originated in the Framework for twenty-first Century Learning, (National 
Education Association, 2012) to encourage students to tap into skills that lead to a 
future-ready learner.

When considering the connections between the XR ABC framework and the 
SAMR model (Puentedura, 2010), we begin by Substituting our existing strategies 
for ones that are supported by emergent technologies. We then Augment the strategy 
when we find that technology can improve (rather than replace) the strategy. Next, 
we use technology to Modify the strategy, and finally we Redefine the entire strategy 
when we discover technology may offer us a better way of doing things. Simply put, 
the SAMR model helps each of us to rethink individual lessons, units, and instruc-
tional practice (Shippee, 2019a).

The standards with which we align our content and objectives are also important 
considerations for the design of any learning experience. The ISTE Standards for 
Students are designed to empower student voices and ensure that learning is a 
student- driven process. Through the application of these standards, we can inten-
tionally design learning experiences that empower our learnings, promote digital 

C. Lion-Bailey et al.



131

citizenship, and foster innovative designers through unique learning opportunities. 
Similarly, when considering connections to the ISTE Standards for Educators, the 
XR ABC framework supports educators in helping students become empowered 
learners. By applying the ISTE Educator Standards, the XR ABC framework pro-
motes educators to serve as leaders, learners, citizens, collaborators, designers, 
facilitators, and analysts all within an idiosyncratic learning environment 
(ISTE, 2017).

 Strategies for Implementation of Design

Many powerful instructional design theories and principles can prescribe effective 
learning practices for educators. Among them is the work of M.  David Merrill 
(2002), who describes five principles of instruction. We can take these principles of 
instruction and apply them to creating and implementing immersive learning expe-
riences in the following manner:

• Solving real world problems. “Learning is promoted when learners are engaged 
in solving real-world problems” (Merrill, 2002, p. 43). Through VR Create, stu-
dents can develop sustainability practices for our global neighbors to improve the 
care of the earth as well as living conditions for many. Using programs like 
Google Earth and Google Blocks (https://vr.google.com/blocks), students can 
conduct a survey of regions where sustainability measures are needed and then 
design solutions to meet the needs of those communities. Through creating con-
tent, students are engaged in solving real-world problems in a meaningful and 
impactful way.

• Drawing on existing knowledge. “Learning is promoted when existing knowl-
edge is activated as a foundation for new knowledge” (Merrill, 2002, p.  43). 
Through AR Blend, students can explore the solar system not only through the 
planets, but the celestial bodies and orbits that accompany them. This level of 
exploration and self-navigation through the solar system allows students to 
access their existing knowledge while exploring outer space through a new per-
spective. Access through the Merge Cube and Galactic Explorer apps provides 
students with unique self-navigated learning experiences.

• Demonstrating new knowledge. “Learning is promoted when new knowledge 
is demonstrated to the learner” (Merrill, 2002, p.  43). Utilizing a VR Absorb 
experience, students can engage with The Blu app to discover underwater eco-
systems, fostering new knowledge through an immersive experience that pro-
motes interactions with sea life. In this way, the VR experience provides students 
with an irreplaceable learning opportunity.

• Application of new knowledge. “Learning is promoted when new knowledge is 
applied by the learner” (Merrill, 2002, p. 43). In the VR Blend learning experi-
ence, Becoming Homeless: A Human Experience (Asher et al., 2018), students 
are presented with a journey through a day in the shoes of a homeless individual. 
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By interacting with the experience, taking in new knowledge along the way, and 
applying this knowledge as the user makes decisions that impact their journey, 
students are applying their learning throughout the experience. Becoming 
Homeless: A Human Experience is true experiential learning.

• Integration of new knowledge. “Learning is promoted when new knowledge is 
integrated into the learner’s world” (Merrill, 2002, p. 43). Through AR Absorb, 
students can access museum artifacts brought into the learning environment. For 
example, the BBC Civilizations app provides students with access to historical 
artifacts of great relevance to world history. Because these artifacts are trans-
ported right into the learning environment, students can interact with them in 
meaningful ways.

 Conclusion

Technology is a disruptor. Similar to how the radio changed the way we learned 
about the world, the Internet has changed how we can access knowledge. Emergent 
technologies will continue to change us by redefining how we work and play (Aviles 
et al., 2020; Konopelko & Lubinsky, 2021). At first, we integrate these technologies 
by adding them to what we do, but eventually, if we find real meaning-making and 
value, we will adopt them. In education, we do not talk about learning with a pencil 
since we have adopted the pencil as a learning tool. This is just what we do with 
emergent technologies (Hackl & Buzzel, 2021).

The XR ABC framework was developed for educators to provide context on how 
to adopt VR/AR technologies for teaching and learning. Developed by experienced 
educators from research-based examples, the framework illustrates how XR can 
improve teaching and learning outcomes while providing us with a common lan-
guage to guide our growth and our meaningful adoption of XR technologies in 
education. Providing educators with this common language and a global under-
standing of how adopting XR shifts the instructional paradigm, we are not only 
preparing our learners for the future but also leveling the playing field for all global 
learners. Thus, the physical walls (or lack thereof) of schools and instructional insti-
tutes will no longer be barriers to education.

The beauty of having a framework available to educators for this type of technol-
ogy adoption is that it provides us with an opportunity to be thoughtful, intentional, 
and reflective about designing instructional experiences for our students (Ardito 
et  al., 2021). As we begin to evaluate the effectiveness of using VR/AR in our 
instruction, we can gain a better understanding of the desired outcomes during the 
design phase of our lessons based on this framework. With time, more accessibility 
to XR technologies, and an increased understanding of how XR learning practices 
can engage learners in meaningful and purposeful educational experiences, the XR 
ABC framework will enable educators to share and collaborate on the development 
of instruction using a common language.
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From Abstract to Concrete: How 
Immersive Virtual Reality Technology 
Enhances Teaching of Complex Paradigms

Sarune Savickaite and David Simmons

Abstract We demonstrate how topics in developmental psychology may be taught 
via immersive virtual reality (VR). We give a brief overview of each topic, demon-
strate our immersive VR rendition of the task, and describe the advantages of 
immersive technology for teaching abstract concepts. We also offer additional 
suggestions and best-practice advice.

Keywords Abstract concepts · Active learning · Developmental psychology · 
Immersive education

 Introduction

Virtual reality (VR) is as difficult to define as the experience itself. It is often 
described as an artificial environment experienced through sensory stimuli, such as 
sights and sounds, provided by a computer, in which one’s actions partially deter-
mine what happens in the environment. However, the general understanding of VR 
is narrower and often refers to an artificial environment experienced through a vari-
ety of senses, created by a computer, and accessed via a display, often a Head- 
Mounted Display (HMD). Due to the recent increased interest in VR, there are 
already several comprehensive literature reviews on VR applications for education 
(Jensen & Konradsen, 2018; Merchant et al., 2014; Radianti et al., 2020). The most 
popular domains covered in recent reviews are medicine, social science, and psy-
chology. Spatial knowledge, social skills, and evacuation strategies training are just 
a few examples of how VR has been used in education (Radianti et  al., 2020). 
Radianti et  al. (2020) also highlight several gaps in knowledge in the education 
literature, which we aim to address in this chapter.
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In this chapter, we demonstrate how complex and abstract topics in undergradu-
ate psychology, specifically developmental psychology, can be taught in immersive 
VR. We use three well- known concepts in developmental psychology: the 
Perspective Taking task, the Conservation task, and the False Belief task, which are 
regularly taught in undergraduate psychology courses. We will briefly outline each 
task, present our version of the task in immersive VR (using the immersive VR plat-
form) and discuss the benefits of immersive VR technology for complex and abstract 
concept teaching. We will also suggest further recommendations and best- 
practice tips.

 Vignette

Teaching abstract or complex concepts in psychology is challenging at the best of 
times. After months of lockdown and restriction due to the COVID-19 pandemic, 
Jennifer found it even harder to communicate such complex psychological problems 
to students. Students often disengage in live sessions, so there is little hope for 
active engagement with all, or most, of the teaching being online. Jennifer started 
researching immersive education technologies, such as Eon and Labster, where stu-
dents can engage with the three-dimensional content remotely with only minimal 
guidance from the teacher. However, most of the topics available for teaching were 
around applied or medically oriented subjects. Jennifer then turned to immersive 
education software, such as Edify. Jennifer used a free trial provided by her institu-
tion (other similar VR teaching apps are also free or provide free trials). She soon 
found that, after the initial learning curve of getting familiar with the VR teaching 
environment, she could easily import her own 3D models and lecture slides and 
deliver these lessons via broadcasting tools (VR-by-proxy). With pandemic restric-
tions easing, Jennifer hopes she can invite her students to the classroom to learn 
psychology in a VR-mediated learning environment, without the proxy broadcasting 
interface used in her distance-learning courses.

 Background

Digital technology has shaped the evolution of education for decades (Savickaite 
et al., 2022). The early 1990s saw the introduction of networked computers for col-
laborative learning (Harasim, 2000). Soon came the movement to online digital 
learning, which has boomed in recent years via MOOC (Massive Open Online 
Course) platforms like Coursera and Udemy as well as LMS (Learning Management 
Systems) such as Moodle or Blackboard. VR, an interplay of technology and human 
perception, initially emerged in the 1980s and 1990s. For a while, VR systems faded 
from prominence largely due to limitations in core technology and prohibitive costs. 
But as these barriers have lifted and immersive user experience has improved, 
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industrial, professional, and entertainment uptake of VR has increased. Early 
research in military and aviation simulations proved that practice-based training in 
VR is highly effective (Mesa-Gresa et al., 2018). The education sector is now in the 
process of adapting this pathfinder knowledge and application of visual immersion 
to modern teaching environments, creating new learner-centered approaches, and 
seeking paradigm-shifting changes in teaching success.

Moreover, the next generation of learners, Gen Z (Mohr & Mohr, 2017), and Gen 
Alpha (Jha, 2020; Tootell et al., 2014), are arguably digital citizens with intrinsi-
cally strong associations between play and technology, especially in early-years 
education. They can hold a universe of content in their hands with an endless text-
book of knowledge at their fingertips, delivered through user-friendly devices and 
seamlessly integrated with their everyday lives (Savickaite, 2020). Many are also 
skills-focused, self-sufficient, creative individuals with an interest in fast-paced 
advancement and sustainability. Generation theory is contested in places (Jauregui 
et al., 2020); however, the need for adaptation to match the tenacity of this next 
generation of learners remains a crucial part of research in education.

Recommendations on the most effective methods for teaching complex concepts 
have evolved since the 1990s, but the main principle—that some form of active 
learning is effective—remains. Active learning is an umbrella term for teaching 
methods that put students in charge of their own learning. To different people, active 
learning entails different things, and/or different people highlight different aspects 
of the concept. There is consensus that children learn best by performing their own 
learning in an active, mental and/or physical way; students develop their own 
knowledge structures by discovering for themselves; and learning actively leads to 
the ability to think critically and solve problems (see Page, 1990, for an historical 
overview). In this chapter, we focus on the broader terms, which align with 
Jesionkowska et al.’s (2020) recent definition of active learning for augmented real-
ity (AR).

Over two decades ago, Stearns (1994) identified the importance of active learn-
ing strategies for complex and abstract concepts. Teaching complex concepts is 
often challenging as students tend to find lower-level learning of the material, such 
as memorization and definitions, easier while struggling with critical evaluation and 
problem solving. Stearns (1994) further proposed that teaching complex concepts 
should start with standard lectures and individual learning, where the lower-level 
learning is accomplished. Then small- and large-group active learning can enhance 
the basic concepts, encourage peer learning, avoid unnecessary repetition, and 
encourage critical thinking. In a critical review, Tsai and Huang (2001) discussed 
the effects of students’ internal control of learning. They propose that one role of 
technology in learning is to help students develop appropriate epistemological com-
mitments, metacognitive skills, and critical thinking (Tsai & Huang, 2001).

Active learning and self-reflection are successful strategies in a carefully consid-
ered and appropriate curriculum (Butler et al., 2009; Heriot et al., 2008; Salisbury 
& Irby, 2020), but like any learning strategy it has also been criticized and ques-
tioned (Michael, 2006; Sanders et al., 2017). Active learning seems to be particu-
larly effective in teaching strategies involving gamification (Kiryakova et al., 2014; 
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Silva et al., 2019; Wood & Reiners, 2012) and immersive technology (Hobson et al., 
2019; Jesionkowska et al., 2020; Roberts & Roberts, 2014). Current teaching cur-
ricula are extremely wide. As a result, critics contend that students have only a 
rudimentary comprehension of numerous subjects. Switching from lecture-based 
frontal teaching to an active learning approach that facilitates deeper understanding 
of theory and principles, we believe, is the pedagogical solution to this challenge. 
Such practical, hands-on, project-based learning allows students to create, chal-
lenge, actualize, and evaluate ideas in a more holistic manner, while also rewarding 
their efforts with tangible results through cooperatively produced learning outcomes 
(Jesionkowska et al., 2020).

With the development of VR technologies over the last 10–20 years, interest has 
increased in applying this emerging technology to support instructional design 
methods in both K–12 and higher education (Pellas et al., 2021). Rapid adoption of 
VR technology as a pedagogical method has challenged our definition of what con-
stitutes a digital learning environment and what aspects of this immersive technol-
ogy are appropriate and effective in education (Hamilton et al., 2009). High-quality 
graphics, customizable environments, and immersive content allow students to 
explore complex subjects in a way that traditional teaching methods simply cannot. 
Despite this, research on learning outcomes and effectiveness of the interventions 
has been sparse (Hamilton et al., 2009). Immersive technology, including VR and 
AR, has been successfully adopted in the teaching of healthcare and medical con-
cepts (Qiao et al., 2021) where learners can explore three-dimensional structures in 
VR, step into locations which would be difficult (if not impossible) to visit in real 
life, and experience controlled social situations in psychological interventions. 
However, the teaching of complex or abstract topics in VR has been under- 
researched. We propose that with careful consideration, standard teaching strategies 
in developmental psychology, for example, can be enhanced with the use of 
immersive VR.

Immersive VR learning environments have already been shown to offer a pow-
erful alignment of learner engagement and knowledge retention (de Freitas et al., 
2010; Freina & Ott, 2015; Ummihusna & Zairul, 2021). The move towards active 
learner engagement pedagogies in VR is driven by the knowledge that active 
engagement offers significant benefits over passive observation, forming new 
experience- based learning methodologies for students. The application of tech-
nology in education has mostly focused on making information more accessible 
and interactive (Mesa-Gresa et  al., 2018; Radianti et  al., 2020). VR introduces 
new methods for the delivery of active learning: potentially enhancing learning 
experiences by innovative, realistic presentation of information, manipulating the 
learner’s cognitive load, and providing repeated opportunities to practice 
(Andersen et al., 2018; Lin et al., 2021). Teaching, therefore, must adapt to this 
innovative medium and move from an abstract 2D to a practical 3D pedagogy. 
This applies to both VR-by-proxy (for online and distance education) and face-to-
face teaching.
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 Immersive Teaching Platforms

Immersive Teaching platforms such as Edify (www.edify.ac) use VR and video con-
ferencing to enable accessible, immersive, and engaging educational experiences. 
Educators can demonstrate concepts in virtual laboratories and spaces which are 
normally challenging to access. New medical students, for example, may struggle in 
the standard post-COVID-19 teaching environment. Edify provides 3D immersive 
anatomical and physiological environments where students can utilize active learn-
ing strategies in safe and controllable virtual worlds.

In the vignette, we briefly outlined the challenges teachers face. Teaching abstract 
or complex psychological constructs can be difficult at the best of times. Learners 
need to have good spatial awareness and imagination as well as a concept of scale 
and dimension, and to apply these abilities in the learning contexts. Because of its 
flexibility, Edify was chosen as a test bed for the three key developmental psychol-
ogy paradigms that could be successfully delivered directly in VR or as VR-by- 
proxy. We also believe that these classical paradigms can be enhanced and 
empowered when presented in a virtual environment (VE), where users can manipu-
late dimension and perspective without the physical restrictions of the real world.

 Illustrative Examples

We present three illustrative examples of how VR can be used in teaching develop-
mental psychology at middle years and high school education and at the under-
graduate level. We outline the steps of creating these lessons once careful 
consideration of the pedagogical design has been evaluated. The aim of these illus-
trative examples is to demonstrate how abstract concepts such as Perspective Taking, 
Conservation, or Theory of Mind can be taught in VR and enhance students’ under-
standing of developmental psychology. We also wish to explore what VR adds to 
these lessons: for example, the ability to manipulate the three-dimensional environ-
ment, such as scaling the models, which is not possible in the real world. The illus-
trative examples we present are well-developed design frameworks, and we aim to 
test the validity and feasibility of these lessons with teachers and students in future 
undergraduate courses on developmental psychology. In the following sections, we 
present the key design elements to be considered when devising a VR lesson on an 
abstract concept.

 Perspective Taking Task

Social interaction often requires a good understanding of another individual’s inter-
pretation of the surroundings, and that often includes visual perspective. Failure to 
recognize these individual viewpoints can often lead to miscommunication or 
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conflict (Ferguson et  al., 2017). Children generally behave egocentrically when 
assessing another individual’s perspective. We can infer that accurate perspective 
taking is a skill children develop. This does not mean, however, that adults lose the 
egocentric perspective later in life. We often find ourselves still taking a very self- 
centred view; for example, we generally believe that others have more access to our 
internal states than they actually do (Gilovich et al., 1998). Theory of Mind (ToM) 
or Mentalizing refers to our ability to make inferences about mental states of others. 
It is suggested that ToM develops around the first 4–5 years of life (Frith & Frith, 
2003). The ability to adopt the viewpoint of someone else is a constitutive part of 
both spatial and social cognition (Vogeley & Fink, 2003). Thus, spatial perspective 
taking refers to the ability to translocate one’s own egocentric viewpoint to some-
body else’s viewpoint in space. The Perspective Taking Task (or VPT for Visual 
Perspective Taking) is a psychological paradigm based on egocentrism in early 
childhood (Kesselring & Müller, 2011) and it is now often used to assess Theory of 
Mind (Harwood & Farrar, 2006) (Fig. 1). To our knowledge, there have been no 
attempts to create a VR version of this task. Yet due to its three-dimensional nature, 
it seems appropriate to explore this task using immersive technology.

For our VR Perspective Taking Task (VR-PTT), we have used the Edify plat-
form’s blank environment and imported three-dimensional models we obtained 
from online 3D content websites (a full list of the models used is available in 
Appendix). For VR-PTT, we have selected an island with mountains and trees (like 
the standard three-mountain VPT task; see Foorman et  al., 1984; Light & Nix, 
1983). We selected an animated character of a cat and created several copies in dif-
ferent colours. In the experimental set-up we used two versions: orange and brown. 
We placed cats in two locations on the island, with their view obstructed (Fig. 2). 
The Edify platform allows placement of cameras, which can then be broadcast to a 

Fig. 1 Example of the visual perspective taking task
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Fig. 2 Visual perspective taking task set up in VR: two screenshots show different viewpoints

viewer via video conferencing. This allows an alternative teaching method of 
VR-by-proxy, where the teacher can allow students to view the scene from various 
angles and assume the viewpoint of the characters placed in the three-dimensional 
scene. In our example, we placed cameras behind each of the cats, with an addi-
tional camera showing the overall scene where both characters were visible.

Lesson set-up is simple and requires an immersive teaching platform, such as 
Edify, and several three-dimensional models freely available online. These concepts 
can be taught remotely and actively allow students to assume variable viewpoints, 
which is suitable for blended or remote teaching. Also, with appropriate VR equip-
ment available, students can enter the three-dimensional lesson themselves and 
actively explore by teleporting, or just moving around, in the scene.

 Conservation Task

The Conservation Task is another classical test in Piagetian developmental psychol-
ogy. In one version, a Piagetian number conservation task, children are asked if two 
aligned rows of objects have the same number of objects or if one of the rows has 
more (Piaget, 1952). After the child agrees that the lines are the same, the experi-
menter transforms one of the lines so that it is longer, and the child is asked again if 
the two rows have the same number of objects or if one of the rows has more. When 
asked the second time, pre-operational-aged children (intuitive period; approxi-
mately ages four to seven years old) typically answer that the longer row has more 
(Fig. 3).

In our VR Conservation Task (VR-CT), we set up two scenarios (Fig. 4). The 
first was a coliseum environment in Edify, where we placed three-dimensional coins 
following the classical number conservation task from Fig. 3. With careful place-
ment of coins in three dimensions, the widely dispersed display and the initial dis-
play appear the same (see Fig. 3 for reference). Alongside the conventional way of 
describing this task, VR-CT also has the potential to spark critical thinking, with 
more possibilities to explore and a greater variety of presentation options. Moreover, 
it could be expanded to experimental applications.
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Fig. 3 Example of the Piagetian number conservation task

Fig. 4 VR conservation task set up
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The second example we created was set in the gallery environment of the Edify 
platform. Using three-dimensional golf balls (Fig. 4), we once again followed the 
classical conservation tasks set-up. Additionally, we set up golf balls in variable 
arrangements to demonstrate how perception of the size and dispersion of objects 
changes with the different perspective. If students are able to experience this VR 
lesson themselves, they can also actively manipulate the objects (golf balls in this 
example) and investigate how their perception changes from different viewpoints. 
Three-dimensional models can be resized, moved around, rotated, scaled, and 
viewed from multiple perspectives. For example, with careful placement of the 
camera, the view broadcast to the learner would show an array of coins or balls of 
the same size. However, by moving the objects around and changing the perspec-
tive, the learner would be able to see how the size of the golf balls changes. This 
active exploration of the environment and knowledge of how placement of objects 
can alter our perception of size and dimension can help students develop advanced 
critical skills and novel ideation: an embodiment of the principles of active learning.

Note The top screenshot shows the gallery environment and golf balls arrangement 
(the camera is also visible to demonstrate how it is viewed from the teacher’s per-
spective in VR-by-proxy mode). The lower image shows coin placement in the coli-
seum environment in Edify.

 False Belief Task

The False Belief task is a classical method used to assess Theory of Mind (ToM). 
Bloom and German (2000) suggest that there is more to passing the False Belief 
task than ToM and there is more to ToM than passing the False Belief task. However, 
it has been successfully used in developmental (Setoh et al., 2016; Zaitchik, 1990) 
and evolutionary psychology (Call & Tomasello, 1999; Krachun et al., 2009) and 
for research into autism (Surian & Leslie, 1999; Tager-Flusberg & Joseph, 2012), 
schizophrenia (Fernandez-Gonzalo et  al., 2015), and Alzheimer’s (Fernandez- 
Duque et al., 2009). One of the most well-known versions of the False Belief task is 
the Sally-Anne task (Baron-Cohen et al., 1985) (Fig. 5). In this scenario, Sally and 
Anne are presented as puppets by the experimenter and the child (or adult, depend-
ing on the experimental set up) acts as an observer. Sally places a marble in a basket 
and leaves. Anne takes the marble from the basket and places it in a box. When Sally 
returns, the experimenter asks the participant where Sally will look for her marble. 
A participant with fully developed ToM will deduce what Sally is thinking and that 
she did not see the marble being placed in the box, and will say that Sally will look 
for the marble in the basket where she placed it before leaving. However, a child 
under a certain age (the exact age is variable) or some neurodivergent individuals 
(e.g., autistic) might not assume the point of view of Sally, and therefore will say 
that Sally will look for the marble in the box, because that is where the marble 
actually is.
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Fig. 5 Example of the false belief task

Fig. 6 VR false belief task set up

In our VR False Belief task (VR-FBT), we used another Edify environment (Da 
Vinci Lab) which has a realistic room set-up with tables, a bed, chairs, and windows 
(Fig. 6). In this room we placed 2 three-dimensional children’s characters (we used 
the same model of a child with a onesie and changed colours as in the VR-PTT), 2 
baskets, a ball, and a dog. In this set-up, a teacher can decide what would be the best 
way to present the False Belief task. Learners can enter the three-dimensional VE 
and place the objects at variable locations and attempt to explain the concept them-
selves. Alternatively, the teacher can use the VR-by-proxy method and move the 
figures while describing the False Belief (or Sally-Anne) task. The addition of a dog 
and an environment with other objects present (although learners cannot move the 
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furniture) encourage the thinking behind the ecological validity of the task, includ-
ing how additional cues and setting the task in a realistic environment could influ-
ence performance in the task.

 Strategies for Implementation of Design

Each of the three examples we presented demonstrates a unique aspect of immer-
sive teaching. VR-PTT allows assuming multiple viewpoints; VR-CT allows inves-
tigation of scale and dimensionality, which is unavailable in the standard version; 
VR-FBT allows the learner to think about how being part of the social scenario is 
important, rather than being a passive observer.

• Enable active learning. We discussed active learning and reflective pedagogical 
strategies in the introduction. The three illustrative examples we provide demon-
strate how, with careful planning, immersive technology can help teachers com-
municate complex and abstract psychological paradigms more effectively. VR 
allows the use of teaching tools simply not available in a real-world teaching 
scenario. The VR-PTT task allows the assumption of multiple viewpoints, some-
times at once (if you view the broadcasting tool bar). In the active VR-PTT task, 
learners can walk or teleport around the objects. The active version of the task 
also allows further manipulation and resizing of the objects placed in the scene. 
Freedom of exploration coupled with teachers’ active engagement has the poten-
tial for a promising immersive lesson. VR-CT follows the basic principles of the 
classical Conservation task and extends them further. Users can manipulate, 
resize, and move the subjects. In the VR-by-proxy version this task is demon-
strated by the teacher, whereas in the active version of VR-CT students can 
explore the environment themselves. Moreover, students can attempt to set up an 
arrangement of objects and present it to other students using the VR-by-proxy 
method, which would make learners assume the role of a teacher. Explaining 
complex ideas that we have learned to another learner (e.g., peer assisted learn-
ing) has been demonstrated as a way to prove our own understanding (Pi et al., 
2021). Such collaborative strategies enhance critical thinking and reflection 
(Gokhale, 1995; Scheffler, 2012).

• Use an instructional VR-by-proxy method. Critics of classic False Belief tasks 
argue that it is difficult to demonstrate the link between understanding the false 
belief in the task and real-world scenarios (Gopnik & Astington, 1988; Zaitchik, 
1990). Our VR-FBT allows users to manipulate three-dimensional objects in a 
realistic environment. Teachers can choose to use an instructional VR-by-proxy 
method, moving objects around and explaining the classical Sally-Anne task. 
However, if learners can access the VR environment themselves, they can use the 
previously mentioned learner-becomes-teacher method and explain the concept 
to their peers, move objects around, and reflect on how the classical False Belief 
task can be translated into three dimensions.

From Abstract to Concrete: How Immersive Virtual Reality Technology Enhances…



146

• Be aware of the overheads involved. Although immersive technology, particu-
larly VR, seems to present huge potential for teaching complex and abstract 
paradigms, it is not without problems. VR capabilities rely heavily on the sophis-
tication of the hardware used. Just comparing the capabilities of the first Oculus 
Rift or HTC Vive Pro (tethered and bulky HMDs) to the recent stand-alone Meta 
Quest 2, it is clear the technology is improving rapidly. Therefore, teachers need 
to make sure they are aware of these technological advancements and the bene-
fits they bring to the classroom. With research in immersive education still in its 
infancy, teachers are expected to be active researchers. This can often create 
problems with time and resources. Future research should explore the impor-
tance of competency and cognitive load from the teachers’ perspective (Savickaite 
& Millington, 2021) and how these issues could be addressed.

• Consider the importance of immersion. Literature in immersive education is 
further complicated by the lack of clear definitions and a better understanding of 
the link between hardware sophistication and the level of immersion (Savickaite 
et al., 2022). Active engagement and an ability to navigate and manipulate the 
immersive environment is likely to be important in successfully adopting immer-
sive technology for teaching. Immersive VR is arguably better than the standard 
teaching methods in teaching crime scene investigation (Mayne & Green, 2020), 
language learning (Parmaxi, 2020), history (Ben Ghida, 2020) and even mathe-
matics (Cabero-Almenara et al., 2021). For example, Mayne and Green (2020) 
showed that VR applications helped students develop practical crime scene pro-
cessing skills through qualitative and quantitative evaluations. VR-based practi-
cal sessions demonstrated the potential to enhance forensic science courses by 
providing a cost-effective practical experience. Students expressed high levels of 
engagement with the app, with few reports of negative effects (such as motion 
sickness). All these examples note that the methodology should be carefully con-
sidered before it is fully integrated in the teaching curriculum. Increasing evi-
dence suggests that fully immersive environments are beneficial and should be a 
focus for future pedagogical design frameworks. The VR-by-proxy methods dis-
cussed in our chapter, although initially designed as a temporary solution to the 
COVID-19 pandemic, will still be applicable in distance learning or other situa-
tions where there is a physical separation between teacher and student.

• Pay attention to accessibility. Accessibility is an emerging topic in the field of 
immersive technology. Hardware, software, and acquisition of appropriate teach-
ing materials (3D models and animations) can be costly. Cybersickness and other 
factors related to student diversity should be considered (Mott et  al., 2020; 
Teófilo et al., 2018; Trewin et al., 2008). Moreover, new research initiatives such 
as XRAccess (https://xraccess.org/research/) are seeking to broaden the question 
of accessibility. Research is emerging on how individuals with visual impair-
ments can access VR. For example, Rector (2018) has explored adaptations of 
interactive technologies (especially around exercise and outdoor activities) for 
blind or low-vision individuals. Work on accessibility is also making headway in 
the field of neurodiversity (Boyd et al., 2018). Addressing issues of accessibility 
is likely to be an integral part of future design frameworks for immersive 
education.
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 Conclusion

We have presented three frameworks demonstrating how complex and abstract con-
cepts in developmental psychology can be translated into VR lessons. In future, we 
aim to test the concepts we have outlined in the three illustrative examples and 
gather feedback from learners and teachers. VR has considerable potential for 
teaching a variety of subjects, but it also needs to be evaluated responsibly. 
Technology is taking over our everyday lives: we have smart phones, smart TVs, 
and AI technology to help us navigate the world more efficiently. Researchers and 
educators are often seduced by the flashy promise of these technologies and their 
benefits for teaching. We should always be critical of what new methodologies bring 
to our existing pedagogical frameworks and understand whether they help or hinder 
the learning process. Our three illustrative examples from developmental psychol-
ogy demonstrate how carefully selected technologies can shift our perspective and 
help us to re-evaluate active learning methodologies.

As technology advances further and more users adopt VR-mediated approaches 
to education, expertise in best practices for learning will increase. Our vision of the 
future is that there will be multi-user VR teaching labs in every institution and 
libraries of pedagogical content generated (Savickaite et al., 2022). VR-by-proxy 
approaches will expand availability to those who cannot access campuses directly. 
There are even more possibilities as users adopt VR technologies at home and enter 
the Metaverse (Park & Kim, 2022). This chapter is an early step in building the 
pedagogical literature for this exciting new venture.
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 Appendix: Models Used in the Lessons

Video explaining and demonstrating each experiment is available at https://www.
youtube.com/watch?v=ODRDA6nKg- A
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Teaching the Teachers with Immersive 
Technology: Preparing the Next 
Generation of Educators at Ithaca College

Becky Lane and Christine Havens-Hafer

Abstract This chapter analyzes the implementation of a training program utilizing 
virtual reality (VR) and augmented reality (AR) as educational technologies for 
teacher education students to enhance their lessons. The students benefitted profes-
sionally from effective training to use the technology and practice planning lessons 
that integrate VR/AR in specific activities.

Keywords Constructivism · Differentiated instruction · Immersive technology · 
Instructional technology · Pedagogy · Secondary education · Simulated learning 
environments · Teacher education · Virtual reality

 Introduction

Secondary education continues to evolve alongside technology, challenging our 
teachers with discovering new ways to be more intentional with their planning. The 
question we often ask ourselves and are asked by other stakeholders is, what is the 
advantage of teaching with emerging technology? One argument is that using 
immersive technology can dilute the content being learned and result in cognitive 
overload, with the added concern about the logistical and cost issues that arise from 
employing the technology (Graeske & Sjöberg-Aspling, 2021). Others may argue 
that a traditional method of teaching, such as direct instruction, results in a passive 
model of learning that requires little interaction, with few opportunities to make 
authentic connections to the content (Ormrod, 2020). While face-to-face learning is 
key for creating and building community between instructors and students and 
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should continue to be implemented in classroom models, blended, online, and 
immersive learning have developed as additional resources that can give supple-
mental as well as alternative instructional support. Implementing classroom simula-
tion activities is beneficial for students because these provide the closest 
approximation to an authentic experience in a controlled environment. Such experi-
ences either prepare learners for real-life situations or expose them to interactive 
learning that allows them to make choices and manipulate information (McHaney 
et al., 2018). As instructors of higher education, we are realizing the need to address 
incorporating immersive technologies into pedagogy as we guide education stu-
dents through teacher preparation programs.

While education innovators understand the imminent need for media fluency in 
this arena, implementing a successful change process presents challenges for adop-
tion. Active learning sessions allow attendees to identify resources required, create 
a strategy for adoption, and review examples of successful collaborations for con-
sideration at their campuses. This chapter details the collaboration of Becky Lane 
(Ithaca College Learning and Innovative Technology Department) and Christine 
Havens-Hafer (Ithaca College Department of Education) to implement a teacher 
training program—VR in Education—that utilizes virtual reality (VR) as a teaching 
tool and an asset for professional development. We discuss our rationale for and 
process of incorporating VR-assisted teaching and learning into the teacher training 
program at Ithaca College: highlighting how immersive technology supports activi-
ties used in a lesson to improve learning outcomes for students. We give examples 
of what worked well and what did not, and we include comments and feedback from 
students who participated in the project.

 Vignette

The COVID-19 pandemic caused face-to-face courses at Ithaca College to come 
to a screeching halt. Students were sent home from campus, and the campus was 
closed. Online teaching suddenly became the norm, and students and professors 
were thrown into a whirlwind of navigating various platforms with mixed results. 
Our education students were studying to be middle grade teachers and needed 
real- life experience teaching in front of a group of learners. But the lack of a 
physical classroom made that impossible. Like many professors, we were immedi-
ately in a quandary. How do you instruct teacher education students to walk 
through teaching a lesson when there are no people in front of them to teach? The 
challenge convinced us that it was the time to find ways to integrate VR technology 
with pedagogy that would satisfy curriculum requirements while also engaging 
our students. We took lessons learned from our previous workshop experience and 
created the foundation for our first pilot program using VR as a student teach-
ing tool.
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 VR in Teacher Education: Our First Steps

In 2019, we embarked on a series of workshops aimed at middle school teachers on 
how to incorporate VR into grades 7–12. The school districts were primarily in rural 
and suburban settings, chosen because of their participation with the teacher educa-
tion program at Ithaca College. Providing mentoring for future student teachers and 
preparing them for working with immersive technology in their classrooms, the 
schools had a range of technological accessibility, with one leading the charge to 
develop their technology program to include augmented reality (AR) and 
VR. Statistics for this district showed that 40% of families reported having a tablet 
device, 72% used a mobile device, 42% of low-income families had access to high- 
speed internet, and 51% of low-income families had access to smartphones 
(Ithaca, n.d.).

Based on this knowledge, we tailored our VR training to reflect the limited expe-
rience of both the students and the teachers who would be using it. We offered a 
series of professional development workshops to the teachers working in this dis-
trict, and approximately 15 teachers in a variety of content areas attended the ses-
sions. In the workshops, we introduced VR technology and how educators are using 
it for teaching. The teachers were then allowed to put on the VR headsets and 
explore and experiment with different VR applications. We followed up by provid-
ing instruction specific to lesson planning via a template that directed teachers to 
create a specific learning objective using VR. Teachers were then instructed in how 
to create a mock lesson and write an outline for a lesson plan for implementing VR 
in their content areas.

Attendees completed a survey at the end of the workshop. The teachers indicated 
they were able to identify the resources—staff, space, hardware, and software—
necessary for them to incorporate extended reality (XR) technologies such as 
VR/AR in their content areas by tapping into current technologies provided within 
their district. For most users, this included basic AR-capable cell phones and head-
sets designed to pair with these phones for VR use. In addition, they were able to 
develop an outline of strategies, utilizing the examples we provided, to ensure a 
successful campus adoption process. By providing this workshop, we were able to 
introduce teachers to the use of immersive technology in the curriculum before our 
student teachers were placed in these classrooms.

 VR in Teacher Education: Pilot #1

We identified one course, Pedagogy and Practices, in the secondary education 
teaching program (grades 7–12) to create a pilot group. Students were sent an 
Oculus Go headset with the goal of having them use the headset to attend meetings 
and participate in discussions in a social VR environment. We decided to use the 
Oculus Go headset because it was relatively inexpensive and available at local retail 
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stores. Students were also required to conduct microteaching sessions (via VR 
headsets) performed in front of their peers in a virtual classroom setting created by 
Dr. Lane’s team. This team also facilitated onboarding students to the headsets and 
virtual environment and attended student teaching sessions.

After assessing the need for teachers to be properly trained in immersive technol-
ogy, it became clear that incoming cohorts of students would benefit professionally 
if given the opportunity to train with the equipment and to practice planning lessons 
integrating elements of VR/AR in specific activities. Students learned different 
teaching models and strategies that they put into practice through collaborative part-
nering, lesson planning, and co-teaching to the rest of the class, which meant lead-
ing the class as if they were the actual instructors and developing activities for the 
class to complete. The use of immersive technology in this pilot included three 
interdependent components: teachers’ knowledge and skill, students’ engagement 
in their own learning, and academically challenging content. The outcome was 
directly observable. Students created the VR content and taught the activity to their 
peers, faculty, and the immersive technology team, after which the creators received 
feedback. The students in turn used this information to improve their lessons as well 
as troubleshoot different ways to use technology to appropriately deliver the con-
cepts they were teaching.

 VR in Teacher Education: Pilot #2

In Fall 2021, it was evident that the Oculus Go would no longer meet the needs of 
the pilot. We briefly used the Oculus Quest for a summer course, but we did not like 
the requirement to have a Facebook account associated with the headset. We began 
looking for a new VR system better suited to the education space and discovered 
that Lenovo, a Chinese-American technology company, had recently launched a 
new iteration of their Mirage VR S3 Classroom system. In our review of the Mirage 
system, we found that we liked Lenovo’s included learning and headset manage-
ment system and associated software packages, and so we began to integrate the 
new Mirage VR S3 equipment into our pilot program.

Our goal was to establish a teach to the teacher program, allowing students to 
practice teaching with VR content across the disciplines to learners in grades 7–12. 
We also aimed to empower these student teachers with the knowledge and skill to 
take VR into their own student teaching assignments in the public-school districts. 
Upon completing the class, students were allowed to take the Mirage VR S3 units 
into the field, incorporating VR into their own student teaching experiences. We 
utilized the software components included with the headset: Mozilla Hubs as a 
social VR space, UpTale.io as a VR construction tool, and Veative as a lesson con-
tent provider. In each class, we explored the how and why of using immersive learn-
ing in the classroom and discussed the real-world lessons learned from the previous 
pilot. Students learned how to create instructional lesson plans using the software 
provided. As part of the final assignment, students presented a VR lesson in their 
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Fig. 1 Immersive design process for educators

area of study, designed for grades 7–12. When they began their own teaching expe-
riences in the field, they were well-prepared to bring VR technology into their own 
classrooms (Fig. 1).

 Design Framework: Immersive Design Process for Educators

In the teacher education program at Ithaca College, students who have not taught in 
the field need basic skills and strategies to support their lesson planning and teach-
ing, and this instruction is key to their development as educators. Constructivism as 
a conceptual framework provides a foundation for this. Based on the theories and 
research of Jean Piaget and Lev Vygotsky, constructivism is a model of learning that 
supports students in the way they acquire and process information (Ormrod, 2020). 
When students construct meaning from the world around them, they are better able 
to achieve fluency and even mastery in the skill or concept they are learning (Chen, 
2009). Whereas passive learning occurs with direct instruction and lecture formats 
with the teacher at the centre of the lesson, active learning requires a flexible class-
room environment to engage students, with the teacher serving as a support system 
to guide and monitor students’ progress.

The shift to active learning requires self-regulation on the part of students, who 
must employ an evolved set of strategies for problem-solving for addressing a 
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variety of tasks assigned to them within a lesson. Developing metacognitive skills 
alongside motivation is key to ensuring student success. But much like a muscle that 
loses its tone when it lacks consistent exercise (Zepeda et al., 2015), such skills may 
not develop when the student does not receive information in an engaging fashion 
that allows them to have control over the outcome. Cognitive perspectives of learn-
ing employ activation of long-term memory storage and retrieval processes (Schunk 
& DiBenedetto, 2020). Understanding the factors affecting long-term memory stor-
age, including forgetting key information that impacts student learning, is key to 
crafting innovative strategies such as implementing VR. This understanding con-
nects with the constructivist pedagogy of teaching wherein students interact with 
the material in a way that feels more personalized to their individual learning needs.

Constructivism is a strategy or activity that allows students to learn in situations 
requiring them to take the initiative in solving problems and build on their prior 
knowledge; the teacher provides stimulation that leads the students to create their 
own hypotheses and conclusions. According to Aiello et al. (2012), “a constructivist 
point of view makes us recognize the potential of an ‘inverted reality’, strongly 
influenced by the individual’s capacity for perception and action” (p. 319). This is 
what led our charge into finding unique methods that would take our students’ class-
rooms to the next level in creating a vibrant and interactive learning environment. 
VR provides the type of stimulation that leads to active learning: encouraging stu-
dents to transfer learning by applying it to new situations and to create hypotheses 
that may change their initial perspectives on a topic. The learning that occurs in VR 
centres on key concepts that students engage with and respond to through critical 
thinking activities shared with the class, for which the instructor can provide feed-
back. The teacher can use feedback from VR experience to change instructional 
practices to fit the cognitive development of the class. Computer-based simulations 
have been used in education for some time to support students, particularly those 
whose cognitive styles of learning are not supported by traditional direct instruc-
tion. These simulations provide opportunities for students to have an empowered 
role in their education, which makes the move to the hands-on experience provided 
by VR logical as well as inevitable (De Freitas & Neumann, 2009).

 Analysis of the VR in the Teacher Education Pilot Study

As part of the debriefing on integrating immersive technology in education, we 
asked students to share their thoughts about the experience via an anonymous sur-
vey. The following questions were posed: (1) Inclusion of immersive technology in 
lesson planning: if you were the student, how valuable would you find the activity 
you planned? (2) Learning curve: what suggestions do you have that would make 
learning and mastering this technology easier for you? (3) Product offered: what 
content or modules were missing, or you wished had been offered that would have 
been useful to your lesson planning? and (4) As a learner: how would using immer-
sive technology help you or classrooms in general?
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Overall, students’ responses were favourable and positive, while also including 
useful feedback. The feedback offered a range of comments, giving insight into how 
the immersive pilot impacted the teacher education students and their ability to suc-
cessfully use different types of technology in their teaching practice. One response 
revealed that it could be seen as “beneficial, because it gives students the opportu-
nity to see what these environments are like in real life. Many students may have 
never seen inside an agriculture, industrialized company and this experience will 
help them with our overall unit.” This relates to what we know about constructivism, 
which is that learners would benefit from an immersive activity that provides an 
exploratory learning environment they would not easily be able to experience within 
the four walls of a classroom.

This ability to explore was confirmed by another student, who commented they 
would find their VR activity useful as it was a demonstration of Stonehenge. This 
student stated,

A lot of what makes Stonehenge so interesting is being able to see the giant rocks and won-
der how they got there. While pictures can suffice, it truly gives a better understanding of 
the significance of a place when you can immerse yourself virtually next to the henge. It 
also allows for a museum-like activity to be conducted, this means that students can learn 
at their own pace and actually see what is being taught.

Speaking to the idea of converting an activity traditionally completed within a face- 
to- face classroom to VR, one student noted,

I think utilizing the VR technology creates an engaging space for the students to get excited 
about the information they are learning. I think I would find this activity valuable because 
it would be a new way of learning and working with the information being presented, rather 
than just working through another group activity like everything else in the unit.

The comments about the realistic and interactive aspects of this platform were con-
sistent with the findings in other studies in classroom use of VR (Han, 2019), with 
students reporting an increased feel of “presence” or connection to the material. 
Regarding the learning curve necessary to follow when using immersive technol-
ogy, one student stated it would make learning and mastering this technology easier 
had they been able to become adjusted to the technology through “actual tasks/
activity examples that would be used in lessons we could practice going through. 
This is more specific to using platforms such as Hubs and getting used to using all 
the controls and moving around in the space.” Additionally, they recommended 
practicing in person and not online as it was “difficult during some of our VR classes 
to fully get the technology working correctly when we couldn’t physically use and 
see each other’s headsets.” Another student concurred, stating that depending on 
one’s age and familiarity with the technology, it may be wise to “start out maybe 
with an easier component of VR … if it was for younger classroom grades, I would 
start out [using] simpler [tools].” Inconsistent WiFi continues to be an issue, with 
more than one student stating, “If it were a guarantee that all headsets could easily 
connect, or already be connected to the WiFi, that would be extremely helpful.” 
Another asked about the ability to add text or voiceovers, particularly to 360 
YouTube videos.
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We asked our students about missing content or modules and discovered there 
was some inconsistency with content support, particularly with English and Social 
Studies, which suffered from a dearth of already created immersive models they 
could use within their planned lessons. A student reflected,

Many of the modules were very interesting and I thought they would fit great in lesson 
plans, but my group had a difficult time finding one that specifically fit into our lesson 
because of our subject. I think content focused on English, reading, and writing could be 
really useful for both students and teachers because this is an area that many individuals 
struggle with, so the VR component may help since it is such an engaging way to get stu-
dents excited about the lesson material.

We also heard about how the navigation could be improved, such as when allowing 
students to take a tour of virtual space. The student who used this module in their 
lesson said, “As teachers, when learning about how to teach, knowing when to be 
present during an activity like this would be helpful. I was concerned with what I 
was going to be doing while the students were in the module.” Having control over 
the pace of the lesson came up in another student’s response, which suggested the 
addition of a “speed through button” for instructors to use so they can control the 
amount of time students spend in specific areas. Finally, another student noted that 
a more hands-on experience would “allow students to view a lesson from a different 
point of view or perspective,” if they had the ability to actually “touch something 
and have that actual experience even if it was through technology.”

Our final question focused specifically on immersive technology by asking for 
students’ perspectives as learners. These responses were particularly insightful, 
with comments about being intentional about when and how VR is used. One stu-
dent said, “Specifically, I think it can give them a more personal and emotional 
aspect to what they are learning. Teachers should use it to enhance their lesson, and 
not have it be the central focus of their lessons.” Others saw the benefit of creating 
a more interactive learning environment by pointing out,

The lessons and activities we saw in class would work well for visual and hands-on learn-
ers. It also allows the students to participate in activities that would be otherwise impossi-
ble. If they are going to surround our real world, nevertheless, why should we not include 
them in education?

There was support for the alternative method of learning that immersive technology 
offers, with comments such as,

I often got very frustrated in high school because each day would blur to become one and it 
felt like every class, I went through had the exact same teaching routine for the entire year. 
I think utilizing immersive technology adds some excitement to the classroom and gets kids 
thinking more about the material. I know I would have liked to use immersive technology 
in classes such as history, where I typically struggled with getting engaged in and often 
felt behind.

Making connections to the material was key to feelings of success, as this student 
noted: “I think connecting examples helps because even if you cannot remember the 
definition or concept, but you can remember the example, you can figure out the first 
part. Using VR would just make these connections stronger.”
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 Evaluation of VR Hardware and Software

We learned much about the capability of the VR hardware and software during each 
iteration of the VR in Education implementation. Each semester had highs and lows 
that helped inform the choices we made for the following cohort. Next, we outline 
some of the points and issues we encountered and the solutions we tried as the pro-
gram evolved.

We began our project with the Oculus Go, an entry-level headset providing three 
degrees of freedom (3 DoF) operation and a single hand controller. For software, we 
used Rumii 2.0 by Doghead Simulations (Fig. 2) a social VR platform that offers 
simple, prebuilt rooms with spatial audio, whiteboard functionalities, media imports, 
and 3D model viewing. The VR site could also be customized with our college logo.

The Oculus Go was a readily available and reasonably priced VR headset in 
March 2020, when we were looking for an accessible solution to providing educa-
tion students a means to share an embodied space with their peers to practice their 
teaching skills. We were able to buy them locally during the height of COVID-19 
pandemic-related restrictions, and we had ample time to prepare each headset for 
mailing to the students’ homes.

The Rumii cloud-based software solution was a simple yet powerful social VR 
application that ran well on the Oculus Go headset. Students were able to enter a 
shared space and successfully practice teaching skills using a white board and such 
limited 3D objects as a self-designed avatar, as well as interact using spatial audio. 
This pairing was not without significant disadvantages, as the Oculus Go did not 
have sufficient battery life and sometimes overheated and shut down. The Oculus 
Go was discontinued shortly after the end of our 2020 pilot. Despite the issues we 

Fig. 2 Rumii session with students presenting lectures and lesson plans to peers
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Table 1 Analysis of learning experiences using the Oculus Go and Rumii

Strengths Challenges Neutrals

Oculus Go was affordable and 
available.
Oculus Go was a consumer product 
designed to be used and understood 
by the general public; the students 
were able to get up and running in a 
short time.
Rumii was a free social VR solution 
that was easy to use and had few 
lag or bandwidth issues.

Oculus Go was prone to 
overheating, and the battery 
life often did not last for the 
entire 50- minute class.
The Oculus Go units needed 
to be managed individually.
The Oculus Go was 
discontinued June 2000.
Rumii was limited in 
customization options, and 
customer support was 
unreliable.

The 3DoF headset was not 
an issue for the students, as 
most of them used it in a 
seated position.
Rumii was functional, but 
harder to use when 
importing items such as 3D 
objects.
Students were unable to 
create more elaborate 
environments related to 
their fields of study.

encountered during the pilot, we considered the endeavour to be a success based on 
students’ performance and feedback. We decided to repeat the pilot using a more 
powerful hardware/software combination. In Table 1, we outline the strengths, chal-
lenges, and items considered neutral in our experience with the combination of the 
Oculus Go and Rumii.

Based on the success of and the lessons learned from our experience with the 
Oculus Go and Rumii, we decided to run the program again, this time using higher- 
end headsets and a more sophisticated social VR platform. We chose the Oculus 
Quest, a wireless six degrees-of-freedom headset with superior graphics, speed, and 
battery life compared to the Oculus Go. Like the Oculus Go, the Oculus Quest is a 
consumer-based product that required individual setup to be usable for the class. We 
chose AltspaceVR by Microsoft (Figs. 3 and 4) as the social VR platform because it 
had a more fully realized metaverse, was free to use, and offered students the oppor-
tunity to design and build sophisticated and complex environments.

The VR in Education Program using the Oculus Quest and AltspaceVR was very 
successful in that we received overwhelmingly positive feedback from the class, the 
students made significant virtual worlds in which to teach, and the students were 
able to successfully teach a self-created lesson in VR related to their program of 
study. The upgrade to the Oculus Quest added a significant cost increase as each 
headset was $400 USD. We were fortunate to have a small grant to complete this 
program, but acknowledge that many, if not most, educational institutions would not 
have the funding available to outfit 15+ students in headsets. It is also disappointing 
that Oculus does not provide, at least as of this writing, a way for educational insti-
tutions to use enterprise-level features. Table  2 summarizes the strengths, chal-
lenges, and neutral aspects of the Oculus Quest/AltspaceVR combination.

In Fall 2021, we entered a partnership with Lenovo to pilot their newest headset, 
the VRS3, a three-degrees-of-freedom headset designed specifically for the educa-
tion market. Lenovo provided a suite of immersive applications for use with the 
headset: Mozilla Hubs, a web-based social VR program; Veative (Fig. 5), a suite of 
premade lessons relating to K-12 education; and UpTale, a VR creation tool that 
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Fig. 3 AltspaceVR session with student-created Walden pond environment to teach on Thoreau

Fig. 4 Students presenting on Aztec civilization in a student-created environment in AltspaceVR
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Table 2 Analysis of learning experiences using the Oculus Quest and AltspaceVR

Strengths Weaknesses Neutrals

The Oculus Quest provided 
adequate battery life, powerful 
processing power, and was 
easy to set up.
AltspaceVR is an established 
social VR platform with many 
features to empower users, 
including world design and 
presentation tools.
The students were especially 
excited to be receiving the 
newest Oculus headset.

Similar to the Oculus Go, the 
quest required individual setup 
with an individual Facebook 
account.
The Oculus Quest Enterprise 
solution was not offered to 
educational institutions.
AltspaceVR at times involved 
using some public spaces, and 
sometimes had random, 
unaffiliated users disrupting the 
flow of the class.

Students were required to set 
up their headsets as if they 
were the owners, including 
creating an Oculus account 
on their personal phones.
Oculus was in the process of 
requiring a Facebook account 
to be linked to both the 
headset and Oculus online 
platform.

Fig. 5 Screen shot from the Veative science module

requires no programming skills. Students were taught how to use each program and 
were required to choose one in which to prepare and teach a lesson to their peers.

This pilot was a departure from the initial model in that we gave the students 
choices of which application to use in their teaching and provided pre-built lessons 
with which to work. The level of student engagement varied within the class, as 
some chose to create elaborate and original lessons using UpTale (Fig. 6), including 
taking their own 360 photos and videos.

Others created worlds within Mozilla Hubs (Fig. 7), including a walk-through 
environment where embodied avatars visited individual spaces to learn about lan-
guage and grammar. Some students used a pre-built module, such as a chemistry 
lab, and built a lesson around it.
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Fig. 6 UpTale VR experience created by students on using sheep in solar farms to control grasses

Fig. 7 Students gathering in Mozilla Hubs

At the end of the course, students gave a presentation outlining how they used the 
hardware and software and demonstrated how their proposed lesson would be used 
by learners in their prospective classrooms.

This iteration using the Lenovo system differed from the first two using the 
Oculus system in that the Lenovo hardware and software was specifically designed 
for classroom use. The Lenovo headset shipped with a hardware and software man-
agement system which saved a significant amount of time when administering con-
tent. The headsets are constructed of non-porous materials, making them easy to 
disinfect and keep clean. We, as the IT/VR specialists, found the degrees of freedom 
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somewhat lacking, but the students did not seem to mind or notice the difference. 
The education software—Veative, UpTale, and Hubs—offers enough coverage to 
enable educators to create effective VR integrations in the classroom. The Lenovo 
content ecosystem system is not as polished as the Oculus environment but is not 
designed as a consumer product. Table 3 outlines the strengths and challenges when 
using the Lenovo headset:

Both Lenovo and Oculus have advantages, disadvantages, and best use cases. 
The Oculus is a sleek consumer product, has six degrees of freedom, and offers an 
active online store with many independent developers creating entertaining content. 
At this time, it is priced at under $300 USD and is easily available. But there is no 
central management system, and users are required to have a Facebook account to 
use the hardware, creating privacy and data collection concerns. Content is plenti-
ful, but it is up to the educator to find appropriate content and apply it to their cur-
ricula. Lenovo is designed for classroom use, ships with a built-in central 
management system and targeted educational software that is easy to deploy in a 
classroom setting. The available content is a fraction of what can be found in the 
Oculus environment, however, and the headset uses only three degrees of freedom. 
The Lenovo headset is not as accessible in retail outlets as Oculus.

For K–12, Lenovo offers advantages over other platforms, even though the cur-
rent headset is not as robust as the Oculus. The Lenovo unit is superior in terms of 
privacy, ease of use at scale, and washability. The Oculus Quest unit is best for 
higher education and comes with a higher cost in terms of money and user data col-
lection. We mitigated reliance on a Facebook account by ascribing a work-only 
Facebook account to one lab employee and sharing that account across multiple 
headsets. Based on our experience, we recommend Lenovo for K–12 and Oculus 
Quest for college and university use.

Table 3 Analysis of learning experiences using the Lenovo headset

Strengths Weaknesses Neutrals

The Lenovo headset was 
very easy to use and 
clean.
The Lenovo headset 
comes paired with a very 
effective device 
management system.
The Lenovo headsets are 
shipped in school- ready, 
mobile suitcases with 
10 units and a tablet to 
control them.

There is a definite learning 
curve in using some of the 
included software programs 
and back-end management 
system.
This class was offered in the 
summer, and the compressed 
schedule didn’t allow 
adequate time to create the 
experiences learners would 
have liked.
Mozilla Hubs, a free 
web-based social VR 
program, was sometimes 
glitchy with more than 10 
people in a single space.

The cost of the headset is higher 
than the quest at over $500. The 
price includes ThinkReality and 
Lanschool air, which are very 
effective hardware and software 
management tools.
Overall content for the Lenovo 
headset is not as plentiful as that of 
the Oculus products.
Development is possible using the 
Pico SDK.
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 Immersive Technology in Teacher Education: 
Lessons Learned

We have learned several lessons that apply to effective hardware solutions when 
implementing a VR program in a classroom. Teachers might find these suggestions 
helpful to begin their own VR programs:

• Allow adequate time for users, especially those new to VR, to acclimate to the 
technology. We found that students needed extra time to explore the headset and 
its operation and that erring on the side of too many introductory and demonstra-
tion activities saved time later when students used headsets on their own.

• Pay attention to accessibility and be sensitive to user comfort around immersive 
technology. A small percentage of students mentioned motion sickness and were 
encouraged to remove the headset and, if they wanted to continue, were advised 
to use it for shorter periods.

• Acquire IT help if available at your institution. These professionals can often 
assist with projecting headset activities onto large monitors or tablets, manage 
multiple headsets, and assist with hardware maintenance.

• Keep current with VR in education user groups. Facebook has several active 
groups easily found via search, and AltspaceVR has a lively user group that 
offers free workshops and meetups.

• Browse current offerings in each platform’s marketplace; each company releases 
new games and experiences that may apply to teaching and learning. Don’t over-
look free content such as YouTube 360 videos, which can be incorporated as part 
of a lesson or implemented within a 3D environment for viewing in social VR.

• Keep VR fun! At some point, the technology will let you down at the wrong 
moment, and that can feel overwhelming. Take a breath, restart, and move on.

 Strategies for Implementation of Design

The following is a list of strategies we found helpful when integrating immersive 
technology into our teacher education course. The points represent our reflection on 
the process, along with feedback we received from the students in the course and 
from our technology partners.

• Identify educational gaps in immersive instruction. Research the school dis-
tricts in which the teacher education students will be completing their teaching 
practicum. Understanding the needs of the student body is key to developing a 
program based on the district’s resources and budget. With this knowledge, we 
were able to identify which districts had the equipment available to implement 
immersive technology in their classrooms and which would need assistance from 
our program to deliver the necessary equipment and training for the students to 
be successful.
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• Instruct teacher education students in cognition and active learning. Give 
students the opportunity to learn different teaching models and best-practices 
strategies with an emphasis on collaborative partnering, lesson planning, and co- 
teaching. The goal in effective lesson planning is to assist students in retaining 
information that they will be able to use in future learning scenarios. This requires 
activating cognitive strategies for applying this information, which can be effec-
tively harnessed by implementing immersive platforms.

• Integrate conceptual learning. Social VR platforms allow for a live, embodied 
experience that mimics in-person events to give students a more realistic, robust, 
and synchronous teaching practice opportunity. Students should be instructed in 
conceptual learning by covering cognitive perspectives about the nature of 
knowledge, which include procedural, declarative, explicit, and implicit styles. 
This material can be delivered via readings and pedagogical videos featuring 
researched strategies—such as schemes, scripts, personal theories, and world 
views—that students can utilize when crafting their own lesson plans. Students 
should show their ability to identify foundational concepts and applications of 
these types of knowledge. They should also understand the implications for 
classroom practices and experiences when knowledge is translated into immer-
sive activities, with a specific emphasis on using VR experiences while wearing 
headsets.

• Apply immersive technology to address students’ diverse learning needs. 
One of the core areas of pedagogy and practice in teacher education is relating 
findings and implications from research in learning and cognition to one’s own 
content area and classroom practices to better understand students’ diverse 
needs. Showing teacher education students how immersive learning is employed 
to support differentiated instruction that uses artificial and/or simulated environ-
ments will allow them to see how their students can control the outcomes of their 
learning. This is accomplished through connections with real experiences—for 
example, a virtual trip to Stonehenge as part of a history lesson—that would not 
otherwise be possible because of financial and logistical constraints within the 
school system.

• Employ actionable improvements to the model. Feedback from observers and 
participants allows content creators to make real-time improvements to their VR 
activities. Feedback also helps the faculty and immersive technology team 
improve the rollout of the pilot, with increased instructional time to use the VR 
technology and application within lesson plans.

 Conclusion

The pilot studies conducted at Ithaca College are a valuable blueprint for educators 
seeking funding to build their own labs and create learning spaces that offer differ-
entiated instruction to support the learning of all students. The studies also demon-
strate how to implement a pilot within school districts, including the amount of time 
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and information needed to train staff in immersive learning technologies, along with 
financial considerations and funding possibilities for purchasing equipment and 
supporting professional development.

This chapter connects to a broader strategy of improvement that can be imple-
mented before teacher education students lead VR activities in school classrooms 
during their teaching practicums. Testing VR activities with peers allowed students 
to have a safe space for identifying technological challenges, such as insecure WiFi 
or a glitch in the simulation, and weak areas in their lesson planning where the activ-
ity failed to connect with the content they were teaching. A key component of the 
training program at Ithaca College is improving students’ ability to provide cogni-
tive and conceptual learning to best support the diverse needs of contemporary 
classrooms. We believe immersive technology is a valuable tool for teacher educa-
tion students to explore innovative and engaging avenues of instruction.
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Teachers Designing Immersive Learning 
Experiences for Environmental 
and Sustainability Education

Paula MacDowell

Abstract Addressing the ongoing challenges of environmental and sustainability 
education (ESE), a virtual reality course was developed for teachers to explore new 
pedagogical approaches with technologies for ESE. The chapter contributes practi-
cal insights for empowering and supporting teachers in designing immersive learn-
ing experiences with connections to natural environments and sustainability targets.

Keywords Immersive learning · Immersive teaching · Instructional design · 
Environmental and sustainability education · Virtual reality · World building

 Introduction

Recent research shows that engaging students with immersive learning experiences 
can be a meaningful and affordable solution for visualizing complex environmental 
issues like climate breakdown and increasing awareness and empathy for conserva-
tion efforts (e.g., Chirico et  al., 2020; Fauville et  al., 2020b; Harrington, 2011; 
Harrington et al., 2021; Huang et al., 2020; Makransky & Mayer, 2022; Markowitz 
et al., 2018; Markowitz & Bailenson, 2021; Petersen et al., 2020; Schott, 2017). 
Immersive learning experiences have unique capabilities to enhance curriculum and 
instruction in ways that have not been previously possible or accessible. They can 
provide awe-inspiring, first-hand encounters that prime students for deeper engage-
ments by igniting an emotional response (Chirico & Gaggioli, 2019). In so doing, 
they can make abstract and complex sustainability issues more concrete and psy-
chologically closer for students, increasing their sense of presence or being there 
(Cheng & Tsai, 2019). Immersive environments allow students to step into the 
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teaching space and move around with peers, offering an interactive and contextual-
ized knowledge exchange. Students can see from other points of view, which raises 
awareness of bias and provides opportunities to apply their new perspectives and 
empathy skills in safe and controlled settings (Fauville, Queiroz, et  al., 2020a; 
Herrera et al., 2018). Participation in immersive environments is not limited to spe-
cial occasions or affected by inclement weather conditions, and administrative 
logistics are minimized compared to traditional field trips.

In this chapter, I explore how immersive learning experiences can mitigate the 
ongoing challenges of environmental and sustainability education (ESE) in teacher 
education and school systems. First, I begin by discussing the gap in policy and cur-
riculum around ESE, highlighting the significance of empowering teachers to lead 
change and the need for students to form personal connections and respectful rela-
tions with the topic of study. Second, I outline a new university course elective, 
Designing Immersive Experiences for K-12 Learning Environments, that prepares 
and inspires teachers to apply instructional design principles in creating immersive 
learning experiences and environments. Third, I explore a collaborative design- 
based approach for building educational virtual worlds, guided by IDEO’s (2020) 
Co-Designing Schools Toolkit and Change Framework. The chapter contributes 
practical insights and pedagogical strategies that teachers and designers can use to 
create or implement an immersive experience in classroom settings, with an ethical 
foundation that integrates the Sustainable Development Goals (SDGs).

 Vignette

After experiencing months of lockdown restrictions due to the COVID-19 pandemic, 
Elaine, an instructor in ESE, noticed her graduate students had discussion forum 
and online-meeting fatigue. Few were turning on their webcams, and it was chal-
lenging for Elaine to stay personally connected with her class. She wanted to 
develop more authentic and engaging ways for students to participate. An opportu-
nity opened to create a new course elective, so she took a risk and scheduled it to 
take place entirely in virtual reality. Elaine was sure of two things: (1) The course 
would focus on designing virtual worlds for pro-social and environmental change, 
and (2) Students needed creative freedom and inspiration for designing immersive 
learning experiences that address sustainability targets in meaningful ways. 
Utilizing a collaborative design-based approach, Elaine developed a genuine rap-
port with her team and supported their journeys in becoming immersive 
storytellers.
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 Empowering Teachers to Lead Change

As unsustainable consumption patterns, biodiversity loss, air pollution, clean water 
scarcity, deforestation, and land degradation continue to threaten human and plan-
etary well-being, the need intensifies to prepare teachers with the knowledge, skills, 
and best practices for leading sustainability education in K–12 classrooms. As 
Elshof (2009) warns, “the sustainability challenge is emerging as the global chal-
lenge facing young people because, without significant advances on this front, other 
important human development agendas like security, health and well-being will be 
impossible to meet” (p.  134). More than ever before, faculties of education in 
Canada are recognizing their responsibilities for preparing teachers to integrate ESE 
across the curriculum, including climate action, environmental protection, biodiver-
sity conservation, preservation of Indigenous cultural heritage, and learning to live 
within the limits of the Earth’s carrying capacity (Berger et al., 2015; Elshof, 2009; 
Falkenberg & Babiuk, 2014; Læssøe & Mochizuki, 2015). The goal for educators is 
to “empower learners with knowledge, skills, values and attitudes to take informed 
decisions and make responsible actions for environmental integrity, economic via-
bility and a just society” (UNESCO, n.d.).

While ESE is arguably the most significant and urgent issue of our time nation-
ally and globally, there have been ongoing and persistent challenges in integrating 
this study area into formal educational settings. At present, Canada has no clear 
strategy or education policy for preparing students or teachers, intellectually and 
emotionally, to be sustainability leaders and changemakers in the uncertain future 
that lies ahead (Aikens & McKenzie, 2021; Falkenberg & Babiuk, 2014; Howard, 
2012). For example, extensive research led by Bieler et al. (2018) finds that K–12 
education policy across Canada minimally attends to climate change initiatives. 
There is little attention to supporting priority areas; cognitive knowledge is priori-
tized over affective and action-oriented initiatives. Worldwide, a lack of suitable 
data is available (in terms of quantity and quality) to analyze and monitor the effec-
tiveness of climate education activities (McKenzie, 2021). As a result of minimal 
progress tracking, many students and teachers from early childhood through higher 
education are uninvolved in taking action to catalyze the societal transition needed 
for a sustainable future.

In 2015, the United Nations General Assembly articulated a set of 17 intercon-
nected SDGs with specific targets for resolving the challenges humans face to 
achieve a just, peaceful, and sustainable planet for all people (United Nations, n.d.). 
These global goals have the power to create a better world by 2030; however, they 
are highly complex, interdisciplinary, and challenging to teach in traditional class-
room settings with an already overcrowded curriculum (Læssøe & Mochizuki, 
2015). Also problematic for educators is knowing how to teach the SDGs such that 
students will understand how their actions impact the health and well-being of other 
people and the planet (Elshof, 2009; MacDowell, 2021). Many students take our 
natural resources for granted, including clean water, air, energy, and food abun-
dance. Today’s children and youth can be far removed from the natural world in 
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their daily lives—hence the need for enriching or re-establishing relationality and 
connectivity between students and what they are learning in the classroom 
(Harrington, 2011; Markowitz et al., 2018; Petersen et al., 2020).

Hollweg et  al. (2011) define an environmentally literate person as “someone 
who, both individually and together with others, makes informed decisions con-
cerning the environment; is willing to act on these decisions to improve the well- 
being of other individuals, societies, and the global environment; and participates in 
civic life” (p. 3). This definition brings forth many questions for practitioners. How 
do teachers move from an endorsement of the SDGs to students having a sense of 
personal responsibility for taking care of the Earth (MacDowell, 2021)? What are 
effective strategies to engage uninterested or overwhelmed youth in environmental 
stewardship (Petersen et al., 2020)? How might digital games and social media be 
used to mobilize student interest and action on sustainability issues (Wu & Lee, 
2015)? How might new digital assessment tools measure learning outcomes, per-
ception shifts, responsible citizenship, and community impact (McKenzie, 2021)? 
Who will teach the teachers (Howard, 2012)?

Since teaching in schools traditionally occurs indoors with occasional outdoor 
activities, virtual spaces offer a third place for instruction. The recent pivot to emer-
gency remote education due to the COVID-19 pandemic provided a timely opportu-
nity to experiment with the pedagogical potential of immersive learning 
environments. Addressing this opportunity and the current gap in curriculum, 
resources, and knowledge of teaching ESE, I designed a virtual reality (VR) educa-
tion course that explores new possibilities for guiding and empowering teachers to 
be sustainability leaders in their classrooms and school communities. This course 
elective was designed to use immersive learning experiences that enhance real-life 
learning opportunities for cultivating healthy relationships between students and the 
Earth’s living systems.

 Designing a VR Education Course Elective for Teachers

Designing Immersive Experiences for K-12 Learning Environments is a special- 
topic three-credit course for pre-service and in-service teachers in the College of 
Education at the University of Saskatchewan. The content introduces user experi-
ence (UX) and user interface (UI) design principles applied to the development of 
extended reality (XR) applications that support teaching and learning in K–12 con-
texts. Students have the opportunity to explore a topic of interest and relevance to 
their profession or program of studies. The main goal is for students to develop 
design skills and confidence in creating immersive learning environments for pro- 
social and environmental change. A secondary goal is to explore pedagogical strate-
gies for guiding immersive learning experiences in their classroom settings.

The VR education course was delivered using three virtual communication plat-
forms: AltspaceVR (https://altvr.com), EngageVR (https://engagevr.io), and Virbela 
campus (https://virbela.com). Each student needed to have or borrow a stand-alone 
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head-mounted display (HMD) such as the Meta Quest 2, Pico Neo 3, or HTC Vive 
Focus 3. Five graduate and four upper-level undergraduate students completed the 
course during the 2020 summer term. Class discussions were oriented around the 
pedagogical benefits of immersive technologies, such as differentiating instruction, 
situating learning, managing cognitive load, increasing knowledge retention and 
transfer, and facilitating relational connections to the course activities and resources 
(e.g., Lion-Bailey et al., 2020; Southgate, 2020; Thompson et al., 2019). Students 
engaged in reflective dialogue on a range of internal and external barriers to educa-
tional VR, including technical support, teacher preparation, teacher confidence, 
administrative resistance to change, funding, Internet access, and availability of 
suitable learning materials.

The course challenged students to create immersive experiences designed for 
pro-social and environmental change related to the SDG targets. The syllabus 
included 21 recommended readings and 15 immersive applications for students to 
explore and inform their work. The course was well-grounded in a growing body of 
research that examines teacher perceptions of VR as a learning tool (Bower et al., 
2020; Domingo & Bradley, 2018) and the transformation of teachers in immersive 
learning environments (Bailenson et al., 2008; Billingsley et al., 2019). Two specific 
learning objectives focused on: students developing skills in designing an immer-
sive learning environment to inspire change in thinking or behaviour; and students 
analyzing the implementation and facilitation of immersive experiences in formal 
educational settings.

A memorable feature of the course was virtual world-hopping. Synchronous 
weekly class meetings were scheduled in highly creative and insightful immersive 
learning environments. During our first class, we met as avatars in an AltspaceVR 
world called Food Waste, designed by Gibson-Hylands (n.d.-a) to advance under-
standing of the unsustainable cycle of production and consumption in the over- 
developed and under-developed countries on our planet (Fig. 1). Student comments 
emphasized that the hour we spent learning in Food Waste was equivalent to a 
week’s worth of field trips on reducing waste generation from human activity. We 
were fortunate to have Gibson-Hylands as a guest speaker at our inaugural class 

Fig. 1 “Food Waste” AltspaceVR world designed by Gibson-Hylands (n.d.-a)
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Fig. 2 “Plastic Mountain” AltspaceVR world designed by Gibson-Hylands (n.d.-b)

Fig. 3 “The Ocean” AltspaceVR world designed by Gibson-Hylands (n.d.-c)

meeting. She inspired everyone with powerful visual storytelling and impactful 
design strategies to ignite thinking on pressing environmental issues.

Other worlds designed by Gibson-Hylands include Plastic Mountain (Gibson- 
Hylands, n.d.-b), which communicates risks about the hazardous effects of toxic 
plastic waste on the planet, wildlife, fish, and human health. In The Ocean (Gibson- 
Hylands, n.d.-c), our avatars dove into a heavily polluted ocean to swim alongside 
abandoned trash and accumulated marine litter (Figs. 2 and 3). We discussed how 
these virtual worlds are pedagogically structured to support scenario-based learning 
and catalyze conversations about global problems and sustainable solutions. Further, 
we analyzed the meaningful integration of SDG targets, including responsible con-
sumption and production (SDG 12) and life below water (SDG 14).

Pre-service and in-service teachers often receive inadequate professional devel-
opment around the pedagogical uses of educational technology (MacDowell, 2021). 
Hence, practice sessions were scheduled to enhance students’ design fluency and 
pedagogical knowledge of immersive technologies. For example, we teleported to 
the Moon and then to Mars to experiment with learning possibilities using the 
EngageVR library assets, including 3D models, template environments, special 
effects, and audio effects. Scheduling time for the team to engage in imaginative 
play enabled creative confidence and innovative ideas to flourish. Playful 
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experimentation with spatial interactions facilitated lived experiences of what to do 
(and what not to do) for designing immersive spaces that inspire and influence 
learning. This practical knowledge informed the application of UI/UX design prin-
ciples in the course assignments. During class meetings in Virbela, we explored the 
virtual campus and used our time to discuss progress, challenges, and insights for 
the term projects. During breaks, we enjoyed watching our avatars dancing together, 
doing synchronous backflips, and playing soccer by the beach.

Assessment methods were essential for motivating and challenging the students 
to take creative risks and demonstrate their knowledge in new and innovative ways 
(e.g., through world building and immersive storytelling). I put great effort into 
planning the assignments and ongoing evaluation stages. For example, students had 
flexibility and choice in how they would meet the assignment expectations. They 
were encouraged to explore personal interests and integrate real-world problems to 
help increase relevance and intrinsic motivation throughout their course work. For 
the term design project, it was essential to break the components into smaller, 
easier- to-understand parts, beginning with an outline, followed by a prototype for 
peer and instructor feedback, and planning sufficient time for evaluating and revis-
ing. This timeline supported students to experience ongoing success and feel 
empowered rather than overwhelmed by the complexity of the large learning task. 
Weekly team check-ins were energizing and enjoyable, inspiring students to learn 
from and with peers. We had lively and insightful group discussions around tasks in 
process and roadblocks that needed clearing. My typical questions were: “What 
have you completed? What is getting in your way?” Not only did the ongoing peer 
feedback help resolve creative and technical issues quickly, but it also fostered 
meaningful relationships, teamwork, and trust.

 Introducing a Design-Based Toolkit for Teachers 
to Make Change

IDEO’s Design Thinking for Educators is a renowned approach that guides teachers 
to think like a designer and think outside the box to question assumptions and find 
new ways to solve problems. Using a design mindset, teachers can develop the con-
fidence to create impactful and feasible solutions for small or significant challenges 
in their classrooms and school communities: “Wherever they fall on the spectrum of 
scale – the challenges educators are confronted with are real, complex, and varied. 
And as such, they require new perspectives, new tools, and new approaches. Design 
thinking is one of them” (IDEO, 2013).

Building on a decade of meaningful feedback and robust research around the 
classic Design Thinking for Educators, IDEO (2020) partnered with esteemed col-
laborators and foundations to develop a new resource called the Co-Designing 
Schools Toolkit. This toolkit supports teachers in making equitable change and 
transformation in their classrooms and schools through a co-design and community- 
led process. The toolkit’s compilation of instructional resources, facilitator guides, 
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change frameworks, and student activities are available for free download in PDF 
and Google Doc formats. The content can be remixed and distributed under a 
Creative Commons licence, which aligns with the aim of SDG 4 to “ensure inclu-
sive and equitable quality education and promote lifelong learning opportunities for 
all” (United Nations, n.d.). Educators and school leaders can connect with and learn 
from others through the professional learning network organized by the Teacher’s 
Guild x School Retool (TG x SR), an affiliated IDEO initiative.

The Co-Designing Schools Toolkit is structured as a collaborative design process 
with six interconnected phases: build your team, define your aspiration, know your 
students, start hacking, observe and understand impact, and showcase your work. 
This approach challenges teachers to think critically about the complexities and 
uncertainties involved with making meaningful and equitable change in educational 
settings. Five building blocks are identified for developing teachers’ belief in their 
ability to create change: trusting relationships, belonging and feeling seen, resil-
ience, evidence, and collaboration (IDEO, 2020). While there are other effective 
models for leading educational change, such as John Kotter’s 8-Step Change 
Management Model and Kurt Lewin’s 3-Stage Model of Change, these approaches 
do not fully address the human emotions at the core of any effort to catalyze change 
within school systems. The Co-Designing Schools Toolkit philosophy states that 
change starts with people (not policies) and by building teams who believe in each 
other and pursue collective action together. The goal is to empower teachers as 
changemakers and engage students as valuable problem finders and problem solvers.

 Integrating the Co-designing Schools Toolkit 
and Change Framework

Recognizing the benefits of a collaborative and empathy-centered design approach, 
I put the Co-Designing Schools Toolkit to the test for developing and instructing a 
new course. Designing Immersive Experiences for K-12 Learning Environments 
was a design experiment to explore virtual possibilities for meaningful ESE. This 
course was ground-breaking in teacher education, amongst the first in Canada to be 
offered in VR with world building assignments for students. Due to the innovative 
nature of the course, I did not have other syllabi to build upon or follow. Hence, it 
was essential for me to pay close attention to the design process as we navigated our 
way forward. In this section, I report on how the toolkit strategies and co-design 
phases empowered my instructional skills and confidence in supporting the stu-
dents’ needs and aspirations.

Phase 1 highlighted the importance of building a community of committed team-
mates. To build team energy and a sense of belonging, we went world-hopping and 
explored virtual worlds together. Not only was this fun and inspiring, but it helped 
to form a unique group identity and team bond as we taught each other how to fly 
and throw portals for teleporting to other worlds. The term design projects required 
a range of knowledge, skills, and perspectives beyond my instructional capacity. 
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Hence, I invited students to take on leadership roles and relied on their contributions 
and expertise throughout the course. We greatly benefitted from the generous tech-
nical and design support offered by the Educators in VR team and AltspaceVR com-
munities, with communication typically through Discord channels. In this phase, 
consideration must be given for what expertise is missing and who is needed to join 
your team. How will you show appreciation for the contributions of all team 
members?

Phase 2 outlined how to align the team by co-defining aspirations. I crafted a 
syllabus with a design vision to guide students through their new journey as world 
builders and immersive storytellers. To get students to believe in the design vision, 
I invited them to contribute their ideas and resources, and then I improved the course 
outline with their valuable suggestions. We also negotiated the design milestones, 
progress indicators, and deadlines. Including student insights helped to put them in 
charge of their learning and establish an equitable team environment. My role in the 
course was not as a knowledge disseminator but as an innovation leader dedicated 
to challenging students’ thinking and championing their use of immersive technolo-
gies for learning. While we were fortunate not to have unresolvable conflicts, I will 
be more proactive in mitigating potential concerns in the future. For example, I may 
lead the team in generating a list of obstacles, assumptions, and biases that could 
interfere with the students’ design progress.

Another vital aspect of the co-design process was developing empathy. Thus, 
Phase 3 involved spending time with students to understand their needs. By listen-
ing to and building trusting relationships with my team, I knew who needed support 
or a creative push. Activities like design sprints and sharing circles helped build 
empathy for multiple perspectives and develop concern for others. The term proj-
ects were refined based on ongoing empathy insights. Simple but effective strategies 
for students to practice and cultivate empathy include imaginatively putting them-
selves in the shoes of others and perspective-taking: “What is this person feeling? 
How might I feel in this situation?” Ongoing team reflection can lead to empathic 
responses and mindfulness for discussing deeply human issues involving privilege, 
oppression, inequity, inclusion, and belonging.

Test big ideas by starting small was the focus of Phase 4. We began the course 
with more questions than answers about technologies and pedagogies for designing 
immersive learning experiences. Scrappy experiments with different features in 
various platforms were helpful for students to discover what and how they wanted 
to build their term projects. I broadened the team’s horizons with various immersive 
environments, knowing these lived experiences would generate creative ideas and 
enhance their design intuition. First-time or less experienced immersive creators 
can be their own worst critics. They need sufficient time to master new design skills, 
permission to learn from failure, and continuous reminders to trust the design pro-
cess and keep experimenting. Good design ideas result from collaboration, experi-
mentation, taking risks, and small achievements over time.

Phase 5 emphasized observing and understanding impacts. To move students 
closer to achieving their goals, they needed critical and creative feedback on how to 
evolve their ideas. I scheduled team meetings where the students reflected on what 
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was working well, how they delivered on learning objectives, and where they needed 
to pivot. Using an organic, open-ended approach to feedback was efficient, mean-
ingful, and enjoyable for the team. However, I recommend using more formal meth-
ods of collecting feedback for group discussions on controversial or sensitive topics. 
Ongoing reflective practice was also necessary for fostering self-confidence and 
self-directed learning. Finally, students needed to reflect on their design projects as 
teachers or future teachers. They were required to document their design process by 
collecting evidence of professional growth, such as pedagogical insights and design 
decisions, strategies for resolving technical challenges, changes in thinking, and 
sources of inspiration.

To build enthusiasm and support for student work, in Phase 6, we held a team 
Celebration of Learning in AltspaceVR. Students were proud to dress up their ava-
tars and present their term projects. We recognized the individual and collective 
contributions that made our journey as world builders and immersive storytellers 
possible. To invite the broader community to participate in the students’ design 
work, we presented at the 2021 Immersive Learning Research Network (iLRN) 
international conference using the Virbela platform. This professional opportunity 
allowed the students to showcase their pedagogical expertise with immersive tech-
nologies. The one-hour team panel, Instructional Design Principles for Guiding 
Immersive Learning Experiences, focused on instructional design principles for 
enhancing student learning experiences in XR-enabled classes. Panellists high-
lighted pedagogical strategies for integrating XR in distance education to support 
learner interaction, creativity, and collaboration.

During iLRN 2021, we also led a Guided Virtual Adventure (GVA): Designing 
Relational Land-Based Connections through Immersive Learning for Middle-Years 
and Secondary Education. Guests had the opportunity to experience a well-designed 
VR classroom. They participated in a scavenger hunt and learning experience with 
Myrtle O’Brien, a Cree Traditional Knowledge Keeper, herbalist, crafter, and edu-
cator. As she demonstrated knowledge of Indigenous plants, language, and tradi-
tions, we discussed cross-curricular connections related to respecting the 
environment and the human impact on the land. The GVA included two public 
worlds on AltspaceVR: (1) SDGs 2030 Global Agenda (Fig. 4), designed by Lavoie 

Fig. 4 “SDGs 2030 Global Agenda” AltspaceVR world designed by Lavoie (n.d.)
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Fig. 5 “Boreal Forest Biome” AltspaceVR world co-designed by Lavoie et al. (n.d.)

(n.d.) and (2) Boreal Forest Taiga Biome (Fig. 5), co-designed by Lavoie et al. (n.d.). 
These worlds had enchanting landscapes and interactive activities for learning about 
environmental and human well-being. Hidden Easter egg objects were embedded in 
the pathways to evoke curiosity and wonder. The talking circle in Lavoie’s (n.d.) 
virtual world included a series of questions for guided reflection:

• What do we mean by needs and wants? How are they different?
• What do we need to do well in life?
• Do you think everyone in the world has the things they need to do well in life? 

Why or why not?

Presenting and demonstrating at the iLRN 2021 conference was a leadership oppor-
tunity that enabled the students to connect with and learn from world builders and 
designers who were not part of our course. This experience exemplifies how Phase 
6 (showcasing) is associated with Phase 1 (building community), as the students 
benefitted from observing a global audience interact with their worlds. Conference 
guests offered valuable suggestions for integrating new technical features and mind-
fulness activities to enhance learner agency. Our design journey is ongoing; we 
completed a design cycle, generating momentum for moving forward beyond the 
course. Further plans involve integrating the virtual worlds in classrooms and start-
ing a ripple effect for SDG awareness and action in students’ lives, homes, and 
school communities. The goal is to continue creating sustainable change through 
real-life and virtual dialogues that advance understanding, spark imagination, build 
connections, and catalyze helpful solutions.

 Strategies for Implementation of Design

Educators and designers can consider the following five pedagogical strategies 
when creating or implementing an immersive learning experience.

Teachers Designing Immersive Learning Experiences for Environmental…



182

• Focus on the learning. Be intentional and clarify why you want to use immer-
sive learning rather than another pedagogical approach. What is the problem or 
focus of the learning? For example, VR is a good solution for learning in rare, 
impossible, dangerous, or expensive (RIDE) scenarios. What are the learning 
objectives? Without clearly defined learning objectives, an immersive experience 
can quickly devolve into a random series of events and activities without educa-
tional value or purpose. Pedagogy needs interact with technology; enhancing 
student learning should be the primary reason for selecting an immersive experi-
ence. While immersive technologies are powerful and engaging, they are not the 
best choice for every classroom or learning situation.

• Redefine engagement to support creativity. What does student engagement 
look like in an immersive environment? Check assumptions and do not be 
tempted to replicate a traditional classroom or lecture experience. Be deliberate 
in using immersive technologies to enhance human-computer interaction and 
spatial capabilities. Explore new dimensions of student connection, collabora-
tion, and creation. Expand your team’s capacity for innovation by scheduling 
practice sessions for students to experiment with new ideas and pedagogical 
techniques without undue criticism. Immersive environments can enhance a 
sense of co-presence and make personal connections stronger. Utilize this spatial 
design advantage to foster a learning community where students build trusting 
relationships and develop the creative confidence to take on new learning 
challenges.

• Empower students as world builders and immersive storytellers. Invite stu-
dents to demonstrate their competencies and proficiencies in new ways, such as 
world building and immersive storytelling assignments. Ensure that design chal-
lenges have a manageable scope and well-defined criteria. Avoid hinting at a 
solution. The goal is for students to come up with unexpected or novel possibili-
ties. Empower students by demonstrating a curious mindset, unsettling assump-
tions, supporting risk-taking and experimentation, and asking questions that 
push them to think critically about the quality and impact of their work. Guide 
students to evaluate and refine their immersive creations for UX/UI design con-
siderations and pedagogical implications.

• Value critical perspectives. Whether students are content creators or consum-
ers, thinking critically about immersive learning experiences is an essential skill 
that must be taught. Although immersive environments can feel real and legiti-
mate, students need to understand they are not typically primary source material; 
designers create them with goals and intentions. Consider who the creator of the 
experience is. Whose points of view are represented or omitted? What are the 
messages conveyed? Is the content accurate? It is insufficient for students to 
participate in or create an immersive experience without critical discussions to 
evaluate real-life implications. Reflect on what worked well and what could be 
improved from a technical and design standpoint. Value the critical perspectives 
of educational researchers studying the influence of immersive technologies on 
teaching and learning; their recommendations and concerns should be included 
in class discussions.
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• Create for a cause. Schedule guided learning explorations in virtual worlds that 
address one or more SDG targets to deepen connections between students and 
the issues that affect their lives. Invite students to consider how they can be envi-
ronmental and sustainability changemakers, and part of the solution for cultivat-
ing a more resilient and sustainable future. Provide opportunities for students to 
use their creativity and problem-solving skills to design immersive experiences 
that teach about ecological limits and planet conservation. Challenge students to 
consider how they might tell immersive stories that help others practice empathy 
for the world’s social and environmental concerns (this is not easy to do). 
Remember that good design takes time. It is unnecessary to develop or revise an 
entire course. Instead, start by making a small change, such as enhancing a les-
son or module with an immersive experience, followed by a reflective activity to 
synthesize the learning.

 Conclusion

Climate leader Bill Scott (2012) observed, “In the end, we will conserve only what 
we love, we will love only what we value, and we will value only that we have come 
to appreciate through experience.” His thoughts about the conservation of nature 
reflect the hard truths about sustainability that we face today and in the future. 
Meeting the needs of all people and the planet will require sacrifices and changes 
that are daunting to consider. It is not surprising that action for the SDGs has been 
slow in Canada and around the world and that “Despite the growing global prob-
lems of unsustainable consumption and environmental degradation, which threaten 
the health of the planet and our survival, many students and teachers are not taking 
action for sustainable living” (MacDowell, 2021). What role should teacher educa-
tion play in addressing our social-environmental issues? How might faculties of 
education offer learning opportunities to foster sustainability knowledge and values 
in pre-service and in-service teachers?

This chapter addresses the ongoing challenges of ESE in teacher education pro-
grams and school systems by supporting teachers in designing immersive learning 
experiences with connections to natural environments and SDG targets. The VR 
course Designing Immersive Experiences for K-12 Learning Environments inte-
grated the teachers’ technological pedagogical content knowledge to design inten-
tional and meaningful learning immersive learning experiences. Although the 
relationship between technology and ESE is arguably contentious, we need to 
explore new approaches for engaging and connecting students with sustainability 
education for greater planetary resilience. Immersive technologies are evolving rap-
idly as the world’s leading technology companies invest in what they predict will 
become a primary mode of human communication and interaction. It is imperative 
to build an ethical foundation for the positive change that new technology can bring 
and advance knowledge for designing immersive environments toward goals that 
benefit the lives of people and the planet. Further, we need multi-disciplinary 

Teachers Designing Immersive Learning Experiences for Environmental…



184

partnerships to unite our efforts and study how immersive learning technologies can 
help shift the world onto a sustainable and resilient path for present and future 
generations.
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Teachers Facilitating Student Virtual 
Reality Content Creation: Conceptual, 
Curriculum, and Pedagogical Insights

Erica Southgate

Abstract This chapter contributes insights into how teachers can make curriculum 
design and pedagogical choices that enhance students’ agency to meet learning out-
comes through virtual reality (VR) content creation. The focus is on achieving 
deeper learning by unleashing student creativity through easy-to-use VR authoring 
tools that enable students to design their own virtual environments.

Keywords Children · Digital learning · Metaverse · School · STEM education · 
Virtual reality

 Introduction

Educators and researchers have become increasingly interested in empowering stu-
dents as active learners through new media content creation (Grizioti & Kynigos, 
2021), including learner design of immersive virtual reality (VR) (Southgate, 
2020b). VR can be defined as a 3D computer-generated environment—highly imag-
inative or a realistic simulation—that can be experienced via a computer or mobile 
device screen, a surround-screen projection room, or via a head-mounted display (a 
VR headset or goggles). This chapter focuses on VR mediated by a headset, known 
in scholarly circles as immersive VR (Slater & Sanchez-Vives, 2016).

The aim of this chapter is to present insights into how teachers can make curricu-
lum design and pedagogical choices that enhance students’ student agency and abil-
ity to meet learning outcomes through VR content creation, especially using ‘no 
code create’ sandbox applications. These insights derive from the VR School Study 
(www.vrschoolresearch.com), a multi-site research project that commenced in 2016 
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and continues to this day. This chapter begins with a vignette from the case studies, 
followed by a succinct review of the literature. The research methodology is then 
outlined. A set of conceptual frameworks are subsequently discussed and woven 
together into a new curriculum development process for student VR content cre-
ation. Each phase of this process is then elaborated on with examples from two VR 
School case studies: one in junior secondary science and the other in senior drama. 
The chapter concludes with a set of suggestions for teachers on embedding student 
VR content creation into their classrooms.

Vignette

Three girls in junior high school science have formed a group to create a model of 
the human heart in Minecraft VR. They set about researching the form and function 
of the heart. Working on screen and in VR, they create a human heart that they can 
fly around and into when in VR. The heart is huge, and its chambers can be toured 
in the correct direction of blood flow which pulsates through the organ like a river. 
Fun facts are posted inside each of the chambers, and after the tour, they leave the 
heart by flying out its aorta.

Meanwhile, at another school, students in senior drama work in groups to proto-
type a set design using the 3D painting application Tilt Brush. They seek to under-
stand how the symbolism of a Gothic play might be represented in a set to realize a 
directorial vision. They create designs on paper and then take turns in Tilt Brush to 
develop their design. With one student in VR, the others look at the creation process 
in action on the computer screen, making suggestions. In these interactions, learn-
ing in the virtual design studio of Tilt Brush merges seamlessly with learning in the 
real drama studio.

 Immersive VR for School Education

While there is significant research on learning in screen-based virtual worlds 
(Peachey et al., 2010), this review concentrates on immersive VR and school educa-
tion. A recent systematic review on the topic in K–12 and higher education (Pellas 
et al., 2021) located 46 journal articles published between 2009 to mid-2020, of 
which 21 reported on research conducted in schools. The review found that students 
in many K–12 studies achieved learning of complex material and developed creativ-
ity, problem-solving, and metacognitive skills. Only two of the 21 studies in the 
review mentioned a collaborative or participatory methodology, which assumed 
teacher-as-researcher involvement.

There is evidence that VR experiences can produce positive learning outcomes 
for elementary and secondary school students (Calvert & Abadia, 2020; Wu et al., 
2020), generate increased interest in science careers for secondary students, 
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including girls (Makransky et al., 2020a), and develop empathy in middle school 
students via an anti-bullying intervention (Ingram et al., 2019). Some research com-
paring the effects of learning the same material with VR versus other media shows 
more equivocal results (Makransky et  al., 2020b; Parong & Mayer, 2018). Most 
research concentrates on evaluating the effect of VR experiences on learning out-
comes where university researchers give students VR applications (either in their 
labs or in school) and then measure impact on specified areas of learning such as 
content knowledge, procedural mastery, or affective domains. Exceptions are work 
by Chang et al. (2020), who document the positive influence of peer feedback on 
improving VR design, and Yiannoutsou et al. (2021), who explore embodied peda-
gogy through designing a non-visual VR math application for children with visual 
impairment.

As the systematic review by Pellas et  al. (2021) indicates, there are very few 
examples of studies where teachers are genuine co-researchers. Such research is 
participatory in nature and focuses both on exploring student learning through VR 
and understanding pedagogical and curriculum choices that can facilitate learning. 
The VR School Study is the first and longest continuous investigation of how differ-
ent types of VR can be embedded in elementary (primary) and secondary school 
classrooms as a regular part of learning across a variety of subject areas. The study 
differs from experimental, short-term intervention research. It is conducted over 
extended periods of time (6 months to 2 years) in classrooms with teachers as co- 
researchers. The study has yielded findings on the ethical and safe use of VR schools 
(Southgate et al., 2017) as well as on organizational facilitators and constraints to 
embedding the technology (Southgate et al., 2019). It has investigated peer-to-peer 
collaboration, metacognition, problem-solving, and creativity in-situ in virtual 
worlds (Southgate, 2020b). A key focus across school sites and subject areas has 
been theorizing curriculum development and pedagogical practice that can leverage 
VR for deeper student learning (Southgate, 2019).

 Methodological Snapshot of the Two Case Studies

As participatory inquiry, the VR School Study seeks to enable people to investigate 
aspects of their lives, including work and education, so they can be empowered to 
make change for the better (Kemmis & McTaggart, 2005). It is research with teach-
ers and students, not on them, and reflects a commitment to teachers being part of 
building the evidence base for their profession. The study is guided by a number of 
research questions investigated across sites, including: (1) What pedagogical 
approaches work best with VR? and (2) How can the curriculum be tailored to use 
VR for deeper learning? The case studies discussed in this chapter implemented a 
mixed methodology design in two secondary schools (see Table 1 for a description 
of the setting, participants, method, and scope of data).

The research was approved by the University of Newcastle Human Ethics 
Committee (Approval No. H-2017-0229) and the New South Wales Department of 
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Table 1 Overview of setting, participants, and data type and scope from two case study sites

Study setting
Callaghan College junior secondary 
science Dungog high school senior drama

Two junior high school campuses in an 
urban setting serving a low-income 
school community

One high school in a rural setting 
serving a low-income school 
community

Sample 48 students (21F, 27 M) from 2 mixed 
ability classes of year 9 students (ages 
13–15). Control group knowledge test 
(n = 134)

9 students (6F, 3 M) from 1 class of 
mixed ability year 11 students (ages 
16–17)

Type and 
scope of data

In-class observation (38 h)
Audio recording in VR room (15 h, 50 
mins)
Hand-held video (3 h, 26 min)
Screen capture of students in VR (21 h)
In-class student interviews (n = 35)
6377 word written real-time reflection 
(university researcher)
Teacher (n = 4) interviews
VR work samples for all students
Pre- and post-test knowledge test for 
VR and control group
Empirical data collection duration 
5 months (does not include the 
planning, analysis, write-up phases)

In-class observational hours (4 h, 
30 min)
Hand-held video recording (1 h, 
59 min)
Screen capture of students in VR (1 h, 
50 min)
Photos of design work in VR (n = 56)
Photos of design work outside of VR 
(n = 53)
Student group interviews (all students, 
19 min 50 sec)
Teacher (n = 3) interviews (1 h 
12 min)
3506 word written real-time reflection 
(university researcher)
1876 word written real-time reflection 
(teacher-researcher)
VR work samples for all students
Empirical data collection duration 
2 months (does not include the 
planning, analysis, write-up phases)

Technological 
aspects

6 × Oculus Rift and touch controllers (3 
rifts per class at each school) paired 
with Alienware laptops and Minecraft 
VR software

2 × Oculus Rift and touch controllers 
paired with Alienware laptops and Tilt 
Brush software

Education (Approval No. 2017396). Parents/caregivers were provided with a printed 
and video information statement and parental consent and child assent form that 
allowed for the collection of grades, work samples, interviews, and deidentified still 
and video photography.

This chapter draws on insights from the case studies and uses conceptual tools 
(discussed in the next section) and data, such as student and teacher-interview 
extracts and VR work samples, to illustrate phases in curriculum development for 
student VR content creation.
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 Conceptualizing Curriculum Design for Student VR 
Content Creation

Three conceptual frameworks are relevant to this chapter. The first is that of learning 
affordances. Affordance refers to the actual or perceived properties of something 
and how these can suggest how it might be used or interacted with (Kaptelinin & 
Nardi, 2012). By extension, learning affordance implies the potential (utility) of a 
technology for learning (Bower, 2008). The learning affordances of VR are

• First-person perspective experiences. Viewing the virtual world directly through 
one’s own eyes or the viewpoint of another (e.g., seeing the world through the 
eyes of a child).

• Natural semantics. Understanding the basis of something abstract before explicit 
learning (e.g., manipulating angles before learning about angles in 
mathematics).

• Size and scale manipulation. Learners changing the size of themselves, objects, 
or environments to interact with micro/macro worlds (e.g., travelling through the 
body as a blood cell).

• Reification. Transforming abstract ideas into perceptible representations (e.g., 
understanding the concept of instinct by embodying a fish avatar that swims with 
the school to survive).

• Transduction. Extending capability to feel data that is beyond the range of senses 
or experiences (e.g., flying above a simulated migration path of whales) (Dalgarno 
& Lee, 2010; Mikropoulos & Natsis, 2011).

The second conceptual framework from Southgate (2020b) proposes that while 
educators and researchers often focus on the technical differences between VR 
hardware and the interactive potential of the software, it is more important to recog-
nize that pedagogically, VR should not be conceived of as a singular phenomenon. 
There are different pedagogical uses for VR. For example, VR might be (1) a one- 
off learning experience that acts as a stimulus in a lesson, (2) a form of immersive 
digital media for student content creation, (3) an instructional tool for learning a 
bounded set of declarative or procedural knowledge, or (4) a total learning environ-
ment such as a fully developed virtual science lab. Pedagogically, VR can be con-
ceived as any or all these things depending on its design, affordances for learning, 
and how it is used in the classroom through curriculum design.

Extending on the idea that pedagogically VR is not one thing, Southgate (2020b) 
presents a non-hierarchical typology (Table 2). This typology classifies VR by (1) 
the degree of embodiment (or what you can do with your real and avatar’s body in 
the virtual environment); (2) potential to affect the virtual environment or objects or 
agents (avatars and non-player characters) in a meaningful way through interaction, 
navigation, and/or creation; and (3) the extent of learner autonomy over learning in 
and with VR.

The VR School Study focuses on using ‘no code create’ sandbox applications 
across a variety of subject areas and age levels. Sandbox applications, accessible to 
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Table 2 Typology of immersive VR environments by learner interaction and autonomy

Swivel A ready-to-use environment relying on a relatively stationary learner rotating their 
head/body to experience the surrounding virtual world

Explore A type of ready-to-use environment allowing for unguided or guided exploration, 
either through a handheld controller or gaze, to explore a fully simulated or 360° 
photograph or video environment

Discover An environment with embedded, fully interactive activities and tools that enable 
learners to independently undertake learning and assessment tasks that are usually 
curriculum- or competency-based

No code 
create

An authoring or content creation toolbox (sometimes called a sandbox) allowing 
learners to produce their own 3D objects, models, designs, prototypes, and artwork 
without needing to code

Code to 
create

Game engines (e.g., Unity, unreal) and other programs that require coding to create 
virtual objects/worlds

Social VR Commercial (mostly free to enter) permanent 3D virtual worlds that allow people 
in 3D (and sometimes 2D mode) to socialize, play games, and meet for leisure and 
learning

all regardless of programming knowledge, allow students to create fully realized 3D 
virtual objects, avatars, and virtual environments to tell a learning story. While 
Table 2 provides a scaffold for educators to better understand and select VR applica-
tions for their classrooms, it is also an idealized representation; there can be a cross- 
over between categories. For example, social VR applications often have sandbox 
spaces that provide users with content creation tools.

The third theoretical framework applied in Southgate’s (2020b) research is 
Shulman’s (2005) idea of signature pedagogies. Signature pedagogy refers to 
favoured ways of teaching in a specific discipline (or school subject area derived 
from a discipline) and how it relates to the professional practice of the discipline. 
For example, a signature pedagogy of geography is the field trip; in second language 
teaching, acquiring foundational vocabulary is linked to practising everyday inter-
actions with people and historical or cultural places. The idea of signature pedago-
gies can assist teachers to reflect on the foundational instructional approaches of 
their subject area and why these approaches figure so prominently in professions 
related to the disciplines. Identifying the strengths and limitations of signature ped-
agogies can offer a starting point for curriculum design for the use of VR in class-
rooms. Rather than trying to invent new instructional approaches, Southgate (2020b) 
argues that teachers should begin by leveraging their signature pedagogies to 
develop VR tasks integrated into units of work, a practice illustrated in the next sec-
tion of this chapter.

It is useful to understand how these frameworks (pedagogies) look like in prac-
tice. Figure 1 illustrates the synergies between the frameworks by combining them 
to form the curriculum development process for student content creation. This pro-
cess is particularly relevant for using ‘no code create’ VR applications.
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Fig. 1 Curriculum development process for student VR content creation

 Unpacking the Five Phases of the Curriculum 
Development Process

 Phase 1: Identifying Content Standards and Practical Planning

If the school is just beginning its VR journey, some initial research into technology 
options is required. What can certain hardware do in terms of the user and creator 
experience? What are the manufacturer’s age recommendations for hardware? Does 
the software allow students to create virtual environments or participate in virtual 
environments easily? Teachers need as much time as students do to play with hard-
ware and software. For an experiential technology, this is key to making informed 
hardware and software choices.

Investigating the school’s network capability and reliability and whether applica-
tions require whitelisting is vital to ensure smooth learning experiences and easy 
firmware and software updates. With emerging technology such as VR, teachers and 
students should expect some degree of technical failure: screen-capture video of 
students working in Minecraft VR at Callaghan College indicated the technology 
stopped working around 13% of the time due to network drop-out, tracking issues, 
and unspecified causes. As one science teacher from the Callaghan study remarked:

The biggest issues weren’t so much around the pedagogy. All the teachers that were 
involved had really good ideas on how to implement to VR into it (the curriculum). It more 
the technology side (such as) learning to work within the Department’s … network and then 
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there’s the hurdle of kid’s access to technology because a lot of kids don’t have the technol-
ogy (mobile computing devices) to bring and the ones that perhaps do, it might not be the 
right type of equipment for the project … And interesting things like copying a (Minecraft) 
world from a (mobile) device to a laptop when connectivity is not all it should be, stopping 
and restarting servers, and keeping kids on track when their devices aren’t working.

In both VR School case studies, Oculus Rift hardware was chosen because at the 
time it offered state-of-the-art six degrees of freedom (6DoF) VR with natural ges-
tural control and fully tracked bodily interaction. Put simply, 6DoF refers to how 
hardware can facilitate a wide range of movement in VR, and this translates to full 
interactional opportunity and feelings of immersion. The need for reasonably sized 
play areas did cause issues in  locating classroom or connected-classroom spaces 
large enough at Callaghan College to safely accommodate the areas needed for the 
tracking system to work. The idea was to embed VR into regular classrooms rather 
than have students travel to a specially set up VR lab. In one case, the VR equipment 
was set up in a (barely large enough) storeroom attached to the classroom (Fig. 2), 
while in the other, an old science preparation area attached to the classroom 
was used.

At Dungog High School, the drama studio was a large, open-plan room that eas-
ily accommodated the two VR play areas (Fig. 3). Even today’s all-in-one headsets 
require reasonably large play areas. The spatial onfiguration of schools designed for 
the industrial age is not really suited to embedding VR into classrooms, so advanced 
timetabling of suitable spaces may be required.

Fig. 2 The VR set up in the smaller storeroom space off the classroom at Callaghan College
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Fig. 3 The VR set up in the Dungog High School drama classroom

In this phase, small teams of teachers at both Callaghan College (science and 
ICT teachers) and Dungog High School (the drama teacher and librarians) explored 
with the university-researcher the syllabus-mandated content standards available 
within the current year’s curriculum program sequence to identify possible units of 
work that might suit VR content creation. At Dungog High School, the drama 
teacher identified how an upcoming unit of work on directorial vision using a mod-
ern Gothic play as its centrepiece would be a great springboard for her students to 
develop set and costume designs in VR. The Callaghan College team identified a 
biology unit of work on the human body as one in which students might make mod-
els of body organs in VR.

 Phase 2: Identify the Pedagogical Use of VR

After doing a preliminary identification of a possible unit of work within the pro-
gram sequence, teachers turned their attention to which pedagogical use of VR they 
would adopt. Both case studies were based on the pedagogical conception of VR as 
a form of immersive media that could give students an opportunity to demonstrate 
their content mastery and collaborative and problem-solving skills through design-
ing interactive objects or environments for an authentic audience. Opportunities for 
creative fun would be married to more serious learning endeavours such as collab-
orative research and prototyping.
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 Phase 3: Explore and Select VR Applications Based 
on Learning Affordances

Teachers explored appropriate ‘no code create’ sandbox applications, with Callaghan 
settling on Minecraft VR because students were already familiar with Minecraft and 
Minecraft Education Edition. As a networked application, Minecraft VR allowed 
groups of students to collaborate in screen mode and in VR. The experience of see-
ing friends as avatars in the same space and interacting together to create was excit-
ing for students. The first-person perspective learning affordance allowed students 
to work together in VR as they would in real life, by collaboratively selecting a site, 
building their body-organ models by communicating about materials and engineer-
ing aspects for interactive design, and flying together to evaluate the creation from 
afar and close-up. The most promising learning affordance was that of size and 
scale manipulation. Students could build models that allowed for feelings of fully 
embodied interior exploration of the model as well as an exterior experience. There 
was also potential for reification, with abstract concepts about the human body 
being bought to life in more embodied ways.

Tilt Brush was selected for the senior drama class because it offered an infinite 
virtual design studio with the ability to easily 3D paint (and repaint), position, and 
resize objects for costume and set design. Its animation and theatrical lighting 
effects, including manipulation of the colour and tone of the lightbox, allowed stu-
dents to explore mood and the ability to teleport around the created objects to get 
different perspectives (from the audience, an actor, or the director).

 Phase 4: Reflect on Signature Pedagogies 
and Develop Curriculum

One of the signature pedagogies of science involves using models to deepen learn-
ing. Therefore, it was logical that science teachers would leverage this in their 
design of the VR task. The biology unit of work included direct instruction lessons 
and labs as well as self-directed learning through an online module. The VR task 
required students to work in small groups to research a body organ, build a model 
of it in VR to demonstrate understanding of form and function, and take peers, the 
teacher, or the researcher on a guided tour of it in VR. The unit of work ran over 6 
to 7 weeks (21 h total with 12 one-hour lessons for VR). As each class had only 
three Oculus Rifts, groups cycled in and out of VR every 15–20  min. Students 
would design on screen and work incredibly quickly in VR to evaluate their prog-
ress and make changes. The limited access to VR time meant that most groups were 
on-task most of the time, as demonstrated in the analysis of screen-capture video of 
learners in VR (Southgate, 2020a).

The drama teacher also chose to weave the VR component through the unit of 
work on a directorial vision that spanned over 4 weeks with 5 one-hour VR lessons, 
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although many students used the equipment at lunchtime. The unit of work involved 
direct instruction, self-directed research, visual art, and performative elements. 
Since students were required to produce a traditional cardboard set box design as 
well as the VR set and costume design component using Tilt Brush, the prototyping 
work in VR informed the production of the cardboard mock-up. The teacher lever-
aged VR to create a nexus between the traditional set box mock-up exercise, a sig-
nature pedagogy in theatre studies, with the opportunity to prototype at a real scale 
in VR. The drama teacher also drew on another signature pedagogy, improvisation, 
in her flexible pivoting during the unit of work. However, it became evident that 
costume design was less successful in Tilt Brush because some students did not 
have high-level drawing skills, so mid-unit of curriculum work, she shifted the 
focus to set design. The teacher was comfortable trusting a more open-ended cre-
ative process with students, concentrating on what they learned together in terms of 
collaboration and a deepening understanding of abstract ideas such as symbolism, 
rather than solely on the technical perfection of the end VR product.

 Phase 5: Implement Unit of Work, Reflect, and Review

While not without its challenges, most of the students produced imaginative and 
novel designs in VR that demonstrated mastery of content knowledge, the power of 
collaboration, and the development of problem-solving skills. For example, one 
group of girls in the science class developed a model of the human heart that could 
be toured internally (Figs. 4 and 5) as described in the vignette that opened this 
chapter. In Fig.  5, the placard reads “This is not a model of the outside but the 
inside.”

A group of boys built a skyscraper of a brain (Figs. 6 and 7) which was labelled 
correctly and used Minecraft engineering to represent its electrical impulses in an 
interactive way. Another group created an enormous eyeball that was toured via a 

Fig. 4 External view of heart model with student avatars flying around it
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Fig. 6 The model of the brain with spinal column with transparent side (right) demonstrating 
electrical functions of the brain

Fig. 5 A student avatar enters the heart with fun fact placards ahead in the right atrium

rollercoaster that went around and inside the eye to exit via the optic nerve (the 
internal part of the eye was labelled with fun facts).

The drama students revelled in Tilt Brush, commenting on how the first-person 
learning affordances of the application deepened their understanding of the abstract 
idea of directorial vision:
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Fig. 7 A student avatar in the transparent side of the brain where Minecraft red stone material was 
used to represent electrical impulses

I think it (Tilt Brush) helped all of us because we are basically coming from an audience 
perspective. We’re looking at it. We’re not just the creators of something on a piece of paper. 
We’re basically sitting down like we’re on a stage looking at this dark area and we have this 
piece of light and the costume or (elements of) the set design and we’re able to see, ‘Oh that 
doesn’t look good (or) I don’t understand what that means, and we’re able to change it.’

The drama teacher reflected on what VR bought to learning in her classroom:

The process of taking their directorial vision into the VR space allowed them to think more 
about the audience’s experience and really immerse themselves in the director’s role. ... In 
the design process there is a lot of experimentation and collaboration required. Tilt Brush 
has endless features that allow this to occur. Sketches could be saved, videoed, gifs made 
and photographed, and this process of documenting their ideas helped the students reflect 
on their ideas more. The quality of their ideas developed further. ... The Tilt Brush program 
was an endless space, which incorporated many amazing creative features. Designs could 
be instantly erased and then re-created quickly. ... As the teacher, I had to take a risk with 
new technology and not be frightened of not knowing absolutely everything about the soft-
ware. After a while, the students were teaching each other and me. Just do it (use new 
technology)! It isn’t scary and you don’t have to know everything.

In both case studies, teachers reflected on the need to factor in enough time for stu-
dents to familiarize themselves with the application before beginning the learning 
task. They felt they could have spent longer on the VR task if not constrained by the 
need to get through the mandated curriculum. They highlighted the unique learning 
that VR facilitated: from bringing scientific knowledge together with creativity to 
providing a virtual studio where rapidly prototyping set design was as easy as click-
ing a button on the controller.
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 Strategies for Implementation of Design

The following strategies have been developed by synthesizing key findings from the 
two case studies. Teachers considering the use of ‘no code create’ VR applications 
in their classrooms should

• Experiment with VR technology. VR is an experiential technology, and teach-
ers need to seek out, experiment, and play with different types of VR to grasp its 
potential for learning in their subject area.

• Start planning early. Embedding an emerging technology like VR in school 
classrooms will involve technical, organizational, and curriculum decisions and 
problem-solving, and so early planning is vital. Teachers should factor in long 
lead times for practical implementation.

• Integrate VR into the curriculum. Design curriculum units of work that weave 
VR tasks into the curriculum rather have VR be the curriculum. VR can add 
variety to a teacher’s instructional repertoire and offer unique student learning 
experiences in a well-developed unit of work that carefully considers how the 
learning affordances of the technology can best be leveraged in the subject area.

• Empower students to be creators of VR content. Student content creation, 
usually through small group work, is key to deeper learning. VR allows students 
to demonstrate content mastery by manifesting it through imaginative creations 
and sharing them with others. This is more important than teachers producing 
VR content for students.

• Understand that the process of VR content creation is as important as the 
product. Teachers should focus on what is being learned through the process of 
VR design, not just the final product, and formative and summative assessments 
should reflect this.

• Play and have fun. Use the curriculum design process for student VR content 
creation as a scaffold to guide your own progress and have fun learning with your 
students along the way. Recognize that when using new technology, students can 
sometimes scaffold teacher learning.

 Conclusion

This chapter presented insights from the VR School Study on how curriculum 
design and pedagogical choices can enhance students’ agency and enable them to 
meet learning outcomes through VR content creation. The chapter focused on ‘no 
code create’ VR sandbox applications that provided students with easy-to-use 
authoring tools to create their own virtual environments. Case studies from junior 
secondary science and senior drama classes illustrated how different types of sand-
box applications can be integrated into a curriculum for deeper learning. The chap-
ter also presented a new and practical framework to assist teachers with curriculum 
development decisions and pedagogical choices. It is important to conduct more 
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research in the natural setting of the school with teachers as co-researchers so that 
curriculum and pedagogical frameworks focusing on VR can develop from practice 
as well as theory. Research in real classrooms highlights the tensions of embedding 
an emerging technology in schools and, importantly, the students’ perspectives on 
using the technology for learning. Student creativity lies at the core of this chapter, 
and it is incumbent on teachers to scaffold student understanding of the affordances 
of VR so their imaginations can be truly unleashed in the learning process.
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PEGS: Pretraining, Exploration, Goal 
Orientation, and Segmentation to Manage 
Cognitive Load in Immersive 
Environments

Camila Lee and Meredith Thompson

Abstract As virtual reality (VR) becomes more affordable and available, educators 
need to understand how to evaluate VR experiences and how best to incorporate 
them into their classes. This article suggests evaluating VR experiences through 
presence and agency and incorporating VR experiences using PEGS: Pretraining, 
Exploration, Goal orientation, and Segmentation.

Keywords Biology · Cellular biology · Cognitive theory of multimedia learning · 
Pretraining · Segmenting · STEM · Virtual reality

 Introduction

Educational technology allows teachers and students to access a wealth of informa-
tion, enriching the classroom experience. Educators with access to the right 
resources and support can bring new dimensions of learning to their classroom 
through virtual experiences. Well-designed immersive virtual reality (VR) experi-
ences have the unique ability to make users feel as if they are physically present and 
can have significant interactions with a context-rich simulated environment 
(Makransky & Petersen, 2021). VR has the potential to bring engaging, situated, 
and embodied learning experiences into the classroom (Cook & Thompson, 2021). 
Students can learn about ancient Egypt by exploring the tombs within the pyramids, 
understand deep-sea vents by swimming alongside them, walk with elephants on 
the African savannah as they read the book Walking with Elephants, and explore 
Mars without even leaving the Earth (Bailenson, 2018; Thompson, 2018). The 
increasing availability and affordability of VR technology gives educators even 
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more ways to engage students in learning (Kaser et al., 2019). Yet even as VR head- 
mounted displays (HMDs) become more available, barriers to including immersive 
technology in schools persist. In addition to acquiring and managing technology- 
related logistics, educators must also find enriching experiences, integrate the expe-
riences into existing curricula, and account for limitations in the amount of time 
users can comfortably be in an immersive virtual environment (Cook & 
Thompson, 2021).

In this chapter, we focus on how educators can find and take existing VR experi-
ences and design activities around them to successfully integrate existing immersive 
learning experiences into their classrooms. To explore options for embedding 
immersive learning into classrooms, we must first understand how learning happens 
in immersive environments. To that end, we draw from two theories of how learning 
happens in multimedia environments: the cognitive theory of multimedia learning 
(CTML) and the cognitive affective theory of immersive learning (CAMIL). CTML 
discusses broadly how individuals process multimedia environments (Mayer, 2020), 
and CAMIL applies that model specifically to immersive environments (Makransky 
& Petersen, 2021). We have reviewed a subset of strategies—specifically pretrain-
ing and segmenting (Mayer & Moreno, 2003)—for managing cognitive load in 
multimedia environments, focusing on the ways educators can bookend existing VR 
experiences as they plan to embed them in their classrooms. We have chosen to 
present pretraining and segmenting first as they have been well established in mul-
timedia research and are easily applicable to VR. Then we integrate these strategies 
into a small study that we designed to examine two ways of framing VR activities: 
goal-oriented and exploration-oriented. Finally, we bring these ideas together in a 
set of strategies educators can use to evaluate and select experiences and integrate 
them into their classrooms.

 Vignette

Tania’s high school biology students are in a vocational technical program at an 
urban school in the northeastern US. Her students study topics such as plumbing, 
woodworking, and culinary arts, and describe themselves as hands-on learners and 
visual learners. The topic of cell biology can seem abstract to Tania’s students, so 
when she heard about the game called Cellverse, she was eager to see if the game 
could appeal to her students’ preferred learning modalities. During her planning, 
she found she had many questions about how to integrate the game into her class. 
What should she do to prepare her students? Should they do the entire game at 
once? Will her students be overwhelmed by the activity? Will her students get nau-
seous if they are in the activity for too long? What is the best way for her to help her 
students get the most out of this VR experience?
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 Making Cellular Biology Hands-on Through VR

In this chapter, we answer some of Tania’s questions by exploring how educators 
can make use of the game Cellverse in their classes and how educators can prepare 
their students for success in using VR technology. Cells are central to the under-
standing of biology, so all high school biology teachers must find ways to get their 
students to learn about cells. Despite the advances made in the field of biology, most 
biology educational materials remain deeply rooted in traditional, two dimensional, 
simplistic, and schematic depictions of cells (Vlaardingerbroek et al., 2014). These 
representations portray the cell as a static, sparsely populated collection of organ-
elles and do not capture the dynamic and complex environment of this building 
block of life (Thompson et al., 2021a). Often, one activity associated with the unit 
on cells is a project requiring students to design and build cell models using com-
mon household materials such as paper, macaroni, string, glue, and any other mate-
rial they have on hand. However, students’ cell design projects serve only to replicate 
students’ notions of cells as flat, mostly empty entities (Thompson et al., 2021a, b).

To address the need for updated teaching materials, we designed a game called 
Cellverse. In Cellverse, students have a chance to learn about biology from the 
inside out by actively exploring and interacting with a virtual environment 
(Thompson et al., 2021a, b). Cellverse is designed to capture the complexity of cells 
by accurately representing both the types and structure of organelles and the num-
bers of each organelle in the cell. Using a combination of theory and experience, we 
describe how we have designed Cellverse and how we have scaffolded the experi-
ence using cognitive theories and principles of instructional design to provide the 
best possible learning experience.

 Design Frameworks: How Does Learning Happen 
in Immersive Environments?

Any educator who intends to include immersive learning in their classroom will be 
confronted with the questions “But, why VR?” or “How is VR better than just 
watching a movie?” CAMIL answers this question by clarifying the two unique 
affordances of VR compared to other media: presence and agency. Presence is the 
psychological feeling that one is in the immersive environment (Slater & Sanchez- 
Vives, 2016), and agency is the degree to which the user is able to interact with the 
environment (Tapal et al., 2017). All learning is filtered through different constructs, 
including motivation and self-regulation, which are factors educators can influence 
even outside of the VR environment. A number of studies have supported the idea 
that VR experiences are motivating for learners (e.g., Makransky et al., 2019, Parong 
& Mayer, 2018). More recent research has shown that immersion alone positively 
affects learning when comparing video games with the same level of interactivity 
(Thompson et al., 2021a, b).
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To maximize learning when using VR in the classroom, we suggest selecting 
experiences with rich and representative environments that can promote the feeling 
of being in the environment (presence) and allow the learner to interact with the 
environment (agency). If finding, filtering through, and selecting VR experiences 
may seem like a daunting task, consider involving students in the search. With a 
systematic approach to the search, students can be excellent researchers and evalu-
ators of potential VR experiences. For example, Kaser et al. (2019) describe a high 
school VR class where students search for and evaluate VR experiences, share them 
with teachers who may be interested in them, and work closely with the teachers to 
help them integrate those VR experiences in their classes. The high school students 
bring and manage the equipment, help troubleshoot and provide technical support 
for the teacher during the lesson, and return and keep track of the equipment at the 
end of the session (Kaser et al., 2019).

While CAMIL is helpful for designers in creating immersive environments, the 
principles of CTML provide guidelines that educators can also use as they embed 
VR within their courses. CTML states that the primary mechanisms of learning are 
memory and processing (Mayer, 2005). When learning through multimedia, the 
brain processes visual and audio inputs in two separate channels and then joins them 
together. All learning requires a certain amount of cognitive load, which CTML 
deems essential processing. However, when a learner’s essential processing exceeds 
their cognitive capacity, the processing does not facilitate learning, and the learner 
can experience excessive cognitive load. Mayer and Moreno (2003) provide some 
strategies designers can use to help manage cognitive load. The two strategies that 
educators can use in their classes are pretraining and segmenting.

 Managing Cognitive Load Through Pretraining

In pretraining, learners are provided a summary of what they will see in the immer-
sive experience (Checa & Bustillo, 2019). When the group described in this chapter 
played the game Cellverse, we provided them with a traditional schematic of a cell 
before they played the game. Research suggests that background knowledge is an 
important factor in how much individuals can learn from multimedia experiences 
(Thompson et al., 2020). Pretraining has been proven successful for reducing cogni-
tive load during a VR experience (Meyer et al., 2019). In other VR experiences, it 
may be helpful to provide a map (if exploring a territory), or an overview of the 
characters learners may see while in the virtual world. Since giving learners a sense 
of what to expect in the virtual environment reduces cognitive load, we encourage 
educators to consider incorporating pretraining before the simulation to help stu-
dents prepare for the virtual experience and manage cognitive load.

C. Lee and M. Thompson



209

 Managing Cognitive Load Through Segmenting

Segmenting breaks down the experience into smaller, more manageable pieces 
(Parong & Meyer, 2018; Rey et al., 2019). Segmenting can be designed into the 
experience or overlaid on the experience by controlling the time spent in the virtual 
environment. Cellverse incorporates three forms of segmenting. Participants start 
out in the “projection,” a part of the cell that does not have many organelles. This 
allows participants to learn the hand controller functions and become familiar with 
parts of the cell. We designed a non-player character (NPC) named FR3ND, who 
also serves to segment the experience. FR3ND guides users through the tutorial and 
introduces them to the functions available in the game, as shown in Fig. 1. FR3ND 
accompanies players during the game, providing clues to ensure they are not too 
overwhelmed by the environment. In Fig.  2, FR3ND accompanies a player in 
the cell.

Another way to segment is to have participants vary their time in and out of the 
VR headset. In the game BioDive by Killer Snails, students put on the VR headsets 
to go on scientific expeditions, such as scuba diving to monitor coral colour and 
quantity of underwater creatures or taking a boat to collect water-quality data. They 
then remove the headsets so they can analyze the data in digital science journals 
(personalized websites) to create hypotheses and build models. One can also seg-
ment the experience by putting a time limit on VR. In the case of Cellverse, each 
student was given between 20 and 25 min in the environment. Segmenting helps 

Fig. 1 FR3ND introduces the functions of the game
Note. FR3ND, a non-player character, helps segment Cellverse by introducing the controls for 
the game. The tutorial starts in a projection of the cell, segmenting the introduction to the 
controls and introducing players to the more complicated cell environment.
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Fig. 2 FR3ND in the centre of the cell
Note. After the tutorial, the player follows FR3ND to the central part of the cell, which shows 
a densely packed environment with many different organelles. FR3ND offers advice along 
the way, directing users’ attention to important features in the game.

with information processing, and limiting time in VR can also prevent nausea, espe-
cially for individuals who aren’t frequently in VR.

 Implementation: Goal-Oriented or Open Exploration

VR is a sensory rich experience, which makes it both highly engaging and poten-
tially overwhelming. We were curious about additional ways to implement learning 
experiences that could manage cognitive load among learners. As we did not find 
research directly addressing this topic, we conducted a small study to learn more 
about these two options for educators. We were guided by the following two research 
questions:

• How would cognitive load differ if the learner were given a clear goal (goal- 
oriented) in the virtual world versus being able to explore freely 
(explore-oriented)?

• What impact would goal orientation versus open exploration have on learning 
and cognitive load?

One common critique of current research in VR is that many experiences are 
accessed only once; thus, potential outcomes of multiple uses are unexamined 
(Pellas et al., 2020). For this study, we designed a learning experience where partici-
pants would have two chances to interact with Cellverse. These multiple 
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opportunities allow us to examine retention of the material over time as well as try 
different approaches to introducing the activity, such as starting with either a spe-
cific goal or open exploration. Providing multiple opportunities for the students to 
interact with the virtual environment also works well with the strategy of segment-
ing the material for learners.

 Method

We recruited six college-level participants from a summer program at a technical 
institute in the northeastern US to try Cellverse twice, approximately one week 
apart. Participants accessed Cellverse using the Quest 1, a head-mounted display 
(HMD) manufactured by Facebook/ Oculus. Participants were assigned to one of 
two groups as they indicated interest in the study: either a “goal/explore” group or a 
“explore/goal” group. During the first session, the three participants in the “goal/
explore” group were given the goal of looking for a specific organelle when they 
tried Cellverse while the three participants in the explore/goal group were allowed 
to explore the cell freely. During the second session, those instructions were 
switched as shown in Fig. 3. Each session was approximately 40 minutes long. The 
goal-oriented group was instructed to find two specific organelles: the rough endo-
plasmic reticulum (RER) and the nucleus. The explore-oriented group was told they 
had the freedom to explore the cell in any way they wanted.

We measured learning through cell drawings, and measured cognitive load, pres-
ence, and agency through standardized surveys (Klepsch et al. 2017; Tapal et al. 
2017; Vorderer et al. 2004). At the beginning of the first session, each participant 
drew a cell. Then, participants were given a cell schematic as a form of pretraining 
before putting on the HMD. Once participants entered Cellverse, they were taken 
through a tutorial and continued with the assigned activity for approximately 
15–20 min. After completing the activity, participants were asked to draw another 
cell. The session concluded with some survey questions and a short semi-structured 
interview. The survey questions focused on the participants’ cognitive load, sense of 
presence, and sense of agency while inside the HMD and experiencing Cellverse. 

Fig. 3 Diagram of the 
Cellverse study
Note. The study setup 
shows six participants, 
timeline of pre- and 
post-research sessions, 
and activity framing 
(goal or explore) during 
the two sessions.
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The short semi-structured interviews during the first session were designed to 
understand participants’ attitudes toward the type of learning activity.

During the second session, participants were instructed to draw a cell to docu-
ment how much information they retained from the previous session. Unlike the 
first session, participants were not given a form of pretraining. After the drawing, 
the participants put on the HMD and were in the virtual environment for 15–20 min. 
This time, the season ended with a short semi-structured interview to understand 
whether the participants perceived they learned more from the goal-oriented fram-
ing or the exploration framing for the activity.

 Analysis

We analyzed cell drawings to address our research question as to whether learning 
was impacted by the framing of the learning activity (goal/explore or explore/goal). 
First, for each cell drawing we looked at the number of organelles labeled by the 
student. To ensure we were not misinterpreting what was drawn, we counted only 
organelles that were drawn and labeled by the participant. Then, we totalled the 
number of organelles in the drawing to give an overall score of the participants’ 
mental model of cells at that point in the study. This score served as a proxy to mea-
sure an individual’s knowledge gain compared with that of other participants to 
evaluate the treatment order. Figure 4 shows an example of one participant’s draw-
ings at those four time points.

This participant began with a very basic idea of a cell with a cell membrane, 
nucleus, mitochondria, and “organelle” and “riboids” (the participant may have 
meant ribosomes here). This image of a cell is similar to many other images we have 
collected during the Cellverse project (Thompson et  al., 2020). Between the pre 
session 1 drawing and post session 1 drawing, this participant’s ideas about cells 
became more accurate. This participant’s drawings illustrate a typical example of 
the progress participants made during each learning session. On average, partici-
pants’ first drawing showed they had extremely minimal recall of prior knowledge 
of cells before the study. Then after the first learning session, participants drew and 
labelled more organelles. The third set of drawings showed that participants retained 
information from the previous learning session and were able to clearly draw a dia-
gram of the cell. The final cell drawings revealed that participants learned more 
from the second learning session.

Figure 5 shows the total number of organelles present and labelled for all six 
participants. As the figure shows, participants learned new organelles during their 
first session (pre 1 to post 1), retained that knowledge in the 7–10 days between the 
two sessions (post 1 to pre 2), and continued to learn more organelles in the second 
session (pre 2 to post 2). All six participants gained knowledge of cellular organelles 
between the first and final drawing. The learning progress shown through the draw-
ings supports the importance of multiple learning sessions to allow participants to 
continue learning.
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Fig. 4 Participant’s drawings of cells at four time points during the study

Figure 6 shows a disaggregation of results for each individual with an upward 
trend for five of the six participants, suggesting that almost all individuals continued 
to learn new organelles after each session of playing Cellverse. Two participants did 
not have the same number of organelles between their post 1 drawing and their pre 
2 drawing, which means they could have forgotten some information about cells 
during the time between session 1 and session 2. Only one participant, participant 6, 
had fewer organelles in their post 2 drawing than in their other drawings. We did not 
find any particular reason why participant 6 had fewer organelles in their final 
drawing.

We were curious about whether participants learned more during the goal ses-
sions versus the explore sessions. To isolate the effect of the actual session type 
from the sequence of sessions, we used the change in the number of organelles as a 
measure of learning, rather than the absolute number of organelles present. We 
wanted to focus on new knowledge the participant gained in the form of knowledge 
about cell organelles. The change for each participant in the number of organelles 
between pre 1 and post 1 and pre 2 and post 2, according to the treatment (goal or 
explore), is shown in Fig. 7.
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Fig. 5 Organelles present and labelled (sum of all six participants’ drawings)

Participants 1, 2, and 4 had a larger change in the number of drawn organelles 
when they were given a goal. Participants 3, 5, and 6 had a larger change in the 
number of drawn organelles when they were told to explore. The patterns suggest 
that neither goal or explore, nor the sequence of when they had the treatments (goal 
1st, explore 2nd or goal 2nd, explore 1st), was clearly better than the other.

We found students were more inclined to prefer the second version of the task 
they were given; all six participants stated that they preferred the second learning 
task, suggesting a recency effect, “a cognitive bias in which those items, ideas, or 
arguments that came last are remembered more clearly than those that came first” 
(Turvey & Freeman, 2012). Because of the recency effect, students may be inclined 
to believe they learned more from the most recent version of the task. Another com-
mon theme that four of the six participants mentioned during the short semi- 
structured interviews was VR’s ability to strengthen participants’ spatial awareness 
of where organelles were located relative to other organelles and the entire cell. 
When asked what they learned from being in VR, one of the participants stated, “I 
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Fig. 6 Organelles present and labelled

think it reinforced the spatial arrangement of some elements in the cells ... like the 
proximity of the endoplasmic reticulum to the nucleus.”

One participant who was new to using VR explained that an explore-based 
approach to learning reduced the cognitive load and demand experienced compared 
to the previous week’s goal-based approach to learning: “The pacing made me feel 
more comfortable and like I had more time to explore [and] look around.” The par-
ticipant’s experience suggests that students may need time to adapt to the VR envi-
ronment before trying to accomplish certain tasks in VR.

When asked which activity they enjoyed better, a participant explained,

I enjoy this week’s more, but just because, last week I got the chance to explore, because 
otherwise this week I wouldn’t be able to ... control, where I was going as well as last week. 
So, although I enjoy it more, I think last week was important to just explore so I can get 
used to the area [e.g., virtual environment].

The interview suggests that having multiple learning sessions helped the participant 
adapt better to the virtual environment, thus giving them more control and agency 
over their learning experience (Makransky & Petersen, 2021).
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Fig. 7 Total number of new organelles drawn and labelled after each session

The results of this small study are of interest to educators planning to implement 
VR in their classrooms. Evidence from participants’ drawings suggest that they 
continued to learn more about the cell from multiple sessions in Cellverse. 
Participants’ feedback from the interviews underscores the value of having more 
than one VR experience. From both perspectives, we recommend that educators 
incorporate virtual experiences multiple times to give students more than one chance 
to explore and learn from the virtual environment. Results also suggest that learners 
benefit from both goal-oriented and explore-oriented framing for the activity. In the 
next section, we bring together the results from this study with the literature to 
establish strategies for implementing immersive experiences.

 Strategies for Implementation of Design

Based on our experiences using Cellverse with learners, we present five strategies 
for implementing VR experiences in classrooms: pretraining, providing explore- 
oriented and goal-oriented segmenting (PEGS), selecting experiences that leverage 
presence and agency, and offering multiple opportunities for participants to engage 
with the VR experience.

• Pretraining: Prepare users for what to expect in VR. Virtual worlds are excit-
ing and content-rich and can be overwhelming to new learners in a domain. 
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 Pretraining—providing a framework—will help learners navigate while in VR 
by allowing them to see key topics or features of the virtual world before they 
enter. In the case of Cellverse, a cell schematic helps students know what they 
can expect to see while in the cell. Pretraining also helps learners manage cogni-
tive load by introducing some information outside of the experience.

• Explore-oriented and Goal-oriented: Give students time to explore freely 
and then time with a clear learning goal. Consider multiple approaches when 
framing the VR activity. Exploration can help learners appreciate the environ-
ment without the burden of having specific ideas to remember. In exploring the 
world, both exploration and goal orientation require the student to look at the 
virtual world from a different perspective. While students may have a preference, 
we found that both setups resulted in learning gains. We suggest including time 
for exploration and goal-oriented learning.

• Segmenting: Break the experience into smaller parts. Find opportunities in 
the experience to give the learners a chance to step away from the virtual world 
by dividing the experience into parts. Segmenting the experience allows learners 
to absorb what they just viewed and integrate that information into their mental 
models. Since VR is still a relatively new technology, many learners may not 
have significant experience with VR. Providing breaks from the VR experience 
also helps the learners avoid nausea.

• Selecting for presence and agency. Select experiences with rich and representa-
tive environments that can promote the feeling of being in the environment (pres-
ence). These experiences draw upon the unique ability for VR to transport 
learners into new places and into situations that would otherwise be impossible, 
such as inside a cell. Ensure that the animation in the environment has a high 
refresh rate to avoid a disconnect between what the learner is doing and what the 
learner sees, as that disconnect can result in nausea. Select highly interactive 
experiences that leverage VR’s unique ability to allow the learner to interact with 
the environment (agency). Interaction with the environment enables learners to 
become more engaged with the material and can transform abstract topics, such 
as cellular organelles, into hands on learning opportunities.

• Planning for multiple sessions in VR. Any VR experience is an investment in 
technological tools and resources, and so it makes sense to plan for students to 
have more than one chance to try the experience. Learners may gain a sense of 
the environment during the first session and in subsequent visits, focus on the 
relationship between the structure and the function of a specific organelle (like 
the nucleus). The participants in our study continued to gain knowledge each 
time they tried the game, as shown by their drawings of cells. Incorporating vir-
tual experiences multiple times gives students more than one opportunity to 
explore and learn from the virtual environment.
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 Conclusion

Incorporating VR into classrooms comes at a cost: the technology to access the 
medium and the time it takes to learn about the technology and keep track of the 
materials (Kaser et al., 2019). Yet, VR can be an excellent tool for motivating learn-
ers and expanding the reach of the curriculum beyond the classroom. When com-
pared to other technologies, VR has the unique ability to engage the learner in 
context-rich, interactive environments.

In this chapter, we explored different criteria for selecting experiences and pro-
vided some strategies educators can use for integrating VR experiences into their 
classes. The concept for implementation can be remembered as PEGS: pretraining, 
exploration, goal-oriented, segmenting. PEGS can be used before, during, or after 
the VR experience and can help maximize learning and mitigate cognitive load 
among learners. VR has the capacity to expand learning experiences into exciting 
new directions of space and time. We hope that these practical and easily imple-
mentable strategies will help educators and their students gain the greatest learning 
benefits from VR.
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Interactive Storytelling Through 
Immersive Design

Lorelle VanFossen and Karen Gibson-Hylands

Abstract Linking strong narratives and play, this chapter helps educators and 
designers take their first steps into immersive education using the DEW Concept 
Model. The focus is on designing and selecting virtual worlds that break through 
rigid classroom structures and offer immersive experiences that enhance learning 
through discovery, exploration, and wonder.

Keywords AltspaceVR · DEW Model · Discovery · Exploration · Play · Story · 
Wonder · World building

 Introduction

From early drawings in the deepest caves to tales told around campfires, storytelling 
has preserved human history. Stories are powerful tools in education—transcending 
generations, cultures, and languages. Essential to making social connections and 
creating communality, stories generate healing and overcome differences and often 
defenses (Gargiulo, 2006). Integral to storytelling is the concept of play, offering 
students interesting and entertaining experiences for learning in an exciting, stress- 
free environment (Acar & Cavas, 2020; Yamada-Rice, 2021). Sun and Cheng (2009) 
found that interactivity and “perceived playfulness could serve as a motivator to 
raise learner intention to engage with 3D VR systems” (p. 1). The power of the user 
to influence the story, and thus their learning experience, especially through play 
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and role-playing in virtual reality (VR), provides an intense learning experience that 
manifests the adventures of the Star Trek holodeck with the freedom to travel 
through space and time, whether visiting ancient Egyptian pyramids or floating 
untethered around the International Space Station.

Nature photographer, author, and educator George Lepp (1995) explained in his 
photography workshops that to get someone’s attention, you must either show them 
something they have never seen before or show it in a way they have never seen. 
Educational virtual worlds tap into the familiar by changing the perspective in a way 
the student has not experienced. Drawing a three-dimensional (3D) cube in art class 
is a classic lesson to help students understand perspectives. Drawing the same cube 
in a 3D environment causes dissonance when students move around the cube, and 
realize their 3D cube was drawn using 2D methods. When students step into a vir-
tual world for learning, perspectives are challenged and imagination is unleashed. 
Learning is now an adventure.

From our first-hand experiences, when VR worlds integrate interactive storytell-
ing and a sense of wonder, the experience evokes the body’s natural responses and 
widens the mind’s perspective on a subject. These experiences tap into Oppenheimer’s 
(1982) “discovery of unexpected novelty” and Bruner’s (1983) theories on play and 
scaffolding. The struggles teachers face with students with attention difficulties, 
behaviour issues, and resistance to learning tend to fade into the background; 
indeed, studies have shown increased motivation and improved focus when learning 
in VR environments, especially when storytelling and play are integrated into the 
experience (Cho et al., 2002; Huang & Liaw, 2018; Yamada-Rice, 2021). Creating 
spaces for play in the learning process is theorized to increase memory retention, 
and researchers are finding that VR has an even greater significant effect on long- 
term memory recall and retention (Yamada-Rice, 2021; Yildirim et al., 2019; Yip & 
Man, 2013).

This chapter introduces the DEW (Discovery, Exploration, Wonder) Concept 
Model, a framework designed to help educators and students understand key con-
cepts in virtual worlds that combine storytelling narratives to achieve academic 
goals. A variety of existing virtual world experiences in VR apps and metaverse 
platforms support easy-to-use world building techniques such as the drag-and-drop 
technology of the free immersive social VR platform, AltspaceVR, which enables 
the creation of simple virtual worlds that are no more complicated to build than 
learning how to create a Microsoft PowerPoint presentation. Even with these easy 
tools, teachers often don’t know where to begin integrating immersive education 
into the classroom. The DEW Concept Model is designed to help with the selection 
and development of VR-based educational worlds.

We begin with defining and outlining the DEW Concept Model, then the second 
section explores important characteristics of educational worlds to help designers 
and educators in selecting or creating an immersive experience. The third section 
introduces eight virtual-world model layouts that represent the building blocks of 
educational worlds ready for applying the DEW model. The fourth section applies 
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DEW model characteristics to the world models, demonstrating their use in educa-
tion across diverse pedagogies. The last section explores world building for indi-
vidual and collaborative student homework projects to expand the educational 
experience and implement the DEW Concept Model as a learning tool.

 Vignette

In 2019, Gibson-Hylands and VanFossen collaborated on Earth Day projects to 
represent marine pollution as an educational experience free of traditional educa-
tional tools. VR was the perfect medium to convey our message, enabling the experi-
ence to 1) be interactive, immersive, and experiential; 2) overcome the dullness of 
facts and statistics to inspire curiosity and change attitudes; and 3) tap into the 
wonder and awe effect to stimulate conversation and engagement.

“The Ocean” (Fig. 1) is a visually interactive world that conveys the impact of 
society’s garbage on marine creatures. Students swim among marine animals that 
mistake pieces of floating plastic for food and become entangled in debris, causing 
distress, injury, and eventually death. The experience often evokes an emotional 
response that leads to interactive discussions that meet the goal of inspiring curios-
ity and motivate action in day-to-day lives. The response to this experimental world 
inspired the authors to explore the DEW Concept Model for use in many of their VR 
teaching classes and workshops, test the model, and develop it as a case study for 
educational world building techniques.

Fig. 1 Students swimming in “The Ocean” to learn about water pollution (Gibson-Hylands, 2019)
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Fig. 2 DEW Concept 
Model

 Introducing the DEW Concept Model

The desire to explore is natural for humans from birth. Each new discovery gener-
ates wonder, encouraging humans to continue the experimental exercise called play 
(Bruner, 1983). The continuous interactive progression of exploration and discov-
ery, accompanied by wonder, leads to enhanced learning, understanding, and 
retention.

The DEW Concept Model (Fig. 2) is a philosophical framework that encourages 
educators to integrate immersive virtual worlds (Immersive, 2008) and experiences 
into curricula for learning, understanding, and increased knowledge retention. The 
DEW model is designed to help the educator make informed choices on selecting or 
designing a VR experience or world, as well as encourage students to create project- 
based virtual worlds. The key principles of the DEW model balance the amount of 
scaffolding needed to facilitate navigation through an educational virtual world with 
the amount of freedom to encourage exploration, leading to the discovery of unex-
pected novelty (Oppenheimer, 1982).

Worlds with a clear narrative immerse the student into the story and the learning 
experience. Such worlds have a clear sense of purpose, focus, and a path to follow. 
If students land in a virtual underwater world, the story begins with life underwater, 
and instinctively they start swimming, becoming part of the narrative. Through 
exploring the world as a guided or self-guided experience, learning becomes an 
adventure through discovery, exploration and wonder that amplifies learning, under-
standing, and retention.

Combined with the power of immersive reality to fool the mind with embodi-
ment and presence, wonder is often easier to inspire. In The Last Glacier (VanFossen, 
2019a; Fig. 3), students arrive in a glacier-covered mountainous world alongside an 
iceberg-filled ocean. Students report feeling cold, even to the point of shivering, in 
contrast to their ambient temperature (Yeom et al., 2019). Signs guide them to climb 
over the mountain to an ice cave maze, learning about the science of glaciers and 
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Fig. 3 Learning about the impact of glacial warming in “The Last Glacier” (VanFossen, 2019a)

their impact on our climate and water sources, and the risk to civilization due to 
glacial loss over the past 20 years (Watts & Kommenda, 2021). Responses to the 
learning experience show students have increased curiosity and interest in learning 
more about glaciers and their impact on the climate. Many students surveyed over 
time reported fond memories of the experience even a year or two later, with some 
stating they started researching glaciers and seeking out ice caves near them with 
the hope of visiting before the caves disappear.

Exploring how the experience inspires deeper curiosity and wonder responses, 
we researched the concept of wonder’s impact on the body, mind and memory reten-
tion through informal participant questions and surveys. Users are often changed by 
the immersive experience’s visual, auditory, and emotional sensations, much like 
real world transformative experiences (Krause, 2020). The sense of presence and 
embodiment in VR taps into the autonomic parasympathetic nervous system associ-
ated with fight or flight responses. Some scientists believe the small boost of adrena-
line—shown in increased respiration, heart rate, and dilated pupils—enables the 
mind to absorb and process information faster, thus improving memory retention 
(Allen, 2018; Fleming, 2013). The concept of play as Bruner (1983) has described 
is also essential to the learning process because “play provides a courage all its 
own” (p. 61), followed by the natural desire to share experiences with others. Indeed, 
students often want to share the experience, exclaiming, “Guess what I did today?” 
The retelling reinforces the process of scaffolding learning as students translate the 
experience into their version of the story, leading to learning, understanding, and 
increased retention (Hung et al., 2012).
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We continue to investigate how these VR experiences influence the learning pro-
cess to improve understanding and retention by identifying the elements of discov-
ery, exploration, and wonder as essential in immersive educational world building. 
This chapter represents examples of that initial research to help educators select or 
create educational VR worlds with clear criteria.

 Key Characteristics of Educational Worlds

Our continuing research into the DEW Concept Model shows that an educational 
virtual world experience has a higher success rate in meeting learning outcomes 
when it contains the following characteristics as part of the model’s multimodal 
framework.

 Story

“Data doesn’t speak for itself; it needs a good storyteller. … Some have said data is 
the new oil. The findings, though, will stay buried without the help of a communica-
tor,” explained Nancy Duarte, CEO of the Durate, Inc. communications company 
(Wood, 2022). Storytelling structures the information in a logical or chronological 
order, increasing retention as the story is easier to access and play back in the stu-
dent’s memory (Boris, 2017). To put this another way, Katherine Cather explains:

Further, socially minded are we, and so dependent upon social guidance, that curiosity is 
nowhere so keen, nor the imagination so active, as in the communication of a life situation. 
Any incident or accumulation of incidents that we call a plot in the experience of an indi-
vidual or group of individuals, grips the mind. (Cather, 1918, p. ix)

Our experiment in developing the DEW model found that VR experiences using the 
show not tell writing principle to convey information result in increased engage-
ment and memory retention. The more emotionally relatable the story, the greater 
the wonder generated. An example is the D-Day world (Fig. 4), which takes partici-
pants back through time to World War II on an unnamed beach in Normandy to feel 
the moment soldiers landed on the shores to face the enemy army. The memorial 
world offers no facts, no signs, only the sensory experience as students step off the 
small transport ship onto the barbed wire-lined beach accompanied by the mournful 
sound of the military bugle call Taps. With little initial discussion, students become 
part of the story as they explore the scene, imagining themselves as soldiers strug-
gling past the enemy guns. Students report sadness, respect, and an increased curi-
osity about the history of D-Day. Psychological research found that in response to 
news stories about mass violence, readers need empathetic connections to deal with 
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Fig. 4 “D-Day World Memorial” in AltspaceVR (Tim, 2020)

large-scale suffering (Maier et al., 2017). VR experiences designed with thought- 
provoking empathetic narratives often create a deeper connection with the student.

 Embodiment and Presence

When the virtual environment matches the lesson’s goals, students report a feeling 
of presence, as if they are really there. We have found that the environment does not 
need to represent the real world, just allude to it. Participant surveys for the DEW 
Concept Model report that VR users feel as if they left their home or the classroom, 
experiencing sensations of heat, cold, apprehension, fear, joy, etc. in direct relation-
ship to the immersive environment. During recent extreme heat waves, VR users in 
DEW research worlds reported feeling cooler when visiting snow and ice worlds 
and body temperatures rising when sitting in a hot jacuzzi (Yeom et al., 2019) (see 
Fig. 5). The greater the engagement with the virtual environment—especially the 
ability to move oneself, move objects, and to investigate—the more immersed and 
real students tend to find the experience: making it an adventure (Yamada- 
Rice, 2021).

 Role-Playing

Instead of remaining spectators, students may become the actors and sometimes the 
directors in the story, leading the learning experience through role-playing (Cather, 
1918). In Designing Wonder, Krause (2020) found that VR allows users to become 
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Fig. 5 “Winter Jacuzzi” in AltspaceVR (VanFossen, 2019b).

Fig. 6 Role-playing in the “Naboombu Sport Café” (SmartieMartie83, 2019)

the heroes, to feel both immensity and insignificance at once, essential characteris-
tics of wonder in the DEW model. Often aided by avatar enhancements such as 
wings, hats, and costumes, students transform themselves into an integral part of the 
virtual narrative. In a coffee house in AltspaceVR, someone will naturally step 
behind the counter to sell coffee and cakes (Fig. 6). In a world of spies and mystery, 
a retina scanner had instructions to scan people’s eyes before entering the security 
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door, causing people to pause to scan their eyes before entering the room, becoming 
immediately immersed into the West World adventure worlds (Gust, 2021).

 Inspired Curiosity

The elements of discovery and exploration inspire curiosity, creating a call-to-action 
response and eagerness to learn more. The information in the world does not have 
to answer everything about the subject; however, it should help the student feel a 
compelling need to know more. Students exploring the International Space Station 
(ISS) in AltspaceVR report a greater interest in the station. With news of the ISS 
disintegrating in the atmosphere after 2028 (Heilweil, 2021), students and teachers 
are using the ISS virtual experiences as a memorial to study the history of space 
exploration and research. Students visiting the Food Waste world by Gibson- 
Hylands (2020a) report that they researched and changed their food consumption 
and handling habits after visiting the world, realizing that small personal steps in 
food waste management contribute to the whole.

 Emotional Response

Expressions of wonder and awe are often heard as students surge into a  
virtual world eager to learn and explore more. Students’ emotional responses may 
improve their sense of connectedness to the experience, allowing them to become 
deeply immersed, sometimes achieving a state of self-transcendence (Chirico 
et al., 2016; Chirico & Yaden, 2018; Yamada-Rice, 2021). Through our research on 
the DEW model, we observed participants exploring the COVID-19/ACE2 recre-
ation of the virus, complete with interactive elements and up-to-date statistics and 
information (Fig. 7). Participants reported feeling calmer and less anxious about 
the pandemic as the experience put the phenomenon into a playful and adventur-
ous context (Laurenanti, 2020). Not every virtual educational experience is this 
intense; however, the eagerness to return and repeat the experience is a positive 
sign. Research into creativity and happiness finds that our instinct for entropy, 
relaxing and conserving energy, competes with our brain’s programming for cre-
ativity, which Csikszentmihalyi (1997) describes as “an ability to enjoy almost 
anything we do, provided we can discover or design something new into the doing 
of it” (p. 9).
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Fig. 7 Interactive “COVID-19/ACE2” models in AltspaceVR (Laurenanti, 2020)

Fig. 8 “Roller-Skating Party” with colourful hula-hoops in AltspaceVR

 Shared Experiences

The DEW Concept Model relies heavily on the idea that virtual experience is shared, 
with student and teacher discussions increasing the student’s understanding and 
improving their retention through repetition (Chirico & Yaden, 2018). We found 
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that multi-player educational experiences allowing the students to help each other 
learn how to navigate and interact with the environment, also improved prosocial 
skills and altruism (Allen, 2018). Students reported they had more fun when they 
stepped into the teaching role, such as helping fellow students put roller skates and 
hula-hoops on their avatars for a fun roller-skating party (Fig. 8). Through the pro-
cess of aiding others and telling stories of their adventures in VR, the students trans-
late their experience, reinforcing the scaffolding process.

 Familiarity

DEW research has found that when the narrative taps into the known or familiar, 
primarily through empathy, and builds from there, students engage faster and adapt 
more quickly to different viewpoints on a subject (Firth, 2015; Maier et al., 2017). 
Presenting a familiar story in an unfamiliar way often promotes greater interest in 
the story, such as found in the numerous derivations of fairy tales in modern novels 
and movies.

By better understanding the functionality behind wonder-responses in the dis-
covery and exploration process of teaching in VR, we hope to clarify these charac-
teristics for educational worlds to help teachers, students, and world builders make 
wiser choices about design and layout. In our early studies, we found that the use of 
virtual worlds aligning with the DEW Concept Model resulted in students making 
strong connections to the subject matter and led to understanding a diverse range of 
perspectives on a subject, with improved knowledge recall. The following section 
covers educational virtual world scenarios that represent implementing the DEW 
Concept Model for the process of selecting educational world models.

 DEW World Models

The DEW Concept Model process begins with the educator selecting the virtual 
world’s base layout and structure, called the world model, that reflects their teaching 
style or need. Next, they apply the above characteristics to help them select or build 
their teaching world. Since 2018, we have explored a wide variety of educational 
virtual world layouts supported by different pedagogies to support the DEW 
Concept Model. We have narrowed the list to eight core virtual world models that 
are the building blocks for educators and students to apply the DEW model charac-
teristics of embodiment, role-playing, curiosity, emotional response, shared experi-
ence, and familiarity. These characteristics expand an ordinary educational 
experience into one based on discovery, exploration, and wonder. We tested each of 
these world formats extensively, teaching various classes and workshops as part of 
the research. Each world format offers a distinctive method of presenting 
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educational information and may be used in combination with each other, offering 
educators various options.

• Static presentation worlds, often referred to as event or lecture worlds, present 
content in a traditional form with slides, videos, or lectures delivered in familiar 
teaching spaces such as classrooms, theatres, or auditoriums, with a clearly 
defined audience and presentation areas.

• Progressive learning worlds offer a step-by-step learning process, taking stu-
dents through a chronological or logical sequence to aid in understanding com-
plex topics such as sentence structure or mathematical equations.

• Demonstration worlds present a framework that allows the student access to the 
demonstration of a machine, simulation, or model to study, observe how it works, 
and understand its operation. In VR, the student can walk into a machine engine 
while it is running or travel through an assembly line.

• Discussion or meetup worlds are usually designed for small group discussion 
and often feature one or more storytelling circles such as campfires, rock circles, 
or tables.

• Walking tours are guided or self-guided tours through worlds of galleries, 
museums, theatres, and buildings or nature areas. These tours feature educational 
materials like posters or pictures that allow the user to physically move through 
a visual learning process (Fig. 9).

• Complementary worlds augment the subject matter visually and contextually 
to enhance the immersive experience. Examples are discussions on astronomy 
held in outer space and mythology’s impact on culture surrounded by recogniz-
able mythological creatures.

Fig. 9 Walking tour featuring “World Building Tips and Diagnostics” (VanFossen, 2019c)
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Fig. 10 Workshop in the “World Building Tips and Techniques Hub” (VanFossen et al., 2019)

• Simulation worlds offer experiential lessons or training simulations often used 
in emergency services, medical training, job training, and flight simulators. In 
VR, simulations can be used to walk through history, science labs, math prob-
lems, and more. Students can fly an airplance or walk through a historical land-
mark in its heyday.

• Hub worlds act as a directory, a centralized location that transports students to 
related worlds, allowing the class to explore individually or in sequence. Hub 
worlds can act as a storyline, expanding the lessons into something resembling 
book chapters or sequels. Students collaborating through world building may 
create a hub to highlight topical worlds or link them to their virtual worlds as 
homework. An example is the World Building Tips & Techniques Hub (Fig. 10) 
with themed designs around the teleporters to tutorial worlds.

 DEW World Model Scenarios

We continue to explore the DEW Concept Model affordances for world building 
and have found that many of these basic world models often combined formats to 
enhance the learning experience. Using the eight world models, we apply the char-
acteristics of the DEW model for various educational scenarios.
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Fig. 11 “Messages in the Mist” (Sammich, 2019)

 Complementary World Model

An example of a simple and elegant complementary world model, Messages in the 
Mist, was created by Kawaii Sammich (2019) (Fig. 11). The AltspaceVR world is 
filled with quotes in text form in an all-black skybox saturated with rain and fog that 
complements the thoughtful intention of the messages. This simple and easy-to- 
build world hosts frequently changing narratives. In 2021, the world presented quo-
tations and comments from the AltspaceVR community about their feelings of 
loneliness and need for social connections during the pandemic. Change the quotes 
to those associated with happiness, switch the weather to sunshine and blue skies, 
and the lesson would be instantly different.

Complementary worlds situate students deeply into the experience, which is 
essential to the characteristics of the DEW model. The environment feels embodied, 
so participants feel they are wandering through the fog searching for words of 
insight. If the words are theirs, students report a sense of ownership in the experi-
ence. Even if the words are not theirs, they still report an emotional connection with 
the words and their unknown author. A student highlighted one phrase and said, “I 
feel like they know me, the real me, and how I feel. I feel like I’ve found a friend I 
haven’t met yet.”

 Simulation and Demonstration World Models

A science curriculum exploring astronomy is enhanced by virtual walks through 
space exploring planets, the sun, and star systems across the universe. For example, 
Andy’s ISS Space Walk (Fig. 12) is a mix of simulation and demonstration world 
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Fig. 12 “International Space Station” (Andy, 2021)

models that allow students to float untethered around the International Space 
Station, replicated in extraordinary detail. Students experience a realistic experience 
spacewalking in bulky spacesuits, complete with the impaired view through the 
helmet. A teleporter relocates the students inside the Space Station, allowing them 
to crawl around, explore the various compartments, and float without gravity.

The wonder begins the moment when students enter the world and realize they 
are dressed in the bulky spacesuit and floating over the earth. Their attention is then 
drawn to the planet below, where many report experiencing the overview effect 
experienced by astronauts (Overview, 2022). Slowly, a few students look up and 
exclaim at seeing the space station overhead. Encouraging others to join them, the 
students fly around the station. Younger students quickly slip into role-playing as 
astronauts, manoeuvring in space, repairing the station, or climbing around inside, 
often collaborating on a space adventure story. Our surveys find participants 
expressing their wonder and delight with the experience, and their eagerness to 
share the story of their adventures months after experiencing them. Additionally, 
they revisited it often and brought friends and family to enjoy the experience.

 Demonstration and Complementary World Models

Instead of teaching through cultural and historical stories, an option is to encourage 
students to research and share their own stories from their current or indigenous 
culture and family history, expanding the potential for inclusive learning and 
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Fig. 13 “First Nations Tepee Camp” (Stands With Trees, 2021)

Fig. 14 Students study the “Space Hurricane” over the ionosphere of Earth (Gill, 2021)

empathy. The First Nations Tepee Camp (Stands With Trees, 2021) is used for 
teaching diversity and inclusion workshops as well as for storytelling focused on 
heritage (Fig. 13). The tepees and the campfire among snowy mountains demon-
strate an ancient Indigenous village in North America and also complement the 
storytelling experience. Virtual worlds providing demonstrations and designs that 
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complement the stories enhance the experience more dramatically than traditional 
show-and-tell experiences. When students design their storytelling backdrop, the 
process reinforces their learning experiences due to the research, problem-solving, 
and collaborative nature of world building.

 Complementary, Simulation, and Demonstration World Model

In April 2021, Chinese researchers identified a space hurricane over Earth’s polar 
ionosphere (Zhang et  al., 2021). This inspired Professor Mark Gill of St. Cloud 
State University, Minnesota, to create in AltspaceVR an orbital platform hovering 
over Earth above the space hurricane, thereby representing the invisible space 
weather phenomenon (Fig. 14). Students were filled with wonder and curiosity as 
they explored the central exhibit area featuring a 3D visual spatial recording explain-
ing a space hurricane and how it is formed, then moved to a platform overlooking 
the spinning planet below the graphic simulation of the space hurricane above. The 
world does not explain all the science. Still, it creates wonder and intrigue and 
encourages deeper discussions. Mixing complementary, simulation, and demonstra-
tion world models in line with the DEW Concept Model builds multiple scaffolds of 
learning through the experience, and enhances learning modalities.

Fig. 15 “Forces of Aerodynamics” (Korff, 2021)
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 Simulation, Demonstration, and Progressive Learning 
World Models

Traditionally, aerodynamics is demonstrated in a classroom with textbooks and vid-
eos animated with arrows indicating wind patterns. In Forces of Aerodynamics, 
Richard Korff (2021) demonstrates lift and thrust to teach piloting and aerospace 
engineering classes by providing wand-shaped objects students can hold to direct 
the red arrows flowing from each wand, indicating the flow of the wind moving 
across the body of the plane (Fig. 15). The interactivity is a form of role-playing as 
the students become the wind, fascinated with its reactions as they move the wind 
over the airplane’s surface. Korff (2021) found that students improved their under-
standing of aerodynamic mechanics. Inspired by their own curiosity, they also tested 
collaborative experiments with the interactive wind wands, exploring aerodynamics 
in ways rarely taught in traditional contexts. The teacher reported that his students 
showed greater interest and began to develop a variety of narratives to test their 
newly developed hypotheses on aerodynamics.

 Progressive Learning and Discussion World Models

The Food Waste world by Gibson-Hylands (2020a) uses a compelling educational 
narrative to tap into students’ lifestyles and change their hearts and minds in the 
process. Students begin their journey exploring the wastefulness of Western world 

Fig. 16 The “Food Waste” world offers powerful conversation visuals (Gibson-Hylands, 2020a)
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culture caused by over-buying and poor food management taking a different per-
spective, from farm to table to trash. The educational world ends with a discussion 
area with information on potential solutions and lifestyle changes. Throughout the 
educational world are powerful tableaus, scenes set against a backdrop that rein-
forces the lesson. For example, in a kitchen scene for a typical American meal of 
fast food, the fridge and food cupboards in the background frame the next part of the 
lesson, and the destination of the displayed food items in the landfill site is visible 
in the distance (Fig. 16). Each design element conveys a powerful message about 
the consequences of food waste and excess in the Western diet.

Carefully crafted by Gibson-Hylands (2020a), the Food Waste world serves as a 
training world for the authors as they research the DEW model. Each step inspires 
discussions by combining step-by-step progression, beginning with where food 
comes from, through the dining table and kitchen, to the landfill, to a home demon-
strating composting. Those with gardening experience at home will jump in to share 
their experiences, personalizing the lesson, often evoking reactions of wonder from 
other students: “You grow your own food?” At the familiar dining table scene, many 
students role-play eating pizza and making slurping sounds as they pretend to drink 
from the sodas and milkshakes. Passing through the landfill, students begin to ques-
tion the choices they and their families make, leading to discussions on problem- 
solving the ever-growing crisis of waste and pollution facing global communities. 
Recycling and composting are part of the solution, but the virtual world teaches that 
the process starts with the choices we make before making our food purchase deci-
sions—telling the story in a new way.

Fig. 17 “Plastic Mountain” reveals a burning mountain of garbage (Gibson-Hylands, 2020b)
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 Static Presentation, Simulation, and Discussion World Models

As part of an ongoing series on global waste, Gibson-Hylands created Plastic 
Mountain (2020b)—an example of a static presentation, simulation, and discussion 
world model—to convey the impact of global waste on worlds far from where the 
rubbish was generated. As students enter the simulation, they arrive in a small build-
ing representing a static presentation, with wall posters providing key facts on the 
practice of Western countries shipping their garbage to other countries and the harm 
these landfills cause to the people and their land. The information prepares them for 
the experience outside the doors of the building, the simulation model for the les-
son. As students exit the building, they find a beautiful Malaysian village slowly 
being destroyed by plastic waste from other countries (Fig. 17). Each element within 
the world’s design plays a key role in the narrative to enhance the student learning 
experience with thought-provoking discussion points. The focal point of the world 
is a mountain of burning plastic draining chemicals and toxins into a river and kill-
ing the ecosystem on its deadly journey to the ocean, allowing students to see a 
direct connection and consequences of the pollution. The skybox adds a polluted 
yellow atmospheric haze representing the pungent toxic fumes from the burning 
plastic waste.

Experiencing the impact of global waste in VR emphasizes the imperatives of the 
situation and the desperate need for solutions, stimulating conversation very differ-
ent from the classroom experience. Discussions covering pollution, excess life-
styles, recycling, culture, climate change, economies, and international politics 
reflect the student’s emotional response combined with a natural curiosity inspired 

Fig. 18 “Flooded House” features a community in the middle of a flood (Vodloc, 2019)
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by the scene. As another test world for the DEW model, our surveys have found that 
the experience stays with the students for a long time. Students report that their 
interactions with the world increased their awareness of recycling options and mak-
ing purchasing decisions with greener product choices in mind, for themselves 
and others.

 Combination of World Models

The Flooded House (Vodloc, 2019) is an example of a world that hosts diverse story 
lessons through powerful narrative and mixed world models. The virtual world 
offers a learning experience challenging to reproduce in the real world. Students 
arrive in a typical two-story modern home in a suburban cul-de-sac to find them-
selves in water up to the chest of the avatar (Fig. 18). Outside, there are cars, toys, 
furniture, and garbage floating around them while overhead, a helicopter hovers 
with a rescue crew. The role-playing response is immediate as some students 
instinctively make their way to the roof of the house and some climb on the floating 
cars. Others begin playing the victims or rescue teams, while some gather to begin 
problem-solving, each role adding to the narrative and experience of the students. 
This world has been used in many lesson plans, users being inspired by the oppor-
tunity to host diverse discussion topics such as community water and sewer 
 management, community infrastructure and prevention planning, emergency 

Fig. 19 “Ancient Athens Agora” marketplace, social hub of the Greek Empire (Liberopoulou, 2020)
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Fig. 20 Example of a virtual world plan on a whiteboard

management and responses, climate change, crisis management, and problem- 
solving scenarios.

As authors of the DEW Concept Model, we continue to explore virtual world 
models and how their characteristics may be applied to educational VR worlds. Our 
goal is to better understand how to break through the rigid structure of traditional 
classroom experiences and develop virtual educational spaces for discovery, explo-
ration, and wonder.

 World Building for Homework and School Projects

We developed the DEW Concept Model to encourage teachers to select educational 
worlds in VR wisely or to build their own. We found that encouraging students to 
design worlds in collaboration with the teacher or as homework expanded the DEW 
framework even further, turning discovery, exploration, and wonder into teaching- 
by- doing collaborative experiences.

Homeschooling programs traditionally include visits to local museums, parks, 
and historical sites. During the pandemic, we worked with a private homeschool 
program to help students create historical virtual worlds as history lessons in 
VR. Inspired by Liberopoulou’s (2020) Ancient Athens collection of worlds in 
AltspaceVR (Fig. 19), the student project worlds had to use discovery, exploration, 
and wonder to encourage embodiment, role-playing, curiosity, emotional response, 
shared experience, and familiarity. The high school students created a hub world in 
AltspaceVR representing a room in a museum related to their history assignment. 
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They wrote up a research plan that included a sketch of their proposed world and 
checklist of the DEW model characteristics, and a set of guidelines limiting their 
choices on what they could use to build their worlds. Students were to collaborate 
and help each other and create the hub world. Their final project was a tour and 
presentation of each world representing their history museum.

This type of homework project in VR is in line with the ISTE guidelines (ISTE, 
n.d.) and Bloom’s revised taxonomy emphasizing digital citizenship (2001). Virtual 
world building shows that it improves math and spatial geometry skills and develops 
broader competencies such as planning, research, and project management (Roman 
& Racek, 2019). When world building is collaborative, it teaches students to work 
together to create situations with a blueprint plan in hand (Fig. 20), then stretch their 
imagination to problem-solve the development challenges. Students learn how to 
follow instructions, ask for guidance when needed, and critically question concepts, 
thereby learning the adaptive project management principles of Agile and SCRUM 
instinctively as they embrace the criteria characteristics of the DEW model 
(Galloway, 2012; Maruping et al., 2009; Van Petegem, 2021).

Students thrive in an environment where curiosity encourages imagination, cre-
ativity, and risk-taking. The Creative, Cognitive, Qualitative model for creativity 
(CCQ Tool) is an example of learning with a focus on the internal mechanisms of 
creativity naturally arising from virtual world building (Smyrnaiou et al., 2020). In 
our continuing research, we find that when students take charge of the world build-
ing experience by including the DEW model characteristics supported by the CCQ 
Tool to create their homework worlds with a sense of immersive presence, role- 
playing, and curiosity, their emotional response creates a sense of shared experience 
and familiarity through discovery, exploration, and wonder. Overall, the students 
feel empowered, with a greater connection to and ownership of the lesson. They are 
better able to add their storytelling narrative, transforming homework projects into 
“personal values into stories ... and influenced by social, cultural, and ethnographic 
characteristics” (Smyrnaiou et al., 2020, p. 19).

 Strategies for Implementation of Design Using the DEW 
Concept Model

We recommend the following strategies for integrating world building assignments 
across the curriculum, aligned with the DEW Concept Model:

• Create a data-driven storyline. Creating a data-driven storyline in virtual 
worlds naturally incorporates collaboration, teamwork, project management, 
leadership, and creative problem-solving.

• Collaborate on the narrative. Collaborating in highly visual virtual environ-
ments and focusing on the narrative to convey ideas through experiential story-
telling promotes improved understanding of the topic and increased retention.
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• Facilitate critical feedback. Generating ideas and perspectives with immersive 
environments increases critical feedback, especially when including emotional 
and experiential activities.

• Cultivate curiosity. World building cultivates curiosity through discovery com-
plemented with the physical response rewards associated with exploration and 
wonder. To create the virtual worlds, students need to know more. As they know 
more about the subject, they want to learn more.

• Foster accomplishment and achievement. Tapping into a vast range of skill- 
building techniques improves students’ sense of accomplishment, self- 
confidence, and self-efficacy, especially combined with the pride students feel 
when they are eager to show off their worlds to others and share their experiences.

 Conclusion

As teachers and authors of this chapter, we strive to find better ways to translate 
material into tangible, relevant, and engaging learning experiences by mixing and 
matching the characteristic ingredients to apply to the eight world models. We help 
educators and students select or create educational worlds that are interactive, 
immersive, and experiential, that tap into wonder and awe to increase engagement, 
and that challenge traditional teaching methods often filled with dull facts and sta-
tistics. Our goal is to go further in our research to identify how to develop virtual 
educational experiences that change hearts and minds to truly define a quality edu-
cational virtual world.

VR offers a transcendental teaching experience that involves storytelling and 
play to deliver facts and data through story, taking the student on a learning adven-
ture. In this chapter, we explored the world models that serve as the building blocks, 
to which educators and world builders may add embodiment, role-playing, curios-
ity, emotional responses, collaboration, and familiarity grown naturally out of dis-
covery, exploration, and wonder, ingredients that bring educational virtual worlds to 
life. We are continuing our experiments aimed at developing a teaching toolkit to 
help educators select and build educational worlds and encourage students to use 
virtual world building as homework, especially as collaborative experiences.

We invite educators and students to integrate virtual worlds into their pedagogy 
using free immersive platforms such as AltspaceVR, Mozilla Hubs, and Frame 
VR. Our DEW (Discovery, Exploration, Wonder) Concept Model is a starting foun-
dation for learning how to facilitate teaching in VR, filling virtual worlds with sto-
rytelling techniques and the right ingredients to take learners on an adventure of 
change and influence. VR can educate on diverse topics, from simple grammar les-
sons to computer science, history, and beyond. It can positively affect our world by 
immersing participants in the consequences of human history, greed, pollution, and 
war. By showing students a topic in a way they have never seen before, comple-
mented by the adventures made possible by discovery, exploration, and wonder, VR 
is disrupting education with innovative immersive learning experiences and 
environments.
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A Classroom Model for Virtual Reality 
Integration and Unlocking Student 
Creativity

David Kaser

Abstract Recent studies have shown immersive technology has a positive impact 
on learning. However, implementation and oversight remain major obstacles for 
school districts. This chapter explores a practical model for implementing virtual 
reality technology in a high school setting and shows how student contribution pro-
motes a positive learning environment.

Keywords Collaboration · Facilitator · Near-peer classroom · Peer assisted 
learning · Student-led · Student ownership · Virtual reality implementation

 Introduction

Sticker shock, educational value, and equipment management. Those three issues 
cause K–12 school districts with limited resources to hesitate about purchasing vir-
tual reality (VR) equipment, and understandably so. While the release of stand- alone 
headsets such as the Quest 2 have increased affordability, it is easy to understand 
why many tech departments would be quick to dismiss the idea. Their budgets are 
already limited with the rollout of one-to-one initiatives, ongoing replacement 
cycles, and rising content subscription costs. Besides, isn’t VR just for games any-
way? In the high-stakes testing world that defines education, administrators and 
technology coordinators are quick to question the classroom value of immersive 
technologies (Metcalf et al., 2013), particularly in the face of rising costs. However, 
an increasing amount of research suggests immersive technologies can be effective 
and affordable when compared to non-immersive approaches (Wu et al., 2020).
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In this chapter, I examine how a suburban Ohio high school designed a course to 
teach and train students as VR experts. The new course consisted of 15–20 students 
with academic abilities ranging from normal to gifted. The course addressed con-
cerns of both administrators and technology coordinators regarding implementation 
and equipment oversight, while providing a valuable outlet for student creativity 
and leadership. First, I lay out how a near-peer classroom model can have a positive 
effect on both the VR expert and the learner. Second, I describe how the core student 
group is empowered through responsibility and oversight, fostering a sense of own-
ership that in turn leads to increased classroom engagement. Lastly, I look at how 
instructional methods are improved by tapping into immersive technology and stu-
dent creativity. In doing so, students are involved in the design process from begin-
ning to end, making the activities personal. The chapter challenges us to reconsider 
traditional classroom roles by making students partners in the educational process 
and turning teachers into facilitators. If done successfully, this process creates 
school-wide access to the world of VR by placing the responsibility of training on a 
group of students, rather than on staff.

 Vignette

As class was winding down one early winter day, one of David’s students approached 
him with a suggestion, “We should get VR equipment for the STEM room.” It was an 
absurd request on the surface. Could an emerging technology, stereotyped as a 
gaming device, really be used as an educational tool? David’s initial reaction soft-
ened as possibilities were explored. It sparked conversations over the next several 
months—conversations that were student led, prompting research and brainstorm-
ing sessions. They resulted in the design of a student-driven high school course 
where the students became the teachers, and in many instances, the teachers became 
the students. Student expertise became the creative driving force. David’s students 
designed lessons for core classes and assisted peers, teaching them to use VR tech-
nology while experiencing content. All David had to do was relinquish classroom 
control and become the guide rather than the source of knowledge.

 The Argument for Using a Near-Peer Model

An ancient Japanese proverb says, “To teach is to learn.” Over time, near-peer has 
been known by several different names: peer-assisted learning (PAL), team-based 
learning, peer tutoring, education through student interaction (ETSI), and peer men-
toring (Evans & Cuffe, 2009; Lockspeiser et al., 2006; Ten Cate & Durning, 2007a, 
b). Through all the re-labelling, there exists a common theme; a student with more 
knowledge is put in a position alongside another to teach, assist, and help them gain 
understanding. For the sake of clarity, for the remainder of this chap. I use the terms 
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teacher, near-peer tutor (NPT), and near-peer learner (NPL) to refer to the 
participants.

On the surface, it seems this model benefits the near-peer learner, but research 
shows both parties benefit in a near-peer setting. NPLs find NPTs more approach-
able and relatable than older instructors (Velez et  al., 2011; Williams & Fowler, 
2014), creating a more relaxed atmosphere where an NPL is more apt to admit they 
need assistance in clearing up misconceptions (McLelland et al., 2013; Ten Cate & 
Durning, 2007a, b; Topping, 2005). This relaxed relationship and understanding of 
learning difficulties between the two appear to exist because of more recent experi-
ence with the subject matter (Brueckner & MacPherson, 2004; Lockspeiser et al., 
2006). Learners cited this cognitive congruence as a factor allowing NPTs to relay 
information at an appropriate level (Lockspeiser et al., 2006; Rashid et al., 2011; 
Ten Cate et al., 2012).

Research demonstrates that the near-peer model benefits the NPT by enhancing 
understanding, cultivating communication skills, and helping future career develop-
ment (Evans & Cuffe, 2009; Williams & Fowler, 2014). Additionally, it offers them 
the chance to “learn twice” as teaching requires deeper learning of subject matter 
(Annis, 1983). Teaching a topic requires better cognitive organization to improve 
retrieval during instruction. Karpicke’s (2012) research suggested that a group who 
studied content with the purpose of teaching retained 45 to 60% more information 
after one week than a group who studied it for the same amount of time without the 
expectation of teaching. Gregory et al.’s (2011) results support this finding and went 
one step farther by examining the knowledge gains of a group of medical students 
in a peer-teaching environment. The students were assigned two topics to teach. 
Then on instruction day, they were asked to teach only one of the topics. Peer tutors 
showed increased learning for both topics prepared, but they demonstrated more 
significant gains in the content they taught. When re-tested 60 days later, the learn-
ing gains were still present (Gregory et al., 2011).

When focusing on classroom climate in a near-peer setting, observations and 
survey responses from both groups perceived positive social interaction and a 
change in classroom dynamics. Class discussion increased and became more inter-
active. There was more laughing, smiling, and exchanging of ideas throughout the 
lesson than in a traditional setting. The improved climate encouraged a freer 
exchange of ideas. Research also shows that participants on both the teaching and 
learning sides appreciated the opportunity to make the material more creative. Near- 
peer learners remarked on how doing more hands-on work and applying what they 
had been learning makes it more interesting and engaging (Velez et  al., 2011; 
Williams & Fowler, 2014).

There may be lasting benefits for NPTs as well. They develop an awareness of 
their individual learning styles through the planning and teaching process (Velez 
et  al., 2011). A near-peer model also yields a deeper processing of information, 
which improves conceptual understanding. These two advantages combine to 
improve self-monitoring and comprehension when faced with new material in other 
areas (Benè & Bergus, 2014).
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The most difficult aspect of incorporating a near-peer model lies with instructors 
since it requires us to relinquish control and take on the role of facilitator (Velez 
et al., 2011; Williams & Fowler, 2014). Most have been trained and taught in an 
educational setting where the instructor is the disseminator of information. But 
when the research surrounding near-peer instruction demonstrates increased knowl-
edge gains for both parties, we need to be willing to embrace a more student-centred 
approach to teaching. Incorporating this student-centred model to unlock the poten-
tial of immersive technology reduces the need for schoolwide professional develop-
ment while tapping into a valuable resource we all have sitting at desk: students.

Spencer (2019) proposes a shift from simply engaging students to empowering 
them. To do this, we as educators must recognize our job has shifted from being a 
fountain of knowledge to teaching students to think critically. Teachers should 
become facilitators within the classroom; they may shape the direction by asking 
leading, open-ended questions meant to guide thinking, but ultimately, they let stu-
dents dictate the overall direction. When students share ideas or present findings, 
educators can offer perspectives that the students had not considered and ideas that 
perhaps come only with life experience or professional training. Yet educators must 
be willing to acknowledge and honour what students bring to the table. The facilita-
tor mindset fits nicely with the near-peer model. Students still share their profi-
ciency in a given subject with the gentle guidance from the instructor working in the 
background. This dynamic promotes student ownership of their education while 
giving them the autonomy to explore new ideas without the dark cloud of failure 
lurking overhead.

 Student Empowerment from Conceptualization to Realization

In spring 2019, 18 high school students filed off a yellow school bus, backpacks 
over one shoulder and a laptop under the other arm. All were dressed in jeans and a 
plain black T-shirt. Three other students unloaded a wooden box, three large buckets 
of sand, and a desktop computer from the back of a minivan and onto a cart. The 
group made its way past the LeBron James Family Foundation logo painted on the 
sidewalk, toward the entrance of the I Promise School in Akron, Ohio. Inside the 
entrance, their eyes fixed on the walls bordering the spiral staircases, showcasing 
game shoes worn by James himself. But the group had to move on. They weren’t 
there for a tour of the school; they were there to work. They made their way down 
the steps, walking past murals on the wall depicting James and other influential 
figures from history, into the Think Tank. There was a sense of excitement mixed 
with confidence as they transformed the large room into 15 VR stations: 15 spaces 
where each high school student would be paired with one fourth grader. Over the 
next two days, 110 fourth graders would be exposed for the first time to immersive 
technology and the worlds it opens.

The high school students had been preparing for these two days since the fall 
semester, learning how to use the equipment and troubleshoot problems that 
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inevitably pop up from time to time. They had become adept at walking new users 
through the basics using effective verbal communication. Up until now, their knowl-
edge had been refined with peers, community members, and adults at educational 
conferences. But for the next two days, their communication skills would be put to 
the test on a group of inner-city fourth-grade students.

How did those two days come about in the first place? We need to rewind our 
story back two years, when the idea of using high school students as near-peer 
teachers with immersive technology was initiated. Our plunge into the VR world 
began when an intelligent, yet quirky student asked me if we could purchase some 
VR headsets for our STEM classroom. Like anyone who thinks they understand 
how education views video games in the classroom, I immediately dismissed the 
idea. I cited my lack of knowledge, funding issues, and supposedly nonexistent 
educational value as the top reasons as to why VR could never work. But that one 
interaction set into motion a series of brainstorming sessions. Out of it came a 
course designed to not only use VR technology, but one that fashioned a space 
where students would create lessons using VR and assist classroom teachers in 
implementing it.

Any time a district decides to make a significant technology purchase, there must 
be a plan in place for equipment oversight and teacher training. Spend a little time 
talking to technology coordinators and educators, and you will hear stories of their 
districts investing significant amounts of money on technology and/or software, 
only to see it collect dust or end up damaged. There are many reasons: a lack of 
professional development, a convincing salesperson followed by poor customer 
support, compatibility issues, poor quality, etc. We were determined to avoid the 
same pitfalls. Incorporating immersive VR equipment is an easy step for those who 
are proficient at using technology but challenging for people who are unsure. We 
needed to guard against the outcome of broken equipment destined to live in locked 
cabinets.

The first priority of the course was equipment management and oversight. The 
initial investment was steep and demonstrated an act of trust by the Alcoa 
Corporation, our grant funder. We purchased 15 Oculus Rift VR headsets, 15 gam-
ing laptops, and all the peripherals that went with them. Oversight included creating 
15 online accounts for Oculus and STEAM, software updates, firmware updates, 
dealing with account issues, sanitization, repairs, software installation, and organi-
zation. All are aspects that would overwhelm a single teacher and put a time strain 
on their schedule. But by instilling the idea of ownership with a group of students, 
training them in the technology, and giving them responsibility for a single VR sta-
tion, the task becomes manageable.

I witnessed student leadership emerging from the outset. Students are intelligent, 
unique, and many times have skill sets that quietly reside beneath the surface. Given 
the opportunity, they jump at the chance to showcase what they can do. I stepped 
back and let them do their thing. Some oversaw operating system and graphics-card 
updates, others handled equipment repairs, a few solved sound issues, and others 
made sure everything was organized and properly sanitized after each class. They 
learned and taught each other, themselves becoming the source of knowledge and 
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no longer relying on me. They took pride in properly handling the equipment, 
updating it, and keeping it in pristine operating condition. What was once a daunting 
task for a single educator, lining up 15 computers and running updates one at a time, 
was now entrusted to a group of increasingly motivated teenagers. The foundations 
for a near-peer environment were well established moving forward.

 Instructional Creativity Driven by Students

Once technology oversight is established, phase two is designing meaningful edu-
cational lessons. Bloom’s revised framework for educational goals lists evaluation 
and creation at the apex of cognitive skills to help students learn (Wilson, 2016). 
Unfortunately, many classes are designed to have students enter, sit in a seat, absorb 
information, but never engage in higher-order thinking skills such as analyzing, 
reasoning, and evaluation. Students routinely complain about how boring school is 
and how the assignments are time fillers. Our goal was to change this.

Our approach to VR implementation puts students in control. It challenges them 
to transform ordinary topics into dynamic lessons. Students, our NPTs, are tasked 
with the responsibility of evaluating existing VR experiences. The process goes as 
follows: first, they search out, test, and create reviews of educational apps. These 
already exist in an app store and are either free or paid for using classroom supply 
funds provided by our district. The tested VR apps can be associated with any con-
cept taught in one of our high school courses. Second, groups present their findings 
and opinions on the learning value of their selected VR experience. After discussion 
and deliberation, the class selects one app on which to focus, based on the criteria 
established by the class. Third, once the VR experience is selected, groups meet and 
brainstorm ideas for the activity structure. Fourth, these activity ideas are presented 
to the class. The class explores the positives and negatives about each, during which 
time we discuss aspects of meaningful instruction. Fifth, the class decides on a 
single concept to develop. Finally, they shape the activity structure and delivery, 
determine how information within the VR app is collected and applied, and formu-
late a plan to keep their peers engaged in the learning process. Out of this process 
comes an activity to accompany the virtual experience that reinforces core class 
concepts and furthers discussion. This series of steps engages the NPTs with the 
upper two levels of Bloom’s framework: evaluation and creation.

Here is an illustration using the application eXPerience: Colorblindness. This 
teaches users about types of colour-blindness and has them complete tasks through 
the eyes of people with varying types (Fig. 1). A simplistic approach for integrating 
this experience into the curriculum would involve parading biology students through 
the app. They would each spend 30 minutes in a VR headset, interact with their 
virtual environment, and then return to their respective biology classrooms where it 
seems the entire experience was a disconnected field trip. In essence, it would be 
akin to having the students watch a glorified video on the topic, never diving deeper 
into how it relates to the curriculum. This is a missed opportunity to tap into one of 
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Fig. 1 Activity screenshots from eXPerience: Colorblindness

the most powerful facets of VR—embodied learning, combining psychomotor 
learning with cognitive engagement. One empirical analysis of embodied learning 
studies showed significant gains in student learning when this method was used in 
comparison to a control group (Georgiou & Ioannou, 2019).

In an effort to maximize knowledge acquisition and retention, the NPTs created 
an accompanying student guide (Appendix), asking the NPLs to gather factual 
information, guiding them through color-blindness tasks, documenting results, and 
reflecting on the challenges each one posed. They also made a guide for the class-
room teacher that explains the activity design, proposes a timeline, and provides 
teachers with answers to all the questions. This near-peer learning experience is 
designed to be done during a genetics unit within a biology class. Having the NPT 
on hand is a benefit because they are always in close proximity to the NPL, able to 
provide rapid content and technology support when needed. Overall, the experience 
enriches the learning by having the NPL undergo daily virtual tasks with different 
types of colour-blindness. The NPT will learn more from creating materials and 
teaching others, while the NPL will learn more from practicing and doing kines-
thetic activities.

Other examples of student-created lessons in combination with VR experiences 
include the following: live tweeting during an immersive reading of the “The Raven” 
(Fig. 2), creating postcards from the past after getting a glimpse of the civil rights 
movement in “I AM A Man,” interacting with detailed human anatomy in Organon3D 
(Fig. 3), and marketing molecules in social media posts after using Nanome, a VR 
application for molecular construction. Other VR experiences are excellent launch-
ing points for discussion about social issues and developing empathy. NPTs used 
Bloom’s higher-order thinking skills to create activities. Within these activities, they 
used higher-order question-stems to construct discussion questions centred on top-
ics such as race, homelessness, human impact on global warming, and disabilities. 
These question-stems urge students to analyze, evaluate, or create opinions.
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Fig. 3 Detailed human anatomy in Organon3D

Fig. 2 Screenshot from “The Raven” VR and a tweet template for students

Ultimately the design decisions are left to the students. They decide which 
immersive experiences they want to delve into, and the types of activities designed 
to complement them. It allows them to create meaningful lessons they would want 
to do in a classroom. A collection of student-created lessons can be found visiting 
envisionxr.net or scanning this QR code:
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 The Near-Peer Classroom in a Virtual World

The initial vision was to enhance the learning experience in classrooms by creating 
a model where students would assist with the technology, thus removing that hurdle 
from classroom teachers. There are some very practical advantages to using such a 
model for the integration of immersive technology. If we invested funds into VR 
equipment, designed accompanying lessons, but never let them leave our four walls, 
the technology and educational impact would be limited to a single class. But by 
incorporating a near-peer model, we are able to increase technology exposure.

In the weeks and days leading up to the actual VR experience, a typical engage-
ment with the VR class involves NPT-led meetings between the near-peer tutors and 
the traditional classroom teacher. These meetings cover activity designs, modifica-
tion suggestions, and a demo of the experience for the teacher. On the day(s) of the 
near-peer VR activity, a crew conducts an early morning setup of all the equipment. 
The NPTs assigned to each period know every aspect of the app to be used and can 
walk users through most issues with effective oral communication, something we 
practice and discuss. This enables keeping the user in the headset without the NPT 
needing to don the headset themselves. The role of the classroom teacher is simply 
to discuss content and ask probing questions; all the technology and VR-experience 
questions are answered by the near-peer tutor. At the end of the day, the setup crew 
comes back in to take down and pack up all the VR equipment, laptops, and electri-
cal cords.

This model has proved highly effective and popular in our school. We have run 
demonstrations for community stakeholders, staff meetings, technology conven-
tions, and other school districts. With each event or classroom collaboration, I see 
the confidence and communication skills grow among my students—but not with-
out work. Much like Evans and Cuffe (2009), who concluded they should increase 
feedback opportunities in future trials, we recognize the need to do the same to 
improve the near-peer experience for the learners. These feedback opportunities 
prompt meaningful reflective discussions on initiating engagement, troubleshooting 
flowcharts, modifying activities, and increasing overall efficiency. We have had ses-
sions where our delivery techniques were ineffective. NPLs shared that help was not 
always near, or NPTs struggled to effectively guide them through the application. 
This feedback told us where we needed to focus our efforts and make improvements.

My high school students were confident working with teenagers and adults, but 
what about impatient fourth graders who had never donned a headset? We had very 
detailed plans. Each student knew their role, from setup to tear down and everything 
in between. What happened those two days was amazing. I watched as my students 
executed the near-peer model. Each fourth grader spent 30 minutes in a one-on-one 
setting with one of my VR students (Fig. 4). They travelled the Earth, identifying 
and exploring landforms (Fig.  5), took a deep ocean dive with marine life, and 
played a basic game created by two of my computer programming students (Fig. 6).

Once the VR experience ended, small groups of students used an AR sandbox to 
create some of the same landforms they learned about in science class. They watched 
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Fig. 5 Examples of different landforms explored in Google Earth

Fig. 6 Game created by high school students and played in VR

Fig. 4 High school students working with fourth graders at the I Promise School

topographic lines change in real-time and virtual rainwater run down slopes and 
collect in low-lying areas. Those two days were remarkable to watch, from the awe 
and wonder in the expressions of 10 and 11-year-olds to the transformation I saw in 
my students as they worked with each one. Not only did these high school kids help 
bolster knowledge in the fourth graders, but by preparing to teach them, they also 
reinforced science topics that some had not covered in their own coursework in a 
few years.
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 Strategies for Implementation of Design

Educators may consider the following four pedagogical strategies when implement-
ing virtual technologies in their classroom. It is important to know the audience and 
adapt as needed.

• Expand your collaborative strategy repertoire. Allowing peers, both NPT 
and NPL, to work together has several benefits. One aspect easily overlooked 
with respect to technology is varying comfort levels. Select small groups two 
to five students. The smaller groups reduce hiding spots for a student less 
willing to participate. Within the groups, designate roles such as a content 
evaluator, creative mastermind, and manager. With pairs or small groups, stu-
dents with some anxiety toward technology are freer to learn at their own 
pace without feeling pressured. Groups often interact with more humour, 
placing everyone at ease.

• Tapping into this potential requires careful lesson design. Begin with a com-
plex learning activity (Burns, 2016): a task that is too simple promotes inde-
pendent work and allows some students in the group to contribute little to the 
cause, whereas a complex task promotes collaboration because it is too 
involved for one student to handle. One way to do this is by incorporating real-
world problems for students to remedy. This problem may be solving a techni-
cal issue, designing engaging content to accompany VR experiences, or 
establishing a set of coherent procedures for a user to follow. It requires stu-
dents to focus on a problem, conduct research, debate, and develop a working 
solution. During the collaborative process, build in opportunities to come back 
together as a collective group and share, using techniques such as round table, 
fishbowl debate, conver-stations, back-channel, or snowball (Gonzalez, 2015). 
Sharing and exchanging ideas intermittently can further spark creativity and 
progress as well as keep each group focused along the way. The instructor’s 
role should include checking in on students, providing feedback, and asking 
probing questions.

• Incorporate brainstorming sessions. Immersive technology is more than a 
tool; its existence in the classroom should initiate critical thinking. Use the cre-
ative minds sitting at desks in your class to devise ways to transform the technol-
ogy into a meaningful resource. Unlock the technology’s potential through 
brainstorming, before the planned immersive session takes place. Provide the 
technology, the content standards, the freedom to ask “What if” questions, and 
the time to conceive and explore solutions. Begin by establishing a safe environ-
ment where students can share and discuss ideas without the fear of failure. 
Teach your students that with brainstorming, there are no right or wrong answers, 
just ideas. Be mindful that most class discussions are dominated by the loudest 
and most confident students, so one method of combating this tendency is brain-
writing: introduce the topic ahead of time and allow individual students to con-
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tribute anonymously. In-class brainstorming sessions should be structured. Set 
time limits. Divide students into small groups where they spend short amounts of 
time generating ideas, followed by time vetting those ideas, then repeat. Doing 
so keeps ideas flowing and forms connections. Another in-class option to ensure 
every voice is heard is the “card method.” Each student lists their ideas on a card, 
then passes it to the person next to them. The student on the right adds to the idea 
or asks a clarifying question. Continue this process until each student has seen 
every card. Also, consider choosing a format that requires all students to contrib-
ute and then share. This discourages anchoring from taking place, where the first 
few suggestions sway the direction of all future discussions.

• Empower students as designers. A common complaint of students is a lack of 
connection between assigned tasks and the real world. The design process we 
implement in my VR course requires students to use metacognitive awareness as 
they think critically about a problem. At the top of Schlechty’s Levels of 
Engagement (2011) is engagement, meaning that students have high attention 
and commitment because they associate the task with a result that has value, 
resulting in a willingness to persevere through challenges. To achieve this, 
instructors need to hand over control and encourage students’ creativity to shine. 
First, challenge them to think and create content that is outside the box or beyond 
what is usually expected. Second, give students the latitude to make decisions 
about how immersive technology is implemented or assessed. Third, let them 
design the change they want to see. Fourth, let them create a product that has 
value and represents how they learn best. Finally, promote self-examination to 
determine how they learn best and apply that to lesson design (Schlechty, 2011).

The International Society for Technology in Education (ISTE) provides guidance 
for implementing technology in the classroom. Empowering students as designers 
fits in perfectly with ISTE standards 4A and 6D. These require students to know and 
use a design process for generating ideas and creating innovative artifacts, and then 
publishing or presenting content that customizes the message and medium for their 
intended audiences (ISTE, 2016). Since some students will struggle in the begin-
ning, start by inviting them to collaborate with you. This allows them to have con-
cepts reinforced while learning to work independently. Encourage creative 
risk-taking, where failures are welcomed as learning experiences. In the end, stu-
dents will have a sense of ownership over their learning, a greater understanding of 
content, and a blueprint for transforming from consumers to creators (Spencer, 2019).

• Look for incidental learning opportunities. Constructivism is essential to edu-
cation. The belief that new knowledge is constructed on the foundations of exist-
ing knowledge is important because our students come to us with different 
backgrounds and life experiences. The wider range of life experiences a student 
brings to class means potentially a larger foundation on which to build. Help 
students increase their base knowledge by giving them open-ended tasks that 
allow them to explore and investigate. Instead of giving them all the answers, 
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push them to research information and solutions. The incidental learning through 
these assignments may not only help them relate to new topics in class but allow 
them to draw natural connections in other classes. In researching new VR appli-
cations, students in my class gained incidental knowledge in a wide range of 
areas, including types of colour-blindness, the Memphis sanitation strike, racial 
issues related to travel in the 1960s, geography, geology, medical terminology, 
medical conditions, empathy, and more. Their exposure to these topics can lead 
to class discussions and further investigation. These topics are not routinely cov-
ered, but they help students develop deeper empathy or increase their general 
knowledge of the world.

 Conclusion

There is more to good teaching than technology. It does not take long to realize that 
investing in the latest software or gadget without investing in professional develop-
ment means a closet full of unrealized potential. Immersive technology will not in 
itself revolutionize education, but creativity will. Successful implementation 
requires a plan that includes maintenance and professional development. In our dis-
trict, this meant designing a course for students with leadership and creativity as key 
aspects. As a result, students became more fluent using technology and learning 
content through a variety of avenues, while applying the design process to improve 
technology integration.

For a program like this to be successful, educators must lead by example. In our 
case, we demonstrated being lifelong learners in a rapidly changing world. We took 
risks and pursued the unknown to move past the status quo. This provided an alter-
nate educational experience and challenged traditional boundaries. Our students 
witnessed both our successes and failures during our plunge into VR integration. 
The technologies we were implementing did not exist when we entered the teaching 
profession; they were the fantasies and lore of science fiction. Without a roadmap, 
we were destined to have a few mishaps along the way, but those obstacles gave 
opportunities for group discussion and problem solving. The course involved stu-
dents in real-world collaboration, showing them that not every endeavour produces 
success—just a learning opportunity. Moving forward, ideally our example will 
inspire educators and students to be relational, risk-takers, and lifelong learners in 
whatever field they choose.
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Conclusion: The Future of Immersive 
Learning: Designing for Possibilities

Paula MacDowell and Jennifer Lock

Abstract This chapter summarizes the book’s main themes and contributions to 
immersive education. It calls attention to new pedagogical frameworks and design 
strategies for creating or implementing high-quality immersive learning experi-
ences in K–12 and higher education contexts. Future research and development 
recommendations are offered, including immersive learning technologies created 
collaboratively and governed responsibly.

Keywords Immersive education · Immersive learning · Immersive pedagogy · 
Immersive technology · Metaverse

 Introduction

Nick Clegg’s essay, Making the Metaverse, analyzes the impact of ground-breaking 
technologies on transforming everyday human communication. He explains how 
quickly the Internet will evolve to be more human, physical, and interactive:

When Facebook started 18 years ago, we mostly typed text on websites. When we got 
phones with cameras, the Internet became more visual and mobile. As connections got 
faster, video became a richer way to share things. We’ve gone from desktop to web to 
mobile; from text to photos to video. In this progression, the Metaverse is a logical evolu-
tion. It’s the next generation of the Internet — a more immersive, 3D experience. Its defin-
ing quality will be a feeling of presence. (Clegg, 2022, para. 3–4)
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Presence is one of the main affordances of immersive education, as first-person 
perspective experiences make learning more engaging, authentic, and meaningful. 
Other unique affordances include increased agency to interact with the learning 
environment and the ability to make abstract ideas into tangible representations that 
students can manipulate. Immersive technologies offer a new medium for teaching 
and learning in K–12 and higher education. Predicted to generate $5 trillion in value 
by 2030, the Metaverse is rapidly developing and too significant for educators to 
ignore (McKinsey & Company, 2022). From empathetic climate change lessons to 
managing cognitive load for teaching complex topics, immersive learning experi-
ences are being designed and implemented to address real-world educational prob-
lems in today’s complex contemporary classrooms (e.g., Lee & Thompson, 2022; 
MacDowell, 2022; Savickaite & Simmons, 2022). Immersive Education: Designing 
for Learning prepares teachers and designers for the journey ahead toward a safe, 
respectful, inclusive, accessible, inspiring, and thriving immersive learning 
classroom.

This chapter summarizes the book’s central themes and contributions, looking 
toward future needs for designing high-quality immersive learning experiences that 
are aligned with K–12 and higher education goals, values, and curricular outcomes. 
The book brings together leaders in immersive education to provide practical exam-
ples of immersive learning innovation in their courses or classrooms. Uniquely, 
each chapter offers an illustrative vignette to contextualize a problem of learning in 
a real-world educational setting. The authors synthesize their technical and peda-
gogical knowledge to evidence the effectiveness of extended reality (XR) in enhanc-
ing curriculum and instruction at educational institutions worldwide. Readers will 
benefit from the design strategies and pedagogical guidelines for creating or imple-
menting a meaningful immersive learning experience (Lock & MacDowell, 2022). 
We close with a mindful call to action for a new dawn of immersive education that 
includes designing for accessibility, facilitating shared experiences and social con-
nection, and shifting learning into the global classroom.

 Vignette

After a year of working with colleagues and students and engaging in professional 
learning about immersive education, Teri took a moment to reflect on her own 
learning. It did not seem that long ago when she nervously designed and facilitated 
an augmented reality (AR) activity using tablets. She remembered the lesson that 
did not go well, given the lack of scaffolding for the learning experience and how 
she had to redesign the lesson. Gaining confidence over time with both using immer-
sive technologies and designing the learning, she advanced the degree of immersion 
from AR to virtual reality (VR). She found she was thinking differently about the 
curriculum outcomes as she created opportunities for students to explore unique 
immersive environments and learn through experiences not otherwise possible to 
have in school. As Teri stepped into the classroom, she smiled and lifted a head- 
mounted display to be used in today’s VR field trip to the aquarium.
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 Designing Immersive Learning in K–12 Education

A major contribution of section one, Designing Immersive Learning in K–12 
Education, is its rich description of pedagogical strategies involved in designing a 
learning experience for the immersive context. Collectively, the five chapters pro-
vide an up-to-date understanding of when, why, and how to integrate XR technolo-
gies in teaching and learning. Chapters contributed by Wöessner (2022) and Brenner 
et  al. (2022) demonstrate how immersive approaches impact learning and offer 
experiences that would otherwise be inaccessible, emphasizing the need for educa-
tors to prepare pre-activities and participatory activities that extend through to the 
post-activities (e.g., guided reflection and journaling). Instructional planning is 
more than the immersive experiences facilitated by technology; it is about the mean-
ingful and purposeful integration of pedagogy and technology. A critical component 
of this work is to check educators’ and designers’ assumptions. Wang’s (2022) 
chapter maintains that instructional designers and developers should not assume 
that students are technologically capable of working and learning in an immersive 
environment. Rather, thorough assumption-checking and iterative design processes 
are required to ensure appropriate development and integration of the new technol-
ogy. Beaumier and Koole’s (2022) chapter adds a postdigital perspective for educa-
tors to consider in their lesson planning, integrating XR in ways that question 
human/technology relationships. The authors offer valuable information on the 
instructor’s role in designing the immersive experience, assessing the learning, and 
facilitating reflection about how technologies are co-shaping our lives and physical/
virtual worlds. Further, the concept of psychopedagogy by design introduced by 
Perriguey (2022) ensures that the emotional impact of immersive learning is healthy, 
especially for experiences that simulate dangerous situations such as seismic risk 
preparedness.

From engaging STEM education (Brenner et al., 2022; Wang, 2022) to simulat-
ing dangerous learning situations (Perriguey, 2022) to teaching the human impact 
on water ecosystems (Beaumier & Koole, 2022) to intercultural language learning 
(Wöessner, 2022), experts in immersive education report how they use XR to 
enhance learning in K–12 classrooms and museum settings. New learning technolo-
gies require new means of assessment. XR technologies enable the collection of 
data beyond what was previously possible, which brings forth many questions: 
What kinds of data and learning analytics are helpful to support meaningful assess-
ment? What counts as learning in an immersive experience? Traditional assessment 
practices (e.g., pre- and post-assessments) may not be appropriate when learning 
occurs within an immersive context. As designers and educators, how might we 
think differently about assessing student learning in immersive environments? How 
do we evaluate the subject matter or content knowledge, skills and competencies, 
and personal attributes? How do we measure the complexity and creativity that is 
part of the student learning experience?

As we look to the future of immersive education, Beaumer and Koole (2022) 
recommend a backward-design approach wherein teachers and designers first 
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consider the learning goals and evidence needed for assessment purposes. Once 
these are carefully identified, the learning activities and instructional strategies can 
be successfully determined. Brenner et al. (2022) recommend integrating compan-
ion resources like a Digital Science Journal (DSJ) with activities and questions 
related to the XR experiences, which has the additional benefit of managing the 
increasing cognitive load when students use new technologies. Teachers can use the 
DSJ to provide students with immediate, ongoing, and contextualized assessments. 
Perriguey (2022) cautions that students may wonder if their behaviour is being 
observed and assessed in virtual environments, leading to increased anxiety that 
may negatively impact their learning. Student roles and expectations must be well- 
defined and understood to promote safe, empowering, and positive immersive learn-
ing experiences.

 Designing Immersive Learning in Higher Education

The book’s second section, Designing Immersive Learning in Higher Education, 
advocates for empowering instructors with XR technologies and the knowledge of 
how to use them in meaningful ways. Lessons learned from the well-documented 
history of educational technology reveal that cool new technologies are often over-
sold, underused, and purchased without the necessary funds for training or plans for 
professional development. There is a need to intentionally support, inspire, and 
invite instructors to experiment with XR; otherwise, immersive education will fail, 
do harm, or not be used to its full potential. Chapters by Lane and Havens-Hafer 
(2022) and MacDowell (2022) share examples of how to empower and support 
teachers as designers of immersive education. They lead and analyze training initia-
tives designed for pre-service and in-service teachers to explore the affordances and 
constraints of XR for learning. Both chapters offer a valuable blueprint for teacher 
education programs and administrators seeking to support educators in developing 
their confidence and competence as facilitators of immersive learning and designers 
of entirely new virtual worlds. In shifting from traditional instructor roles to being 
designers and facilitators of immersive learning, instructors will need to change 
their expectations of themselves and students. That may mean learning from the 
students and championing their gifts and talents. It may require different instruc-
tional and technical skills to lead the immersive learning experience and facilitate 
connection and reflection with the course materials.

As Lane and Havens-Hafer (2022) and MacDowell (2022) evidence, instructors 
need more opportunities to explore and play with XR technologies and align learn-
ing outcomes with meaningful and unique experiences that immerse students in 
specific content areas. This hands-on training approach will build knowledge and 
capacity for instructors to evaluate the practicality, merit, and effectiveness of 
immersive learning in the classroom, now and into the future. Additionally, there is 
a need for interdisciplinary collaboration and further inquiry to discern how XR can 
help or hinder learning, including technical and pedagogical impacts. For example, 
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Lane and Havens-Hafer analyze the rapid evolution of head-mounted displays, con-
cluding that today’s headsets are still too bulky, heavy, expensive, and unsustainable 
for mainstream educational use. Savickaite and Simmons (2022) contribute to 
building the pedagogical literature by studying the impact of using VR to teach 
complex and abstract concepts in developmental psychology. Their initial findings 
demonstrate the unique affordances of immersive technologies that allow interac-
tive learning opportunities in safe and controllable virtual worlds. Students have a 
high affinity for and curiosity about XR. However, Savickaite and Simmons caution 
that some are not ready for the metaphysical aspects of learning and socializing as 
avatars. There is also a need to prepare for the cultural changes that will occur as 
colleges and universities expand their programming and build digital twins (fully 
spatial 3D replicas of campuses) in the Metaverse (Clegg, 2022; McKinsey & 
Company, 2022).

Alongside the rapid advancement of immersive technologies, the scope of 
immersive learning research must increase as we are only beginning to realize the 
uses and effects of XR in diverse educational settings. Dengel et  al. (2022) and 
Lion-Bailey et  al. (2022) have developed well-grounded theoretical models that 
apply to both K–12 and higher education. Dengel et al. (2022) contribute a compre-
hensive and holistic model that examines the macro-, meso-, and micro-levels of 
teaching and learning with immersive media. Their model provides a solid founda-
tion for understanding the technological and pedagogical complexity of integrating 
immersive learning in educational programs. The authors outline the organizational 
structures, policies, and administrative challenges to consider, demonstrating how 
key stakeholders must work collaboratively to address internal and external factors 
related to the immersive education process. The XR-ABC Framework developed by 
Lion-Bailey et al. (2022) provides a structure for understanding how learning hap-
pens in immersive environments and serves as a guide for integrating immersive 
learning in classrooms. The XR-ABC Framework, which builds on practice and 
learning theory, offers a common language for researchers and educators to study 
and communicate the educational impacts of XR. The framework includes three 
aspects: Absorb, Blend, and Create (ABC), which depict the technological peda-
gogical content knowledge required for integrating XR technologies to enhance 
teaching and learning.

 Teachers and Students as Designers of Immersive Learning

The book’s third section focuses on Teachers and Students as Designers of Immersive 
Learning. Four chapters give the reader a greater understanding of how immersive 
technologies offer powerful new ways to engage students as partners and designers 
in the learning process (Kaser, 2022; Lee & Thompson, 2022; Southgate, 2022; 
VanFossen & Gibson-Hylands, 2022). Kaser (2022) focuses on achieving deep 
understanding by unlocking student creativity through VR assignments that chal-
lenge them to develop innovative solutions to real-world problems. He demonstrates 
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a near-peer classroom model for implementing VR in a high school setting where 
senior students are responsible for training the junior students. This approach 
empowers students by giving them agency to take on teaching and leadership roles. 
Further, Kaser (2022) shows how peer mentoring promotes a positive learning envi-
ronment and facilitates engagement with the whole school community. Southgate 
(2022) highlights how students can meet learning outcomes and creatively demon-
strate their knowledge by designing virtual environments that share their ideas and 
views. She advises teachers to include student VR content creation as part of the 
curriculum. Southgate calls for more educational research conducted in natural 
school settings. While rigorous lab studies are essential, they do not sufficiently 
address the complexities, tensions, and impacts of immersive learning within 
classrooms.

VanFossen and Gibson-Hylands (2022) describe how education in VR is defined 
by compelling narratives and visual storytelling, providing a familiar learning con-
text for teachers and students to be designers and world builders. The authors con-
tribute a wealth of world building strategies to foster immersive learning through 
discovery, exploration, and wonder (the DEW Concept Model). They offer exam-
ples to show how teachers can design culturally responsive and customized virtual 
worlds to meet the learning needs of students and discipline areas, rather than work-
ing within the confines of what is available online. Teachers can create authentic 
immersive environments rooted in local issues and locations. Hence, students can 
engage with the course content in a personalized and contextualized way, and as a 
result, retain the information as a memory from a shared immersive experience. Lee 
and Thompson (2022) describe how educators and designers need to think differ-
ently about creating, facilitating, and evaluating learning in virtual environments. 
They recommend selecting immersive experiences that foster presence and agency 
to provide opportunities unavailable in traditional classrooms. XR technologies 
have the capacity to expand learning experiences and to include students who are 
differently abled (e.g., in terms of mobility or cognitive impairments). With manag-
ing cognitive load an ongoing concern, Lee and Thompson contribute a well-defined 
strategy for educators and designers to minimize cognitive load and maximize 
learning by considering four interconnected elements: pretraining, exploration, goal 
orientation, and segmentation (PEGS).

As we look to the future of immersive education, there is a pressing need for 
easy-to-use authoring technologies that teachers and students can use efficiently and 
creatively to design immersive learning and virtual worlds (Southgate, 2022; 
VanFossen and Gibson-Hylands, 2022). Further, we need to build community 
amongst educators and designers to support each other and share knowledge of 
what works. For example, the Educators in VR (https://educatorsinvr.com) network 
promotes standards of open, global, cross-platform collaboration amongst research-
ers, educators, and designers. Open pedagogy and open design standards are essen-
tial for achieving a sustainable and diverse immersive future: enabling sharing of 
instructional resources and 3D assets across platforms and promoting inclusivity by 
welcoming diverse representation and multiple perspectives. Addressing issues of 
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accessibility will be an integral part of developing XR applications that can serve as 
assistive technologies to help students reduce physical barriers and cognitive impair-
ments in the real world.

 Conclusion

While the new wave of immersive technologies holds great promise for enhancing 
student learning, we are only beginning to understand effective pedagogical strate-
gies and design principles that are inclusive and sustainable. This edited book is 
relevant and timely to identify how immersive education lives in practice. The 
book’s development began as universities, colleges, and K–12 classrooms world-
wide needed to adopt a range of digital communication technologies, online peda-
gogies, and learning methods in response to the global COVID-19 pandemic. 
Post-pandemic students will have increased expectations, given their experiences 
with remote learning. Demand for interactivity and engagement will be strong as 
students are more informed learners and know what they want and don’t want as 
their learning experience. Instructors will need to design more creative, collabora-
tive, and experiential learning environments for tomorrow’s students. Well-designed 
immersive experiences can increase options for teaching and learning across the 
lifespan and address some of the challenges experienced in today’s physical and 
digital learning spaces, such as inclusion and diversity.

To fully appreciate the opportunities for XR in education, we need to understand 
the impact of other powerful technologies such as using artificial intelligence to 
offer personalized learning, 5G networks for increased speed and connectivity, and 
blockchain (and related digital currencies) to manage intellectual property assets of 
all kinds. These technologies depend on each other to provide security, privacy, 
efficiency, scalability, and flexibility in future immersive learning scenarios. 
Alongside the rapid development of XR technologies, we also need to establish 
values, norms, and policies to govern immersive learning and social interaction in 
virtual worlds, which span hundreds of different platforms, apps, and devices. Who 
is responsible for setting the standards that will guide students to have healthy and 
empowered engagements with immersive learning technologies?

We hope educators and designers will benefit from this book’s practical exam-
ples and evidence of immersive learning and immersive teaching that works; and 
what needs to be improved. Promising future research directions for immersive edu-
cation include designing for accessibility, developing shared experiences, and shift-
ing learning into the global classroom where people from around the world can 
safely and creatively engage in immersive environments together. Immersive educa-
tion research needs to move beyond isolated lab studies and be situated in today’s 
complex contemporary classrooms to understand how learning outcomes are influ-
enced by technology in interaction with pedagogy, or what Fawns (2022) identifies 
as the mutual entanglements of technology and pedagogy.
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Immersive education is a source and reason for innovation, inspiration, and 
change. As educators and designers engage with various levels of immersion, more 
will be learned to inform research, design, and pedagogical practice. As evidenced 
in this book, developing high-quality immersive learning experiences and environ-
ments takes a community of experts. Collectively, the authors of these chapters have 
contributed their pedagogical and design strategies for utilizing immersive technol-
ogy in meaningful ways to support student learning. We advocate for productive 
partnerships among universities, industry, and government to lead the forward 
thinking necessary for advancing the future of immersive education in K–12 and 
higher education and guide its impact on learning.
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