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Preface

We are delighted to introduce the proceedings of the fourth edition of the European
Alliance for Innovation (EAI) International Conference on Multimedia Technology
and Enhanced Learning (ICMTEL 2022). This conference aims to deliver a forum for
scientific reports and debates on the state of the art and future perspectives in multimedia
technology and enhanced learning.

The technical program of ICMTEL 2022 consisted of 69 full papers, which were
selected from 188 submissions in a single-blind review process, with a minimum of 3.1
reviews per paper. The papers were presented in the following conference tracks: Track
1 - Internet of Things and Communication; Track 2 - Education and Enterprise; Track
3 - Machine Learning; Track 4 - Big Data and Signal Processing; Track 5 - Workshop
of Data Fusion for Positioning and Navigation; and Track 6 - Workshop of Intelligent
Systems and Control.

Aside from the high-quality technical paper presentations, the technical program
also featured two keynote speeches given by De-Shuang Huang from Tongji University,
China, and Juan M. Górriz from the University of Granada, Spain.

Coordination with the steering chairs, Imrich Chlamtac, De-Shuang Huang, and
Chunming Li, was essential for the conference’s success. We sincerely appreciate their
constant support and guidance. It was also a great pleasure toworkwith such an excellent
organizing committee team for their hardwork organizing and supporting the conference.

In particular, we are grateful to the Technical Program Committee, which completed
the peer-review process for technical papers and helped to put together a high-quality
technical program. We thank the publication chair, Shuai Liu, who helped us organize
the special issues. We are also grateful to the conference manager, Karina Ogandjanian,
for her support and to all the authors who submitted their papers to the ICMTEL 2022
conference and workshops.

We strongly believe that the ICMTEL 2022 conference provided a good forum for all
researchers, developers, and practitioners to discuss all aspects of science and technology
relevant to multimedia technology and enhanced learning. We also expect that the future
ICMTEL conferences will be as successful and stimulating as this year’s, as indicated
by the contributions presented in this volume.

September 2022 Shui-Hua Wang
Yu-Dong Zhang
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On Line Monitoring System of Power Optical
Fiber Transmission Network Under Internet

of Things Technology

Lu Liu(B) and Lanxiang Wang

Beijing Kedong Electric Power Control System Company Limited, Beijing 100192, China
seg8856296@126.com

Abstract. The traditional OTD power optical fiber transmission network online
monitoring system takes a long time to monitor the network data, and the mon-
itoring effect increases. Therefore, the power optical fiber transmission network
online monitoring system under the Internet of things technology is designed.
The sensor and microcontroller are designed in hardware. Analyze the functional
requirements of on-line monitoring system in software; The data acquisition mod-
ule of power optical fiber transmission network is established based on the Internet
of things, and then the system software function is realized. By means of compar-
ative experiment, it is verified that the online monitoring effect of the new system
is better and has great popularization value.

Keywords: Internet of things technology · Power optical fiber · Transmission
network · Online monitoring

1 Introduction

The safe operation of power system is related to the national economy and the people’s
livelihood. With the development of economy, the demand for electricity is increasing.
Modern power system is developing towards high voltage, large units and large capacity,
and the requirements for power supply reliability of power system are becoming higher
and higher. At the same time, with the rapid development of information today, The rapid
development of science and technology and the improvement of people’s living stan-
dards year by year also promote the development of power system towards intelligence.
Digitization and networking have become an inevitable trend [1]. The State Grid Corpo-
ration of China first announced the development plan of “smart grid” in 2009. The smart
grid is based on an integrated, high-speed two-way communication network and com-
bines advanced sensing and measurement technology, information and communication
technology, analysis and decision technology, automatic control technology and energy
and power technology, And a new modern power grid formed by high integration with
power grid infrastructure [2]. Strength, interaction, automation, informatization, envi-
ronmental protection and economy are the main characteristics of smart grid. Smart

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022
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grid requires to be able to monitor the operation status of power grid in real time, find
faults and recover itself in time with as little manual intervention as possible, so as to
improve the safety and reliability of power grid operation. Smart grid includes six links
of power generation, transformation, transmission, distribution, dispatching and power
consumption in the power system. It can realize observability (monitoring the state of
all equipment in the power grid), controllability (controlling the state of all equipment
in the power grid), complete automation (adaptive and self-healing) and comprehensive
optimal balance of the system (optimal balance between power generation, transmission
and distribution and power consumption) So as to realize cleaner, efficient, safe and
reliable operation of power system [3].

The intelligenceof power grid puts forwardhigher requirements for the safe operation
of power system. There are many factors affecting the safe and stable operation of power
system, one ofwhich is the operation safety of power equipment [4].As the key to connect
the six links of smart grid, substation is an important power facility in the power system
to transform voltage, receive and distribute electric energy, control the flow direction of
power and adjust voltage. It connects the power grid at all levels and plays a key role
in the power system. The safe and normal operation of power equipment in substation
is one of the most important factors to ensure the safe transmission of power in power
system.

In the power field, the implementation of the periodic maintenance system of equip-
ment based on time cycle provides a certain guarantee for the safe operation of power
equipment. However, thismaintenancemethod is affected by both objective factors (such
as fixed cycle, maintenance experience, different operating environments of different
equipment, etc.) and subjective factors (such as rigid work, lack of manual inspection,
missed inspection, etc.), whichmakes this maintenancemethod expose a variety of prob-
lems: low reliability in the station, many power outages, large workload of personnel and
high maintenance cost [5]. With the increasing contradictions exposed by the traditional
maintenance methods and the rapid development of power industry and power supply
technology, the on-line monitoring technology of substation equipment came into being.
However, there are many problems in the early monitoring, such as poor stability, signal
distortion, backward technology, non-specific monitoring standards, large installation
workload and difficult maintenance. Although this monitoring technology can greatly
improve the safe operation of power grid, due to the prevalence of the above problems,
most online monitoring systems have the problems of unreliable data, nonstandard data
and data can not truly reflect the equipment status, which can not play the role of mon-
itoring the equipment status, thus hindering the popularization and Application of this
new technology. At the same time, most of the on-line monitoring equipment of various
manufacturers in the substation work independently, and carry out data acquisition, data
analysis and result output respectively, which makes the data structure incompatible and
lacks unified management. With the gradual development of technology and the gradual
increase of problems, we realize the necessity of establishing a unified, comprehensive
and intelligent intelligent online monitoring equipment online monitoring system.

Internet of things technology is in line with the needs of this actual development.
The Internet of things has the ability to obtain, analyze, process, control and feedback
information, and can realize the integration of human society and physical system [6].
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The application of Internet of things in the construction of intelligent substation is the
inevitable result of the development of the information age to a certain extent, which can
realize the real-time management and control of equipment. Using the Internet of things
technology, through the perception of the external world, an infinite sensor monitoring
network is constructed to monitor the operation status of online monitoring equipment
in an all-round and real-time manner.

In the existing power system equipment monitoring applications, they are basically
connected through wired media. In the implementation process of wired lines, the quan-
tities are large, the lines are not easy to expand, and in some special geographical envi-
ronments and sites, the wiring will be limited and can not be implemented. Wireless
sensor networks communicate wirelessly, which not only gets rid of the constraints of
wired, but also has the advantages of strong mobility, easy expansion and upgrading [7].
With the continuous development of sensor technology and communication technology,
wireless sensor network has been gradually applied to the field of on-line monitoring of
substation power equipment.

The Internet of things connects all kinds of power supply and electrical equipment,
and has been widely used in the field of smart grid. It is the main trend and direction
of power system development. The application of Internet of things technology to the
on-line monitoring of power equipment in intelligent substation is of great significance
to ensure the safe and stable operation of power system. At the same time, it is of
great significance and practical value to ensure the safe and stable operation of on-
line monitoring equipment, improve the automation level of substation and promote the
digital and networked development of intelligent power network.

2 Hardware Design

2.1 Sensors

The sensor designed in this paper has the functions of current sensing, ultrasonic sensing,
digital temperature sensing, micro water sensing and pressure sensing. Electromagnetic
BCT-2 type is adopted for current sensing function, which can realize on-line monitor-
ing of insulation characteristics of most high-voltage electrical equipment by measuring
leakage current. The sensor has strong electromagnetic field anti-interference ability and
excellent temperature characteristics. The iron core ismade of platinum nickel alloywith
high initial permeability and low loss, and the iron core is fully automatically compen-
sated through deep negative feedback to ensure that the iron core works in an ideal zero
flux state [8]. The sensor adopts active zero flux technology to ensure the high accuracy
and stability of low current detection, and can detect leakage current signals as small
as milliampere (mA). It can be conveniently used to accurately measure the insulation
characteristics of CT, CV, OY and TB with small leakage current. Its core structure can
also ensure the sampling safety of electrical equipment and signals. Wireless tempera-
ture sensing capability is a new type of temperature sensing module that integrates the
functions of wireless RF chip and digital temperature sensing. The temperature moni-
toring is collected by the temperature and humidity sensing module HMP155 of Vaisala
company. HMP155 temperature sensing module has automatic calibration function and
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RS485 communication interface. It can send temperature signals through its own com-
munication protocol. In addition, it can also set serial port parameters, data acquisition
method, query historical data, etc. Users can transplant ZigBee protocol into nodes to
form simple star topology networks and complex tree and mesh networks. The sensing
module can be applied to the fields of high-voltage substation equipment and high-
voltage switchgear temperature measurement in intelligent substation. The ultrasonic
sensing function is made by using the principle that piezoelectric ceramics will produce
mechanical deformation varying with voltage or frequency under the action of voltage,
and piezoelectric ceramics will produce charge when receiving vibration.Whenmaking,
two pieces of piezoelectric ceramics or piezoelectric ceramics and metal sheets can be
used to make a vibrator (double piezoelectric chip element). When ultrasonic vibration
acts on the double piezoelectric chip element, an electrical signal will be generated. The
type of ultrasonic can be judged by the electrical signal.

Ultrasonic sensing function, with convenient installation (it can be fixed to the equip-
ment surface during installation), and the ultrasonic wave can pass through the metal
shell and will not affect the surrounding equipment. Therefore, it can be widely used for
partial discharge measurement inside closed high-voltage metal equipment such as GIS,
which also provides guarantee for the safe and reliable operation of closed substation
equipment. Therefore, the sensor is used for partial discharge of transformer and partial
discharge of GIS Discharge measurement.

2.2 Microcontroller

In themicrocontroller designed in this paper, themicrocontroller with low external clock
frequency can effectively reduce the noise and improve the anti-interference ability of
the system. For square wave and sine wave with the same frequency, the high-frequency
component of square wave is much more than sine wave. The amplitude of the high-
frequency component of the square wave is smaller than that of the fundamental wave,
but the higher the frequency, the easier it is to be emitted and become a noise source. The
most influential high-frequency noise generated by the microcontroller is about three
times the clock frequency. Therefore, the lower the frequency of the selected micro-
controller, the lower the frequency of its three times, and the lower the probability of
developing into a noise source. In addition, decoupling design and shielding technology
are added to this system. Reasonable decoupling design can filter the electromagnetic
interference caused by peak current jump and improve the anti-interference ability and
reliability of the system [9]. The decoupling capacitor directly connected between the
ground of the device and the power supply can reduce the power impedance and remove
the high-frequency components as high as 1GHZ. When designing a printed circuit
board, a decoupling capacitor should be added between the power supply and ground of
each integrated circuit. The decoupling capacitor has two functions: on the one hand, the
energy storage capacitor of the integrated circuit provides and absorbs the charge and
discharge energy at the moment of opening and closing the door of the integrated circuit;
On the other hand, the high-frequency noise of the device is bypassed. Shielding is an
effective anti-interference measure, which can reduce the outward or inward penetration
of electromagnetic field. It is often used to isolate and attenuate radiated interference.
Shielding technology divides space into two regions through metal objects. Its purpose
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is to control the diffusion of electric field from one region to another. Shielding technol-
ogy can be divided into electrostatic shielding, magnetic shielding and electromagnetic
shielding. The function of electrostatic shielding is to eliminate the electromagnetic
interference caused by distributed capacitance coupling between two circuits. Mag-
netic shielding is used to prevent the interference of low-frequency magnetic field. The
high-voltage switchgear is mainly interfered by high-frequency electromagnetic field,
so electromagnetic shielding is adopted, which can suppress the interference of electric
field and magnetic field at the same time and prevent electromagnetic wave from enter-
ing. The sensor probe is placed in a shielding bodymade of low resistancemetal material
aluminum, and the shielding metal is used to absorb and reflect the electromagnetic field
to achieve the purpose of shielding, The shielding technology is shown in Fig. 1:

Shielding technology

Electrostatic shielding

Eliminate the electromagnetic 
interference caused by distributed 
capacitance coupling between two 

circuits

electromagnetic 
shielding

Restrain the interference of electric 
and magnetic fields and prevent 

electromagnetic waves from entering

Magnetic shielding Prevent interference of low-
frequency magnetic field

Fig. 1. Structure diagram of shielding technology

The microcontroller is mainly manufactured by high-speed CMOS technology. The
static input current at the signal input end is about 1mA and the input capacitance is
about 10pF. The output end of high-speed CMOS circuit has considerable load capacity,
that is, considerable output value. If the output end of a gate is led to the input end
with high input impedance through a long line, the reflection problem is very serious,
which will cause signal distortion and increase system noise. When Tpd is greater than
Tr (standard delay time), it becomes a transmission line problem. Problems such as
signal reflection and impedance matching must be considered. The delay time of the
signal on the printed circuit board is related to the impedance characteristics of the lead,
that is, to the dielectric constant of the printed circuit board material. It can be roughly
considered that the transmission speed of the signal on the lead of the printed board is
about 1/3 to 1/2 of the speed of light. The tr of common logic circuit elements in the
system composed of microcontroller is between 3-18ns. On the printed circuit board, the
signal passes through a 7 W resistor and a 25 cm long lead, and the on-line delay time is
about 4-20 ns. In other words, the lead of the signal on the printed circuit is very short,
no more than 25 cm. And the number of vias is small. The rise time of the signal is faster
than the signal delay time. The impedance of the transmission line is matched. For the
signal transmission between the integrated blocks on the brush circuit board, Td > Trd
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will not occur. The wiring on the printed board shall make the wiring between circuits
as short as possible under possible conditions, which will greatly reduce the interference
caused by wiring.

The microcontroller manufactured by CMOS process has high input impedance,
high noise and high noise tolerance. Even if the digital circuit is superimposed with
100–200 mv noise, its work will not be affected. If the printed circuit board is a four
layer board, one of which is a large area of ground, or a double-sided board, and the
reverse side of the signal line is a large area of ground, the cross interference between
signals will become smaller. The characteristic impedance of the signal line is reduced
in a large area, and the reflection of the signal at the D end is greatly reduced, which
also reduces the cross interference between the signal lines.

3 Software Design

3.1 Analyze the Functional Requirements of the Online Monitoring System

Network transmission monitoring condition monitoring and fault diagnosis system is an
important content of smart grid construction. Network transmission monitoring condi-
tion monitoring technology is the key supporting technology to realize the construction
of Smart Substation and the core content of Smart Substation construction. The network
transmission monitoring status monitoring and evaluation system at the station control
layer shall be able to evaluate the working status and remaining life of power equipment
according to the obtained power equipment status information, adopt the comprehen-
sive evaluation model based on multi information fusion technology, and combine the
structural characteristics and parameters of equipment, operation history status records
and environmental factors; Analyze, judge and predict the faults that have occurred, are
occurring or may occur, clarify the nature, type, degree and cause of faults, point out the
trend and consequences of fault occurrence and development, and put forward effective
countermeasures to control fault development and eliminate faults, so as to avoid power
equipment accidents and ensure safe, reliable and normal operation of equipment [10].
The software system of station control layer shall provide an overall solution for on-line
monitoring of intelligent substation. The system can control the temperature and load
of power equipment, dissolved gas in oil, micro water in oil, bushing insulation, iron
core grounding current, partial discharge, auxiliary equipment (cooling fan, oil pump,
gas relay, on load tap changer, etc.), SF6 gas density and micro water in circuit breaker
and GIS, GIS partial discharge, action characteristics of circuit breaker, SF6 gas leakage
in GIS room The insulation of current transformer and capacitive voltage transformer,
coupling capacitor insulation and lightning arrester insulation shall be comprehensively
monitored. The specific functional requirements are shown in Fig. 2.
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On line monitoring system

Network state 
evaluation

Sensor status 
evaluation

Condition evaluation of 
power equipment

State evaluation of 
microcontroller

Fig. 2. System functional requirements

As shown in Fig. 2, in the system designed in this paper, its functional requirements
are set as power equipment status evaluation, sensor status evaluation, network status
evaluation, microcontroller status evaluation, etc. With the rapid development of intelli-
gent substation and the wide application of computer technology in substation system in
recent years, the original closure of substation system has been broken. The communica-
tion security of intelligent substation and its supporting network monitoring equipment
have received great attention from power industry and relevant research departments
at home and abroad. In recent years, the communication network between intelligent
electronic devices in substations has become more and more perfect. The monitoring
equipment grasps the operation of intelligent substations by capturing and analyzing
the communication messages between substation networks, and timely finds problems,
locates the root causes of faults and solves problems through efficient and reliable diag-
nosis algorithms, so as to avoid malignant power accidents, Ensure the safe and stable
operation of power grid.

3.2 Data Acquisition Module for Establishing Power Optical Fiber Transmission
Network Based on Internet of Things

The Internet of things is an important part of the new generation of information technol-
ogy. The English name of the Internet of things is “the Internet of things”. As the name
suggests, the Internet of things is “the Internet connected with things” [11]. It mainly
has two meanings: (1) the foundation and core of Internet of things technology is still
the Internet, which is a network extended and expanded on the basis of the Internet; (2)
Its client extends to the information exchange and communication between any object.
Therefore, the definition of Internet of things is to connect any object with the Internet
according to the agreed protocol through information sensing equipment such as radio
frequency identification, infrared sensor, global positioning system and laser scanner,
so as to realize the intelligent identification and positioning of objects Simultaneous
interpreting, monitoring and managing a network [12]. With the development of sen-
sor technology and network communication technology, the definition of the Internet of
things will also be deepened. The Internet of things has distinct characteristics compared
with the traditional Internet: it widely uses various sensing technologies. The Internet
of things has deployed massive different kinds of sensors, each sensor is an informa-
tion source. Data is real-time [13]. It collects environmental information periodically
according to a certain frequency and constantly updates data. It is a network based on
the Internet. The important foundation and core of Internet of things technology is still
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the Internet. It is an extension and expansion based on the Internet. Through the integra-
tion of various wired and wireless networks with the Internet, the information of objects
can be transmitted in real time and accurately. Internet of things It not only provides the
connection of sensors, but also has the ability of intelligent processing and intelligent
control of objects.Analyze, process and process meaningful data from the massive infor-
mation obtained by sensors, so as to meet the different needs of different users and find
new application fields and application modes. Therefore, this paper uses the Internet of
things to design the data acquisition module of power network. Firstly, the operating
power η of power grid equipment is calculated:

η = 1 −
(
cos�1

cos�2

)2

(1)

In formula (1), η is the operating power of power grid equipment; cos�1 and cos�2
are the power factors of power grid equipment and distribution equipment respectively.
Considering the target node of power grid monitoring, the system monitoring design
equation is as follows:

Pi =
K∏

n=1

αn (2)

In formula (2), Pi represents the monitoring results from the monitoring source node
to the destination node;K represents the total number of monitoring nodes; αn represents
the monitoring probability of node n. The collection formula of network monitoring
status is as follows:

a1k = dk
d1 + d2 + . . . + dN

(3)

In formula (3), a1k is the network monitoring status; d1 is the acquisition node
corresponding to error free state 1; d2 is the acquisition node corresponding to error
free state 2 dN is the acquisition node corresponding to the error free state dk ; k is the
acquisition node corresponding to the burst state. The online monitoring data after using
the Internet of things technology are:

P(Xi|π(Xi)) = P(Xi|X1,X2, · · · ,Xi−1) (4)

In formula (4),Xi is the onlinemonitoring power grid data, and the onlinemonitoring
data node related to Xi is recorded as π(Xi). The collected pseudo-random monitoring
data are as follows:

Xn+1 = λXn(1 − Xn) (5)

In formula (5), 0 ≤ λ ≤ 4 and λ are random monitoring parameters; Xn+1 is pseudo-
randommonitoringdata;Xn is the randomsequenceof power gridmonitoringof the Inter-
net of things. After multiple iterations, Xn is transformed into pseudo-random sequence
Sn The conversion formula is as follows:

Sn = f (Xn) (6)



On Line Monitoring System of Power Optical Fiber Transmission 11

In formula (6), Sn is a pseudo-random sequence; Where f is the random function of
pseudo-random sequence.

−
x = a(y − x) (7)

−
y = −xz + cy + (c − a) (8)

−
z = xy − bz (9)

In formulas (7) to (9),
−
x ,

−
y and

−
z are on-line monitoring coefficients; a, b and c

are acquisition parameters; x, y and z are the spatial coordinate coefficients of
−
x ,

−
y and

−
z . The monitoring sequence of power optical fiber transmission network at this time is
calculated as follows:

F =
(∑52

i=1 K[i] ∗ 2i=1
)

252
(10)

In formula (10), F is the initial information of the system; K[i] is the i monitoring
data in 256 bit random sequence;Firstly, this paper can query the monitoring equipment
status of the power grid, and display and set various status parameters in the monitor-
ing parameter setting interface, including monitoring mode, number of monitoring lines,
monitoring wavelength of each monitoring optical path, monitoring threshold value, and
Jianli lineworking channel ofmanualmonitoringmode. Secondly, themonitoring equip-
ment can be initialized and the monitoring mode parameters can be set. In the automatic
monitoring mode, the monitoring optical power threshold and monitoring wavelength
of each detection optical path can be set. In the manual monitoring mode, the detection
wavelength and working channel of Jianli line can be set. Finally, connect the optical
tail fiber on the hardware equipment, select the monitoring line from the existing line
list, automatically set the line monitoring wavelength parameters, store the line param-
eter information in the database, and monitor the multi-channel working optical fiber in
real time according to the set threshold value. The system can manually disconnect the
pigtail connection according to the illumination power threshold, or manually reduce
the optical power of optical input, so as to realize the low threshold of optical power
and automatically display the line status in the line monitoring status area of the main
interface.

3.3 Realization of System Software Functions

In order to realize the system software function, this paper designs the monitoring data
model of power optical fiber transmission network under the above environment, as
shown in Table 1.
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Table 1. Model table of system monitoring data

Parameter name Parameter code Character type

Monitored identification LinkedDevice character

Monitoring device Device Code character

Monitoring time AcquisitionTime date

System transmission volume DischarageCapacity character

Transmission location Discharge Position number

Number of pulses Pulse Count number

Transmission microwave DischargeWaveform Binary stream

As shown in Table 1, according to the database file, the optical fiber line, landmark
information and the fault information of test analysis are corresponding, and the fault
detection conclusion is displayed in the form of simple landmarkmap, that is, the section
type of fault, accurate fault location, section landmark number, distance from front and
rear landmarks, maintenance suggestions and other information. It can assign the line
number, default wavelength and IOR parameter value to the newly added optical fiber
line, and store the filled information in the database; It can update the parameter infor-
mation of existing lines; Lines with landmark information cannot be deleted. It can add
line landmark information to the existing optical fiber line, including the line number,
landmark name, landmark type, landmark location, in reservation and out reservation
of the landmark. It can automatically assign a new landmark number, support the addi-
tion of a new landmark before the existing landmark location, and realize the automatic
calculation and update of the subsequent landmark location, The newly added land-
marks can be correctly displayed in the landmark map: the line landmark information
of existing optical fiber lines can be updated, including landmark name, landmark type,
in reservation and out reservation. For the updated reserved landmarks, one can realize
the automatic calculation and updating of subsequent landmark positions, The updated
landmarks can be correctly displayed in the landmark map: the line landmark informa-
tion of existing optical fiber lines can be deleted, and the reservation can be input and
output according to the deleted landmarks, so as to realize the automatic calculation and
update of subsequent landmark positions.

The detection event display can be realized, including the geographic location of
the event, event type, event point loss, event point interval loss and other information.
The test result curve can be displayed correctly, and the test curve can be enlarged
and reduced arbitrarily; It can accurately locate on the detection curve and display the
accurate position (accurate to m) and loss of the positioning point. The function of
querying fault detection history can be realized according to single conditions. The
conditions can be set as fault detection date, fault detection personnel, fault detection
line name and fault handling status. The function of querying fault detection history can
also be realized according to combined conditions. The conditions can be set as fault
detection date, fault detection personnel The combination of fault detection line name
and fault handling status. All fault detection personnel and fault handling status can be
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selected. According to the detection history selected by the user, the detection records
can be redisplayed, including the detection result curve and event list of the detection
history in the main interface, and the comprehensive fault detection conclusion interface
can also be displayed.

4 System Test

In order to improve the level of automatic maintenance and management in optical fiber
communication network, improve the response ability of fault handling, and facilitate
the operation and monitoring of maintenance personnel, the system designed in this
paper adopts intuitive interactive interface and modular design, the specific simulation
environment is as follows: the graphics card and memory are igame geforce RTX 3080
Vulcan 10 g and 16 GB respectively, the main frequency processor and operating system
are Intel (R) core (TM) i7-2430 m@ 2.41ghz and windows respectively, and MATLAB
2017A is selected to complete the software programming. The simulation environment
is shown in Fig. 3:

Fig. 3. Simulation experiment environment

According to the simulation experiment environment in Fig. 3 above, the experi-
mental verification is carried out. The process and results are as follows.

4.1 Test Process

On the basis of completing the hardware and software of the dual-mode urban power
optical fiber line on-line detection system, test the hardware and software of the system.
The specific steps are as follows: first, use a multimeter to detect whether there is a
circuit short circuit in the hardware, then power on the hardware, use a multimeter to test
the power circuit voltage, and the test voltages are + 24V, + 12V, + 5V respectively, +
Whether the output voltage of 3.3V and−5V circuits is normal. Based on the completion
of power supply test. The software and Ethernet switching module are added to the
hardware, and the software and hardware are connected according to the overall scheme
of the system. The network transmission format in the system is shown in Table 2.
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Table 2. Network transmission format

Frame header (HEX) 2byte

Lenth(hex) 1byte

Type(hex) 1byte

Mode(hex) 1byte

Data(hex) nbyte

SUM(hex) 2byte

As shown in Table 2, bytes 0 and 1 are fixed data frame headers. Oxee starts with
0x55. The second byte (lenth) is the frame length. The third byte (type) is the function
definition byte. The 4th byte (mode) is the working mode. The 5th to 4th + nth bytes
(data) are the corresponding function parameters. The S + N and 6 + n bytes (sum) are
checksum, overflow and discard the high bit. At this time, the normal operation of the
hardware and software of the system can be guaranteed.

4.2 Test Results and Discussion

Under the above experimental environment, the system designed in this paper is com-
pared with the traditional OTD online monitoring system. The experimental results are
shown in Table 3.

Table 3. Experimental results

Number of
experiments

Network monitoring
time of traditional OTD
online monitoring
system / MS

The network of the
system designed in this
paperMonitoring time /
MS

1 30 10

2 35 11

3 32 08

4 36 12

As shown in Table 3, the traditional OTD online monitoring system has a long
network monitoring time, which directly affects the transmission effect of network data;
The online monitoring system designed in this paper has shorter network monitoring
time and better network data transmission effect, which is in line with the purpose of
this paper.

In order to further verify the effectiveness of the method in this paper, the risk
prediction of comprehensive intelligent training simulation of power communication
transmission network is carried out, and the convergence curve of prediction output is
obtained, as shown in Fig. 4.
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Fig. 4. Convergence curve of risk prediction of integrated intelligent training simulation for power
communication transmission network

According to the analysis of Fig. 4, the convergence of risk prediction of compre-
hensive intelligent training simulation of power communication transmission network
by this system is consistent with the actual convergence effect, while the convergence of
risk prediction of comprehensive intelligent training simulation of power communica-
tion transmission network by traditional OTD onlinemonitoring system is quite different
from the actual convergence effect, It shows that the risk prediction effect of the system
in this paper is better than that of the comprehensive intelligent training simulation of
the power communication transmission network of the traditional system.

To sum up, the designed system has good performance.

5 Conclusion

This paper analyzes the current situation of on-line monitoring of power optical fiber
transmission network, and completes the demand analysis of on-line monitoring system
of power optical fiber transmission network based on Internet of things. The equipment
environment in the substation is complex. How to avoid the interference factors in the
substation is the key in the practical application of the scheme. This paper analyzes
the interference sources and gives the corresponding network structure design to avoid
interference. The on-line monitoring system of intelligent substation based on Internet
of things is programmed. Although there is some research on on-line monitoring of
power optical fiber transmission network based on Internet of things, it still faces many
difficulties in practical application and has not been applied in practice. The next research
work needs to fully consider the interference of electromagnetic signals in the substation
and carry out anti-interference design through the actual operation in the substation. It
is also necessary to optimize the software interface to further expand the functions.
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Abstract. Among various large-scale engineering structures, highway bridge
structures are characterized by a large number, long service period, and huge
investment. Therefore, any construction quality, safety accidents, natural disas-
ters or structural aging, insufficient bearing capacity, etc. may cause the bridge as
a whole or Natural cumulative damage and accidental damage occurred in expan-
sion joints of highway bridges, which affected the safety of bridge operation.
Therefore, a research on a fault monitoring device for highway bridge expansion
joints based on the Internet of Things technology is proposed. Design the fault
signal acquisition equipment of the Internet of Things technology, first analyze
the basic characteristics of the road bridge expansion joint fault, design a signal
collector based on the Internet of Things technology, and design a signal extractor
based on the Internet of Things technology. Design a data acquisition card for the
failure monitoring of highway bridge expansion joints. Finally, through example
analysis, it is proved that the detection accuracy of the highway bridge expansion
joint failure monitoring device combined with the Internet of Things technology
is very high, and the fault monitoring accuracy is good, which meets the basic
requirements of highway bridge expansion joint failure monitoring.

Keywords: Internet of Things technology · Highway bridges · Expansion
joints · Fault monitoring

1 Introduction

The Internet of Things refers to a variety of terminal equipment and facilities, in the pri-
vate network or Internet environment, through wireless or wired means to achieve inter-
connection and intercommunication, adopt appropriate information security guarantee
mechanisms, and provide personalized real-time remote control, remote maintenance
and other management and Service function [1], to realize the integration of equipment
management and control. The ZigBee technology is listed as one of the ten new tech-
nologies with the fastest development and the broadest market prospects in the world
today, and one of the most critical technologies for Internet of Things applications.“ It is
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a short-distance, low-complexity, low-power, Low data rate, low-cost two-way wireless
communication technology [2]. Its Z-Stack protocol stack has a clear hierarchical struc-
ture, mainly composed of physical layer (PHY), medium access control layer (MAC),
network layer (NWK) andApplication layer (APL) composition. In the ZigBee network,
users can easily define the role of each unit by compiling the above protocol.

In the process of applying the Internet of Things technology to the fault monitoring of
highway bridge expansion joints, the development of the Internet of Things technology
in the monitoring of road bridge expansion joint faults has been greatly restricted due
to the difficulty of mining the operating data of the highway bridge. The reason why the
operation data of road bridge is difficult to mine, the difficulty lies not in the technical
level [3], but in the closed nature of the construction industry. In fact, judging from
the current technical level, it is enough to realize the mining of highway and bridge
data, but it is difficult to obtain the relevant data information, which causes many tasks
to be carried out smoothly. At present, my country has gradually begun to be applied
to highway bridge monitoring platforms, but because highway bridge developers have
not disclosed the core operating data of road bridge, the failure warning function of
expansion joints is still difficult to achieve smoothly. Therefore, the Internet of Things
companies must work closely with highway bridge manufacturers to fully utilize the
advantages of both parties, so that this problem can be effectively solved [4].

The failure of expansion joints of highway bridges brings great difficulties to the
maintenance of highway bridges, and also brings many inconveniences to people’s pro-
duction and life. The monitoring device designed in this paper uses wireless sensing
technology to realize precise positioning and intelligent monitoring of each node. The
staff can easily understand the working status of highway bridges only through mobile
phones, computers and other network terminals, reducing the investment of manpower
and material resources., Which makes the fault monitoring more humane [5].

2 Design Fault Signal Acquisition Equipment for IoT Technology

2.1 Analyze the Basic Characteristics of the Failure of Highway Bridge
Expansion Joints

Expansion joints of highway bridges are one of the important components of bridges.
They are generally installed at the junction of the beam end and the road surface at
the bridge abutment, between the two beam ends of the bridge beam body, and various
expansion devices or joints at the junction of the bridge. The general term of structure,
its main purpose is to meet the needs of bridge structure deformation and enable vehicles
to pass the bridge comfortably and safely. The expansion joints of bridges are one of the
most easily damaged components of the bridge structure [6]. Like the bridge deck system,
they all bear the direct action of vehicle load and are exposed to the natural environment
for a long time, so it is easy to cause The load-bearing system and anchoring system of
the expansion joints are fatigued and damaged, and the repair and maintenance of the
damaged expansion joints are difficult due to various reasons. The fatigue damage of
expansion joints is the fall of the welded joints of embedded steel bars and anchoring
steel bars, the fatigue cracking of concrete in the anchoring area, and the fatigue damage
of the system including various forms of expansion joint devices. As shown in Fig. 1:
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Fig. 1. Schematic diagram of highway bridge expansion joints

As the bridge continues to be used and the damage to the expansion joint device
cannot be maintained and repaired in time, the damage to the expansion joint device
continues to accumulate, which further increases the direct role of the vehicle in driving.
Such a vicious circle not only accelerates The aging and damage of the expansion joint
device will also directly affect the operational safety of the bridge structure.

A large number of studies have shown that long-span bridge structures are huge and
easily affected by factors such as the natural environment and operating environment.
Under the influence of environmental factors, such as wind load, temperature load,
and vehicle load, etc. [7]. For a long-span bridge structure under normal conditions,
the characteristic parameters of the bridge structure will float in a wide range. It is
precisely because of this fluctuation that the bridge structure is affected by real local
damage. The characteristic parameters and signals of the damage caused by the bridge
structure are masked or submerged in such fluctuations. Therefore, based on the long-
term health monitoring data of the bridge, an objective physical model is established
to describe the relationship between the environmental conditions of the bridge and
the structural damage characteristic parameters, and on this basis, the monitoring and
damage of the overall state of the structure is established for “normalized environmental
conditions” Early warning method, this is one of the main research issues of long-span
bridge structural health monitoring technology for practical engineering applications.

2.2 Design a Signal Collector Based on the Internet of Things Technology

Aiming at the poor monitoring effect of abnormal signals of the original wireless robot
communication fault monitoring device, the design of this communication fault moni-
toring device was launched. In this research, ZigBee technology is used to optimize the
design principle of the original wireless robot communication fault monitoring device
[8]. This technology has the characteristics of low power consumption, low cost, high
safety and high capacity. Using this technology can effectively improve the poor signal
monitoring effect of the original equipment. In order to ensure the effectiveness of this
equipment design, the design framework of the communication fault monitoring device
is set as shown in Fig. 2:
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Fig. 2. Wireless device fault detection design framework

It can be seen from the above design framework that this device is mainly composed
of a signal data acquisition part and a signal data analysis part. This device mainly uses
a powerful ARM chip as the core of the design, and gradually realizes independent
storage of signal data and signal data transmission, and realizes the task of detecting
communication failures. The device is small in size, low in power consumption, and
high in integration, which can effectively make up for the deficiencies of the original
device.

In viewof the characteristics of the Internet of Things technology, the communication
between the signal data acquisition module of this device and the device is set through
QTcpSocket. Therefore, in this design, an abnormal signal acquisition module suitable
for the Internet of Things is set to realize the processing of abnormal signals. The robot
integrated monitoring sensor is used to display the real-time communication status and
data of the wireless robot in a unified device, and the data acquisition module designed
this time is connected with the robot monitoring device. To ensure the effectiveness
of this module design, set the hardware device parameters of this module as shown in
Table 1:
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Table 1. Signal collector parameter setting

Content Parameter setting content Parameter setting

Signal driving Digital signal Interface Type RS485

Interface form Dry contact Baud rate 1200–110 000 b/s

Form of protection PPTC + TVS Data bit 6

Protection level 600W Stop bit 1

Overcurrent protection 30V/50 mA Check Digit even, odd

Collection form 1 kHz Transmission distance 500 m

In this part, the LPC2131ARMmicroprocessor is used to realize the real-time acqui-
sition and processing of robot signals. The device designed this time adopts the form of
signal interruption and query to start collecting 00–11 of the signal sent by the robot.
Develop the corresponding pre-processing of the collected signal, use wavelet transform
to filter the signal data, and set it to a unified form to facilitate the subsequent process-
ing and analysis of the signal data. To ensure the effect of signal acquisition, set the
acquisition frequency of the acquisition device as follows:

y = a ∗ b (1)

In formula (1), y is the signal acquisition frequency, a is the robot communication
signal transmission frequency, and b is the robot signal acquisition period. The frequency
of signal acquisition is controlled by this formula. The memory interface of the monitor-
ing device is set to a 64-bit width to improve the data storage capacity of the monitoring
equipment, and the collected signals are uniformly transmitted to the memory of the
monitoring device and processed in a unified manner.

2.3 Design a Signal Extractor Based on IoT Technology

The above-mentioned collected signals are preprocessed as data samples of abnormal
communication signals, and the corresponding technology is used to complete the extrac-
tion of fault signals. In this part, by setting the form of the database analysis chip, the
ability of data analysis and sorting is improved. This part adopts high-speed data com-
puting chip as the carrier of equipment operation. Use the C-means clustering calculation
method to complete the processing and analysis process of the fault signal [9], the algo-
rithm is fast, simple, efficient for large datasets and scalable, set the signal of the device
in the Internet of Things technology as the feature vector in the signal extraction pro-
cess as y and set the signal data in the database as the signal analysis sample. A = ai,
y = 1, 2, ..., n, Set the signal category to be analyzed as z, yi is z cluster center, and uiz is
the membership function of p signal, then the objective function of the communication
signal classification is:

pn =
z∑

i=1

n∑

n=1

uiz|ai − yi| (2)
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Set the elements in the above formula to be constant and greater than 1, then:

n∑

n=1

uiz = 1 (3)

Setting the above formula as a constraint condition, the membership degree and
clustering center of the collected signal can be expressed as:

uiz =
(
1/|ai − yi|2

)1/(z−1)

z∑
n=1

(
1/|ai − yi|2

)1/(z−1)
(4)

Through the above formula, the central membership degree of the signal data sample
can be obtained, and the signal sample can be divided into one or more data types. In this
part of the design, the typical characteristics of communication signal failure types are
set as the cluster center. When a data sample belongs to multiple communication data
characteristics at the same time, this signal data is a failure signal. In order to ensure the
effectiveness of clustering, the robot communication fault category is pre-selected and
set in this chip.

3 Design a Data Acquisition Card for Fault Monitoring of Highway
Bridge Expansion Joints

According to the output voltage, data acquisition channel and data analysis requirements
of the current transmitter of the highway bridge expansion joint fault monitoring device,
the PCI-6034E multi-function data acquisition card ( DAQ). The PCI-6034E multifunc-
tional data acquisition card has a resolution of up to 16 bits, with 16 single-ended or 8
differential analog input ports, and a sampling rate of up to 200 kS/s, which can meet the
resolution requirements of data acquisition and data analysis; The read and write speed
of the hard disk can be up to 200 kS/s, which can ensure the simultaneity of information
collection and information processing; it can meet the requirements of voltage signal
collection and fault detection and positioning accuracy of signal collectors and signal
extractors: compatible with real-time System, Linux, Mac OS and Windows operating
systems, integrated LabVIEW, LabWindows/CVI and Measurement Studio software
development environment for Visual Basic and Visual Studio.NET, provide a platform
for the monitoring device to implement fault detection and location algorithms; highly
integrated It has a minimum volume specification, which can meet the requirements of
industrial computer design integration.

In addition, the PCI-6034Emultifunctional data acquisition card has a sample storage
capacity of 512 [10], a single-channel current drive capacity of 24mA, amaximumsignal
source frequency of 20 MHz, and a digital trigger and synchronization bus (RTSI). The
performanceprovides a goodhardware condition for the non-intrusive low-voltagepower
failure monitoring device.

GPRSDTU can realize the transparent transmission of serial device data through the
GPRS wireless network, that is, just like a mobile phone, just insert the GPRS-enabled
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SIM card and simply set the parameters, then the data of the external serial device can be
transparently transmitted to the public networkfixeddomain nameor IPAt the same time,
it can also receive feedback commands from the server on the host computer, which is
especially suitable for the transmission of multiple points, multiple points, inconvenient
wiring, and real-time data requirements. It is especially suitable for the transmission of
multi-point scattered, inconvenient wiring, and real-time data transmission. However,
the installation location of the device in this project is not convenient for wiring and
connecting to the network, so the use of GPRS DTU communication equipment can
meet the needs of this article [11–13]. The process of the data card transferring data to
the software through the device is shown in Fig. 3:

User equipment 
1 DTU1

User equipment 
2 DTU2

User equipment 
3 DTU3

GPRS
Internet 

of 
Things

Software
system

Fig. 3. The process of the data card transferring data through the device to the software

Considering the requirements of the acquisition card, the communication module
uses the IQ1000 GPRS DTU communication equipment developed by Xiamen Lingqi
Communication Co., Ltd. LQ1000 GPRS DTU provides a standard RS232/485 data
interface, and has a built-in industrial-grade GPRS wireless module, which can be easily
connected to RTU, PLC, industrial computer and other equipment, and only needs to
complete the initial configuration at a time, and the user equipment can pass through the
data center The GPRS wireless network establishes a connection and realizes the fully
transparent transmission of data.

4 Case Analysis

In order to verifywhether the road bridge expansion joint failuremonitoring device based
on Internet of Things technology designed in this article can meet the requirements of
road bridge expansion joint failure monitoring, an example analysis method is designed,
and the device designed in this article is used in actual detection to observe themonitoring
effect. Verify the superiority of the method designed in this paper.

4.1 Project Overview

The span structure of Bridge A selected in the example is arranged as (south bank)
approach bridge (5 × 40 m) + main span suspension bridge (820 m) + (north bank)
approach bridge (6 × 40 m + 30 m). The bridge level is level 4, and the design safety
level of the extra-lane expressway bridge is I level; the design load level is highway-I
level, the design driving speed is 80 km/h; the crowd load: 2.5 kN/m2.
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The bridge is a single-span steel box girder suspension bridge with a main span of
820 m, with a central buckle in the middle of the span; the sag-span ratio of the main
cable in the completed state is 1/10, and the center-to-center spacing of the main cable is
29.1m; bridge deck width It is 29.78 m, and its layout is 29.78 m = sling anchorage area
0.84 m + sidewalk 1.78 m + anti-collision guardrail 0.52 m + carriageway 10.75 m +
central divider 2.0 m + carriageway 10.75 m + collision guardrail 0.52 m + sidewalk
1.78 m + sling anchorage area is 0.84 m.

Under the action of temperature change, the long-span bridge structure is affected
by the structural deformation and internal force caused by the temperature change. The
research and analysis of the bridge temperature distribution through the health moni-
toring system can provide the original basis and data for the bridge design considering
the influence of temperature, and the health monitoring system can provide temperature
compensation and correction reference for the original data of other sensors. A study of
temperature effects. Analyze and compare the operating conditions of bridges under the
action of temperature changes, such as bridge structural disturbance changes, displace-
ment changes, and component stress distribution changes, to verify and improve bridge
design theory accurately and timely under the influence of actual temperature changes.
Carrying out a safety assessment is of positive significance.

The highway bridge expansion joint failure monitoring device uses a structural tem-
perature sensor tomonitor andmeasure the structure temperature, and uses a temperature
and humidity sensor to monitor and measure the temperature and humidity of the atmo-
spheric environment. The structure temperaturemeasurement points and data acquisition
sequence are shown in Table 2:

The expansion joints aremainly set at the junction of the side span and themain span.
Due to the large external environment effects such as vehicle load and temperature load,
the Nanxi Yangtze River Bridge adopts a unit type multi-directional displacement bridge
expansion device (RBQF1600). Expansion joint device is aimed at the problems and defi-
ciencies of traditional modular expansion devices and comb expansion devices on large
bridges such as suspension bridges and cable-stayed bridges. It has multi-directional dis-
placement functions such as lateral displacement, longitudinal displacement and torsion
in large bridges. And the new generation of bridge expansion devices developed under
the influence of vehicle load on the expansion device itself. The service performance of
this new type of expansion joint device still needs to be verified in actual engineering
operations.

The monitoring of vehicle load is through the measurement of traffic flow, vehicle
wheelbase, vehicle speed, vehicle weight, etc. of the operating bridge, and the mea-
surement of these data is mainly carried out through vehicle speed and axle meters.
By monitoring the vehicle load, it can provide data for the establishment of the vehicle
load model of the bridge, and can provide a basis for evaluating the structural state. In
addition, the analysis of the vehicle load spectrum can provide load parameters for the
formulation of the fatigue load spectrum and the analysis of the bridge structure.

4.2 Analysis of Application Results

In this section, the influence of the change of ambient temperature on the temperature
of the beam section of a bridge suspension bridge under normal operating conditions. In
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Table 2. Structure temperature measurement points and data acquisition sequence

Collection location Storage order Measuring point number Location

South Bank Approach Bridge 1 B05-DTH-001 Upstream

2 B05-DTH-002 Upstream

3 B05-DTH-003 Upstream

4 B05-DTH-004 Upstream

5 B05-DTH-005 Upstream

Main span suspension bridge 6 B05-DTH-006 Midstream

7 B05-DTH-007 Midstream

8 B05-DTH-008 Midstream

9 B05-DTH-009 Midstream

10 B05-DTH-0010 Midstream

North Shore Approach Bridge 11 B05-DTH-0011 Downstream

12 B05-DTH-0012 Downstream

13 B05-DTH-0013 Downstream

14 B05-DTH-0014 Downstream

15 B05-DTH-0015 Downstream

order to investigate the effect of the environmental temperature change of the bridge on
the temperature of the beamsection in the four seasons of the year, one daywas selected in
each of the four seasons, namely October 30, 2013 (autumn), January 16, 2b14 (winter),
On April 16, 2014 (spring) and August 2, 2014 (summer), we analyzed the temperature
data records of these four days. It should be noted that the structure temperature data is
calculated with 1-min as the calculation interval, and the average value of all temperature
sensors shown in Fig. 3 is taken as the effective value, then 1440 structure temperature
data can be recorded every day. The structural temperature of the top, bottom, andweb of
the bridge is the average value of the sensors at their respective positions. The comparison
chart of ambient temperature monitoring and actual temperature is shown in Fig. 4:

The experimental results shown in Fig. 4 show that the actual temperature detection
result of the device in this paper is roughly consistent with the actual temperature change,
indicating that the device designed in this paper has a high accuracy in detecting the
temperature environment of the expansion joint failure. Temperature is a crucial factor for
the expansion joints ofGuipingRoadBridge.The changeof temperature is directly linked
to the failure of the expansion joints. Therefore, the accurate detection of temperature is
very important for the failure monitoring of the expansion joints of highway bridges.
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Fig. 4. Experimental results

5 Conclusion

This paper designs a fault monitoring device for highway bridge expansion joints based
on Internet of Things technology. This model contains twomain devices. The company’s
models and algorithms have been verified by on-site data, the fault signal acquisition
equipment based on the Internet of Things technology is designed, the signal collector
based on the Internet of Things technology is designed, and the signal extractor based
on the Internet of Things technology is designed. Design for failure monitoring of high-
way bridge expansion joints Data acquisition card. Finally, through example analysis,
it is proved that the detection accuracy of the highway bridge expansion joint failure
monitoring device combined with the Internet of Things technology is very high, which
meets the basic requirements of highway bridge expansion joint failure monitoring.

Fund Project. Nanjing Transportation Vocational and Technical College scientific research fund
project (Project number: JZ2007), school-enterprise cooperation horizontal project fund project
(Project number: 701920001).
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Abstract. Aiming at the problem that the security access of traditional power
Internet of things gateway equipment is vulnerable to network attack, resulting in
the decline of security, a security access technology of power Internet of things
gateway equipment based on artificial intelligence is proposed. Analyze the func-
tional requirements of power Internet of things equipment, and carry out data
protection processing of gateway equipment. Based on artificial intelligence tech-
nology, network attack characteristics are extracted to realize the secure access of
power Internet of things gateway equipment. By means of comparative experi-
ment, it is verified that the safety performance of the new technology is better and
has great popularization value.

Keywords: Artificial intelligence · Power Internet of things · Gateway
equipment · Secure access technology

1 Introduction

With the wide popularization of the Internet and the deepening of network applications,
people have been used to using the services provided by the network to participate
in various network activities, especially e-government and e-commerce [1]. Because
the sensitive information stored and processed on the network is increasing day by
day, network security management has become the primary problem to be solved in
the computer network gateway equipment. Traditional network security management
technologies include firewall, intrusion detection, security audit, network monitoring,
security evaluation, authentication and authorization [2]. Reference [3] proposed a secure
and universal wireless communication solution for the distribution Internet of things in
smart grid. This paper mainly studies the secure ubiquitous wireless communication
solution of distribution network Internet of things (pd_iot) in smart grid. The detailed
topologyof secure universalwireless communication network is given, and the integrated
encryption and communication equipment is developed. The scheme supports a variety
of state secret encryption algorithms, including SM1 / SM2 / SM3 / SM4 and forward
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and reverse isolation functions, so as to realize PD_ Secure wireless communication of
Internet of things services. With the emergence of new network mode, especially the
emergence of distributed gateway devices, the traditional network security management
methods gradually show the following shortcomings: at present, the commonly used
authentication mechanisms are based on user identity, which is known, but in large-scale
and open distributed gateway devices, users are not necessarily familiar with gateway
devices.

The traditional security mechanism has no delegation mechanism, but in the dis-
tributed gateway device, the delegation mechanism can improve the flexibility of the
gateway device and reduce the management workload of the gateway device. Tradi-
tional security mechanisms cannot handle new access conditions and restrictions, many
security policy elements cannot be described directly, and their expressibility and scal-
ability are poor [4]. There are multiple management domains in large-scale distributed
gateway devices, and different management domains should adopt different security
mechanisms, which can not enforce unified policy and trust relationship, while the cur-
rent security mechanism can not manage domains. The traditional security mechanism
makes the server fully realize access control, which increases the burden of the server,
and the security is limited by the security of the server itself. Once the security of the
server fails, the whole access control policy will not work [5].

In order to solve the above problems, trust management came into being. Trust man-
agement is a security management mechanism suitable for large-scale, open distributed
gateway devices. Compared with the traditional security management mechanism, it has
the characteristics of flexibility, reliability and scalability. Therefore, trust management
is a new stage in the development of network security management. Intrusion detection
and trust management play a “mainstay” role in network security management [6]. This
paper studies the security access technology of power Internet of things gateway equip-
ment based on artificial intelligence. By analyzing the functional requirements of power
Internet of things equipment, the data protection processing of gateway equipment is
carried out. Based on artificial intelligence technology, network attack characteristics
are extracted to realize the safe access of power Internet of things gateway equipment.
This method has more network throughput, can effectively shorten the response time
and ensure better security performance.

2 Design of Secure Access Technology for Power Internet of Things
Gateway Equipment Based on Artificial Intelligence

2.1 Analyze the Functional Requirements of Power IoT Devices

According to the objectives of network users, its production mode is mainly for multi-
ple different factories distributed in different regions to jointly carry out the production
process of products, which involves important links such as production commissioning
and storage of products. These links have certain restrictions on the requirements of the
on-site environment. Therefore, in the general control (regional headquarters) area, it is
necessary to monitor the environment and production process, respond to emergencies
for the first time, reduce unit losses, and ensure the safety of production products [4].
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According to the goal of the network user unit [7], the network user unit has deployed
different types of sensor acquisition equipment in the production workshop and ware-
house (generally unattended workshop or warehouse) in its plant area, and deployed a
gateway equipment that can collect relevant data and preprocess at a certain level in
several areas (generally 3–5 production workshops or warehouse), after the gateway
equipment is connected to the main network of the plant area and incorporated into the
public network, the preprocessed data is transmitted to the regional headquarters. After
the regional headquarters service network optimizes the data through its own algorithm
and graphically processes it, it is presented to managers or leaders in a visual way for
them to make early warning and decision-making in case of emergencies [8]. There-
fore, network user units put forward special considerations on data security. Its overall
framework is shown in Fig. 1.
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Fig. 1. Overall framework

As shown in Fig. 1, according to the overall framework diagram, the gateway device
mainly completes the network kernel, data encryption and decryption, network man-
agement, and VPN data transmission protection. From the overall structure, in order to
achieve network controllability and strong compatibility, the kernel still uses a tailored
Linux kernel with a version of 3.18.17 [9]. The driver layer includes common devices,
bus drivers and network drivers, which includes a variety of heterogeneous network pro-
tocol stacks to facilitate the analysis and distribution of protocol data. The encryption
driver mainly provides a communication method (USB2.0) with the on-board hardware
encryption chip (localized chip with encryption engine). When called by the applica-
tion layer, the driver interacts with the hardware encryption chip to realize encryption
and decryption. Function. The development of application layer adopts C + +, and the
development of drive adopts C language.

According to the above description, it can be seen that the main functions of the gate-
way device include network management function, protocol data analysis and distribu-
tion, data encryption and decryption, key management and data transmission protection.
At the same time, there are certain performance requirements for data encryption and
decryption and data transmission protection [10]. Therefore, it is necessary to design the
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function first, complete the module corresponding to the function and the relationship
between these function modules, and then design the corresponding business process in
the follow-up. The device initialization module will initialize network parameters, load
protocol types, and initialize various functional modules and interfaces according to the
current network environment. The user obtains the corresponding network management
authority through authentication login (USBKey + password), and adjusts and sets the
network strategy of the device through a friendly interface. The network management
module determines the mode of key generation, the configuration type of the VPN func-
tion, and the type of data filtering according to the strategy generated by the user [11].
When the externally collected data enters the device, it will first enter the data analysis
and transceiver module, and then screen the data according to the packet filtering strat-
egy set by the network management module. After that, the data will be sent to the data
encryption and decryption module, while the VPN module obtains the network quintu-
ple of the data and other information, and establishes a dedicated transmission channel
in real time. When the data enters the encryption and decryption module, the module
will generate and select the key according to the key management module, and perform
encryption and decryption operations on the data. The encrypted and decrypted data
is sent to the data analysis and transceiver module, and the module pushes the data to
the destination according to the dedicated channel established by the VPN management
module. After the entire transmission process is over, the VPN management module
must remove the established dedicated transmission channel, the key management mod-
ule will clear the key used for this transmission, and the network management module
will clear the internal data cache without retaining any data information.

According to the division of functional modules and the relationship between mod-
ules, the software of the whole gateway equipment can be divided into several key
processes. The whole gateway equipment software achieves the purpose of cooperative
work through the interaction of these processes [12]. These key processes include equip-
ment initialization, user authentication and login, authority control, firmware upgrade,
factory setting recovery, key management, security policy management, protocol data
analysis and distribution, data protection, status monitoring, etc. The design of each
process will be described in detail below. The gateway device startup is mainly divided
into two stages. The first stage is the bootloader startup and completes the inspection of
the hardware interface or peripherals, such as wireless network interface, wired network
interface, USB interface, hardware encryption and decryption chip, etc. [13]. Once it is
found that the interface or peripherals cannot be started, the entire device initialization
process will be stopped, and the fault indicator will be lit to remind the user or man-
agement personnel to repair. If the peripherals or interfaces are successfully started, the
boot program will start the kernel and transfer the control of the device to the kernel.
After the kernel obtains the disposal right, it will load the kernel modules, such as the
algorithm interface module responsible for encryption and decryption, and the interface
module for data transmission and reception and the gateway device management module
responsible for management, etc., and automatically configure parameters for the startup
of the services of these modules or processes, but when the module is found to be faulty
and cannot be effectively started or configured, the kernel will stop the device start the
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initialization process, and light up the fault indicator to remind users or managers to
repair the equipment.

The gateway device logs in to the device by providing wired Ethernet network and
internal serial port. If you log in to the device from awiredEthernet network, aweb-based
interface method is provided to log in. If you log in from the internal serial port, you will
be provided with a printed character interface to log in. At the same time, the internal
serial port is generally not open to the outside world and is mainly used by relevant
technical personnel for production, debugging, and maintenance. The user logging in to
the device is mainly to query, configure and audit the services of the gateway device.
When you need to log in to the device, you need to first insert the USBKey into the
USB-Host of the device and enter the password. If the device detects that the USBKey
is not inserted, the user will not be able to log in to the device. The gateway device
provides an SM2-based identity authentication method, so a password is required. The
device uses the password as a factor to generate an SM2-based key pair, and performs
two-way authentication of user identity together with the key pair pre-prepared in the
Key. And return the authentication result. If the authentication result is wrong, it proves
that the user password does not match the Key, and the user authentication login fails.
If the authentication is successful, the key matches the user’s identity. At this time, the
device will read in the initialization information of the hidden area in the key, confirm
the user’s identity (management user, audit user, ordinary user), and assign permissions
to it. In this way, the safety performance of the equipment can be initially guaranteed.

2.2 Perform Gateway Device Data Protection Processing

Data protection mainly provides a combination of privacy protection (password protec-
tion) and channel protection. First, the gateway device receives the collected data peri-
odically reported by each node, and then classifies and preprocesses the data according
to the strategy, and encapsulates the data according to the protocol (application protocol)
negotiated with the management center, and transmits it after calling the transmission
module. The transmission module will first consider encrypting the data after receiving
the data, and establish a VPN transmission channel for this business, and report the
encapsulated and encrypted data to the management center through the channel. After
the service is completed, the VPN channel will be closed, and real-time connection
to the VPN channel is not supported. After receiving the data, the management center
obtains the actual node collection data through decryption, classifies it, and stores it in
its database. When the collected data is abnormal, the management center will send an
alarm to the administrator by means of short messages. After the device is started, it
will automatically start a set of monitoring service processes, responsible for regularly
collecting the running status of the gateway device, including the CPU running status
of the device, the running status of the gateway device process, the network connection
status, the packet filtering interception status, and the peripheral access status, the rele-
vant information of whether the nodes under the gateway are operating normally or not,
and report it to the management center, which is convenient for the management center
to audit. In addition, in case of an emergency, such as abnormal network connection and
the addition of an unauthorized authentication node, the gateway equipment will first
send an alarm locally through audible and visual means. At the same time, it will report
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the alarm information to the management center according to the preset configuration
strategy. After obtaining the alarm information, the management center will alarm the
administrator through short messages. The external interface of the gateway device is
shown in Fig. 2.

Administrators Gateway equipment

USBKEY login authentication 
and policy settings

Configuration management, log audit

Fig. 2. External interface of gateway equipment

As shown in Fig. 2, an external interface diagram is provided for the gateway device.
The external interface of the gateway device is mainly for the administrator. The admin-
istrator needs to perform login authentication, policy setting, network configuration, log
audit and other functions on the device. It mainly involves the management of gateway
equipment. The device provides a unified login interface based on artificial intelligence.
The functions mentioned in the above figure are integrated in the intelligent interface.
The administrator needs to use the host to connect to the management network port
and log in to the device through USBKey to carry out relevant management operations.
Login authentication. After the administrator inserts the USBKey and enters the pass-
word according to the prompts, the interface is responsible for identity authentication
and returns the authentication result. Policy settings. After logging in, the administra-
tor enters the policy setting interface and configures relevant information on the inter-
face, including firewall settings, IP packet filtering principles, supported IoT protocols,
encryptionmethods, algorithms, etc.After that, the interface is responsible for generating
configuration files and activating policies. Network settings. After the administrator logs
in, enter the network setting interface. Configure device network parameters, including
local address, node ID, background management center destination address, etc., and
then the interface is responsible for generating configuration and activating. Log audit.
This interface is responsible for collecting the policy execution status and network data
filtering and forwarding alarm information of the local device for nearly a week, and
presents it to the front-end interface after the administrator enters the log audit interface.

The internal interface mainly refers to the interface between the various modules
inside the gateway device. The device is initialized. The first process executed after the
gateway device is started needs to check the network configuration, whether the secu-
rity policy configuration is normal, the service interface related to the gateway device,
whether the main external hardware interface is normal, etc., and the device background
service process will be started in order. Data reception. Data processing process call.
The interface establishes two sets of threads. These two groups of sub-processes will
receive data in two directions, one is from the management center to the gateway device,
and the other is from the node to the gateway device, and respectively open up receiv-
ing resource pools for the data in the two directions, waiting for the data analysis and
forwarding module to process. Data transmission. Data processing process call. The
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processed data is distributed in two directions. This interface establishes two groups of
sending threads, and extracts data from the processed data sending queue and distributes
it to the corresponding destination address. Intelligent management. The main process is
called this interface. This interface is responsible for analyzing the administrator’s con-
figuration of the machine, including network configuration and security configuration,
and after optimizing the configuration data, it is distributed to each execution module
to complete activation. At the same time, this interface is also responsible for HTTPS
service management. Key generation. The main process calls the interface. After the
interface is called, it is responsible for interacting with the key management gateway
device, and finally generates a key that can be used for encryption or authentication.
SM2 certification. The gateway device management process is called. This interface is
responsible for completing the integrity check of the received data and the two-way
authentication of the user identity when the administrator logs in. Login authentication.
The gateway device management process is called. After the administrator inserts the
USBKey and enters the password according to the prompts, the interface is responsible
for identity authentication and returns the authentication result. Protocol analysis. Data
analysis and forwarding process call. This interface is responsible for the analysis and
load stripping of the IoT protocol of the node.

Data confidentiality protection uses encryption algorithm to encrypt user data. Even
if unauthorized users get the data, they can’t know the content. The gateway equipment
supports a variety of encryption algorithms in line with international standards, and also
supports encryption algorithms independently developed and approved by the national
competent department. At the same time, various encryption algorithms are implemented
efficiently, which not only ensures the security of data, but also ensures the efficient
processing of gateway equipment. In the design of gateway equipment, confidentiality
protection is mainly applied in business data transmission protection, firmware upgrade,
data packet transmission and so on. Integrity protection data is not modified by illegal
users during transmission, or if a data packet transmitted on the network ismodified by an
illegal user, the receiver of the data can find that this is an illegally modified data packet.
The non-repudiation of the data is used to prevent the user from refusing to acknowledge
that a specific data packet has been sent. The processing method of this gateway device
is to add a special message digest to the related IP datagram and encrypt the digest with a
private key. After the data is transmitted to the destination, the corresponding public key
is used to decrypt the digest, and the decrypted data is compared with the digest of the
original data. If the comparison results are consistent, it can be determined that the data
packet was sent by the user. The reason is that the encrypted private key is only held by
the corresponding user, so it is effective to use this method to solve the non-repudiation
of the data. The user specifieswhich network communication needswhat kind of security
protection. This is the VPN security strategy. The security policy selects data packets
according to the source address, destination address, transport layer protocol, port, data
transmission direction [14], etc. of the data packet, and encrypts, clears, and discards
the selected data packet according to the needs of users. Security policy management is
mainly embodied in the use of a central distribution mechanism based on the encryption
and protection of configuration data in the gateway design, and the authority control
mechanism used in the local configuration management of the gateway device. Through
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the above security protection mechanism, the access of the IoT gateway device is more
securely protected.

2.3 Extracting Network Attack Characteristics Based on Artificial Intelligence

Artificial intelligence is a branch of computer science. It is a science that studies machine
intelligence, that is, using artificial methods and technologies to develop intelligent
machines or intelligent gateway devices to imitate, extend, and expand human intelli-
gent behavior. Since the birth of theDartmouthConference in 1956, artificial intelligence
has made gratifying progress on bumpy roads, especially in machine learning, data min-
ing, computer vision, expert gateway equipment, natural language processing, pattern
recognition and robotics and other fields. In order to extract the characteristics of network
attacks more truthfully, this paper conducts an intelligent analysis on them as follows.

µXi (xl) = µil =
{
1, xl ∈ Xi

0, xl /∈ Xi
(1)
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⎭ (3)

M̂f = Mh√
µXi (xl)

(4)

In formula (1–4), µXi (xl) is the network sample subset; µil is the function set of the
network sample; xl is the membership function; Xi is the feature vector; Mh is the unit
function;Mf is the unit basis vector; M̂f is the normalization the unit basis vector to be
processed. From that we get:
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In Eq. (5–10), D is the dissimilarity measure; pi is the optimal intelligent analysis
effect; T ,m, n and k are constants;C is the objective function of network attack;U is the
optimal intelligent analysis prototype; D(xl − pi) is distortion; P∗ is a fuzzy function.

This technology is mainly aimed at the processing of gateway equipment after
upgrade failure. After the upgrade fails, the most ideal state is to monitor the startup
process when the gateway device boots, and automatically select whether the fallback
version is required through the state judgment. The key technical point is how to super-
vise the whole startup process, because the control of CPU will be transferred and the
life cycle of boot software will end. By establishing the start state base in an address
segment of the memory, the automatic fallback of the version can be realized to a certain
extent. After the boot software is started, read the status base recorded in the previous
startup process to judge whether version fallback is required. In addition, the timing of
rollback is very important. The following situations need to be considered, which may
cause misoperation in the version rollback process. During equipment startup, the hard-
ware is powered off. This situation will make the state base unable to update, triggering
version fallback. When there is no ups (standby power supply), the CPU hardware regis-
ter cannot record any status or fill in the status base after power failure. After repowering
up, it is difficult to judge whether the startup failure is due to hardware power failure
or upgrade failure. After power on again, the boot software will still perform version
fallback, resulting in misoperation. The upgraded file is incorrect, but it will not affect
the basic operation of the operation gateway device. After the upgrade, the configuration
of the software has problems, which will affect the business operation, but will not affect
the normal startup and operation of the operation gateway equipment. Such errors will
not cause the software to report errors or exit abnormally, and it is difficult for the boot
software or kernel to be notified. Finally, the temporal and spatial randomness of such
errors is strong, so it is difficult to monitor them by fixed inspection methods. Therefore,
the boot software will not judge such errors as upgrade failure, and will continue to load
the software gateway device with business problems. To sum up, the determination of
the fallback time of gateway equipment is a complex and comprehensive determination
process. At present, there is no very perfect fully automatic fallback scheme in the field
of operating gateway equipment.

Based on artificial intelligence, this paper extracts the characteristics of network
attack, which can maximize the security access effect of gateway equipment and ensure
the normal operation of equipment.

2.4 Realize the Secure Access of Power IoT Gateway Equipment

After completing the detailed design of the Internet of things gateway software, the
corresponding verification and testing work is carried out on the gateway equipment
to verify whether the gateway equipment meets the needs of practical application. The
verification and test work is carried out in the corresponding test environment built by
using the actually developed gateway equipment. The purpose of the test is to verify
the compliance of the gateway equipment with the requirements in the actual applica-
tion scenario and whether it meets the design security. The testing work includes two
parts: verification of management and business functions and verification and testing of
security. The first part of the function verification work is as follows: the verification of
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the gateway device management function and service function, such as device initial-
ization, user login, authority control, firmware upgrade, verifies the function design and
interface design of the gateway software; The verification of protocol data analysis and
distribution function verifies the basic business functions of Internet of things gateway
equipment. The second part of the test work is as follows: the national secret algorithm
encryption and decryption function verification, encryption and decryption performance
test, keymanagement function verification and data transmission protection function ver-
ification of the gateway equipment. Verify whether the actual gateway equipment meets
the expected security design requirements. This paper will introduce the environment,
process and conclusion of verification and testing in detail.

The administrator opens the management interface, enters the device IP address, and
the gateway device checks whether the device has been initialized, prompts the user and
starts the initialization operation. Select the standard that the device follows and execute
the next step. The gateway device prompts the user to confirm the standard. Choose the
authentication method of the administrator: if the administrator chooses to use the key
authentication, check whether the user inserts the USBKey, otherwise prompt the user
to insert the USBKey; then enter the PIN code of the USBKey; verify the correctness
of the PIN code, the wrong PIN code prompts the user, when the number of PIN code
errors exceeds 5 times, the USBKey is locked, the gateway device verifies the validity
of the USBKey, and the illegal key refuses to generate a certificate request and prompts
the user; the gateway device administrator, security administrator, and security auditor
are initialized in turn. The gateway device prompts that the initialization is complete and
records the log, and enters the login interface.

The administrator enters the gateway device login interface. Enter the administrator
name, password, verification code or USBKey + PIN. The gateway device verifies the
legitimacy of the administrator. An illegal user refuses the next operation and prompts the
user. If the number of consecutive incorrect password entries exceeds the set threshold,
the user will be locked. The gateway device needs to convert the IoT protocol of the
perception layer into a standard Ethernet frame and send it to the application layer service
gateway device. The standard command issued by the service gateway device can be
converted into the IoT protocol format and forwarded to the perception layer node. The
verification of this function is mainly done with the help of a user protocol analyzer.
According to the above method, the secure access of the gateway device is realized.

3 Experiment and Analysis

In order to verify whether the technology designed in this article has the effect of use,
this article conducts experiments on the above methods. The experimental process and
results are shown below.

3.1 Experimental Process

This experiment first collects network node data, and then uses the method designed in
this article for data processing, and applies the obtained data to the experiment. At this
time, the internal interface of the gateway device is shown in Table 1.
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Table 1. Internal interface description

Interface Name Describe

wst_dev_init() Device initialization The first process executed after startup needs to
check the network configuration, whether the
security policy configuration is normal, the service
interface related to the gateway device, whether the
external main hardware interface is normal, etc. and
the device background service process will be
started in order

wst_data_receive() Data reception Data processing process call. The interface
establishes two sets of threads. These two groups of
sub-processes will receive data in two directions,
one is from the management center to the gateway
device, and the other is from the node to the gateway
device, and respectively open up receiving resource
pools for the data in the two directions, waiting for
the data analysis and forwarding module to process

wst_data_send() Data sending Data processing process call. The processed data is
distributed in two directions. The interface
establishes two groups of sending threads, and
extracts data from the processed data sending
queue, and distributes it to the corresponding
destination address

wst_sm4_verify() VPN management Data analysis and forwarding process call. Before
sending data, a VPN tunnel needs to be established.
This interface is responsible for establishing the
tunnel and closing the tunnel after the service is
completed

As shown in Table 1, data confidentiality protection uses encryption algorithms
to encrypt user data, even if unauthorized users get the data, they cannot know the
content. The gateway equipment supports a variety of network encryption effects that
comply with international standards, and also supports self-developed encryption algo-
rithms approved by the national competent authority. At the same time, various network
encryptions are also efficiently implemented, which not only guarantees the security of
data, but also guarantees the efficient processing of the system. At this time, the resource
configuration of the gateway device is shown in Table 2.

As shown in Table 2, for the resource configuration of the gateway device, because
the role of the Internet of Things gateway is to connect the perception layer network and
the Internet network as an intermediary, it must adapt to various perception layer network
protocols, convert data between different protocols, and quickly connect enter the Inter-
net network to control and manage various sensors. Therefore, under this configuration
condition, the security of the gateway device can be guaranteed.
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Table 2. Gateway device resource configuration

Resources name Quantity Model

IoT gateway 2 Operating System: Linux
Network port: 5, of which 4 are switching ports

Switch 1 Huawei Quidway S5700

Network tester 1 Spirent Test Center 9000

Test PC 2 Pentium(R)Dual-CoreE5300/2 g/500G
Windows XP, IE8

3.2 Experimental Results and Discussion

Under the above experimental environment, the network security access technology
designed in this paper is tested. The network security access can be detected by the
network packet loss rate and response time. Therefore, this paper tests the above two
indicators, and the test results are shown in Table 3.

Table 3. Test results of throughput

Throughput(Mbps) Reference [3] technical
network throughput

Technical network throughput
designed in this paper

No package 93.976 98.961

Pause time between two
private rooms 10 ms

93.732 99.895

Pause time between two
private rooms 1 ms

93.601 99.253

Full speed contracting 32.536 18.426

The meanings of the four evaluation indicators in Table 3 are, respectively, the
throughput when no packets are sent, the throughput when the pause is 10 ms, the
throughput when the pause is 1 ms, and the throughput when the packets are sent at full
speed. As shown in Table 3, through the four test environments of No package, 10ms
pause time between two packets, 1ms pause time between two packets, and Full speed
contracting, the reference [3] technology has less network throughput, below 94.0, when
Full speed contracting, the throughput is 32.536, the throughput effect is poor, and it does
not meet the security requirements of gateway equipment; Under the same conditions,
the technology designed in this article has a large network throughput, above 98.0, when
Full speed contracting, the throughput is 18.426, and the throughput is better, which
meets the security requirements of gateway equipment. In addition, this article tests the
security response time of the network, and the test results are shown in Table 4.

As shown in Table 4, in the four test environments of No package, 10ms pause time
between two packets, 1ms pause time between two packets, and Full speed contracting,
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Table 4. Test results of response time

Response time (s) Reference [3] technology
network security response
time/s

This paper designs the
technical network security
response time/s

No package 0.851 0.085

Pause time between two
private rooms 10 ms

0.854 0.085

Pause time between two
private rooms 1 ms

0.855 0.085

Full speed contracting 2.459 0.814

the reference [3] technology network security response time is longer. Above 0.8 s,
Full speed contracting. When the network security response time is 2.459, the network
security effect is not good; Under the same conditions, the technology designed in
this paper has a short network security response time. Within 0.1s, when Full speed
contracting, the network security response time is 0.814, and the network security effect
is better. Through the above test, this paper compares the number of attacks on the
reference [3] technology gateway device network with the number of attacks on the
technology gateway device network designed in this paper. The experimental results are
shown in Table 5.

Table 5. Experimental results

The amount of data The number of attacks/times of the
reference [3] technology gateway
device network

The number of attacks/times of the
technical gateway device network
designed in this article

1000 248 24

2000 556 35

3000 827 42

4000 1516 51

5000 1612 95

6000 2745 106

7000 3871 132

8000 4987 163
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As shown inTable 5, under the sameexperimental environment, this article conducted
8 experiments, and obtained the reference [3] technology gateway equipment under the
conditions of the data volume of 1000, 2000, 3000, 4000, 5000, 6000, 7000, and 8000.
The network has been attacked more frequently. As the amount of data increases, the
number of attacks will also increase, and the network security performance is poor;
and under the same conditions, the technical gateway device designed in this article has
fewer attacks on the network, and the network is safe. High performance. This meets
the research purpose of this article.

4 Conclusion

This paper studies the security access technology of power Internet of things gateway
equipment based on artificial intelligence. By analyzing the functional requirements of
power Internet of things equipment, the data protection processing of gateway equip-
ment is carried out, so as to effectively ensure the security of network being attacked.
Based on artificial intelligence technology, network attack characteristics are extracted
to realize the safe access of power Internet of things gateway equipment. This method
has more network throughput and shorter network security response time. This article
analyzes the structure of the gateway. The role of the Internet of Things gateway is
to connect the perception layer network and the Internet network as an intermediary. It
must adapt to various perception layer network protocols, convert data between different
protocols, and quickly access the Internet network. Sensors for control andmanagement.
In order to ensure the integrity of the gateway device of the Internet of Things, it can
also provide various peripheral interfaces for different types of devices. The dynamic
loading module is used to ensure that the software module can be dynamically loaded
under different environmental requirements. It is applied in actual scenarios, so that the
IoT gateway device has the characteristics of flexibility, generality, and scalability. At
the same time, the gateway studied in this paper uses hardware encryption technology
and VPN technology to protect the data and improve the integrity and reliability of the
data.

Fund Project. Science and Technology Project Number: GDKJXM20201931 [Research on
Global Internet of Things Security Protection and Detection Technology].
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Abstract. In view of the problems of longwarning time and poor protection effect
of traditional gateway boundary security protection platform, a gateway boundary
security protection platform based on Internet of things and cloud computing is
designed. Net FPGA chip is used for the verification and development of network
communication equipment, connecting the ATA serial port connection line port of
multiple boards. Combined with the register host computer, the read-write oper-
ation of the registers inside each module in the hardware is completed through
PCI bus, and the hardware design of the gateway boundary security protection
platform is completed. Establish the gateway border security protection module
and complete the software design of the gateway border security protection plat-
form. Based on the Internet of things and cloud computing technology, match
the network security link, so as to realize the security protection of the network
boundary. The experimental results show that the security protection effect of the
platform constructed in this paper is better, and can effectively shorten the security
early warning time.

Keywords: Internet of Things · Cloud computing · Gateway boundary · Security
protection platform

1 Introduction

Network boundary refers to the boundary between our network and other networks. At
present, the widely used network boundary security device is firewall [1]. The firewall
can control the traffic in and out of the network boundary according to the preset security
policy, but the firewall lacks the analysis and detection function of the traffic in and out.
Although the intrusion detection platform proposed later makes up for this deficiency,
the intrusion detection platform is a passive security device. It only analyzes whether
the incoming and outgoing traffic contains attack messages, but can not process the
messages containing attack information. Corresponding measures can be taken only
when the network administrator sends the alarm information of the intrusion detection
platform, at this time, the intruder may have already completed the network intrusion
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[2]. Network boundary security protection platform is an intelligent security platform,
which can not only detect the occurrence of intrusion, but also stop the occurrence and
development of intrusion in real time through closed-loop response, so as to protect the
information platform from substantive attacks [3].

Network boundary security protection platform is an active and active intrusion
prevention and blocking platform. It can detect and intercept intrusion activities and
aggressive network traffic in real time to avoid any loss [4]. The platform is deployed at
the boundary of the network. When an attack attempt is detected, it will automatically
throw away the attack packet or take measures to block the attack source. Although the
network boundary security protection platform is similar to Intrusion Detection System
(IDS) and firewall in some aspects, it is a new security technology integrating detec-
tion and access control. The analysis and detection function of the network boundary
security protection platform is similar to that of IDS, but it is connected to the net-
work in series, and the detection methods and strategies are adjusted according to the
special requirements of protection, balancing the characteristics of false positives and
false positives [5, 6]. Reference [7] proposed to build a zero trust security protection
system in the environment of power Internet of things. The characteristics of boundary
protection model commonly used in network security protection are analyzed. Aiming
at the problem of insufficient security protection ability of the model, a security protec-
tion model of power Internet of things network based on zero trust security architecture
is proposed. The application of zero trust in power Internet of things is analyzed and
studied. This method has certain effectiveness, but the safety protection effect is poor.
Reference [8] proposed an endogenous security protection framework suitable for 5G
MEC in power industry. According to the characteristics of power 5G MEC, this paper
proposes an endogenous security protection framework suitable for power 5G MEC,
which can effectively resist various security threats, but the security early warning time
is long.

To solve the above problems, this paper constructs a gateway border security protec-
tion platform based on Internet of things and cloud computing. This paper designs the
hardware of gateway boundary security protection platform through net FPGA chip and
register. Based on the Internet of things and cloud computing technology, the gateway
boundary security protection module is established, and the gateway boundary security
protection platform software is designed tomatch the network security link, so as to real-
ize the security protection of the network boundary. The platform can effectively improve
network security, shorten the security early warning time, and provide conditions for the
development of network security.

The Internet of Things (IoT) is a variety of terminal perception devices with some
perception, processing and control capabilities installed in real life entities. It uses the
network to complete information interaction, processing and coordination in order to
achieve large-scale data exchange between things and people, things and things. Its
ultimate goal is to use the network to complete the mutual communication and commu-
nication between people and things, things and things, and all objects, so as to facilitate
identification, control and management [9]. Its related technologies have considerable
development prospects in national defense and military industry, industrial control, pub-
lic facilities, medical assistance, smart grids, smart cities, smart transportation, and



Construction of a Gateway Boundary Security Protection Platform 45

environmental monitoring. Cloud computing is a delivery and usage model of soft-
ware/hardware services. Cloud computing service providers use the network to provide
software/hardware resources as services to users in accordance with the user’s platform
requirements. Among them, “cloud” serves as the software/hardware resources on the
server cluster on the network, such as hardware resources (central processing unit, Stor-
age, Servicer, etc.) and software resources (Application Program, operating platform or
compilation platform, etc.). The client device only needs to after sending the request, the
cloud computing platform can integrate the software/hardware resources on the Inter-
net of Things to provide corresponding services and return the final calculation results
to the client device. In this way, the client device can get far beyond its own comput-
ing power [10]. In recent decades, due to the emergence of IoT sensing technology and
cloud computing technology, it is possible to install a variety of terminal sensing devices
with recognition capabilities, processing capabilities, and control capabilities in physical
entities, which will sense data through the network. Transfer to the server for storage,
identification, analysis, management and control. For all walks of life, there are many
types and numbers of terminal sensing devices, and massive amounts of sensing data are
collected. Computing these massive amounts of data requires computing devices with
huge processing capabilities. Cloud computing, as the basis for the Internet of Things
technology to complete massive data processing, provides processing support for the
massive information data collected by the Internet of Things platform [11]. There are
many possibilities and problems to be solved in the combination of Internet of things
and cloud computing. Scale: scale is a prerequisite for the combination of cloud com-
puting and the Internet of things. Only when the scale of the Internet of things is large
enough can it be combined with cloud computing, such as industry applications: smart
grid, seismic network monitoring and so on. For general, local and home network IOT
applications, it is not necessary to combine cloud computing. How tomake them develop
to the corresponding scale remains to be solved.

2 Hardware Design

2.1 Net FPGA Chip

Net FPGA chip is mainly used for verification and development of network communi-
cation equipment, and it has abundant resources for researchers to develop high-speed
Ethernet equipment. There are four RJ45 high-speed Ethernet ports, supporting Cat5E
or Cat6 standard cables, two 2.25MB SRAM, two 32MB DDR2 DRAMs, and two ATA
serial ports that can connect multiple boards. The user is the logic core, an international
test port, and the IP core of the PCI interface is solidified in the chip. The chip parameters
are shown in Table 1.

As shown in Table 1, Net FPGA chips have high-speed and large-capacity periph-
eral storage space and programmable Gigabit physical network interfaces, and provide
reference design projects such as four-port network cards, routers and switches [12].
Description language engineering package. The design code in the engineering pack-
age configures the main chip through the PCI interface after the integrated wiring, so
as to realize the designed platform function. Among them, stanfor’s DEMO has three
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Table 1. Chip parameters

Resources name Remark Quantity

Slices Logic piece 23616

SliceFlipFlops Deposit 47232

4 input LUT Input lookup table 47232

Bonded IOBs External IO 692

BRAMs RAM on chip 232

GCLKs Global clock 16

DCMs Clock management 8

projects, namely four-port network card and gigabit switches andLinux-based hardware-
accelerated routers with simple routing protocol (PW-OSPF), these three projects fully
reflect the idea of modular design, that is, develop within the same framework and use
the same data and register pipeline [13], the reference design only needs to re-develop
individual modules to achieve different platform functions. This unified basic design
framework is also the design basis for the subsequent development of Net FPGA chips.
The platform designed in this article is designed with reference to the router project
as the basic framework. Among them, the physical resources of the Net FPGA chip
have four physical ports, corresponding to four Gigabit Ethernet ports, which are called
MAC0MAC3 in platform engineering. The other four CPU queues, the CPU0CPU3
queue ports correspond to the device drivers of the operating platform, and they mainly
realize the transfer of data packets to the host computer through the PCI bus. In the
User_data_path module, the core processing module of the platform, the Input_arbiter
module completes the round-robin reception of data packets in eight different queues.
The Output_port_lookup module is mainly responsible for determining the output port
of the transmitted data packet. The Output_queue module is responsible for the round-
robin transmission of data packets in eight different queues. The principle is shown in
Fig. 1.

PHY BCM

MDIO

RGMII

Nf2_core

Fig. 1. Chip principle
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As shown in Fig. 1, in the physical layer interface module, in order to reduce the
internal clock of the platform, an RGMII interface module is added inside the FPGA.
This module combines the original 4-bit network data of the network into 8-bit data
and then goes to the next stage. Module transfer, MDIO module is responsible for
the configuration of Gigabit Ethernet data input and output functions. The platform
configures the Net FPGA chip and the internal registers of the platform realizes the
programming of the external chip, so as to achieve the control of the data transmission
function.

2.2 Register

The function of the register pipeline is to enable the host computer to complete the read
and write operations of the internal registers of each module in the hardware through
the PCI bus, so as to realize the functional configuration of the hardware module or
read the relevant data information of the hardware module. The internal registers of
the hardware module are divided into two types in the design of this platform: The
first type is software registers, which can be read and written by the upper computer,
while the hardware modules can only read operations on them. This type of register
is mainly used for module functions. The second type is the hardware register, which
can be read and written by the hardware, while the software can only perform read
operations on it. This type of register functions mainly to realize the hardware counting
function and is mainly used to record the flow information through the module. The
register interfaces are all bidirectional bus signals, which can simultaneously receive
the register data signal from the previous module and complete the backward transfer
of the register signal of this module. In terms of register configuration, the Net FPGA
project provides users with upper computer device driver functions, including hardware
register read and write operation functions (regread, regwrite). Developers can use these
two functions to implement hardware registers. The entire operation process of the read
and write access operation is as follows: first, the user sends out a read and write signal,
the addressing bit width of the read and write signal is 27 bits, and 32 bits can be read
or written each time, and then the data passes through the operating platform the device
driver function converts the user request into a register pipeline signal and sends it to the
Net FPGA chip. Each module of the register is transferred until the register module with
the corresponding address is found. After the write operation is completed, the data is
sent back to the operating platform along the same path.

3 Software Design

3.1 Establish a Gateway Border Security Protection Module

In the platform designed in this paper, besides the hardware design, the software design
is very important. Based on this, this paper designs a security protection module for
the gateway boundary. The working principle of the simple message filtering module
is to judge whether the network message is allowed to enter and leave the network by
checking and comparing some information in the header of the networkmessage,without
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checking the content of the network message [14]. The simple message filtering module
uses the information in the header of TCP / IP protocol message, such as protocol type,
source IP address, destination IP address, TC or UDP port, to determine whether the
network message can pass through the network boundary. A simple message filtering
function is embedded in the filter table of Netfilter in Linux 2.4 kernel. A simple packet
filtering module can block some unsafe network access at the network boundary.

Stateful message filtering module. Connection tracking (CONNTRACK) is mainly
used to track and record the connection state, and realize the transition between states,
and it also saves the communication information of each session. CONNTRACK does
not register any rule table, indicating that it does not need rules to determine whether
to do connection tracking. The connection here does not only refer to the TCP protocol
connection, it also includes the UDP protocol and the ICMP protocol. Of course, this is
only the protocol included in the standard implementation of the kernel. The connection
trace of other protocols can be added to the kernel itself. Connection tracking is the basis
of address translation. This module must be loaded when using the address translation
function. The platform only processes the first message of a connection (TCP or UDP),
and then relies on the connection tracking mechanism to complete the processing of sub-
sequent messages. Connection tracking is a mechanism that can be used in conjunction
with NAT to process actions related to higher-level protocols at the transport layer (or
even the application layer). There are many components in CONTRACK to handle TCP,
UDP or ICMP protocols. These modules extract detailed and unique information from
network messages, so they can keep track of every data stream. This information also
determines the current state of the CONNTRACK stream. For example, UDP streams
are generally uniquely determined by their destination address, source address, destina-
tion port, and source port. In the control table, the message is related to the four different
states of the traced connection. They are NEW, ESTABLISHED, RELATED, INVALID,
the following is the description of these states. NEW—It means that this message is the
first message of a connection. ESTABLISHED-Indicates that a connection has message
transmission in both directions. The connection in the ESTABLISHED state is very
easy to understand. As long as the response is sent and received, the connection is in the
ESTABLISHED state. To change a connection from NEW to ESTABLISHED, it only
needs to receive a response message. Using the above state information to filter network
messages, the state-based filtering function can be realized. This will make the network
border protection platform very strong and effective. For example, when there is no state
mechanism, it is often necessary to open all ports above 1024 to release the response
data. Using the state mechanism, you can only open those ports that have response data,
and all other ports can be closed, which enhances the function of platform protection.

The network address translation (NAT) module is used to realize the conversion
between internal network addresses and public network addresses, and the NAT table of
Iptables implements this function. This module can perform one-to-one, one-to-many,
and many-to-many network address conversion tasks for network messages. NAT was
originally a solution proposed to solve the shortage of P address space, but it hides the
internal network topology from the outside, forming an invisible boundary between the
internal network and the external network, so that external hosts cannot actively access
the network. Internal nodes, thereby improving the security of the internal network.
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The protocols supported by the NAT module include IP, ICMP, UDP,
TCP, etc. There are 3 types of NAT: static address translation, dynamic
address translation, and port address translation. The NAT module in the
Netfilter framework contains three built-in hook chains: NF_P_LOCAL_OUT,
NF_IP_PRE_ROUTINGNF_IP_POST_ROUTING. TheNAT table supports the follow-
ing NAT types: SNAT: Change the source address of the data packet. DNAT: Change
the destination address of the data packet. M.ASQUERADE: Belongs to a special form
of SNAT. Realize the P address camouflage function. REDIRECT: A special form of
DNAT. It is used to change the destination IP address of a qualified network message to
the I address of the network interface when the network message enters the platform.

The analysis and detection module obtains network messages from the network
protocol stack and analyzes whether there is an attack event. Analyze the content and
characteristics of the attack through techniques such as featurematching, traffic analysis,
protocol analysis, and session reconstruction. The results obtained through analysis and
detection are submitted to the response module, and the response module executes the
corresponding response action, and submits the message containing the attack informa-
tion, the analysis result of the attack event, and the response strategy to the log platform
for storage, so that the network administrator can view it afterwards.

The function of the closed-loop response module is to judge whether the network
message passes through the network boundary in real time according to the detection
results of the analysis and detection module. Because there are some false alarms in
the analysis and detection module, in order to reduce the impact on the normal network
operation, the response of the closed-loop response module must be classified. This plat-
form is divided into three categories. One is to only send out alarm (Alert) information,
the second is to drop the message when it is more dangerous, and the third is to send a
response message when it is the most dangerous. Such as Tcp-reset packet to cut off the
connection (Reject). Each specific detection rule controls whether to perform a closed-
loop response. The specific method is to use the first keyword of the rule to distinguish.
If the keyword in this part is Drop, it means that the rule is matched and the report is
discarded. The text and send out the alarm information; Alert means that the rule is
matched and only send out the alarmmessage; Reject means that the rule is matched and
send out a response message and send out the alarm message. The closed-loop response
module is implemented by the Target module in Netfilter. As the analysis and detection
module is Netfilter’s Match module, Netfilter calls the Target module to respond to the
message according to the detection result of the analysis and detection module.

The analysis and detection module generates corresponding alarm information when
a network attack is detected. These alarm messages are generated in the Linux kernel,
and they need to be transmitted to the user space through a certain mechanism, and
then the user space daemon processes the alarm messages. The usual practice for these
alarm information is to store these alarm information in the log file of the platform so
that the network administrator can view and analyze the alarm information. There are
many ways to exchange information between the Linux kernel and the user space. This
platform uses the Linux Netlink mechanism to complete the transmission of the alarm
information of the analysis and detection module.
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After adding the relevant kernel module options to the kernel, the Iptables software
used in the user space must provide the relevant command line options. The analysis and
detectionmodule in this platform is implemented in theway ofMatchmodule expansion,
so the program used in user spacemust also be provided. In order to make each extension
module use a version of Iptables software without having to write a specific software
version of the related extension, Iptables adopts a shared library to solve this problem.
The shared library has the function of init (), which is similar to the function of the kernel
module. It is called automatically when loading. This function calls register according to
the new match added_match(), a shared library can provide the functions of initializing
data structures and providing related options. The main data structure used in writing
shared libraries is iptables_ Match, which is passed to register as a parameter_match()
registers the relevant command-line matching options to let iptables recognize the new
match. Through the establishment of the protection module of the platform, the safety
performance of the platform can be initially guaranteed.

3.2 Matching Network Security Links Based on the Internet of Things and Cloud
Computing

Cloud computing enables computer system resources, especially storage and computing
capabilities, to be provided on demand without the need for users to directly manage
them actively. Cloud computing is usually used to indicate that many users can use the
data center through the Internet of Things. The large clouds that dominate today have the
ability to distribute from a central server to multiple locations. If the connection to the
user is relatively close, it can be designated as an edge server. The cloud can only serve
a single organization (private cloud), it can serve many organizations (public cloud) or a
combination of the two (hybrid cloud). Therefore, this article combines cloud computing
with the Internet of Things to create a secure protection link for the network boundary.

In order to better improve the security of the network, this paper uses the network
similarity measure for cloud computing, and uses the Euclidean distance to unify the
calculation results, as shown below:

d =
N∑

i=1

√
(X1i − X2i)

2 (1)

A =
∑

p

∥∥Ip1 − Ip2
∥∥ (2)

d ′ = max(|x1 − x2|, |y1 − y2|) (3)

J = dxiyi√∑
x2i

√∑
y2i

(4)

In formula (1–4), d is the Euclidean distance from the network information trans-
mitting end X1i to the receiving end X2i; N is a constant; A is a unified vector parameter;
Ip1 and Ip2 are different boundary coordinates; p is the attribute measurement index; x1,
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x2, y1 and y2 are coordinate values of different network nodes; d ′ is the distance after
unification. J is the included angle of space vector; xi and yi are network node similarity
indicators. Taking d(i, j) as the network boundary node, the ratio of network security is
as follows:

D = min1≤i≤j d(i, j)

max1≤k d ′(k)
(5)

δi = min dij (6)

In formula (5–6), δi is the network sensitive value; i and j are two network nodes,
and the ratio of the maximum and minimum values is the network security ratio. In order
to strengthen the real effect of cloud computing, this article calculates the Rand index
of the network:

P = TP

TP + FP
(7)

R = TP

TP + FN
(8)

RI = P + R (9)

RI ′ = RI + P + R (10)

In formula (7–10), P is the accuracy rate; TP is the number of real nodes; FP is the
number of false positive nodes; FN is the number of false negative examples; R is the
recall rate; RI is the similarity measure of network nodes; RI ′ is the desired measure of
network security.

3.3 Realize the Security Protection of the Network Boundary

In order to realize the security protection of the network boundary, this paper designs
the above methods. The platform is composed of many sub-parts, and each part has
its own specific function, and the combination of its functions. The platform has many
elements, and each element is related to each other, showing a clear purpose, level, and
being able to continuously adjust itself and adapt to the environment. Platform protection
is a structuredmultidisciplinary approach used to define the concepts and requirements of
complex and multi-faceted issues, including concepts, implementation and verification.
Platform protection uses mathematics, physics and related scientific disciplines, as well
as the principles and methods of protection design and analysis to formulate, predict and
evaluate the vulnerability of the platform to security threats. The application fields of
platform protection are very wide, including platform security in risky industries such as
mining protection and tunnel protection. By combining multiple disciplines, analyzing
and designing a platform suitable for the protection, the various parts of the platform can
be optimized and controlled. The working principle of platform protection makes it have
the characteristics of integration, integration and optimization. As an important object
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of platform security protection, platform protection is essentially the use of a series of
platform protection methods to assess whether the platform is safe, and organize suitable
solutions for unsafe factors to avoid dangers, and minimize the hidden dangers in the
platform. Specifically, the main purpose of platform security protection is to identify,
minimize and control vulnerabilities and related risks. It is a multidisciplinary work that
uses scientific principles, principles and methods to identify and assess vulnerabilities.
Security analysis is the most important part of platform security protection. Only when
security issues are analyzed comprehensively, correctly, and accurately, can we make
feasible plans for security issues in the platform and avoid risks. For the analysis of
platform security protection, different levels of analysis can be determined according to
the needs of the project, including preliminary analysis, detailed analysis, etc. Analyze
the existing security risks, and make scientific and reasonable predictions for each issue
using platform security methods and principles.

4 Platform Test

In order to verify whether the platform designed in this article has practical effects, this
article tests the above design. The test process and results are shown below.

4.1 Test Process

Connect the hardware and software of the platform to check whether there is a short
circuit or short circuit. At this time, the hardware parameters of the protection platform
are shown in Table 2.

Table 2. Hardware parameters

Parameter Is it dangerous Filter results

And No -

Exec Yes Success

Insert Yes Success

Select Yes Success

Delete Yes Success

Update No -

Count No -
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As shown in Table 2, through the addition of different parameters, the degree of
risk is relatively compared. The platform designed in this paper can filter the dangerous
parameters, and the hardware operation effect is better at this time. After the hardware
debugging is completed, this article debugs the software, and this article adds related
cases, as shown in Table 3.

Table 3. Software test

Case study Problem Test effect

Physical security Divide the area for management, set up
standby power supply equipment in
different areas, and the platform
operation effect

Run successfully

Cyber security Allow or deny the network access of
portable and mobile devices according
to the security policy. Terminate the
network connection after the session is
inactive for a certain period of time or
after the session ends

The network is successfully
connected or disconnected

Platform security Use two or more combinations of
authentication technologies for the
same user to achieve user identity
authentication; set sensitive marks for
important information resources and
all subjects who access important
information resources

Mark the main resource
successfully

As shown inTable 3, in termsof physical security, network security, platformsecurity,
etc. [15], the test results are all successful, indicating that the platform’s software is
operating normally. After the hardware and software are debugged, the login interface
of the platform is shown in Fig. 2.

As shown in Fig. 2, after the hardware and software are debugged, the platform runs
successfully at this time.

4.2 Test Results

In the above-mentioned test environment, this paper tests the performance of the two-way
SM1 at the gateway boundary, and the test results are shown in Table 4.

As shown in Table 4, the performance results of two-way transmission of SM1 can be
seen, the performance can reach 11.465 when the large packet of 1024 bytes is transmit-
ted, the performance is only 1.109 when the small packet of 64 bytes is transmitted, and
the performance is good when the large packet of 1518 bytes is transmitted. It reaches
9.031, so it can meet the encrypted transmission requirements of IoT gateways. Based
on this, this paper tests the two-way SM4 at the gateway boundary, and the test results
are shown in Table 5.
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Overlay selection:
Branch 

coverage
Network 
coverage

Enter test cases:

Press the key key1

Determine

Cancel

Test case

Fig. 2. Platform login interface

Table 4. Two-way SM1 performance test

Frame Size
(bytes)

lntended Load
(%)

Offered Load
(%)

Throughput
(R%)

64 1.109 1.109 3300.6

128 2.328 2.328 3932.5

256 5.984 5.984 5420.3

512 8.421 8.421 3957.3

1024 11.468 11.468 2746.2

1280 12.078 12.078 2322.7

1518 9.031 9.031 1468

Table 5. Two-way SM4 performance test

Frame Size
(bytes)

lntended Load
(%)

Offered Load
(%)

Throughput
(R%)

64 1.728 1.728 1.728

128 2.943 2.943 2.943

256 4.756 4.756 4.756

512 7.821 7.821 7.821

1024 11.486 11.486 11.486

1280 12.578 12.578 12.578

1518 8.412 8.412 8.412
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As shown in Table 5, during the SM4 performance test, the lntended Load, Offered
Load, Throughput and other indicators can be kept consistent. When the 1518 bytes
large packet is transmitted, the performance is 8.412. At this time, the security effect
of network data transmission better, therefore, can meet the security of the gateway
boundary. Through the above test environment, the platform designed in this paper is
comparedwith the traditional PB security protection platform andAP security protection
platform. The test results are shown in Table 6.

Table 6. Comparison results of safety warning time of different methods

Number of
experiments

Security
warning time of
traditional PB
security
protection
platform/ms

Security
warning time of
traditional AP
security
protection
platform/ms

The safety
warning time of
the safety
protection
platform
designed in this
paper/ms

1 0.11 0.15 0.01

2 0.23 0.24 0.03

3 0.26 0.31 0.04

4 0.28 0.36 0.05

5 0.30 0.42 0.05

6 0.31 0.44 0.05

7 0.35 0.46 0.05

8 0.36 0.48 0.05

As shown in Table 6, the security warning time of the traditional PB platform and AP
platform is longer, both above 0.1ms, the response is slow, the protection effect is poor,
and it does not meet the security protection requirements of the IoT gateway boundary.
The platform designed in this paper has a shorter warning time, the longest warning
time is 0.05ms, the response is faster, and the protection effect is better. It can meet the
security protection requirements of the IoT gateway boundary and is of great promotion
value.

5 Conclusion

With the continuous development of Internet technology and mature as well as the
increase in Internet equipment, Internet of things has gradually spread to every aspect of
People’s Daily lives, and security is a big problem in the daily life can not be neglected.
Therefore, many researchers gradually began to combine the Internet of things and
security early warning theory, make full use of their respective advantages. It is widely
used in transportation, industrial manufacturing, medical and health, disaster emergency
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response and other fields. Therefore, an in-depth study of the security early warning sys-
tem in the context of the Internet of Things is of great significance to all areas of people’s
daily production and life. The intelligent system, efficient management, and convenient
monitoring it brings will also produce significant economic benefits. This article starts
from the perspective of the security early warning system architecture of the Internet of
things, based on the Internet of Things system architecture, first expounds and studies the
three-layer network architecture of the perception layer, network layer and application
layer, in order to meet the requirements of reducing delays and increasing transmission
processing speeds. Improve the demand for system response, introduce cloud comput-
ing methods, and establish a cloud-side collaborative IoT security protection platform
architecture, aiming to improve the security protection effect of the network and create
conditions for the development of the Internet.

Fund Project. Science and Technology Project Number: GDKJXM20201931 [Research on
Global Internet of Things Security Protection and Detection Technology].
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Abstract. The simulation effect of AE system in power communication network
data transmission is poor, and the effect of intelligent training decreases accord-
ingly. For this purpose, a comprehensive intelligent training simulation system
for power communication transmission network is designed. The POWER chip
designed on the hardware has 30 channels, and the AD sampled values are for-
warded to the opposite side CPU board to realize the AD re-sampling of the dual
CPU boards; 10 independent Ethernet control effects can be realized by using
the GOOSE processor; the training simulation of the power grid is analyzed on
the software According to the requirements, the functional modules of the system
are established to realize the intelligent simulation of power network data. The
system test method is used to verify that the simulation effect of the designed
comprehensive intelligent training simulation system for power communication
transmission network is better, which is of great promotion value.

Keywords: Power communication · Transmission network · Comprehensive ·
Intelligent training · Simulation

1 Introduction

With the continuous and rapid development of power industry and the gradual stan-
dardization of power market, power system puts forward higher requirements for the
security, stability and economy of power grid operation. The quality of power system
management and operation personnel is an important factor to ensure the stable and
safe operation of power grid. Therefore, training the technical quality of power system
operators is an important topic of power system [1]. Since the 1990s, with the rapid
development of many high-tech fields such as computer, network image technology,
information processing, software engineering, database technology and expert system,
China’s relevant scientific research institutions and colleges and universities have succes-
sively developed and issued characteristic power communication transmission network
operator training simulation software system in cooperation with operation units, Raise
the technology of simulation training system to a new course [2]. In order to train power
system operation and management personnel, colleges and universities and scientific
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research institutions have developed dispatcher simulation training system, centralized
control station simulation training system and power communication transmission net-
work simulation training system according to different needs to train the technical ability
of operators [3]. At present, the simulation training of power communication transmis-
sion network, power grid dispatching system and centralized control station have made
great development, but there are many problems. Although the simulation system has
been continuously developed and improvedwith thewide application of computer,multi-
media and database technology, the application of simulation system in college teaching
is very limited [4]. Therefore, if the combination of simulation training system and theory
can be used in college teaching, give full play to the advantages of simulation training
system, so that electrical related professional employees can quickly integrate into their
work roles after entering their posts, meet the needs of the unit and become qualified
professional operators, it is a major breakthrough in teaching work.

Today’s simulation training system has been widely used in the training of operators
of power enterprises and employees majoring in electrical engineering in Colleges and
technical secondary schools [5]. Based on the teaching requirements, I want to use the
existing simulation system framework and functions to establish a regional power grid
power communication transmission network system. However, in the process of project
implementation, there are some problems, such as slow calculation speed after switch-
ing operation and non convergence of power flow, which can not meet the simulation
requirements of normal operation conditions of power grid and power communica-
tion transmission network. Secondly, the existing simulation system also needs to be
upgraded and improved in terms of operation ticket rule maintenance, operation train-
ing mode and evaluation. Finally, the data model of the existing simulation system is
converted from the EMS data model by manual + software semi-automatic mode, so
it is difficult to add new functions, and more work needs to be done to transplant it
into the data model [6]. Therefore, it is urgent to re research and develop the intelligent
evaluation function of normal operation condition simulation and operation training of
power communication network.

2 Hardware Design

2.1 POWER Chip

The POWER chip designed in this paper has 30 channels (15 channels AD sampling
and 80 point sampling rate for a single CPU board). At the same time, the AD sampling
value (the first 15 channels) is forwarded to the opposite CPU board using the State Grid
extended FT3 motherboard to realize ad re acquisition of Dual CPU boards. Receive
the State Grid extended FT3 message forwarded by the opposite CPU board through the
motherboard (AD recovery of Dual CPU board) [7]. 2-way point-to-point FT3 reception,
receiving l OMbps national network extended FT3 protocol (80 point sampling rate) or
SMbps standard FT3 protocol (80 point sampling rate) according to the configuration.
2-way point-to-point SV reception (80 point sampling rate) and message analysis. After
synchronous processing of time interpolation, ad local sampling, ad re sampling, FT3. SV
sampling values are interpolated into an 80 point sampling value data set. In addition to
sending it to PowerPC, the data set is also assembled into SV (only one ASDU) message
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and FT3 message (l OMbps national network extension FT3 or SMbps standard FT3)
according to the configuration and sent to other chips in groups (Note: the data source
of FT3 message does not contain SV sampling value). The AD local sampling and AD
opposite side re acquisition data contained in the SV and FT3 messages sent to other
chips need to be de zeroed. PowerPC is responsible for calculating the zero drift value,
and FPGA is responsible for deducting the zero drift value from the sampling value
[8]. Receive the external time synchronization signal to realize time synchronization
and synchronization. At the same time, convert the time synchronization signal on this
side into 1PPS pulse and forward it to the CPU board on the opposite side through
the motherboard [9]. The external timing synchronization signal source includes optical
1PPS, optical B code, 1588 timing 1PPS and 1PPS forwarded by the opposite CPU
board. If the timing synchronization signal is optical B code, the FPGA will store the
absolute time in the register after decoding, and generate a second pulse signal with a
pulse width of 1 OMS, and the falling edge of the second pulse signal corresponds to
the whole second time. PowerPC can realize accurate timing according to the absolute
time and second pulse. It has synchronous punctuality function and meets the accuracy
requirements of 10 min and 4 microseconds [10]. Therefore, a high-precision constant
temperature crystal oscillator needs to be provided on this board. It has PT parallel and
PT switching functions (when SV and FT3 message framing, copy the sampling values
of some sampling channels to specific sampling channels according to the configuration).
It has the function of zero sequence self production (when SV and FT3message framing,
vector sum the data of three sampling channels according to the configuration and fill in
the specific sampling channel).

2.2 GOOSE Processor

The GOOSE processor designed in this paper can realize 10 independent Ethernet con-
trol effects, of which 8 are connected with 8 Ethernet optical ports of the small panel,
one is connected with the fast bus and the other is connected with the internal bus of the
board [11]. The eight Ethernet on the small panel are used for GOOSE transceiver with
external devices, the Ethernet connected to the fast bus is used for GOOSE transceiver
between two CPU boards in the device, and the Ethernet connected to the internal bus of
the board is used for GOOSE transceiver with PowerPC [12]. According to the principle
of shared memory switch, the translucent forwarding of GOOSE message between any
Ethernet controller is realized (“translucent” means that the source address of GOOSE
message can be modified according to the configuration during GOOSE message for-
warding without changing other contents of the message). When processing Comtrade
data, because the sampling message sent by the process layer equipment is of fixed
frequency, interpolation processing is required [13]. The usual interpolation methods
include Lagrange interpolation, Newton interpolation, difference quotient interpolation.
Different interpolation methods have different effects on the operation speed and accu-
racy of the program. This paper adopts the linear Lagrange interpolation method [14].
Assuming that the original sampling data of power communication data is the original
simulation signal, then:

S =
∑

k=0

Akw sin(kwt + θk) (1)
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In formulas (1) and (2), S is the original simulation signal; k and w are constants; t is
the sampling time; θ is the operation effect index;T ′

s is the signal acquisition cycle; x(nT
′
s)

is the signal acquisition sequence; fs and f ′
s are two adjacent sampling points respectively;

n is the number of samples, so n fs
f ′
s
Ts is the processing cycle of communication data and

can only be an integer. Assuming that n′ is the maximum integer less than n fs
f ′
s
Ts, the

processing interpolation effect of the hardware is as follows:

(3)

Rn(x) = fn + 1(ξ)

(n + 1)! (4)

ωn+1(x) = (x − x0)(x − x1)(x − x2)...(x − xn) (5)

yn = x(m)(m + 1 − n′) + x(m + 1)(n′ − m) (6)

In formulas (3) to (6), Pn(x) is a data processing expression; x, xj, xk and yk are
linear interpolation parameters; Rn(x) is the remainder expression of data processing;
fn is the n data sampling point; ωn+1(x) is the multiple expression of communication
data; Assuming that data interpolation processing is performed in xm and xm+1, yn is an
interpolation linear expression; n′ is a constant; Let n = 1, from which:

R1 = f 2(ξ)

2! ω2(x) (7)

ω2(x) =
(
n
fs
f ′
s
Ts − m

)
(8)

y2 =
(
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fs
f ′
s
Ts − m − 1

)
∗ T 2

s (9)

In formulas (7) to (9),m is a constant; The resulting interpolation error is as follows:

R = x(ξ)

fs
T 2
s (10)

In formula (10), R is the interpolation processing error; Through the processing of
the processor, the simulation effect of the system will be improved to the greatest extent.
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3 Software Design

3.1 Analyze the Training and Simulation Requirements of Power Grid

According to the demand analysis of the system, the functions and requirements of the
power grid normal operation and operation simulation training system are described as
follows: the simulation function and requirements of normal operation conditions can
simulate the following situations under normal conditions. The load of power system
changes with time, and the power distribution, power loss and power supply power
in the power grid change with the change of load; During the maintenance of power
equipment in the power system, manually operating the switchgear, exiting the mainte-
nance equipment or putting the maintenance equipment into operation will change the
operation mode of the power system; In case of fault of power equipment, the protection
acts, the switchgear will automatically disconnect and automatically exit the fault equip-
ment; The regulation of reactive power distribution in power system involves the input
and exit of regulating transformer tap and reactive power compensation equipment. In
the above cases, the power flow distribution of the power grid changes after operating
the equipment, and the measured values of the system change accordingly. The normal
operation condition simulation function shall meet the following requirements under the
data test of Beijing power grid. Under each normal operation condition, the calculation
time response is between 0.51.5 s. This calculation time includes system wiring anal-
ysis, power flow calculation, measured value calculation and interface measured value
display; The response time of operating the switchgear is also between 0.51.5 s; Under
each normal operation condition, the power flow of the system can converge. Switching
operation training is a very important part of the simulation training function. It is mainly
a series of operations that comply with the operation procedures and operation proce-
dures according to the operation tasks, combined with the operation mode of the system
and the operation state of electrical equipment. Compiling correct operation ticket is
the core content of switching operation training and an important link to improve the
professional quality of employees. In order to make the process of staff writing operation
ticket can be tracked, guided, assessed and evaluated by computer, the system training
process is designed in this paper, as shown in Fig. 1.

assessment 
report

Intelligent 
scoring

Real time 
prompt

Peacetime 
mode

No hint

Check mode

simulation 
system

Display 
operation 

ticket

Fig. 1. System training process
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As shown in Fig. 1, the training mode is divided into normal training mode and
examination mode, which are set at the beginning of training. Set the operation task
function in scheduling terms. Select the equipment to be operated, use scheduling terms
such as operation / hot standby / cold standby / maintenance / operation on ## bus, set
the operation mode of initial state and target state, and automatically generate the initial
state, target state and connection relationship of all equipment related to the operation
task according to different equipment types (circuit breaker, transformer, line and bus).
Operation task management function. Including: delete and create operation tasks; View
the evaluation report generated by the operated task; Check the specific details of the
operation task, etc. According to the type and current status of switchgear selected
according to the point diagram, in addition to providing general operation modes (on /
off, check off / on, etc.), other possible operationmodes are automatically provided. If the
secondary plug-in is selected, two operationmodes of “up” and “down”will be provided;
Select the trolley switch to provide the operation modes of “working position”, “test
position” and “maintenance position”. Real time intelligent checksum prompt function.
This is a function used for employees’ daily training. The system tracks and verifies
each step of employees’ operation in real time. If there is an error, it will prompt the
employees to violate the specific rules. If it is correct, the operation will be output to the
operation ticket currently being written. Display andmanagement functions of operation
ticket contents currently being written. You can modify and delete the steps that have
been operated. In the examination mode, you can delete any operation item that has
been operated. In the normal training mode, only the last operation item can be deleted.
Intelligent scoring function. According to the content of violation of rules, the evaluation
criteria set in advance according to the degree of harm shall be used for score evaluation.
After the operation, the system generates an evaluation report. The evaluation report
includes all operation steps of employees, contents of violation of rules, scores deducted
according to the degree of harm, etc.

3.2 Establish the Functional Modules of the System

This paper designs a simulation training system for normal operation and operation of
power grid. Under normal operation of power grid, the response of operating switchgear
meets the requirements, power flow convergence and short output time. An intelligent
evaluation function system for switching operation of dispatching power communication
transmission network is developed by using Visual C+ + and database, which can track
and remind users of operating rules violated in real time, Give the final evaluation report
score. The main functions of the power grid normal operation and operation simulation
training system are divided into two parts: the data model conversion of the power grid
normal operation and operation simulation training system. The lowest raw data comes
from the model of EMS primary equipment data in dispatching automation. The data
required in this system is only a part of it, so only the useful data is screened, One part
of the secondary equipment data is generated by the program, such as CT and Pt tables
generated in the program, and another part is expanded manually. The figure middle
module is the core of the system. It is based on data and realizes the following two
functions. When the equipment value on the interface changes, the program receives
the changed equipment label and the changed value. The system performs topology
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analysis, power flow calculation and measured value calculation, and returns to the
measured value on the monitoring interface, thus, as the basis of the system functional
module, the overall structure of the functional module of the system is shown in Fig. 2:
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Normal operation of 
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equipment data

System core
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of operation simulation 

training system

Secondary 
equipment data

Equipment 
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Power flow 
calculation

Measured value 
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Fig. 2. Overall structure diagram of functional modules of the system

In addition to the Wizcon graphic interface, the operation interface of the system
also has various dialog boxes designed by MFC. The maintenance and management
of system data are completed by these dialog boxes. For example, operate the task
attribute management window, which can add tasks, delete tasks and view task details.
The operation is convenient and the human-computer interaction interface is friendly.

3.3 Intelligent Simulation of Power Network Data

In order to realize the intelligent simulation effect of power network data, the data
sources of the simulation training system designed in this paper are obtained from the
equivalent model. Manual + software semi-automatic equivalence is carried out from
EMS. The manual equivalent data is huge and the workload is quite large. If this huge
workload can be completed by the program, and the system can generate the equivalent
model directly from the EMS data, it will enhance the universality of the simulation
training system to various power grid data and improve the development efficiency of
the system. This paper needs to develop such an automatic modeling software. The
functions of EMS are different from those of the normal operation of power grid and
operation simulation training system, so the required data information structure is also
different. After the automatic modeling program obtains the EMS data, it needs to
be transformed, filtered and expanded. The reasons are as follows: some equipment
information required for the normal operation of power grid and operation simulation
system cannot be obtained directly from the EMS data information, It can be used by the
simulation programonly after necessary data format conversion. For example, the branch
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parameter information in the power grid normal operation and operation simulation
system describes the equivalent power systemmodel of primary equipment in the power
system after equivalence and conversion. The “branch type” in the branch data table does
not exist in the branch parameter attribute data of EMS data, so it must be based on other
EMS data information, Generate data required for normal operation of the simulation
system. The power grid normal operation and operation simulation system only needs
part of the EMS data information, and other invalid data information to the system
must be filtered and removed. For example, the data information of line parameters and
line attribute information in EMS data are very comprehensive. For example, the “line
status” and “related line name” information are line attribute information not required
by normal simulation system, which should be removed. The normal operation and
operation simulation system of power grid needs the basic information of transformer,
but the configuration information of transformer is missing in the EMS data information,
so it is necessary to expand the data not in the EMS data. When the interface operates the
switchgear, the corresponding measured values change, so the system must configure
the attribute information of the transformer.

The system designed in this paper can start directly from EMS, and the equivalence
work is completed by program. Compared with manual equivalence, it shares data with
EMS, and has the advantages of easy expansion and real-time updating data. Because the
EMS data is different from the data structure required by the simulation function under
normal operating conditions, the program will convert, filter and expand the EMS data
after obtaining the EMS data. According to the analysis of operation simulation function
under normal working conditions, most of the simulation data comes from EMS model
data, and the program calculation needs to analyze, convert and modify the primary data
to generate the required intermediate data. The extended switch knife switch parameter
table is obtained by addingCT table to the original switch knife switch table. Adding cur-
rent transformer equipment to the original mainwiring is equivalent to a closed “switch”.
The basic information of the data item is consistent with the switch switch parameter
table. The starting and pointing element codes of CT correspond to the left and right end
element codes of the switch and are set to the closed state. The branch parameter table
is obtained by synthesizing the line parameter table, transformer parameter table, reac-
tance parameter table and capacitance parameter table. Before power flow calculation,
as long as the branch is equivalent, the equivalent parameters are obtained according to
the equivalent models of different equipment and filled in the branch parameter table.
In power flow calculation, branch parameters and node voltage information are called
to generate power flow results. Therefore, the simulation results of the system designed
in this paper can be guaranteed to be good.

4 System Test

In order to verify whether the system designed in this paper has practical effects, the
above system is tested. In order to ensure the fairness of the experiment, the method in
this paper and the traditional method are set to the same experimental environment. The
test process and results are as follows.
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4.1 Test Process

In the test process, first test the hardware of the system, and the test parameters are shown
in Table 1.

Table 1. Hardware test parameters

Data item Data type

CT coding Character

CT name Character

Voltage level Integer

Starting element code Character

Pointing component code Character

Starting equipment code Character

Meter current value Float

As shown in Table 1, under this condition, the hardware of the system can be ensured
to operate normally. At this time, the software is tested, and the login interface of the
system is shown in Fig. 3.

Comprehensive intelligent training simulation 
system for power communication transmission 

network

Job number

Full name

Reset Start test

Fig. 3. System login interface

As shown in Fig. 3, when the above interface appears, it can indicate that the system
is running normally.

4.2 Test Results and Discussion

Under the above test environment, compare the traditional AE system with the system
designed in this paper to verify the simulation effects of the two systems, as shown in
Table 2.

As shown in Table 2, the communication data transmission error of traditional AE
system is more than 0.10, and the simulation effect is poor; The communication data
transmission error of the systemdesigned in this paper is less than0.10, and the simulation
effect is good, which is in line with the purpose of this paper.
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Table 2. Test results

Number of experiments Communication data
transmission error of traditional
AE system

The communication data
transmission error of the system
designed in this paper

1 0.67 0.06

2 0.36 0.03

3 0.28 0.02

4 0.12 0.01

5 Conclusion

The main achievements of this paper are as follows: the training mode of compiling
operation ticket by point diagram in line with the actual workflow is designed, and the
overall structure and function of power grid normal operation and operation simula-
tion training are designed. The automatic data modeling function and normal operation
condition simulation function based on EMS data and meeting the requirements of dis-
patching substation simulation training are studied and developed. The general judgment
rules for automatic generation of operation tasks and the general verification method of
hierarchical operation rules suitable for various wiring forms are studied and developed,
which greatly reduces the system maintenance workload of intelligent operation train-
ing software. The intelligent operation evaluation function based on the above general
rules is studied and developed to automatically generate the evaluation report, assist the
superior leaders to objectively and comprehensively evaluate the employees’ operation,
and reduce the workload of the superior leaders. The function of power grid normal
operation and operation simulation training system is verified by using an actual power
grid data. The test results show that the simulation results of normal operation conditions
are reasonable, the response time of operating equipment meets the design requirements,
the switching operation can track and prompt in real time, and the final results are given
in the form of report. The superior leaders can evaluate the employees according to the
report information, which improves the training efficiency.

Fund Project.. Science and Technology Project of State Grid Hebei Electric Power Company
Limited “Research on comprehensive simulation training system of wired access network and
transmission network for ubiquitous power Internet of things” (kj2020–059).
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Abstract. The increase in the number of vehicles, rapid development of road
traffic, traffic accidents have become increasingly serious. However, these sensors
have some limitations, such as single detection direction, detection blind area,
and can not realize long-distance transmission. So they can not meet the current
requirements. Based on this, the intelligent anti-collision device of heavy truck
based on wireless communication technology is put forward. The intelligent anti-
collision research of heavy truck is realized by designing the display interface of
intelligent anti-collision device, constructing anti-collision earlywarning database
and modulating and demodulating algorithm based on wireless communication
technology. Tests show that the wireless communication module and the colli-
sion warning and display function of the intelligent anti-collision device can run
successfully, and the overall performance of the device is reliable and stable.

Keywords: Wireless communication technology · Heavy-duty truck · Intelligent
anti-collision device

1 Introduction

There are many ways to achieve wireless communication technology, the current main-
stream communication technology to DSRC and LTE-V mainly. The most widely used
V2X communication technology is the Dedicated Short Range Communication (DSRC)
technology based on the IEEE 802.11p and the IEEE 1609 series standards. LTE-V is an
extended technology based on the fourth generation mobile communication technology.
The current version of LTE-V is 4.5G technology [1].

At present, the domestic and foreign main such as Benz, Honda, Volvo and other
automotive enterprises equipped with vehicles common collision warning system, as an
assistant driver. The Mercedes-Benz Pre-Safe Brake system for vehicles uses millimeter
radar to detect the vehicle ahead, is equipped with a microwave detector, and is equipped
with a brake assist system that warns 2.6 s before a collision is identified, gives a second
warning 1.6 s before a collision, performs braking control on the vehicle if the driver
has not yet taken a substantive collision avoidance operation, and outputs a maximum
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braking deceleration 0.6 s before a collision [2–4]. Toyota’s Pre-Collision Active Colli-
sion Avoidance system combines millimeter-wave radar, cameras and infrared sensors
to improve ambient detection accuracy, and infrared sensors enable vehicles to detect
dangerous targets at night [5].When it is determined that a collision is imminent, the sys-
tem automatically tightens the seatbelt and performs auxiliary braking when the driver
depresses on the brake pedal, so that the vehicle can achieve maximum braking force
and minimize the impact force and damage [6–9].

The core of collision prevention and early warning system is early warning strat-
egy [10]. Many universities and scholars at home and abroad have conducted in-depth
research on collision prevention and early warning strategy. There are two kinds of anti-
collision algorithms: the safe time algorithm and the safe distance algorithm. Select the
vehicles that may collide in a certain range of time, predict the trajectory, calculate the
collision time TTC, when the TTC in the set range, judge the potential collision risk.
This paper designs an intelligent anti-collision device for heavy-duty trucks based on
wireless communication technology. Through wireless communication technology, the
transmission performance of information such as position, speed, distance and braking
distance of heavy-duty trucks is improved. Collision warning model with braking dis-
tance as parameter. Design a risk assessment model based on braking distance, collision
time and lane change safety distance, and calculate risk level and intervention time in
real time.

2 Research on Intelligent Collision Avoidance Device for Heavy
Trucks Based on Wireless Communication Technology

2.1 Design of Display Interface for Intelligent Anti-collision Device

Good user interface is very important to improve the usability of anti-collision device.
The control of the login interface includes “user name”, “password”, “login” and so on.

Table 1. Interface structure of intelligent anti-collision device

Button Features

Domain name Enter the anti-collision warning IP address

Username Enter the anti-collision device administrator account

Password Enter the administrator password

Log in Click the “Login” button to log in to the alert server with the administrator
information entered

As shown in Table 1, it is the interface structure of the smart collision avoidance
device. Themain interface displaysmap information by default, and displays the location
of the train after the map is matched on the map. The location of the train is updated
every time the location data is updated. Ensure that the location update information of
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Fig. 1. Heavy truck location information update process

heavy trucks is displayed in the anti-collision device interface. The specific location
update process is shown in Fig. 1.

As shown in Fig. 1, in the intelligent collision avoidance device interface of heavy
trucks, the location information of the truck is updated in real time. First, the location
of the truck is initialized to display the location of the truck. Based on the satellite
positioning space position, combinedwith themap function in the interface, it is matched
to the geographic information of the truck., The final update positioning is successful
and displayed in the interface. The setting interface contains a record query menu, which
can query the communication records in the heavy truck operating database, and record
the record items contained in the query menu, as shown in Table 2.

Table 2. Record query menu item settings

Record item Features

Early warning record Can query historical warning records recorded in the database

Call log Can query the historical call records recorded in the database

Recording Can query the recording records of calls in the database

As shown in Table 2, the interface designed for this article records query menu item
settings and features.

The Alert Settings Window sets up the alert parameters, which are opened by the
button in the menu bar, and the Alert Time Edit Box on the left, which sets up the
specified alert interval. You can also quickly select a preset warning interval by using a
drop-down menu. The list of alert targets shows the ID list of the terminals that currently
join the alert function. The terminals in the list can receive alert information in the alert
area. You can edit the list of alert targets by removing and adding buttons.
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The voice call in the display interface is very important to avoid the collision of
heavy trucks. Voice call means that the early warning system can talk with the terminal
directly. In the number box, enter the terminal number you want to call. Voice call calls
have two properties: an emergency call and a broadcast call. To make an emergency call,
check the box in front of Emergency Call. To make a broadcast call, check the box in
front of Broadcast Call. When the number is entered, click the “PTT” button or press the
space bar on the keyboard to initiate a voice call. The voice call has been successfully
paged out and the call window will pop up [11]. Can view all the terminal information
registered in the alarm intercom scheduling desk, can enter the number to query, in the
list of selected terminal number in the main interface display terminal information and
location. In addition to receiving the terminal to confirm the early warning message,
but also to distinguish the general message warning icon for display. When the terminal
receives the alarm information, it prompts with the alarm interface and exits the prompt
after selecting the safety button. In the offline state, the terminal display interface status
bar to exclamation icon reminder, while offline using the alarm window to remind, and
every 10 s to remind the tone reminder, until the terminal online again.

2.2 Building an Early Warning Database for Anti-collision Devices

First, design an early warning database. Since the smart collision avoidance device uses
handheld terminals, it is necessary to establish a terminal information table to record
all the registered terminal information, which contains the terminal equipment number
and the information of its users. Because heavy truck information is needed in the early
warning, it is also necessary to establish a heavy truck number information table. The
generated early warnings need to be recorded, so an early warning record form needs to
be established, as shown in Table 3.

Table 3. Early warning information record table

Field name Type Constraint Illustrate

ID NUMBER Not null

Time of warning VARCHAR2(14) Not null Complies with the valid date
and time format, year, month,
day, hour, minute, and second

Warning type VARCHAR2(2) Not null Divided into: SMS alert, voice
call

Warning station VARCHAR2(6) Not null

Warning end time VARCHAR2(14) Not null

Target confirmation VARCHAR2(2) Not null Divided into: confirmed,
unconfirmed

Heavy truck number
information

NUMBER Not null
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As shown in Table 3, an early warning configuration information table is established
to record the early warning parameters, including the early warning time, the early
warning type, and the early warning end time. Since the intelligent anti-collision device
also uses the location data of the construction site, it is also necessary to establish
a construction area data table. In addition, there are recording information tables for
recording earlywarning calls, attendant registration tables for recording station attendant
login information, and reporting information tables for recording early warning reports.
In order to be able to use the map matching method to correct the positioning, it is
also necessary to establish a digital map database, which contains the segment point
calibration table used to correct the coordinates of the segment point, and the curve
information table used to identify the segment curve (including all the divided curves
Km coordinates and radius of curvature of the start and end points) [12].

This paper designs the E-R relationship of the database, as shown in Fig. 4 and
Fig. 5. Due to the large number of data tables, this article only describes the design of
representative data tables.

Table 4. On-duty officer login information table

Field Name Type Constraint Illustrate

ID NUMBER Not null

Username VARCHAR2(10) Not null Login user name, 2–10 characters

User type VARCHAR2(2) Not null Divided into: system administrator, attendant on
duty, assistant attendant on duty

Station name VARCHAR2(12) Not null

IDStation ID VARCHAR2(6) Not null

User rights VARCHAR2(20) Not null Divided into: administrators, attendants on duty

Password VARCHAR2(10) Not null 6–20 characters, composed of letters and
numbers

Table 4 is mainly responsible for recording the information of the attendants who
log in to the early warning walkie-talkie dispatching station.
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Table 5. Configuration table of anti-collision warning rules

Field name Type Constraint Illustrate

ID NUMBER Not null

Warning time VARCHAR2(4) Not null 00 (min) 00 (s)–59 (min) 59 (s)

Collision avoidance distance NUMBER Not null Unit: 100 m

Longitude and latitude of
anti-collision starting point

VARCHAR2(8) Not null Complies with the latitude and
longitude format, such as east
longitude 23°27′30′′ means
east longitude 232730

Longitude and latitude of
collision avoidance terminal

VARCHAR2(4) Not null

Urgent escalation VARCHAR2(8) Not null Divided into: report all, report
failure early warning, never
report

Collision avoidance warning
target confirmation

VARCHAR2(2) Not null Divided into: mandatory,
optional

As shown in Table 5, it is primarily responsible for recording early warning configu-
ration information. Through the above pre-warning information record table, the log-in
information table of duty personnel and the pre-warning rule configuration table, the
pre-warning database of anti-collision device is constructed.

2.3 Modulation and Demodulation Algorithm Based onWireless Communication
Technology

The core algorithmsof this paper includemodulation anddemodulation algorithmused in
DMRwireless communication technology andmapmatching algorithm used in location
correction [13]. Modulation is to use the baseband signal to control the change of one or
several parameters of the carrier signal, and load the information on it to formamodulated
signal for transmission, while demodulation is the inverse process of modulation. The
change will restore the original baseband signal. The modulation and demodulation
algorithm mainly accomplishes the modulation and demodulation of 4FSK signal, and
its performance has great influence on communication distance and speech quality. In
order to improve the precision ofmapmatching, the paper uses themethod of tangent line
to improve the precision of map matching on curve orbit. The model of digital wireless
communication includes source codec, channel codec, modulation and demodulation,
etc. The intelligent model structure of wireless communication technology is shown in
Fig. 2.

As shown in Fig. 2, source coding, also known as band compression coding, can
reduce the rate of code elements and the number of code sources without distortion
recovery. The source decoding transforms the information in the opposite way to the
source encoding process. Channel coding is to counter the noise and attenuation in the
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Fig. 2. Intelligent model structure of wireless communication technology

channel by adding redundancy codes to the transmitted information codes in a certainway
to formnewcodewords, and the receiver thendetects or corrects errors in a corresponding
way so as to achieve the purpose of improving the anti-interference and error correction
capabilities [14]. Channel decoding is the process of restoring the code elements after
channel coding. In order to improve the transmission efficiencyof the signal, the spectrum
of the digital baseband signal is moved to the high frequency, so that it can improve the
utilization of spectrum resources.

DMR standard chooses 4FSK as its modulation and demodulation mode. 4FSK is
a constant envelope modulation technology, whose characteristic is that the peak value
of pulse envelope is constant in a certain time, and this modulation technology has high
spectrum utilization. The process of 4FSK modulation is that the signal is filtered by
shaping filter after level transformation, then the filtered signal is processed, and finally
filtered by first-order RC filter. According to Nyquist criterion, it is possible to eliminate
ISI only when the symbol rate is less than 2 times the channel bandwidth. Consider
natural filters, the frequency offset expression for rectangular filters is:

h(t) =

⎧
⎪⎨

⎪⎩

1 ≤ t ≤ Ts
2

0 ≥ t ≥ Ts
2

(1)

Among them, h(t) represents the frequency deviation of the rectangular filter; Ts
is the constant of the filter index. The bandwidth of this rectangular pulse is infinite,
the out-of-band power decays very slowly, and out-of-band leakage occurs. In practical
applications, it is generally not used as a shaping filter. In order to solve the problem
of out-of-band leakage, consider a rectangular function in the frequency domain to
completely limit the power within the band. The calculation formula for the impulse
response is:

h(m) = sin(π t/Ts)

π t/Ts
(2)

This article uses a root raised cosine filter, this filter realizes the rapid attenuation
of the time domain signal at the cost of widening the frequency band, and at the same
time, in order to reduce the loss of the band widening, a roll-off is added on the basis
of the raised cosine filter. Coefficient α, the value interval is [0, 1]. The smaller α is, the
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closer to the rectangular filter, and the larger the α is, the closer to the cosine filter. By
adjusting the roll-off coefficient, the occupied bandwidth and attenuation speed can be
adjusted.

To realize this filter, we must first generate a set of filter coefficients corresponding
to the order of the filter. This article uses Matlab functions to generate filter coefficients.
The function expression is as follows:

functionB = r cos fir(r,N − T , rate + 1,T ) (3)

Among them, parameter r represents the roll-off coefficient, N −T represents scalar
or vector; together with rate, determines the length of the filter output, rate represents
the sampling rate; T represents the sampling period of the input signal, in seconds,
used to generate ordinary raised cosine filters Coefficient, when N − T is a scalar,
B returns a one-dimensional array of length rate + 1, which is the coefficient of the
required root raised cosine filter. In order to facilitate the calculation in the DSP, the set
of coefficients need to be further fixed-point to 16-bit integer processing, that is, each
number is multiplied by 215, so that the accuracy of the coefficient can be maximized
when the coefficient is used, and the transformed coefficient is put into the array. After
calculating the coefficients of the filter, the operational relationship between the input
and output of the filter can be established. The output of the FIR filter is obtained by the
convolution operation between the input data and the tap coefficient of the filter. The
formula is as follows:

y(n) =
n∑

k=0

x(k) · h(n − k) (4)

Among them, k is the FIR filter coefficient; y(n) represents the input of the filter
at time n; x(n) represents the output of the filter at time n. This kind of convolution
operation is to add or subtract the input data (according to the positive or negative of the
input data) to the product of the previous filtering operation result and the corresponding
filter coefficient, and output the operation result as the input of the subsequent stage.
According to the DMR wireless communication protocol, a frame of data contains 288
bits. After serial-parallel conversion, 144 symbols are obtained, which is a four-level
signal. Then the four-level signal is interpolated by 8 times to obtain the input data of
the root raised cosine filter.. Next, the characteristics of the root raised cosine filter are
tested by adding Gaussian white noise to the input signal. The entire inspection process
is completed by matlab simulation. First, grab a set of input data with a length of 1152,
the data type is a 16-bit unsigned integer, the value range is 0 to 4096, as the original
input signal.

3 Experiment and Analysis

3.1 Experimental Preparation

In order to verify the effectiveness andperformance of the intelligent anti-collision device
for heavy truck based onwireless communication technology, and to avoid the danger and
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high cost of real vehicle test, this paper chooses Prescan and MATLAB/Simulink joint
test. The use of feature-oriented parametric modeling, including the setting of vehicle
dynamic parameters, can reduce the experimental cost and shorten the development
cycle. It can be used for simulation verification related to unmanned and active safety,
such as automatic emergency braking system, orbit deviation early warning system, etc.
Track has rich traffic scene elements, including a variety of straight lines, curved sections,
all kinds of vehicles, pedestrians, obstacles, and so on, and can detect the surrounding
environment of a variety of sensors. Input the measured data, can also be set parameters
to get the required data, into the control module algorithm, output test results. In the
user interface (GUI) operation, the establishment of the intersection confluence and
follow the same road these two traffic scenarios for experimentation, the possibility
of collision collision and side collision early warning performance comparison. The
vehicle simulation model is established and the state parameters of the vehicle are set
up. After setting up the speed and acceleration (spot) of the vehicle, setting up the speed,
acceleration, trajectory and other parameters of the vehicle in the process ofmovement, it
is necessary to add corresponding sensors to all vehicleswithin the communication scope.
Version8.4.0 ofPreScan supports theDSRCcommunicationprotocol and theSAEJ2735
protocol for V2X communication experiments. Drag the V2X wireless communication
device onto the vehicle body on theGUI interface, configure theV2Xplug-in parameters,
preprocess the acquired data, establish the pretreatment module, and then build the
corresponding MATLAB function module according to the ITTC model and the TTW
model. The input of the model is the state and position of the vehicle, and the output
is the warning information. The 3D visual interface is used to observe the road and the
warning result.

3.2 Analysis of Results

Assuming that the vehicle starts from the initial position 0 at a speed of 60 km/h, and
accelerates to 100km/h after 5 s, the changeof acceleration is constant, and the simulation
records the motion state of the vehicle for 20 s. The algorithm in this paper is used to
predict the total travel distance of the vehicle after 20 s of driving, and the error between
the predicted position and speed and the actual position and speed of the vehicle is used
as the performance standard. The result of the vehicle position prediction is shown in
Fig. 3.

As shown in Fig. 3, the simulation value and predicted value curve of the horizon-
tal position and the longitudinal position of the vehicle position prediction result are
basically fitted, and the vehicle position prediction error is expressed by calculating the
difference between the predicted position of the vehicle and the actual position of the
vehicle. This test case, The prediction error of the horizontal position is−0.015± 0.252
m, and the prediction error of the longitudinal position is 0.089 ± 0.207 m. The result
of vehicle speed prediction is shown in Fig. 4.

As shown in Fig. 4, the prediction error of vehicle speed is calculated by predicting
vehicle speed and actual vehicle speed.The results show that the prediction error of lateral
speed is −0.028 ± 0.279 m/s and that of longitudinal speed is −0.064 ± 0.231 m/s.
The experimental results show that the prediction data of the intelligent anti-collision
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Fig. 4. The result of vehicle speed prediction

device based on wireless communication technology is less than the real data, and the
prediction results can be used in anti-collision scheme.

The test of early warning and display module is to test whether the data received by
the early warning system can be correctly pre-processed, whether the data input early
warning algorithm can correctly judge the collision risk of vehicles, and can trigger the
correct early warning information display according to different scenes. Because the
communication function and information collection function of the system have been
tested, considering the actual test environment and feasibility, the simulation value is
used to test the vehicle state information.

In the user terminal interface, the relative positions of the front and rear vehicles can
be visually displayed according to the vehicle information in the radar chart, and the
corresponding information of the vehicle can be displayed correctly. It can judge that
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the type of collision between the front and rear vehicles is a rear collision, and display
the warning information in the warning information status bar. Early warning success
rate test: By setting the heading angle and trajectory parameters of the vehicle, setting
the rear-end collision and side collision scenarios of two vehicles, the terminal runs 100
times for each collision, and runs 200 times to verify the success rate of the early warning
function. The success rate of the early warning function is shown in Table 6.

Table 6. Results of early warning success rate of anti-collision device

Collision type Number of successful warnings Success rate

Rear-end collision 100 100%

Side collision 100 100%

As shown in Table 6, the test results of the early-warning and display module show
that the early-warning and display functions of the user terminal are realized normally,
and the position, speed, relative distance and other information of the vehicles can be
displayed correctly, and the relative position of the two vehicles can be displayed visually
in the radar chart, and different warning information can be displayed according to
different collision types. The success rate is 100%, which shows that the performance
of the anti-collision pre-warning function is stable, and the pre-warning and display
modules meet the requirements of intelligent anti-collision.

4 Conclusion

Based on the research of wireless communication technology and the analysis of existing
anti-collision early warning algorithms, an intelligent anti-collision device for heavy
trucks is designed and implemented. Based on the analysis of vehicle movement in both
transverse and longitudinal directions, the impact of vehicle velocity and acceleration
parameters on collision risk assessment is considered. The test results show that the
wireless communication module and the function of collision warning and displaying
can be operated successfully, and the overall performance of the device is reliable and
stable.

Fund Project. Scientific Research Fund Project of Nanjing Jiaotong Vocational and Technical
College (Project Number: JZ2017).
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Abstract. At present, the mainstream teaching evaluation is dominated by stu-
dents, supplemented by experts in or out of school. Under this evaluation method,
only simple quantitative evaluation results can be obtained, and the evaluation data
can not be analyzed. Therefore, it is proposed to design the diversified evaluation
system of college teaching quality based on deep data mining. In the hardware
design of the diversified evaluation system of college teaching quality, the ARM
microprocessor based on diversified evaluation is designed, and the data man-
ager based on data mining is designed. In the software design of the diversified
evaluation system of college teaching quality, the diversified evaluation model of
teaching quality is established, Design evaluation model database. The test shows
that the evaluation accuracy coefficient of the system is more than 95, which is
much higher than the traditional two systems.

Keywords: Data mining · Deep mining · College teaching · Teaching quality ·
Evaluation system

1 Introduction

The enrollment scale of colleges and universities has continued to expand in recent
years, and the annual growth rate has remained at about two percentage points. As
the scale of enrollment increases, the quality of students will inevitably decline. The
faculty and teaching facilities of colleges and universities have grown relatively slowly,
and insufficient teaching resources will inevitably affect the quality of education [1]. In
recent years, various reports have often appeared, reflecting the decline in the quality of
college graduates and poor work ability, and various aspects of society often comment
and question the teaching quality of colleges and universities. Educational departments
at all levels of the country continue to adhere to the scientific development concept and
carry out in-depth education and teaching reforms [2]. In particular, we will continue to
increase investment in college education, strengthen the construction of the teaching staff
of colleges and universities, and pay particular attention to the evaluation of the quality
of colleges and universities. Among them, the assessment of student abilities is the
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focus of teaching quality assessment. Data Mining Technology is a cross-discipline that
integrates technologies and achievements in many different fields [3], bringing together
multiple disciplines such as machine learning, pattern recognition, expert systems, data
visualization, statistics, and high-performance computing. Data mining technology can
automatically convert the massive data we collect in our work and life into various styles
of information, providing a conversion channel between people and data, and providing
us with a very important basis for judgment and decision-making.
Data mining technology has been successfully applied in retail, finance, telecommunica-
tions, scientific research and other fields. Provide customers with data analysis, predict
potential customers, formulate sales strategies, avoid business risks and improve service
quality. In the field of Education [4], data mining technology also has certain applica-
tions, mainly in network education. A large number of researchers obtain the information
of teachers and students and their interaction information through the network online
education platform, obtain relevant information through data mining technology, and
then put forward suggestions to teachers, use more appropriate teaching methods [5],
and constantly improve the teaching level and quality. However, this is only limited to
network teaching, but data mining technology is rarely used in most classroom teaching.

Therefore, this paper designs a diversified evaluation system of college teaching
quality based on deep data mining. Main design route of the system:

Step 1: in the hardware design of the diversified evaluation system of teaching quality
in Colleges and universities, the ARM microprocessor based on diversified evaluation
is designed;
Step 2: design the datamanager based on datamining, establish the diversified evaluation
model of teachingquality anddesign the evaluationmodel database in the software design
of diversified evaluation system of teaching quality in Colleges and universities.
Step 3: experimental analysis.
Step 4: conclusion and future outlook.

2 The Hardware Design of the Diversified Evaluation System
for Teaching Quality in Colleges and Universities

2.1 Design an ARM Microprocessor Based on Diversified Evaluation

The ARM architecture is the first RISC microprocessor designed for the low-budget
market. In addition to some features of RISC, the ARM architecture also uses some
special technologies to minimize the chip area and reduce the chip area while ensuring
high performance. Power consumption [6]. The ARMmicroprocessor has the following
main features: small size, low power consumption, low cost, high performance; support
Thumb (16-bit) and ARM (32-bit) dual instruction set; a large number of registers are
used, and the instruction execution speed is faster; Most data operations are completed
in registers;—The addressing mode is flexible and simple, and the execution efficiency
is high;—The instruction length is fixed; ARM microprocessors are mainly used in
industrial control, wireless communication, network applications, consumer electronics,
imaging products, and security products, Storage products, and the automotive industry.
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The operating frequency of the system largely determines the processing power of the
ARM microprocessor. The typical processing speed of ARM7 series microprocessors
is 0.9 MIPSMHz, and the common ARM7 chip system main clock is 20 MHz–133
MHz. Different chips deal with clocks differently. Some chips only need one master
clock frequency, and some chip internal clock controllers can provide clocks of differ-
ent frequencies for the ARM core and USB, UART, DSP, audio and other functional
components. Most of the on-chip memory capacity of ARM microprocessors is not too
large. Users need to expand the memory when designing the system. However, some
chips have relatively large on-chip storage space. Simplify the design of the system.

Serial interface circuit is used for short-distance two-way serial communication
between S3C4510B system and other application systems. One serial port is a full-
function serial port, and the other serial port is shared by RS232/RS485; the reset circuit
can complete system power-on Reset and user button reset when the system is working.
It also has a watchdog function, and can reset the system board core, system board and
JTAG respectively;-The power supply circuit is a 5 V to 3.3 V DC-DC converter, which
is S3C4510B And other peripheral circuits that require 3.3 V power supply; 10 MHz
active crystal oscillator provides the working clock for the system, and is multiplied by
the on-chip PLL circuit to 50MHz as the working clock of the microprocessor; - FLASH
memory can store the debugged user applications, Embedded operating system or other
user data that needs to be saved after the system is powered off; SDRAM memory is
the main area of the system when it is running, the system, user data, and stack are all
located in the SDRAMmemory; - 10M/100M Ethernet interface is the system Provides
a physical channel for Ethernet access. Through this interface, the system can access
Ethernet at a rate of 10M or 100 Mbps;-The USB interface provides two downstream
ports and one upstream port that comply with the USB1.1 specification [7]. It can be
used as a USB host to connect to a USB device, it can also be used as a USB device
to communicate with a PC, and it can also work in a USB bridge mode. The JTAG
interface is used to access all the components inside the chip, through which the sys-
tem can be debugged, programmed, etc.; IIC memory can store a small amount of user
data that needs to be stored for a long time;—LED digital display is used as the digital
information of the system parameters Display; The configuration circuit is mainly used
by the user to configure the operating state of the system by adjusting the level of some
pins of the ARM microprocessor [8];—The keyboard module is an expansion board of
the system, using 64 key functions and 8 A 7-segment digital display provides more
human-computer interaction functions. LCD expansion board is mainly used to display
Chinese and Western characters and simple graphics; CPLD expansion board is used to
implement some user-defined logic and complete specific logic operations; a real-time
clock expansion board is mainly used as a system clock reference;–ADC expansion
board completes the conversion of analog quantity to digital quantity for further pro-
cessing by ARM microprocessor; DAC expansion board converts the digital quantity
calculated by ARM microprocessor into analog quantity, which acts on the controlled
object; IDE expansion board is used Connect IDE hard disk to realize large-capacity
storage of data;-Audio input and output expansion board can realize the collection, pro-
cessing, amplification and output of audio information;-Video input expansion board
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mainly completes the collection and compression of video information for ARMmicro-
processing The device is further processed; the system bus expansion leads to the data
bus, address bus and necessary control bus, which is convenient for users to expand the
peripheral circuit according to their own specific needs.

2.2 Design Data Manager Based on Data Mining

In addition to the ARM7TDMI core, the more important on-chip and off-chip function
modules of S3C4510B include: 2 buffer descriptors HDLC channel, 2 UART channels,
2 GDMA channels, 2 32-bit timers and 18 programmable I/O ports. The on-chip logic
control circuit includes: an interrupt controller DRAM/SDRAMcontroller ROM/SRAM
and flash controller systemmanager, an internal 32-bit system bus arbiter and an external
memory controller. The structural block diagram of S3C4510B is shown in Fig. 1:

Fig. 1. Data manager structure

This manager is used in an integrated system for embedded Ethernet applications-
full 16/32 RISC architecture-supporting large and small endian modes. The internal
architecture is big-endian mode, and the external memory can be big-endian or small-
endian mode. A high-efficiency and powerful ARM7TDMI processor core is included-a
cost-effective, JTAG interface-based debugging solution, boundary scan interface.

The SystemManager of the S3C4510Bmicroprocessor plays a vital role in the work
of the entire system. It mainly has the following functions: Based on a fixed priority
[9], it arbitrates the system bus access requests from several main functional modules.—
Provide necessary memory control signals for accessing external memory. For example,
if the DMA controller or CPU wants to access a certain address of the DRAM group,
the DRAM controller of the system manager will generate the necessary normal/EDO
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or SDRAM access signals. The signal to access normal/EDO or SDRAM can be set
by SYSCFG. It provides necessary signals for bus communication between S3C4510B
and ROM/SRAM and external IO group. The difference in bus width is coordinated for
the data flow between the data bus of the external memory and the internal data bus.
For external memory and IO devices, S3C4510B supports both little-endian mode and
big-endian mode access. By generating an external bus request signal, the peripheral can
access the external bus of the S3C4510B. In addition, S3C4510B can access low-speed
peripherals by inserting a wait period (WAIT signal). The WAIT signal is generated by
the peripheral, which can extend the memory access cycle of the CPU.

2.3 Design System Storage Mapper

S3C4510B uses unified addressing to map the system’s off chip memory, on-chip mem-
ory, special function registers and external I/O devices to a 64 MB address space. At the
same time, in order to facilitate management, the address space is divided into memory
groups as shown in Fig. 1. If there are multiple memory groups, they can be configured
to include Base Pointer and End Pointer Set the size and position of each memory group.
Users can use the base pointer and tail pointer to set continuous memory mapping. The
specific operations are as follows: set the address of the base pointer of a memory group
to the address of the tail pointer of the previous memory group. Please note that when
setting the control register of the memory group, the address of each two connected
memory groups Address spaces must not overlap, even if these groups are disabled [10].
The starting physical address of each group is “base pointer moves 16 bits left” and the
physical address at the end of each group is “tail pointer moves 16 bits left - 1”.

The starting address of external I/O group 1 is equal to the starting address of external
I/O group 0 + 16 KB. Similarly, the starting address of external I/O group 2 is equal to
the starting address of external I/O group 0+ 32 KB, the starting address of external I/O
group 3 is equal to the starting address of external IO group 0 + 48 KB. Therefore, the
total continuous addressable range of the four external groups is defined in the starting
address of external I/O group 0 + 64 KB of address space. In the entire addressable
address space, the start address of the external I/O group is not fixed. By setting the base
pointer of the group, a specific group start address can be set, but the total address space
is continuous 64 KB.

After power-on or system reset, the address pointer registers of all groups are initial-
ized to their default values. At this time, all group pointers (except ROM/SRAM/Flash
group 0 and special function register group) are cleared. This means: Except ROM/SRA
MF lash group 0 and special function register group, all other groups are undefined when
the system is started. When the user is designing a program, it is generally necessary to
first define the storage space of the system by configuring the corresponding register.

The reset values of tail pointer and base pointer of ROM/SRAM/flash group
0 are 0x200 and 0x0 respectively. This means that after system reset, the address
space of ROM/SRAM/flash group 0 will be automatically defined as 32 MB, and
the actual address range is 0x00000000–0x02000000-1. This initialization definition
of ROM/SRAM/flash group 0 enables the system to hand over the control of the system
to the startup code written by the user after power on or reset. Of course, these startup
codes should be stored in the external ROM and mapped to ROM/SRAM/flash group 0.
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When the startup code is executed, it performs various system initialization tasks, and
reconfigures the memory mapping of the system according to the actual situation of the
external memory and equipment of the application system.

The base address pin of the special function register group is initialized to 0x3ff0000
during system reset, and generally will not be changed. The mapper is described in
Table 1:

Table 1. System storage mapper parameters

Mapper element Offset Operate Describe Reset amount

SYSCFG 0.0000 Read, Write System configuration Register 0 × 37FFFF91

CLKCON 0.3000 Read, Write clock control register 0 × 37FFFF91

EXTACONO 0.3008 Read, Write Register 1 0 × 37FFFF91

EXTDBWTH 0.3000 Read, Write Register 2 0 × 37FFFF91

ROMCON1 0.3018 Read, Write Controller 0 × 37FFFF91

ROMCON2 0.3011 Read, Write Controller 0 × 37FFFF91

ROMCON3 0.3024 Read, Write Controller 0 × 37FFFF91

The S3C4510Bmicroprocessor can detect and respond to the bus request signal (Ext
MREQS) generated by the external bus master.When the CPU sends out the external bus
response signal (Ext MACK), the bus control is handed over to the external bus master,
and the external bus request signal should continue to be valid at this time. When the
external bus response signal of S3C4510B is valid, its memory interface is in a high-
impedance state so that the external bus master can drive the external memory interface.
When the S3C4510B does not control the bus, it will no longer perform DRAM refresh
operations. Therefore, when the external bus master obtains bus control and it will last
for a long time, it must be responsible for completing the DRAM refresh operation.

3 Software Design of the Diversified Evaluation System
for Teaching Quality in Colleges and Universities

3.1 Establish a Diversified Evaluation Model for Teaching Quality

Themathematical model of fuzzy comprehensive evaluation is composed of index set T ,
judgment set P and judgment matrix R. Establish a hypothetical set of known indicators:

T = {t1, t2, ...tm} (1)

Among them, {t1, t2, ..tm} represents the composition of known indicators and m is
the number of known indicators.

Judgment set:

P = {p1, p2, ...pm} (2)



Design of Diversified Evaluation System of College Teaching Quality 89

Among them, {p1, p2, ...pm} represents the composition of the evaluation index data.
The weight of each indicator is the fuzzy subset Q on T:

Q = (q1, q2, ...qm) (3)

Under the traditional teaching method, the assessment method of students’ ability is
mainly through the “examination + usual” mode. “Examination” is based on the final
exam of each semester, and an exam is used to assess the degree of mastery of a certain
course. “Usually” ismainly based on the teacher’s subjective impression evaluation of the
students’ learning process during a semester. This kind of evaluation is highly subjective
and arbitrary, and cannot objectively evaluate the students’ learning process. In order to
enhance the objectivity of “normal grades”, many teachers will subdivide their grades,
adding subdivision grades such as “homework”, “attendance”, and “experiment”. There
are also many shortcomings in the way of subdividing the grades, such as the inability
to confirm whether the homework and experiment are completed independently, and
so on. Based on the above situation, qi in formula (3) is the weight corresponding to i
indicators, then:

m∑

i=0

qi = Q

P
(4)

Suppose the evaluation of the i index is the fuzzy relationship from T to P:

Ri = (ri1, ri2..., rim) (5)

When the evaluation model is established, it is integrated into the evaluation model.
The mining requirements are random and usually have no special requirements. The
output of data mining may be hidden and possibly related information; Data mining
has certain prediction function. By mining the information in the database, we can find
the possible accidental events and predict the accidental events; Fast response to data
changes. Because the changes of information and demand are relatively rapid, data
mining needs to respond quickly to these needs and changes and respond in time. Data
mining is more about maintaining and updating rules and requirements; The accuracy of
data mining depends on a large amount of data. Only after analyzing a sufficient amount
of data, the results are scientific and the laws are credible. The steps of data mining in
the evaluation model are:

Raw data Target data Preprocessed
data

Transformed
data ModelChoose

Data preparation Data mining

Fig. 2. Steps of data mining
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In Fig. 2, in the data mining of the evaluation model, first select the original data,
then determine the key data to be mined, preprocess according to the determined data,
and transform the transformed data into patterns to complete the in-depth data mining.

Data preparation is similar to requirements analysis in the software development
process. First, determine the source of the data, and preprocess the data so that the system
can identify and operate, and then the data needs to be transformed and subtracted. Data
selection refers to selecting useful data to be processed from a large amount of data
stored in the database. In this step, the selected data will be processed preliminarily, so
that these data can be recognized and manipulated by the data mining system. The main
operation in this step is to check for deficiencies and delete data that does not meet the
requirements. The evaluation matrix of m indicators is established as:

R =
⋃m

i=1
Ri =

⎡

⎢⎢⎢⎣

r11, r12, ...r1n
r21, r22, ...r2n
...

rm1, rm2, ...rmn

⎤

⎥⎥⎥⎦ (6)

Therefore, the result of comprehensive evaluation is the synthesis of Q and R

E = Q◦R = (e1, e2, ...en) (7)

It is a matrix with m rows and n columns, which is a fuzzy subset of P. After computer
simulation and comparison, the combined operation of the teaching quality evaluation
in the system adopts the weighted average type. If the system is more complex, there are
many indicators to consider, and there are levels of division between the indicators, then
you can also use the indicator set T to comprehensively evaluate each category in some
way, and then perform the evaluation results. The high-level comprehensive evaluation
between “classes” is the so-called multi-level comprehensive evaluation. At this time,
in the indicator set T, t consists of k sub-indicators:

t = {t11, t12, ..., t1k} (8)

t2 consists of j sub-indicators:

t2 = {t21, t22, ..., t2j} (9)

By analogy, we can get:

tm = {tm1, tm2, ..., tml} (10)

In the formula, k, j, 1 etc. can be taken as 1, 2 . . . , etc. according to the actual
situation. Therefore, according to the relationship between each indicator, an indicator
relationship table can be divided and constructed, as shown in Table 2 (in the Table 2
indicators and 2 layers are taken as an example), where qi and qij respectively represent
the weight of each main indicator and sub-indicator:

This step is the main step of data mining and the embodiment of the core technology
of data mining. At this stage, the processed data are mined, and the result is to find
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Table 2. The relationship table of the divided structure index

Second floor Level one

Serial number Evaluation index Weights Serial number Evaluation index Weights

One t1 q1 1 t11 q11

2 t12 q11

Two t2 q2 1 t21 q21

2 t22 q22

3 t23 q23

4 t24 q24

5 t25 q25

the hidden rules in the data. In the data mining stage, there are also the following
steps: determine the specific methods of data mining: different data formats and types,
different methods; Different methods are adopted for different results. Therefore, at this
stage, the method selection should be made for different data. Select mining algorithm:
for different formats of data and different needs, different mining algorithms should
be selected. Different algorithms have different accuracy and different mining results.
Mining implementation: use appropriate methods and algorithms to mine data on data
sets.

3.2 Design Evaluation Model Database

The target objects of this system are mainly students, teachers and administrators. The
target objects of this system are mainly students, teachers and administrators. After
students log in to the system, they can complete the following operations on the cor-
responding interface. Viewing personal information: Students can enter this page to
view personal information. Online teaching function: students can enter this interface
to perform related operations such as course selection and evaluation. Others: students
can perform account-related operations such as login and logout. The school’s teach-
ing quality evaluation system has its own unique features. After summary analysis, it
mainly includes: There are three main types of users of the system: students, teachers,
and administrators of the evaluation system; in the actual operation of the school, the
relationship between teachers, students and courses It is a one-to-many relationship. The
system will be recorded in this system. Since there are three main types of users, these
three types of users correspond to three entities: students, teachers, and administrator
entities, which are mainly related to courses, etc. In addition, it is also necessary to
record the information of students and teachers. Course information.

After the physical structure design of the database is completed, these physical
designs need to be transformed into logical designs. Scientific database design can effec-
tively organize data, save storage space, ensure data integrity and improve data access
speed.
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In the teaching quality evaluation system, users are divided into teachers, students and
administrators. Among them, the relationship between teachers, students and courses is
one to many. A teacher can teachmultiple courses, and students can also choose multiple
courses. At the same time, students need to score a course and its corresponding teachers.
Teachers can view the student scores of the courses they teach. According to the above
analysis, the data tables to be created include:

(1) Student information table: The fields in this table include basic information such
as student ID, name, password and class department, among which the student ID
is the main key, and the rest of the fields cannot be empty.

(2) Teacher information table: The fields of this table include personal information
such as the teacher’s number, name, etc., as well as information such as the course
department, and the teacher’s number is the primary key.

(3) Administrator table: The fields of this table include personal information such as
the administrator number. The number is the primary key.

(4) Course table: The fields of this table include information such as course number,
name, teacher, and teaching time and place.

(5) Course selection record table, including data items: course number, course name,
student number.

(6) Student evaluation record table: The fields of this table include information such as
student number, teacher number, course number, and evaluation score.

(7) Teacher score record table: The fields contained in this table include information
such as the teacher’s number, name, course number, and score.

(8) Message form: number, message, teacher number, teacher name. According to the
above data table, when the actual database design is carried out, it is necessary to
restrict the fields in the data table and the relationship between the table and the
table, so as to ensure that the database design conforms to the standard paradigm.
The structure of each data table in the database is shown in Table 3, 4 and Table 5:

Table 3. Teacher number table

Serial number Field name Type Illustrate

1 T_number Char(8) not null Teacher ID

2 T_name Varchar(8) Teacher’s name

3 T_tech Varchar(2) Teacher title

4 T_major Varchar(20) Teacher professional direction

5 Deptnumber Varchar(8) Faculty number of the teacher

The user’s model is independent of any kind of data model and any specific database
management system (DBMS). Therefore, it is necessary to convert the conceptual model
to a data model supported by a specific DBMS, and then establish the database that the
user needs. This system uses SQLServer2020 as the database management system to
establish the evaluation system database (teaching).
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Table 4. Student table

Serial number Field name Type Illustrate

1 S_number Char(8) not null Student ID

2 S_name Varchar(8) Student name

3 S_sex Varchar(2) Student gender

4 deptnumber Varchar(20) Student’s department number

5 S_pawd Varchar(8) System login password

Table 5. Evaluation index data table

Serial number Field name Type Illustrate

1 Deptnumber Varchar(8) not null Department number

2 Tarnumber Char(4) not null Evaluation index number

3 Tarname Varchar(12) Evaluation index name

4 tarkind Varchar(8) Evaluation index category (theory,
experiment, sports)

5 tardate Varchar(9) Semester of the school year using
evaluation indicators

4 Test Experiment

In order to verify the practicability of the system designed in this paper, the system test
experiment is designed. Software test is the key step to ensure software quality. It is
the final review of software specification, design and coding. The purpose of software
testing is the process of executing the program in order to find the errors in the program.
A good test scheme is a test scheme that is very likely to find the errors that have not
been found so far.

4.1 Test Preparation

In order to make the evaluation results of teaching quality universal, the courses with a
large number of students are selected as the test objects, including advancedmathematics,
College English, college physics, computer foundation and program design. In order to
analyze the performance of the university teaching quality evaluation system integrated
with neural network, the simulation test is carried out. The parameter settings of the
simulation test environment are shown in Table 6:

Under the above experimental environment setting conditions, the experimental anal-
ysis is carried out. In the experiment, the English Majors of a certain school are selected
as the sample data, and the student quality of 100 students of the major in the first half
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Table 6. Test environment

Environment type Parameter Parameter value setting

Hardware CPU Intel Core i510500

RAM Kefu DDR4 2666 8 GB

Motherboard MSI B450M MORTAR

Hard disk Western Digital Blue Disk 1TB64MB

Software Programming tools Java

Operating system Linux

of the semester is analyzed for research and analysis. The number of experimental itera-
tions is 120, and the evaluation accuracy of the experimental sample is analyzed through
iteration. The specific sample teaching scenario is shown in Fig. 3:

Fig. 3. Specific sample teaching scenario.

Choose RBF neural network, BP neural network, this paper design college teaching
quality evaluation system to conduct comparative experiments, and use college teaching
quality evaluation correct rate as the result evaluation index. Randomly select 1000
sample data from the sample data in Table 2 to form the verification sample set, and the
others are used as the training sample set to obtain the correct rate of college teaching
quality evaluation of various systems as shown in Fig. 4:

The test results are shown in Fig. 4. The evaluation accuracy of the evaluation system
designed in this paper is more than 95%, which is higher than the evaluation coefficient
of the other two methods.
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Fig. 4. Test results

The experiment analyzes RBF neural network, BP neural network and the university
teaching quality evaluation system designed in this paper to compare the evaluation time.
The results are shown in Fig. 5:
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Fig. 5. Time consuming analysis of teaching quality evaluation system in Colleges and universi-
ties with different methods

By analyzing the experimental results in Fig. 5, it can be seen that there are some
differences in the results obtained by comparing the evaluation time using RBF neural
network, BP neural network and the college teaching quality evaluation system designed
in this paper. Among them, the evaluation using RBF neural network and BP neural net-
work takes a long time, and the evaluation using the university teaching quality evaluation
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system designed in this paper takes a short time, which verifies the effectiveness of the
proposed method.

5 Conclusion

This paper proposes to design a diversified evaluation system of teaching quality in
Colleges and Universities Based on data mining technology. In the hardware design of
the diversified evaluation system of teaching quality in Colleges and universities, the
ARM microprocessor based on diversified evaluation and the data manager based on
data mining are designed. In the software design of the diversified evaluation system of
teaching quality inColleges and universities, the diversified evaluationmodel of teaching
quality is established and the evaluation model database is designed. Realize the design
of diversified evaluation system of teaching quality in Colleges and universities, find
these potential relationships and summarize the laws according to the association rule
technology in data mining, so as to better support the management of teaching quality.
The test shows that the evaluation accuracy coefficient of the system is more than 95,
which is much higher than the traditional two systems. Although the existing method
research at this stage is feasible, there are some deficiencies in determining the key
degree of indicators in the selection of quality evaluation indicators, which need to be
improved.
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Abstract. In order to improve the teaching function and operation performance
of the MOOC teaching system in colleges and universities, under the condition of
online learning, a lightweight MOOC teaching system in colleges and universities
is designed from three aspects: hardware, database and software. In terms of hard-
ware, the program operation controller, teaching data acquisition and transmission
module of the system are mainly modified and optimized. Collect the user and
related teaching resource data in the teaching system, install it in a certain for-
mat to form a database table, and obtain the design result of the system database
through the logical relationship between the database tables. This process keeps
the system running in a lightweight state. With the support of hardware devices
and databases, the identity of the users entering the system is determined, and
students and teachers are given different functional rights. The software teaching
function of the system is realized through the design and development of func-
tionalmodules such as interactive practice of lightweightMOOC teaching content,
uploadingMOOC teaching resources, online testing and score management in the
course management module. Through the system test experiment, it is concluded
that the functional operation success rate of the designed system is higher than
99%, and the operation performance of the system in the two aspects of response
speed and concurrency has been significantly improved.

Keywords: Online learning · College teaching · Lightweight · MOOC teaching
system

1 Introduction

In recent years, the new educational concepts of “Flip Classroom”, “MOOC” (Mas-
sive Open Online Course) and “Micro-class” are promoting the continuous reform of
education. The Outline of the Ten-Year Development Plan for Education Informatiza-
tion (2011–2020) of China points out that the development of education informatization
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requires the innovation of educational concepts, the construction of high-quality edu-
cational resources and information-based learning environment, and the innovation of
learning methods and modes. Other relevant policies such as the Outline of National
Informatization Development Plan (2006–2020) and the Outline of National Medium
and Long-term Education Reform and Development Plan (2010–2020) have raised the
importance of information technology to education to a new level [1]. Massive Open
Online Course (MOOC) refers to a web-based class designed to support large number
of participating students. It can deliver learning content online to any person who wants
to take a course, with no limit on attendance. It is the product of “Internet education”.
Due to the open teaching resources, the integration of various teaching methods, and the
spread of the Internet, the teaching system can effectively improve students’ initiative,
and is widely loved by teachers and students. Especially in the new corona- pneumonia
epidemic environment, online learning in the MOOC class teaching model has become
one of the major universities teaching methods.

According to the present research, the flowdesign of the teaching system is unreason-
able, such as the storage, audit, management and backup of the video data is imperfect.
At the same time, the MOOC system seldom involves student credit management, and
lacks real-time communication between students and teachers, and the popularity of
MOOCmanagement system is not high. And when a large number of users online learn-
ing, online interactive discussion, online evaluation, the traditional server is difficult to
provide the corresponding technical support. It can be seen that the existing teaching
system of MOOC courses in colleges and universities has some problems, such as slow
response speed, poor functional performance and poor concurrency. In order to improve
the function and operation performance of the system, the light-weight teaching system
of online learning in colleges and universities is designed optimally.

2 Design of Lightweight MOOC Teaching Hardware System
in Colleges and Universities

Under the traditional model, the design and construction of university mathematics
MOOC teaching platform is usually based on specialized information technology, the
development threshold is high, and the functions are solidified, which is not conducive
to university mathematics teachers to independently create MOOC teaching platform.
In order to improve the above-mentioned problems encountered in the construction of
the university mathematics MOOC system, and enhance the teaching and application
experience of the university mathematics MOOC, the lightweight MOOC teaching sys-
tem in universities has been optimized from the three aspects of hardware, database and
software. The system should have the teaching attribute functions of the conventional
MOOC platform, and should also have the characteristics of convenient creation and
low maintenance threshold, so that college mathematics teachers who do not have the
professional knowledge of information systems can build and maintain a personalized
MOOC teaching platform. The system structure designed this time is B/S. Based on
the characteristics of the B/S structure, the university teacher-student exchange platform
studied in this paper consists of three layers: application layer, service layer and data



100 Y. Wu et al.

layer. The application layer provides users, including teachers, students, and adminis-
trators, with interfaces to use system functions. The service layer provides support for
the implementation of the application layer functions. The data layer provides the data
required to realize the functions of the application layer and completes the management
of system data.

System design requirements analysis:

(1) Input and output requirements: ensure that users can input new, error-free data or
update data information to the system without errors, and enable users to complete
the input work conveniently and easily; the main requirement for output is to ensure
that the system can be used in appropriate provide the right information to the right
people at the right time and place.

(2) Reusability requirements: When designing a system, try to make the code written
can be applied to future program development, which requires standardizing the
code, simplifying it as much as possible, reducing redundancy, and saving future
system development. Human and material resources.

(3) Management requirements: The manageability of the system includes the manage-
ability realized under daily working conditions and the manageability realized in
emergencies or major changes. In order to realize the manageability of the system,
the hardware such as the host and database involved in the system should be effec-
tively supervised and deployed. The essence is to ensure the controllability of the
system to further ensure the effectiveness of the system by constantly monitoring
and managing the information passed by the system itself.

2.1 PLC Selection

PLC is the product of the combinationofmicrocomputer technology and the conventional
control concept of relays. It is a special computer mainly used for digital control with
a microprocessor as the core [2]. Therefore, its hardware configuration is similar to a
general microcomputer device. The hardware of a PLC is mainly composed of a central
processing unit, a memory, an input unit, an output unit, a communication interface, a
power supply, and an expansion interface power supply, as shown in Fig. 1.
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Fig. 1. PLC hardware configuration diagram



Design of a Lightweight MOOC Teaching System 101

The processor in PLC is divided into two parts: word processor and microprocessor.
Word processor is the main processor, which is used to execute the interface function
of programmer, process byte operation instruction, control system bus, internal timer,
internal counter, monitor scan time, coordinate bit processor and input and output, etc.
Themicroprocessor is a slave processor, which ismainly used to process the bit operation
instruction and realize the conversion from PLC programming language to machine lan-
guage. There are two main types of memory: read-write random access memory RAM
and read-only memory ROM, PROM, EPROM, and EEPROM. In PLC, the memory is
mainly used to store system program, user program and working data. The lightweight
MOOC teaching system in colleges and universities needs to complete function sub-
routine call management, logic operation, communication and parameter setting, etc.
Therefore, the space of memory in PLC hardware is more than 1 TB, and the peripheral
memory is connected by the external interface. In the ROM, PROM or EPROM of the
internal read-only memory during the use of PLC, the user cannot access and modify.
The input/output unit is the bridge between the PLC and other parts of the system. PLC
through the input interface can detect the current system of various data, these data as
PLC control of the object of information. At the same time, PLC sends the processing
result to the controlled object through the output interface to drive the function module
to realize the control goal.

2.2 Teaching Information Collection and Transmission

In order to make the teaching images clear and legible on the students’ terminal display,
the display resolution is generally set to 1280 * 1024, and 4096 scanning lines are
generated on the students’ terminal display, and at least 1024 video points are collected
on each scanning line [3].

Suppose the system collects 4096 video points at each azimuth, each point is quan-
tized by 8 bits, the data of a teaching image is 16MB, so the system needs at least 16MB
of storage space. Figure 2 is the hardware structure of teaching information collection
module.

A/D

I/O

FPGA DSP PCI

SDRAM server

Teaching 
signal

Trigger signal

Azimuth increment signal

North pointing signal

Fig. 2. Hardware structure diagram of teaching information acquisition equipment

TheA/D converter in Fig. 2 is responsible for the conversion of teaching video to dig-
ital video, and performs filtering processing of clutter. FPGA has good logic operations
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and data processing capabilities, and is fully adapted to the real-time and fast processing
of the collected teaching image data. DSP is the core part of the system, which mainly
completes the processing and transmission control of teaching image information. PCI
bus is an advanced high-performance 32-bit/64-bit address data multiplexing local bus.
The bus clock frequency is 33 MHz, which can effectively solve the real-time transmis-
sion of data and facilitate the real-time processing of data. SDRAMhas the advantages of
large capacity, low cost, and high speed, and its access efficiency to continuous address
storage space is very high. High-performance DSPs are provided with SDRAM con-
trollers to realize the efficient management of massive amounts of data such as teaching
signals by the DSP. Teaching image data is transmitted from the server of the acquisition
module board to the student terminal through the local area network. The usual local
area network file transmission protocols include transmission control protocol and user
datagram protocol. The transmission control protocol requires a three-way handshake,
has functions such as timeout retransmission, data inspection and flow control, and has
good data transmission reliability. However, when using the transmission control proto-
col, a TCP connection must be established between the student terminal and the server
before the student terminal and the server can exchange data with each other.

2.3 ARM11 Processor

ARM11 processor is a new generation of RISC processor launched by ARM, with
high-performance processing capabilities. The ARM11 processor uses a 5 V DC power
supply. The 5 V input DC power supply generates a stable 5 V output voltage through
a special voltage regulator, and then the obtained 5 V stable voltage is converted into
the required 3.3 V through a corresponding voltage regulator. Use an external crystal
oscillator circuit to provide an accurate clock for it, and an external 32.768 kHz crystal
oscillator supported by the backup battery when the system is powered off. In this way, in
the case of a system power failure, the backup power supply is used to enable the clock to
continue to run, so that time information will not be lost. The ARM11 processor has four
A-type USBHost1.1 interfaces, one of which is a USBHOST interface for connecting to
a multimedia classroom speaker controller [4]. The NAND FLASH memory, K9Fl208,
manufactured by Samsung, has a storage capacity of 512 Mb. The memory operates at
a voltage of 2.7–3.6 V. The memory enables automatic program erasure, block erasure,
page erasure, and intelligently read/write and erase operations [5]. The memory can
read/write at one time or erase four pages or four blocks of content. It has multiple
registers inside it.

2.4 Lightweight Teaching Server

The Apache lightweight server works by the client using the URL to request the appro-
priate resource, and when the requested resource is found, the resource returns to the
client, completes the request, and disconnects the next time the request is made. Apache
server can support a large number of concurrent access and data throughput, MOOC
teaching system can meet the needs of many people simultaneously online applications.
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3 Software Function Design of Lightweight MOOC Teaching
System in Colleges and Universities

3.1 Divide User Roles in the Teaching System

Before starting MOOC teaching, person concerned need to determine the identity of the
user who enters the system. Generally, users are divided into three identities: student,
teacher, and administrator. Among them, when students use the system, themain process
has three levels. The first level is mainly for browsing and viewing information, the
second level is mainly for the modification and feedback of information on the web
page, and the third level is for uploading and downloading of homework. Among them
the content of level 2 must be to undertake an operation after the user is logged in, the
premise that evaluates operation inside group is to hand in oneself job hind. Teachers are
the main users of the whole online auxiliary teaching system. All the users’ information
management, teaching information, teaching courseware, teaching video, homework
uploading, homework marking, grading and so on need teachers’ active participation.
The main functions of teachers are divided into four levels: the first level is similar to the
students’ users, mainly the viewing and browsing of information [8]. The second layer is
the modification of information and background entry. The third layer is the background
management of the curriculum, including basic settings, student management, class
management, project management, task management, operation management, etc. The
fourth layer is the editing of teaching resources and the uploading of homework. The
administrator is mainly used to give different users different functional permissions.

3.2 Course Management Module

Curriculum informationmanagement function is operated by teachers. Curriculum infor-
mation is used to explain to students an overview of the curriculum, including curricu-
lum name, curriculum overview, curriculum arrangement, etc. This information may
vary from semester to semester, so it needs to be managed. The course information
management implementation activity diagram is shown in Fig. 3.

The management process in Fig. 3 is the sequence and criteria for teachers to input
information on the teaching system. As shown in Fig. 5, the details are as follows.
Teachers open the curriculum information management interface, in this interface has
the previous curriculum information, may also not. If there is a teacher, the curriculum
will be revised according to the schedule of the semester. Teachers submit the revised
information, the application server to determinewhether the information is standard, that
is, whether there cannot be empty content is empty, and whether the information format
is correct and so on. If these are valid, the data is stored in the database. If the storage is
successful, the server page returns the modified success screen, which the instructor can
see in the browser [9]. If the information format is illegal, then return to the information
input page to fill again, and then repeat the verification process, if the data is not stored
successfully, then the modification activity. In the lightweight MOOC teaching webpage
designed this time, there are page interaction modules such as login and logout, course
introduction, course video, courseware, course tasks, and course chapter options.
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Fig. 3. Course information management flowchart

3.3 Lightweight MOOC Teaching Content Interactive Exercises

There are two parts in the interactive exercise of MOOC: teacher-student interaction
and group interaction. The interactive module provides the scene of online teaching,
sharing learning experience and grade checking for teachers and students. Specifically,
it is divided into three parts: teacher answer module, student message module and per-
formance evaluation module. First, design the “discussion area”, “notification bar”, “@
specific people” and other functions, students can use these functions to ask teachers
anytime and anywhere. Teachers can answer students’ questions online instantly. Sec-
ondly, the design of the message board, with the help of the board, students can not
only ask teachers questions, but also upload pictures, videos and other resources. In the
mathematics curriculum some inconvenient with the words expression question by the
picture or the video’s form sends to the message area, facilitates the teacher to view
answers. Finally, after each examination, the teacher can publish the finished student’s
score to the performance evaluation module, which can give the concrete evaluation
grade according to the weight distribution designed by the teacher and the student’s
score, so that the student can get his own study score in time.

Group interaction learning is to divide batch students into several groups, and then
realize the information exchange by the internal group. Automatic grouping algorithm
aims to make each group of students are different aspects of the advantages of talent, so
as to be able to complement each other’s strengths, to better complete the teacher’s task.
First of all, the student data cleaning, and then analyze the gap between each student
indicators, try to make different types of talent in the same group [10]. Assuming that
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the value range of each index is 1–5 after data cleaning, the cosine similarity is used to
judge the similarity of each student in all aspects of the overall quality.

Given that the two students to be compared have indexes xi and yi, their cosine
similarity can be expressed as follows:

cos θ =

n∑

i=1
xiyi

√
x2i

√
y2i

(1)

If there are N students in a certain class, then we can find a N * N similarity matrix to
show the similarity between the two students in the class. The value of the cosine can
only range from 0 to 1. The closer the value of cos θ is to 1, the closer the comprehensive
abilities of the x and y students are to each other. And the closer the value of cos θ to 0,
the greater the difference between the two students, the more they should be divided into
the same group, complement each other. The students who are divided into a group are
markedwith the same symbols, and the data of the same group are shared and transferred.

3.4 Database Design of Lightweight MOOC Teaching System in Colleges
and Universities

The database system is the basis of system development. A good database design can
ensure that the manpower and financial resources invested in the later maintenance and
upgrade of the system are smaller. The system database can ensure that the system has
a stable data source [6]. Carry on database design to the system. Database design is an
important part of software system design, mainly for database logical structure design
and database physical structure design. According to the design of tables and indexes,
design the size of the table space reasonably [7]. The relationship between entities is
shown in Fig. 4.
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Table 1. Student user basic information

Datasheet item
name

Table item type Word length Specific meaning Can the default
value be null

student id int 4 Student ID Cannot be empty

student char 20 Student name Cannot be empty

name int 4 Student gender Can be empty

student sex datetime 8 Student birthday Can be empty

student
一birthday

char 18 Student ID number Cannot be empty

student_ identity char 30 Contact address Cannot be empty

student address char 14 Student phone Can be empty

student-phone char 50 Student mailbox Cannot be empty

Through the above E-R diagram, and then use tools to export the corresponding
tables, such as course information table, teacher table, student table, transcript table,
textbook table and so on. The basic information of student users is shown in Table 1.

From this, the construction structure of other data tables in the database can be
obtained, and the connection between the database tables can be realized according to
the relationship shown in Fig. 3.

3.5 Upload MOOC Teaching Resources

The process of uploading MOOC teaching resources is actually the process of transfer-
ring teaching resources from teachers to system terminals. If the distribution area of the
system network is a rectangle, the distribution area is L1 × L2, and the density of the
node in the distribution area is μ, the identity ID of any sensor node is not repeated, and
the initial energy of the node is E0. In addition, if the maximum communication radius
of the sensor node is R, the node within the transmission radius of node I is S1(R), and
the node within the transmission radius of the next-hop node is S2(R), for node I, there
is the following relationship:

{ |S1(R)| = ∥
∥(ui, vi) − (

uj, vj
)∥
∥

|S2(R)| = ∥
∥(ui, vi) − (

uj, vj
)∥
∥

(2)

In Eq. (2), (ui, vi) and
(
uj, vj

)
are the coordinates of nodes i and j, respectively. For any

sensor node i in the network, if its influence regionmay interact with the influence region
of any other node j, the degree of interaction can be described by the overlapping area
coefficient ω of node i and node j:

ω = Li ∩ S1(R)

Li
(3)
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In Eq. (3), Li represents the maximum coverage area of node i. If node i and node j can
influence each other, the cross-correlation factor γ (i, j) of the radio frequency area of
node i and node j satisfies the following relationship:

γ (i, j) =
R2 arcsin 3

√∥
∥(ui, vi) − (

uj, vj
)∥
∥

2R − 1
(4)

When there are n nodes interacting with each other around node i, the RF region
cross-correlation factor γ (i, j) of node i and these nodes satisfies:

γ (i) =
R2 arcsin 3

√∑

j∈i

∥
∥(ui, vi) − (

uj, vj
)∥
∥

2R − 1
(5)

The larger the value of γ (i, j) is, the greater the impact of node i on other nodes. Once
node i fails, the transmission path will be interrupted, causing serious transmission jitter
in the network.When node i transmits data to node j with distance of l under the condition
of transmission bandwidth of B, the energy consumption of i and j satisfies the following
relations:

{
Esrud (i) = Bl + P0l

3

Erv(j) = BP0l
2

(6)

In Eq. (6), P0 represents the current transmit power of the node, and there is a posi-
tive correlation between the energy consumption and l, which is the shortest distance
between nodes i and j in Euclidean space. Therefore, the energy consumption of the
communication network can be optimized by optimizing the energy consumption of the
sensor nodes. Thus, the serious transmission blocking phenomenon of WSN nodes due
to energy depletion is reduced, and the stable transmission of MOOC teaching resources
is realized.

3.6 Online Test and Score Management

Student performance management functions include self-rating included, group rating
included, teachers and comments included, the calculation of the total score of each
homework, to achieve a certain score recommended for excellent works, excellent works
in the display page. Students’ achievementmanagement is a vital part of daily teaching. It
can feed back the students’ mastery of classroom knowledge in time, adjust the progress
of classroom teaching in time, and make up for the missing points. Open the grade
management interface, use the query operation, by class query or view all, the system
automatically invoke the relevant parameters in the background information displayed in
the list, including student number, class, name, number of operations, homework score.
After the homework is handed in, the other members of the groupwill grade the students’
homework, and then the teacher will grade the students’ homework. Finally, the teacher
will calculate the total score of the three grades and decide whether to show the excellent
works.

The overall design block diagram is shown in Fig. 5.
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4 System Test

In order to speed up the development speed and improve the accuracy of writing code,
the PDT is chosen as the preferred development environment. Eclipse, on the other
hand, is available on several major operating systems, including Windows, Linux, and
Macosx, and is also an open source development platform, so there is no extra charge for
using it. Although eclipse is primarily for Java development, among the many plug-ins
for eclipse are two plug-ins for PHP development, eclipse foundation and PHPeclipse,
installed in the large open source environment of lamp for PHP development. After
automatically downloading and installing the lamp environment, install it using eclipse
downloaded from the eclipse website, and you can then complete the foundation devel-
opment environment for an online learning, lightweight, high-school MOOC instruc-
tional system. The programming language used in this test is the C# language. C# (C
Sharp) is a programming language tailored by Microsoft for the.NET Framework. C#
has the powerful functions of C/C++ and the easy-to-use features of VisualBasic. It is
the first Component-oriented programming language. Like C++ and Java, it is also an
object-oriented programming language.

After constructing a good system test and running environment, the system test case
is designed to test the functionmodule and running performance of the system, andmany
teachers and students are simulated. The function test index of the teaching system is
the success rate of the system function, and the numerical results can be expressed as
follows:

ηsuccess = nsuccess
ntotal

× 100% (7)

nsuccess and ntotal in Eq. (7) are the number of successful tasks and the total number of
tasks set, respectively. According to the function of the teaching system, the task use case
is divided into five parts: login management, course management, interactive practice,
uploading and downloading of course resources, and grade query. The response speed
can be obtained by reading the start time of the task and the output time of the result.

Concurrency is counting the number of people who are online at the same time
in different time intervals. The design of online learning oriented lightweight MOOC
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teaching system for colleges and universities into the program code into the experimental
environment, the results of the system design. Figure 6 shows the course video playback
interface of the lightweight MOOC teaching system in universities.

Fig. 6. MOOC remote video playback interface of teaching system

By the same reason,we can get the display interface ofMOOC teaching system in dif-
ferent running state, and compare the difference between the actual display interface and
the expected result to judge whether the system is successful. After many experiments,
the test results of system functions are obtained, as shown in Table 2.

Table 2. System functional test results

System test case type Set the number of use
cases/pcs

Number of successful
runs/pcs

Login management 200 200

Course management 200 199

Interactive exercises 200 200

Course resource upload and
download

200 199

Result inquiry 200 199

The data in Table 2 are put into Formula 7, and the result shows that the success rate
of the design of lightweight MOOC teaching system is 99.8%, higher than 99%, which
shows that the teaching function meets the design requirements.

Moreover carries on the statistics to the system function run-time data, obtains the
system run-time and the concurrency performance test result, as shown in Fig. 7.

It can be seen intuitively from Fig. 7 that the maximum response time of the system
function is 0.38 s, which is lower than 0.5 s, and it can ensure that more than 350 people
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are online at the same time. The response time of the system used for comparison is
higher than 0.3 s, and the average number of people online at the same time is 210. This
shows that the designed system has good concurrency performance.

5 Conclusion

In order to improve the teaching function and operation performance of the MOOC
teaching system in colleges and universities, this paper designs a lightweight MOOC
teaching system design in colleges and universities. In terms of hardware, the program
operation controller, teaching data acquisition and transmission module, processor and
server of the system are mainly modified and optimized. Collect users in the teaching
system and related teaching resource data, and build a teaching resource database. With
the support of hardware devices and databases, the identity of the users entering the sys-
tem is determined, and students and teachers are given different functional rights. The
software teaching function of the system is realized through the design and development
of functional modules such as interactive practice of lightweight MOOC teaching con-
tent, uploading MOOC teaching resources, online testing and score management in the
course management module. It can be seen from the system test results that the design
system has obvious advantages in both function and performance. At the same time,
this system still has certain shortcomings. For example, the function of the system is not
perfect due to time reasons, and the interface of the system is not mature enough. These
are all improvements that I need to make in the future, and I also hope to get criticism
and guidance from the teacher.
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Abstract. In order to achieve students’ in-depth understanding of the teaching
content, in the post-epidemic era, an “online + offline” hybrid teaching model
based on deep reinforcement learning has been designed. First, the basic data is
preprocessed to remove interfering data and convert it into a form that can be
directly used by the model. In the domain knowledge unit of the model, on the
basis of determining the composition of the domain knowledge elements and their
associated relationships, a structure inwhich the superordinate relationship and the
subordinate relationship, the predecessor relationship and the successor relation-
ship coexist is constructed; in the learner unit of the model, the deep reinforcement
determines Based on the learning source, a block-based data management mecha-
nism is established to jointly promote the operation of themodel. The experimental
results show that the “Online + offline” hybrid teaching model in the post epi-
demic era based on deep reinforcement learning has good performance and can
achieve good teaching results.

Keywords: Deep reinforcement learning · Post epidemic era · “Online +
offline” · Mixed teaching model · Domain knowledge unit · Learner unit

1 Introduction

A sudden outbreak of New Coronavirus disrupted people’s normal study, work and life.
As an emergency measure during the epidemic prevention and control period, “suspend
classes and not stop learning” became amilepost event in the development of online edu-
cation in the world. Today, the epidemic situation is gradually stable, and schools have
resumed classes one after another, marking that online teaching has entered the “post
epidemic era”. When we re embrace the real classroom again, what has this unprece-
dented and the world’s largest online education changed? What’s left for us? Will our
class go back to the past? Does the classroom teaching model return to the origin or seize
the opportunity to change and transform? What is the future form of education? What
direction will education develop in the future? These will become the problems that
every educator should think and study. “Epidemic period” Online teaching has become
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themainway to carry out education. Online teaching is a teaching form inwhich teachers
and students use educational resources to realize interaction on the technical platform.
Only by realizing the interaction among teachers, students, resources and technology can
we build efficient online teaching. In the large-scale online education practice launched
due to the epidemic, the majority of teachers and students from everything in good order
and well arranged life, teachers have too much understanding, and students have dif-
ferent experiences. From teachers’ and students’ perspectives, it is of great significance
to summarize the experience and problems of online teaching in the epidemic period.
It has far-reaching significance for teachers to study the transformation of classroom
teaching mode and promote the integration of online and offline teaching in the era
of epidemic [1–3]. With the Internet plus education, With the deepening development
of, online teaching based on MOOC, superstar learning link, wisdom tree and other
teaching platforms is more and more widely used in colleges and universities. In recent
years, the hybrid teaching mode of combining online and offline has gradually become
a trend in college teaching [4, 5]. These large-scale open online course platforms not
only break the constraints of learning time and place, but also provide learners with rich
and diverse learning resources. Students produce a large number of learning behavior
data in the process of online learning. By analyzing these learning behavior data, we can
explore the learning laws behind the data, and teachers can improve teaching accord-
ing to these laws. It provides personalized management and teaching for students with
different learning situations, which is of great significance to both teachers’ teaching
and students’ learning [6–8]. Based on MOOC and SPOC, the online and offline mixed
teaching mode is discussed. The specific implementation steps of SPOC curriculum are
described in detail. The design idea and practice process of mixed teaching mode and
flipped classroom under line and online are given. The effectiveness and feasibility of the
combination of teacher student evaluation and curriculum goal comparison are verified,
and the results of questionnaires before and after the course are given. The analysis and
reflection provide valuable experience for promoting teaching reform [9]. At present, the
analysis and research on the relationship between relevant data in the learning process
and teaching effect are basically aimed at the time and energy paid by learners in a certain
learning behavior, that is, quantity and quality. These rough data can not accurately and
completely reflect the actual situation of teaching, nor can they accurately define and
analyze the teaching effect [10]. At the same time, compared with learning participation
and learning input, the behavior sequence actually generated by learners in the learning
process can better reflect learners’ behavior path and cognitive process. With the help
of the influence of learners’ behavior sequence on learning effect, teachers can deter-
mine the key behavior sequence for learning process analysis, so as to monitor learners’
learning status and implement teaching intervention in time, the purpose of improving
the learning effect is to combine online and offline blended teaching as a teaching mode
of university courses. In recent years, it is gradually moving towards campus. Especially
under the influence of the New Coronavirus epidemic in 2020, teachers who are not
yet ready are learning how to use MOOC, super star learning, intelligent tree, online
teaching platform, QQ group classroom, sharing screen and so on. Online and offline
hybrid teaching was originally a teaching mode combining the advantages of online
teaching and traditional teaching. Through the organic combination of the two teaching
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organization forms, learners’ learning is led from shallow to deep to deep learning. The
ultimate purpose of hybrid teaching is not to use the online platform, build digital teach-
ing resources, or renovate teaching activities, but effectively improve the learning depth
of most students.

Based on this, this paper designs a “Online + offline” hybrid teaching model in
the post epidemic era based on deep reinforcement learning, and evaluates its teaching
effect.

2 Data Preprocessing

In order to achieve the purpose of deep reinforcement learning, it is necessary to mine
teaching resources and student data. Data preprocessing is an important step in the
process of data mining, because the data in the real world is dirty, or incomplete (the
attribute of interest has no value), noisy (there are errors or exceptions in the data, that is,
data deviating from the expected value) and inconsistent (inconsistent data connotation)
[11]. Data must be preprocessed before mining. The preprocessing of model data in this
paper includes data preparation, data cleaning and data transformation.

2.1 Data Preparation

Whether data mining is successful or not, data preparation is very important, and it is
the premise of realizing the application of data mining. Data preparation contents: first,
determine the data source to mine data and collect the original data; second, merge
and sort the data from different data sources into the same database. This model takes
the original data in Teachers’ basic information table, teachers’ evaluation information
table, student achievement table and so on as the research object. For example, in the data
of teacher evaluation information table, a teacher may correspond to multiple teaching
evaluation records. Therefore, it is necessary to average the attribute value of teaching
evaluation score in the teacher’s N records, so that the teacher has only one record in the
database. According to the purpose of data mining, filter out valuable data and establish
data source table.

2.2 Data Cleaning

Due to various data quality problems, the data may contain incorrect values. When inte-
grating from multiple different data tables, we must pay attention to the consistency of
data between different data tables. Data cleaning is to improve data quality by eliminat-
ing tuples such as errors, noise, defects and inconsistencies in the original data set. In
this paper, the incorrect and inconsistent data are processed by manual correction. For
example, for the record with empty score in the student’s grade sheet, ➀ if the student
has transferred or dropped out, the record will be deleted directly, and the student’s
record will be deleted in the student’s basic information data sheet; ➁ If the teacher
missed or mistakenly entered the score in the “positive teaching management model”,
the correct score will be entered. And the students’ scores: first, the calculation of stu-
dents’ make-up examination scores. According to the relevant regulations of our school,
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students who fail in the examination shall take a make-up examination, and the make-up
examination result shall be included in the student file according to 60 points. There is
a certain difference between the make-up examination result and the original result. In
order to ensure the accuracy and rationality of data mining results, the result of failed
students shall be subject to the original result rather than calculated according to the
make-up examination result. Second, the calculation of the scores of students who do
not normally take the exam. According to the regulations of our university, students may
not take the examination with the approval of relevant departments of the University for
special reasons, but they must take the make-up examination, and the make-up exami-
nation results shall be included in the student file according to the normal examination
results.

2.3 Data Conversion

Data transformation is to transform data into a description form suitable for data mining.
The transformation of this paper mainly includes the following contents.

(1) Smoothing: if the current data point is null or noisy data, take out the weighted
average of K (K can be customized) data points before (after) the current point and
replace them.

(2) Aggregation: summarize and summarize data. It mainly constructs the data side for
multi granularity data analysis.

(3) Data generalization: data generalization is to replace low-level or data level data
objects with more abstract or higher-level concepts.

In this paper, the method of data generalization is mainly used for data conversion.
First, convert the attribute value of birth date in the data into the corresponding age seg-
ment, convert the attribute value of workload into the corresponding workload segment,
convert the attribute values of middle school students’ admission average score and stu-
dents’ school average score in the data into the corresponding grade, and convert the
attribute value of teaching evaluation score in the data into the corresponding teaching
evaluation grade. According to the principle that the teaching evaluation score is not
less than 60 points, There are three grades of design evaluation: excellent, medium and
qualified. In the specific transformation process, the nodes experienced by the data form
a set of model meta nodes. There is a data transmission link between each two nodes.
Under this condition, the model can be expressed as:

B = (bi,j)n ∗ n ∈ {0, 1}n∗n (1)

In the formula, bi,j represents the node location of the model data center. If there is link
connectivity between the two nodes, the corresponding element is 1, otherwise it is 0.
It is assumed that there is a non ring path link L between two nodes. If the link passes
through the node, there is l ∈ bi,j. At this time, the implementation process of the three
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transformations is:

Cl =
n∑

i=a

n∑

j=a

ci,j · li,j

Dl =
n∑

i=a

n∑

j=a

di,j · li,j
(2)

Hl ≤
n∑

i=a

n∑

j=a

li,j (3)

s(li,j) = h(li,j) − Hl ≤ 0 (4)

In the formula, Hl represents the link effectiveness factor corresponding to the link
represented by the individual, and Cl , Dl , h(li,j) and s(li,j) are different attributes of the
data respectively. Through this condition, it provides a reference for the construction of
hybrid teaching model.

3 Design of “Online + Offline” Mixed Teaching Model Based
on Deep Reinforcement Learning

3.1 Framework Design of “Online + Offline” Hybrid Teaching Model

Based on the project response theory, social comparison theory and metacognition the-
ory, and referring to the hypermedia general model of deep reinforcement learning
education, this study designs a “Online + offline” hybrid teaching model based on
deep reinforcement learning for learning experience. According to certain standards, the
domain knowledge unit and learner unit are designed and developed. The basic laws
of learning and teaching are as follows: first, learning is a process in which learners
actively participate; Second, learning is a gradual process of experience accumulation.
Third, different types of learning have different processes and conditions. Fourth, for
learning, teaching is the external condition of learning. Effective teaching must be an
activity that gives timely and accurate external support to learners according to the law of
learning. Starting from the emphasis on “learners’ individual characteristics and learn-
ing needs”, dynamically track learners’ knowledge status, knowledge level and learning
behavior, and dynamically update learners’ units by using coverage modeling technol-
ogy and data-driven technology under the coordination of deeply strengthened learning
mechanism according to the domain knowledge unit and learner unit driven teaching
model, Present open learner unit, open social learner unit and good adaptive learning
content for learners, and finally realize personalized service and trigger learners’ learning
experience in metacognition and social comparison.

3.2 Domain Knowledge Unit

Domain knowledge unit is the foundation of deep reinforcement learning hybrid teach-
ing model. It points out the application field and learning content of deep reinforcement
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learning hybrid teaching model, and provides domain structure and information that
needs to be adapted. Domain knowledge unit describes the knowledge unit, knowl-
edge point, learning object, association relationship between knowledge units, associa-
tion relationship between knowledge units, association relationship between knowledge
points, association relationship between knowledge points and association relationship
between knowledge points and learning objects involved in the application field. Each
knowledge point corresponds to multiple learning objects, and each learning object has
text, video Test questions and other forms. By analyzing the learning object metadata
celts-3.1 defined by the Educational Information Technology Standards Committee of
the Ministry of education of China, this study outlines the structure diagram of domain
knowledge units, determines the attributes of domain knowledge elements, gives the
reference specifications of domain knowledge units, and constructs domain knowledge
units.

3.2.1 Construction of Domain Knowledge Unit Structure

Domain knowledge unit is a collection of domain knowledge elements and their rela-
tionships. Domain knowledge elements have different names and relationships in dif-
ferent models. Therefore, in the domain knowledge unit, it is necessary to determine
the composition and correlation of domain knowledge elements. Learning objects are
the support of learning tasks and learning activities in the learning process. Learning
objects present learners with learning content suitable for their personality characteris-
tics with their rich and diverse types. The types of learning objects include text, video,
audio, pictures, tests, test questions, examples, animation and demonstration, course-
ware, teaching cases, FAQs, etc. The learning objects designed in this research include
text, video and test questions. Text, video and test questions are related to domain knowl-
edge units through knowledge points. It can be seen that the domain knowledge elements
contained in the domain knowledge unit include disciplines, primary knowledge points,
secondary knowledge points, courses, chapters, sections, knowledge points, learning
objects, texts, videos and test questions. In a broad sense, this study refers to disciplines,
primary knowledge points, secondary knowledge points, courses, chapters and sections
as knowledge units. The relationships between domain knowledge elements in a domain
knowledge unit are defined as the following.

(1) Superior relationship and inferior relationship
The domain knowledge element a at the upper level is more integrated, contains
more knowledge content and expresses more abstract content; The lower domain
knowledge element B is more localized and the content expressed is more specific.
Generally, it only reflects one aspect of the upper knowledge point, that is, a con-
tains B and B is A part of A. For example, disciplines, primary knowledge points,
secondary knowledge points and knowledge points form a superior subordinate
relationship in turn; Courses, chapters, sections and knowledge points form a supe-
rior subordinate relationship in turn; The learning object is the upper knowledge
point of text, video and test questions, and the text, video and test questions are the
lower knowledge points of the learning object.

(2) Precursor relationship and follow-up relationship
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The antecedent relationship and follow-up relationship indicate that there is a log-
ical sequence of domain knowledge elements. If you must master the premise
domain knowledge element B before learning A domain knowledge element A,
that is, B precedes A, then the antecedent of a is B and the follow-up of B is
A. For example, the relationships between primary knowledge points and primary
knowledge points, between secondary knowledge points and secondary knowledge
points, and between knowledge points form precursor and follow-up relationships;
Precursor and follow-up relationships are formed between courses, between chap-
ters, and between sections. A more specific example is that before learning the
knowledge point “rational division”, we must master the knowledge point “re-
ciprocal”, and we must first learn the knowledge point “rational addition” before
learning the knowledge point “rational subtraction”. The core element of domain
knowledge unit is knowledge points. The domain knowledge elements contained
in disciplines, courses and learning objects are centered on knowledge points and
represent well structured domain knowledge through top-down hierarchical rela-
tions. Such a domain knowledge structure is conducive to the reuse of knowledge
and learning resources.

3.2.2 Attribute Division of Domain Knowledge Elements

After determining the domain knowledge elements and their relationship, it is necessary
to refine the attributes of domain knowledge elements according to certain metadata
standards.

The first is learning object metadata. The Educational Information Technology Stan-
dards Committee of the Ministry of education of China defines learning object meta-
data celts-3.1, which is conducive to educators, learners or automated software to find,
acquire, use and evaluate learning objects, and in the process of knowledge representa-
tion in the field of design and development, It will enable developers to fully consider the
cultural and linguistic diversity of learning objects and their metadata in the use context,
so as to promote the exchange and sharing of learning objects. The data elements of
learning objects can be described in nine different categories:

(1) General class refers to the general information that describes the learning object as
a whole;

(2) Lifetime class refers to the attribute information, learning history and personal and
organizational information related to the learning object in the current state;

(3) Meta metadata class refers to some information of metadata instance itself;
(4) Technology refers to the information on the technical requirements and technical

characteristics adopted by the learning object;
(5) Education refers to the information about the learning object and the characteristics

of education and teaching;
(6) Rights refer to the information of the learning object in terms of intellectual property

rights and use conditions;
(7) Relationship class refers to the relationship information between learning objects

and other related learning objects;
(8) Commentary refers to the information that evaluates the learning object in terms of

teaching use, including the author and creation time of the learning object;
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(9) Classification class refers to the relationship information between learning objects
and one or some specific classifications.

3.3 Learner Unit

Learner unit is an important basis for deep reinforcement learning model to realize
deep reinforcement learning. It records learners’ personal information, knowledge state,
knowledge level, learning behavior, knowledge point planning, learning object review
and other attribute information. Here, except that personal information is static informa-
tion, other information is dynamic information. Based on the domain knowledge unit and
the information that learners interact with the model, this study uses coverage modeling
technology and data-driven technology to track the dynamic information in real time to
ensure that the dynamic information is always in the latest state. Dynamic information
provides a basis for adaptive presentation of learning objects and learning contents.

3.3.1 Learner Unit Construction

In the mixed teaching model designed in this paper, learner unit construction mainly
includes the following contents:

To determine the source of deep reinforcement learning, that is, to model the learner
unit according to the learner’s personality characteristics, which are called the source
of deep reinforcement learning. According to the relationship between personality char-
acteristics and domain, personality characteristics are divided into domain related and
domain independent personality characteristics, as shown in Fig. 1.

Domain related personality 
characteristics

Learning style
Learning preference
Learning objectives

cognitive ability 
Motivational state

Background and experience

Domain related personality 
characteristics

learning interest
Knowledge level

Skill level
Prior knowledge
learning activities 

Record evaluation records
Test record

Fig. 1. Domain related and domain independent personality characteristics

It can be seen from Fig. 1 that the domain-related personality characteristics refer to
the information recorded by the model is directly related to the learned domain knowl-
edge, and is a reflection of the learner’s knowledge level and skills in the learning situa-
tion, such as learning interest, knowledge level, skill level, prior knowledge. Knowledge,
learning activity records, assessment records, and test records; domain-independent per-
sonality characteristics refer to those information that are not directly related to the
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knowledge in the field of study, but have indirect guiding significance for the learner’s
learning process, such as learning styles, learning preferences, and goals., cognitive
abilities, motivational states, background and experience. According to whether the per-
sonalized features change with time, the personalized features are divided into static and
dynamic personalized features, as shown in Fig. 2.

Personality characteristics

Static personality 
characteristics

Dynamic personality 
characteristics

Full name
Cognitive ability

Knowledge level
Knowledge and skills

Knowledge state
Wrong concept

Learning style
E-mail Learning preference

Fig. 2. Static and dynamic personality

According to Fig. 2, static personalization features are all set before the learning
process occurs and usually remain unchanged throughout the learning process, such
as name, email, age, native language, learning style, learning preference, etc., which
can be determined by the learner Available directly through the options menu, and also
through the use of a questionnaire. The dynamic personalization feature is the informa-
tion collected in the learning process, such as the interaction between the learner and the
model, the performance behavior and the learning history, which need to be determined
by certain rules and algorithms, and constantly updated in the model, such as learning
interest, cognitive ability, knowledge level, knowledge skills, knowledge mastery state,
wrong and lost concepts, learning behaviors, emotional factors, metacognition and other
personalized characteristics. The dynamic personalized characteristics of learners con-
stitute the basis of each learner’s needs in the model of in-depth reinforcement learning,
which can be measured by questionnaire and the tests that learners must complete in the
learning process. The deep reinforcement learning sources of this study include personal
information, subject knowledge status, curriculum knowledge status, knowledge level,
learning behavior, knowledge point planning, text and wrong question review.

3.3.2 Learners’ Choice of Unit Modeling Technology

Learner unitmodeling technologies include coveragemodeling, leadplatemodeling, per-
turbation modeling, machine learning technology, constraint based model, fuzzy learner
modeling, Bayesian network, project response model, ontology based learner modeling
and so on. Different modeling techniques are usually combined to infer and modify the
dynamic personality characteristics in the learner unit, so as to continuously improve
the learner unit and ensure the accuracy and diversity of information in the learner unit.
This study uses coverage modeling technology, item response model and weight algo-
rithm to construct learner units. Through the visual processing of the designed learner
unit, the information of the learner unit in the model is transmitted to the learners in the
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form of visualization. The designed visual view of learner unit helps learners understand
the gap between what they have learned and what experts expect by presenting learn-
ers’ knowledge status and learning progress, so as to promote learners to learn more
knowledge.

3.3.3 Learner Unit Data Management

The purpose of data management of learner unit is to realize the sharing and migra-
tion of learner information between different models, improve the portability of learner
information data, and ensure the privacy, security and integrity of learner data.

The first is the management of core data. The packaging of learner information
core data in the model is to ensure that learner information is transmitted and exchanged
amongdifferent learner informationmodels, such as learningmanagementmodel, human
resource model, student information model, enterprise e-learning model, knowledge
management model, resume database and so on. The main purposes of describing learn-
ers’ personality characteristics based on the data model include: recording and manag-
ing learning history, learning objectives and learning achievements related to learning;
Involve learners in the learning process; Discover learning opportunities for learners. In
this paper, the core data of the model is divided into 11 categories: identity recognition;
Accessibility; Qualification, certification and licensing; Objectives; Activities; Ability;
interest; Affiliation; Performance report; Security key; Association relationship. The
specific description is shown in Table 1.

Table 1. Model learner information core data management mechanism

Core data name Core data description

Identification Learner’s personal information related to learning,
such as ID, grade, E-mail, QQ number, wechat
account, etc.

Target Learning goals or strong desire to learn

Activity In formal learning, informal learning, training, work
experience, lifelong education, and all learning
related activities in military or civil service,
self-report, etc.

Qualification, certification and licensing Certification certificates, licenses, qualification
certificates, etc. issued by authoritative certification
bodies

Ability Describe the knowledge, skills and abilities acquired
by learners in emotional, cognitive and
psychological fields

Report card The summary report of learners’ academic
achievements can be in a variety of forms

(continued)
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Table 1. (continued)

Core data name Core data description

Interest Describe learners’ hobbies, recreational activities
and other interest information

Subordination Members of professional organizations

Accessibility Accessibility to learner information such as
language competence, qualifications and learning
preferences, learning preferences include cognitive
preferences (such as learning style preferences),
physical preferences (such as liking large fonts), and
technical preferences (such as liking specific
computer platforms)

Security key The password and security key set when the learner
interacts with the learner information model and
service

Association relationship Represents the association between the core
components of the model

The second is the management of public and private information, which aims to
standardize the semantic grammar of learners’ units and describe learners’ information
and knowledge. In this paper, public and private information are divided into learner per-
sonal information, learner performance, learner relationship, learner security and learner
document; Learners prefer six types of learner information to realize the construction of
“Online + offline” mixed teaching model.

4 Analysis of Teaching Effect

Taking college mathematics teaching as an example, the model is solved by SPSS soft-
ware to obtain the multiple linear regression model of teaching effect. The data obtained
from the questionnaire and sorted out are imported into SPSS software, and the multiple
linear regression method is used to obtain the relevant results, that is, the college math-
ematics teaching effect under the online and offline mixed teaching model. Analyze the
coefficient of each influencing factor in the model, fully discuss with teachers, and then
readjust the proportion of each influencing factor online and offline, so as to analyze the
teaching effect of the model in college mathematics courses.

4.1 Data Sources

This paper collects and arranges the relevant data of college mathematics courses taught
by online and offline mixed model in three colleges and universities, and designs a
questionnaire for the relevant influencing factors to obtain the relevant data. Through
the preliminary investigation, the factors affecting the teaching effect are analyzed and
summarized into the following 10 influencing factors: online teaching video (X1), online
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teaching PPT (X2), online homework (X3), online test (X4), online Q &amp; A (X5),
offline classroom teaching (X6), offline homework (X7), offline test (X8), offline Q
&amp; A (X9), and participating in college students’ mathematical modeling activities
(X10), the dependent variable Y represents the total score. The questionnaire is prepared
by using the questionnaire star app, as shown in Table 2.

Based on the questionnaire in Table 2, a survey was conducted in three universities
that adopted the online and offline mixed teaching model for mathematics courses. 328
questionnaires were distributed and 328 questionnaires were recovered, of which 328
were valid. The obtained data were processed. Single choice questions corresponded
options 1, 2, 3 and 4 to 100, 80, 60 and 40 respectively, and the data were statistically

Table 2. Questionnaire

Influence factor Problem Option 1 Option 2 Option 3 Option 4

X1 Whether to
watch the online
teaching video
carefully and
completely

Very serious Quite serious Commonly Unclear

X2 Whether to
watch online
teaching ppt
carefully and
completely

Very serious Quite serious Commonly Unclear

X3 Do you complete
online work
carefully and
independently

Very serious Quite serious Commonly Unclear

X4 Do you complete
the online test
carefully and
objectively

Very serious Quite serious Commonly Unclear

X5 Do you seriously
participate in
online Q &amp;
A

Very serious Quite serious Commonly Unclear

X6 Whether offline
classroom
teaching is
carried out
seriously

Very serious Quite serious Commonly Unclear

(continued)
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Table 2. (continued)

Influence factor Problem Option 1 Option 2 Option 3 Option 4

X7 Whether the
offline operation
is completed
carefully and
independently

Very serious Quite serious Commonly Unclear

X8 Have you
completed the
offline test
carefully and
objectively

Very serious Quite serious Commonly Unclear

X9 Do you seriously
participate in
offline Q &amp;
A

Very serious Quite serious Commonly Unclear

X10 Whether to
participate in
college students’
mathematical
modeling
activities

Participate many
times

Attend once Understand Unclear

analyzed, That is, each line represents a questionnaire, a total of 328 valid data, as shown
in Table 3.

Table 3. Questionnaire data

Total score Influence factor

Serial number Y X1 X2 X3 … X10

1 82 80 60 70 … 60

2 85 100 60 70 … 60

3 93 90 80 90 … 80

4 79 80 90 60 … 80

… … … … … … …

328 69 90 100 80 … 70

4.2 Analysis of Teaching Effect

It can be seen from Table 2 that 10 influencing factors are counted in the questionnaire,
the data in Table 3 are standardized, and the following multiple linear regression model
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is established:

Y = a0 + a1X 1 + a2X 2 + a3X 3 + ... a10X 10 + ε (5)

In the formula, ai (i = 1, 2, ..., 10) and ε represent adaptability error. The stepwise
regression method with SPSS software can be used to select independent variables.
These six variables can be removed from the x 2 online teaching ppt, x 5 online Q
&amp; A, x 7 offline homework, x 8 offline quiz, x 9 offline Q &amp; A and x 10
participating in college students’ mathematical modeling activities, so as to eliminate
the remaining four variables X 1 online teaching video, x 3 online homework, x 4 online
quiz X 6 offline classroom teaching is analyzed to obtain the multiple linear regression
model of the effect of online and offline mixed teaching model:

Y = a0 + a1X 1 + a2X 2 + a3X 3 + ... a6X 6 + ε (6)

The regression model was tested by F-test, and the P < 0.05 was obtained, so it passed
the significance test. The parameters of this model are estimated by the least square
method to obtain the following regression equation:

Ŷ = 35.25 + 0.225X 1 + 0.213X 3 + 0.075X 4 + 0.575X 6 (7)

To sumup, themixed teachingmodel designed in this paper has an obvious positive effect
on the four factors affecting the teaching effect: online teaching video, online homework,
online test and offline classroom teaching, and the offline classroom teaching has the
greatest impact on the teaching effect of these four factors, followed by online teaching
video, with a test P< 0.05, The analysis results clearly show that the model can give full
play to the irreplaceable offline classroom teaching, and maximize the teaching effect
in the new era network environment with the help of online teaching video.

5 Conclusion

This study proposes a hybrid teaching model of deep reinforcement learning for learn-
ing experience. In the process of demonstration and evaluation, the metacognition and
social comparative learning experience triggered by the teaching model have a good
positive response, and give good feedback to the teaching institutions provided. With
the deepening of research and continuous reflection in the research process, it is found
that there are still two aspects of research to be carried out:

(1) Optimization of domain knowledge unit
In this study, domain knowledge unit is not the focus of the research, but it

plays an important role in the research. The domain knowledge unit of this study
only provides learning objects such as videos, texts and test questions of each
knowledge point in the rational number chapter. In order to conduct more in-depth
and lasting research, we need to further improve the learning resources of the
remaining chapters, which is more conducive to demonstration and evaluation.
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(2) Expansion of deep reinforcement learning source
The learner unit of this study focuses on knowledge status, knowledge level and

learning behavior. Although it evaluates the metacognition and social comparison
learning experience caused by two open learner units and teaching strategies, it
does not take metacognition and social comparison as the two dimensions of the
learner unit. On the basis of this study, It is necessary to expand the source of
deep reinforcement learning to psychological personality characteristics such as
metacognition and social comparison, so as to providemore comprehensive learning
services for the deep reinforcement learning model.

Fund Project. Sichuan Provincial Key Research Base of Philosophy and Social Sciences-
China West Normal University Sichuan Education Development Research Center Funded/Project
“Research on the Implementation Path of’Internet + Education’ Helping Higher Education
Curriculum Reform in the Post-epidemic Context” (Project Number: CJF21005).
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Abstract. At present, the evaluation accuracy of the comprehensive ability evalu-
ation system of College English teaching is low, and the stability of the evaluation
process is poor, resulting in greater risks in the evaluation process. In order to solve
the above problems, a new comprehensive ability evaluation system for College
English teaching is designed based on corpus, and the hardware and software of
the system are optimized. The system hardware mainly designs microprocessor,
signal modulator, power module, evaluator, single chip microcomputer and col-
lector. The processor selects sep83 microprocessor and introduces sd63c84 chip.
At the same time, en, A1 and A0 are designed as the input ports of the program-
controlled amplification circuit of the regulator. Themain control chip of the single
chip microcomputer is ti7392 and the acquisition is realized through snt5428. By
introducing corpus, the software workflow is realized through information collec-
tion, quantitative evaluation, designing practical and effective evaluation contents
of comprehensive ability of College English teaching, reducing evaluation errors.
The experimental results show that the corpus based College English teaching
comprehensive ability evaluation system can effectively improve the evaluation
stability, reduce the evaluation risk and enhance the accuracy of the evaluation
process.

Keywords: Corpus · College English · English teaching · Comprehensive
ability · Evaluation system

1 Introduction

With China’s development entering a new era, the degree of economic and cultural
globalization is deepening. With the support of the national foreign policy, the number
and scale ofmultinational groups and foreign enterprises continue to increase. Therefore,
the demand for foreign language talents with strong ability is increasing in China. In
recent years, the research on College English has also made many achievements. The
state has also issued relevant laws and regulations to support the development of College
English in China. At present, China is still in the primary stage of development, has
not formed a complete development system, and lacks special laws and regulations
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protection. There are many problems such as loose system and lack of educational
resources [1, 2].

With the deepeningof globalization andmore andmore frequent exchanges in various
fields of society, College English education is very important. For these problems, we
should first consider the quality and ability level of English teachers. Teachers are an
important driving force to promote the stable development and progress of the industry.
How to improve teachers’ knowledge, skills and professional quality has attracted the
attention of the education sector [3–5].

In order to test and improve English teachers’ professional competence, relevant
scholars put forward the framework of teachers’ technical teaching content knowledge
and ability in terms of teachers’ teaching skills and knowledge content as early as ten
years ago. This paper designs a new college English teaching comprehensive ability
evaluation system based on corpus, designs the hardware and software of the system,
and verifies the effectiveness of the evaluation system through experiments.

2 Design of College English Teaching Comprehensive Ability
Evaluation System

2.1 Microprocessor Design

The processor is the driving device of the system hardware system, which mainly com-
pletes the interaction between the system terminal and the control terminal. The micro-
processor has stronger performance and higher processing accuracy than the processor.
In this paper, SEP83 microprocessor is selected to complete the design of the system.
SEP83microprocessor adopts 1.sv core power supplymode, which can reduce the power
consumption of the chip, reduce the load inside the system and improve the running rate
of the microprocessor [6]. The chip of this microprocessor is equipped with a special
chip management PMC unit. The clock state of the microprocessor chip can be con-
trolled in real time through the unit module, so as to achieve the purpose of low power
consumption of the microprocessor [7, 8].

The processor supports 80 gpios, and in order to protect the internal data security of
the system, the external interrupt function is designed. The device supports the transmis-
sion of DMA linked list. 32-bit RISC core is embedded in the microprocessor, which is
compatible with 720t arm. 8 kB instruction data set is used to complete the transmission
of control instructions. In order to improve the link efficiency between the processor and
other devices, this paper adopts the 16 bit false interface. When the device is started,
this interface is also opened at the same time to avoid missing data frames. The internal
data transmission protocol of sep83 microprocessor adopts 10m adaptive Ethernet. The
DC / DC circuit diagram of sep83 microprocessor is shown in Fig. 1:

The microprocessor chip adopts SD63C84 chip newly launched by SD Company.
The bus interface unit includes 8-byte input and output interface and 8-bit memory. The
control unit includes 32-bit UART interface and 8-bit general register. In addition, the
control unit also has a microcontroller, which can control the microprocessor’s process-
ing of performance evaluation data, Ensure the integrity and accuracy of the evaluation
data [9, 10].
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Fig. 2. Microprocessor structure

The microprocessor structure is shown in Fig. 2:
It can be seen from Fig. 2 that the peripheral circuit and power circuit can be used

together to facilitate the processing of the system. The microprocessor chip has 10 basic
registers to maintain the processing state of the microprocessor. The other six multi-
purpose registers can store basic variables. The control unit is not directly connected
with the processor bus. It can send read and write requests to the system with an address
of 8 bits, Four commands can be controlled and transmitted at the same time. After the
control unit controls all processor commands, it can send the interrupt vector to the CPU
of the processor [11].

2.2 Design of Signal Modulator

The function of the signal modulator in the system hardware area is to ensure the oper-
ation stability of the information security risk assessment system. According to the
functional considerations of the system designed in this paper, the signal modulator
is designed with 8 regulation modules, which can carry out the interactive processing
of 32 channels at the same time. Compared with the traditional controller, the signal
modulator has the advantages of not only control, but also communication filtering and
amplification process. The program-controlled amplification circuit is the control circuit
of the signal regulator. The circuit design en, A1 and A0 are used as the input ports of the
program-controlled amplification circuit of the regulator, and the amplification factor is
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4 times [12]. The resistance of the signal regulator is divided into four levels, from high
to low, which are 8.6 �, 91 �, 349 � and 732 � respectively. The four different levels
of resistance can minimize the error of the signal regulator. The effective range bit of
the signal regulator for the information signal is 50–200 kHz. The structural diagram of
the specific signal modulator module is shown in Fig. 3:
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Fig. 3. Structure diagram of modulation module of signal modulator

Taking the broadband I/Q vector modulation signal as an example, the signal mod-
ulation is realized by frequency conversion in the transmission link. When the signal
system is up and down converted, it is found that the modulation quality and EVM
become worse, which are normal phenomena. In the modulation process, the controller
error is controlled by different levels of resistance to make it successfully complete the
signal modulation.

2.3 Power Module Design

In order to reduce the physical loss of the power block to other devices in the system
hardware area, the power module of ub78vb is selected as the power supply device. The
limit of the power module is 5 V DC power supply. For the work of small processes
of the system, it can also provide 3.3 V or 1.8 V DC power supply. The power module
of UB78VB is characterized by adding a 3.8 V filter capacitor on the basis of the
traditional power structure, providing the input and output working core for the system
and improving the anti-interference of the power module. In order to ensure the safety
of the power module, a fuse is added in the device structure. When the power supply
continues to supply power or the power circuit current is too large, the device will
automatically power off to protect the power circuit board. The control circuit of the
power module is shown in Fig. 4:

2.4 Evaluator Design

In order to reduce the complexity of the evaluation process, the device prohibits the
low-level state from completing the change of the protection signal. The address bus
width of the evaluation board is 19 bits, and the capacity for NOR flash is 2 mbyte.



Design of Corpus Based Comprehensive Ability Evaluation System 131

Fig. 4. Power structure circuit diagram of motherboard of power module
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Fig. 5. Structure of evaluator

The structure of the evaluator is shown in Fig. 5:
According to Fig. 5, the evaluation board adopts 2pxd, 3txd and 5GND pins to

complete the operations of receiving data, sending data and encrypting data respectively.
The evaluation rate of the evaluation board is 11 Mbps. It supports MMC/SD dual card
mode. The evaluation board is set with two channels of SSI and PWM, and supports
ISO and microwire operating system protocols without random code. The reset voltage
of the evaluation board is 3.3 V, the response reset voltage is 2.9 V–3.00 V, and the reset
pulse time is 140 s. The operation of the evaluation board adopts 4 m passive crystal
oscillator circuit for startup and shutdown control.

SXC765b4 produced by Samsung is selected as the evaluator chip, which is the core
of the evaluator, and a microprocessor with efficient processing capacity is added to the
periphery to assist the evaluator in processing the performance evaluation result data
[13].

Abundant peripherals are set on the periphery of the evaluator. The frequency of one
crystal oscillator is 38.728 kHz, and the two crystal oscillators are frequency divided in
the chip of the evaluator, so as to improve the working frequency of the evaluator. The
circuit diagram of the evaluator is shown in Fig. 6:
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Fig. 6. Circuit diagram of evaluator

Stu5278, one of the peripherals of the evaluator, is a microprocessor with high
performance and lowpower consumption. Theworking frequency of thismicroprocessor
can reach380MHzatmost. It adopts a full duplex core. It has simple structure, convenient
operation and low power consumption. The periphery of the evaluator is equipped with
peripheral circuits. The voltage of the peripheral circuits is controlled at 1.8–3.3 V and
the current is 1.2–1.8 A, It is mainly used to assist the power circuit to supply power to
the evaluator and other peripherals. When the voltage of the power circuit is unstable or
cannot supply power normally, the peripheral circuit can directly supply power to the
evaluator and its peripherals, which can effectively improve the voltage utilization and
reduce the loss of the power circuit.

2.5 Single Chip Microcomputer Design

The main control chip of the evaluation system designed in this paper is ti7392, which
contains 4 kbytes program memory and 64 Kbytes data memory. The structure of single
chip microcomputer is shown in Fig. 7:
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data data

Service-Terminal

Fig. 7. Structure diagram of single chip microcomputer
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It can be seen from Fig. 7 that the single chip microcomputer chip has 15 pins and
4 external and medium ports, which can count the performance data and talent ability
data of the human resources management department. In addition, it also has 6 two-way
parallel communication ports.

The clock frequency of single chip microcomputer chip is very low, with sleep mode
and super power saving mode. I/O port and data memory can be used to wake up the
single chip microcomputer. In the power saving mode of single chip microcomputer, the
data memory is in shutdown state and stops storage. The working voltage of single chip
microcomputer is 1.8–10 V, which can be operated statically, and the working frequency
is 0–48 MHz, The size of data storage space is 256 × 8 bytes, with 12 interrupt sources,
Serial uart channel and USB interface. The single chip microcomputer can receive and
process the evaluation signal transmitted by the performance evaluation system.

2.6 Collector Design

The collector chip of the evaluation system is snt5428 produced by Samsung, which has
strong acquisition capability. The peripheral circuit of the collector does not need to be
expanded, which can improve the integration and reliability of the collector and make
the data acquisition operation of the collector relatively simple.

The collector has a power circuit to prevent the USB interface from being powered
due to accidents. It can collect resource data and evaluation data in the human resources
performance evaluation system. The chip pin needs to be connected with an 8 � resis-
tance. The collector is also equipped with a reset button to download and debug the
evaluation system. The USB connecting line between the timer and the collector is a
double-layer protection line, It can effectively protect the collector and other accessories
from damage and interference.

The collector circuit diagram is shown in Fig. 8:
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Fig. 8. Collector circuit diagram

3 Software Design of College English Teaching Comprehensive
Ability Evaluation System Based on Corpus

College English teaching comprehensive ability evaluation system mainly calls a quan-
titative evaluation model jointly constructed by corpus to analyze abstract meaning
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and judge College English teaching comprehensive ability. The design concept of the
evaluation model is shown in Fig. 9:
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Fig. 9. Structure diagram of evaluation model

The set of evaluation factors is established by using the expected set. The variables
stored in the set are the decisive variables of the model to analyze the elements to be
evaluated. Establish an evaluation weight set, and the weight calculation formula is
shown in formula (1):

bi = 1

k

n∑

j=1

bij + ∂aij (1)

where, bi represents the weight calculation result; bij represents the set of evaluation
factors; k represents the serial number of the evaluation expert; aij represents the weight
set; ∂ is the normalization coefficient.

According to the division specification of evaluation results, themapping relationship
and evaluation membership matrix are constructed, and the evaluation set of evaluation
model is established. In order to shorten the error between model evaluation levels, the
membership matrix is evaluated. The evaluation fuzzy membership matrix of data is
shown in formula (2):
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(2)

where, Sij represents the membership vector; Sr represents risk factors; B represents the
weight allocation set.
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After the successful construction of the evaluation model, the corpus is used to pre-
process the data to be evaluated, input the data into the evaluation model for calculation,
and the model outputs the evaluation vector results for many times. After weighted
average calculation, the final comprehensive ability safety evaluation result of College
English teaching is obtained, which can be the evaluation of comprehensive ability.

The software flow of corpus based College English teaching comprehensive ability
evaluation system is shown in Fig. 10:
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Fig. 10. Sysem software implementation process

According to Fig. 10, the corpus based College English teaching comprehensive
ability evaluation system software can be divided into several steps.

Step 1: carry out information collection in a reasonable way. The designed collector
is used to collect a large amount of information. After the last performance evaluation,
the information will be collected by the system. The collected results will be modulated
by the signal modulator and stored in the mobile intelligent terminal. After the first
collection, analyze the College English teaching performance, determine the employee
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performance through the evaluation of others, and evaluate the employee performance
after the evaluation is synthesized. Before the evaluation meeting, Screening the infor-
mation related to the performance of colleges and universities to ensure the fairness and
objectivity of information.

Step 2: scientifically arrange the time interval of comprehensive ability evaluation
of College English teaching. The time interval of College English teaching comprehen-
sive ability evaluation will affect the results of College English teaching comprehen-
sive ability evaluation. When arranging the time interval of College English teaching
comprehensive ability evaluation, we should ensure the rationality of the arrangement.

Step 3: design practical and effective evaluation contents of comprehensive ability
of College English teaching. The content of College English teaching comprehensive
ability evaluation should be designed on the basis of fairness, impartiality and science.
The evaluation content should be timely. The evaluation content should be adjusted
according to the nature of teachers’ work. The last evaluation results can not be used.
The evaluation results should be consistent with teachers’ comprehensive performance
in a period of time.

Step 4: reduce the evaluation error ofCollegeEnglish teaching comprehensive ability.
In the evaluation of College English teaching comprehensive ability, although the errors
caused by external factors can not be avoided, certain methods can be adopted to avoid
the errors as far as possible. The methods to reduce the errors include: unified training
for evaluators to ensure the fairness and impartiality of the evaluation work, and the
evaluation standards of evaluators should be unified and coordinated, The assessment
focuses on work ability and practical operation.

Step 5: feedback the evaluation results and strengthen communication. After the
comprehensive ability evaluation of College English teaching is completed, the evalua-
tion results shall be fed back to the teachers to understand their own evaluation results.
If there are problems, they shall communicate with the evaluators in time to solve the
problems in the evaluation process and discuss the solutions together.

4 Experimental Study

In order to verify the effectiveness and stability of the corpus based College English
teaching comprehensive ability evaluation system designed in this paper, the traditional
evaluation system is compared with this evaluation system.

The experiment refers to the normal evaluation criteria, analyzes the distribution
rate, establishes the judgment matrix, establishes the evaluation result matrix according
to the evaluation index weight, normalizes the evaluation result matrix according to the
fuzzy evaluation method, and integrates the above process according to the 9 importance
levels and their assignment given by Saaty. The score of the evaluation result is 80 points,
while the score of the evaluation result obtained by the traditional evaluation system is
75 points, indicating that the evaluation effect of the evaluation system designed in this
paper is better. The experimental results of evaluating process accuracy are shown in
Fig. 11:

It can be seen from Fig. 11 that with the increase of time, the traditional evaluation
system and the evaluation system studied in this paper extend towards two different
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Fig. 11. Experimental results of evaluating process accuracy

trends. The evaluation results of the evaluation system provided in this paper become
more and more accurate, while the evaluation results of the traditional evaluation system
become more and more inaccurate. This is mainly because the traditional evaluation
system integrates too many subjective factors, and with the increase of time, Subjective
factors increasingly affect the accuracy, and the performance evaluation system studied
in this paper has strong objectivity. Therefore, with the increase of time, the evalua-
tion results become more and more accurate. It can be seen that the traditional human
resources performance evaluation system has few evaluation schemes and inaccurate
evaluation results, unscientific evaluation methods and low reliability and efficiency of
evaluation results. The experimental results of evaluating system stability are shown in
Table 1:

Table 1. Experimental results of evaluating system stability

Evaluation times/time Evaluate system stability %

Traditional evaluation
system

Paper evaluation
system

1 70.25 97.25

2 75.22 98.25

3 74.28 99.44

4 76.34 97.83

5 74.22 98.96

6 73.86 99.84

7 74.85 98.25

8 75.96 97.86

9 78.51 98.69

10 76.15 97.39
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According to Table 1, the evaluation system proposed in this paper has better stability
in the evaluation process. The evaluation system designed in this paper combines the
corpus with the human resources evaluation system, optimizes the means of evaluation,
makes the human resources performance evaluation more intelligent and scientific, and
makes the evaluation effect more obvious, so that the stability, reliability and feasibility
of the comprehensive ability evaluation system of College English teaching are higher,
which can be proved by the experimental data, The College English teaching compre-
hensive ability evaluation system designed in this paper is better than the traditional
evaluation system, has higher stability and feasibility, the evaluation results are more
accurate, fair and fair, and the evaluation means are more scientific.

The time spent in the evaluation process is shown in Fig. 12:
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Fig. 12. Experimental results of time spent in the evaluation process

It can be seen from Fig. 12 that due to the influence of external factors, the time
spent in the evaluation process will change irregularly, but the system will accumulate
experience in each evaluation. When the number of evaluations reaches more than 6,
the evaluation time will be greatly shortened. Although it is difficult to determine the
time spent in the evaluation process, the evaluation system designed in this paper always
takes less time than the traditional system. The evaluation time of the traditional system
fluctuates between 0.6 s and 1.2 s. The evaluation time of the system in this paper
fluctuates between 0.2 s and 0.6 s. The evaluation time is very short, which ensures the
real-time performance of the evaluation.

The evaluation system studied in this paper displays thework results in a short time to
effectively ensure thework effect. Once it is found that the anti-interference performance
of the equipment is poor, the systemwill automatically put forward the solution strategy.
It is an efficient and accurate evaluation system.

5 Conclusion

Efficient English education is the future development direction of higher English edu-
cation in China. At present, the development of efficient English Teaching in China still
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faces many difficulties and challenges. Therefore, this paper designs a corpus based Col-
lege English teaching comprehensive ability evaluation system, evaluates the existing
college English teaching comprehensive ability through the optimization of hardware
and software, and provides reference for formulating English teaching strategies, which
can play a certain guiding role in the training and development of College English
teachers in China, It can provide reference for the development and training plan of
English education for relevant educational institutions and promote the development
and progress of English education in Colleges and universities in China.
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Abstract. Because there are many factors affecting teaching evaluation, the eval-
uation results are difficult to reach a high level. Therefore, a fuzzy evaluation
model of teaching quality of physical education course based on deep reinforce-
ment learning is designed. On the basis of clarifying the requirements of teaching
quality evaluation, the factor analysis method is used to preprocess the teaching
data, the Bartlett spherical test is used to verify it, and the data meeting the ver-
ification requirements are K-mean clustered. Finally, based on the clustered data
results, the fuzzy evaluationmodel is constructed according to the idea ofminimum
membership weighted average deviation. The test results show that the evaluation
results of the design model have high adaptability with the actual results, and can
meet the evaluation needs.

Keywords: Deep reinforcement learning · Physical education courses ·
Teaching quality · Fuzzy evaluation · Factor analysis · Bartlett sphere test ·
K-Mean clustering

1 Introduction

As the key task of education, the quality management of teaching is very important in
the overall management of the school. The evaluation of teaching quality can reflect
the results of running a school. In school management, evaluating teachers’ teaching
quality is conducive to school managers to accurately and comprehensively grasp the
teaching progress, teachers’ teaching work and the realization of teaching objectives, so
as to improve the teaching quality. Teaching quality evaluation on teaching quality has
become a very important issue in university management. Teaching quality evaluation
can improve teaching quality and promote the reform of quality education, which is an
important influencing factor of the whole education quality [1–3]. However, because the
teaching process is constantly changing under the influence of many factors, it belongs
to the content of spiritual labor and is displayed in the form of art, so there will be a large
number of non quantitative factors in it, and the fuzziness is strong. If its quantitative
evaluation is quite difficult, the above factors undoubtedly increase the complexity of
teaching quality evaluation and strengthen its difficulty. The so-called teaching process
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includes teaching and learning. Evaluating the quality of teachers’ teaching ismuchmore
complex than evaluating the quality of a product [4, 5]. Teaching activities are not carried
out by teachers alone, but need bilateral interactionwith students. Because there aremany
factors affecting teaching andmany factors affecting teaching quality, there are naturally
many aspects of evaluation content. Building a sound teaching quality evaluation system
can achieve considerable and fair evaluation standards, which is a meaningful topic [6–
8]. Nowadays, the times are developing. In the face of the new situation, how to help the
school’s teaching level improve rapidly, the most key means is to improve the teaching
quality. Then, where is the key to improve the teaching quality? The key is to improve
the teaching quality evaluation system. Nowadays, the focus of the major colleges and
universities in China is based on modern educational thinking. In addition, it must be
consistent with the actual situation of their colleges and universities, so as to make the
established teaching quality evaluation system scientific and reasonable. With China’s
development entering a new period, higher education has also ushered in new challenges
and higher requirements for teaching quality. The main task of this work is teaching. If
we want to promote the reform and development of colleges and universities, we must
improve the teaching quality.

Constructing a scientific and reasonable teaching quality evaluation system can
strengthen teaching management and promote the further improvement of teaching
quality. Because different schools have different understanding and attention to teach-
ing quality, there are also differences in the content of evaluation [9, 10]. The above
teaching quality evaluation methods play a positive role in promoting teachers’ teach-
ing level and improving teaching quality, but these methods have defects: the first two
methods are mixed with the influencing factors that they think will directly affect the
evaluation results, and the third method only evaluates students’ transcripts, which is
one-sided. Teaching process is a dynamic process, which reflects the bilateral interac-
tion between education and learning. There are many factors that can affect teaching
quality, and the degree of value influence is different. Therefore, the evaluation results
are also more complex, which can not be expressed by mathematical analytical formula
alone. In essence, it is a more complex and nonlinear comprehensive decision-making
problem. Therefore, it is unscientific to evaluate the teaching quality according to the
abovemodel, which is easy to have strong subjectivity and randomness, resulting in large
deviation of the calculation results, that is, unreasonable. In recent years, artificial neural
network has been born and become a new technology. Its new reason is that it contains
characteristics different from other technologies, such as nonlinear mapping, real-time
optimization and learning classification. Its characteristics reflect its unique advantages
in recognition filtering and pattern recognition. Artificial neural network brings more
advantages to teaching quality evaluation. Its characteristic is that it can mine laws from
unknown and a large number of complex data. In this regard, it opens up a new path
for teaching quality evaluation, especially when dealing with various types of data, it
can fully approach any complex nonlinear relationship, Modeling can greatly solve the
problem of comprehensive evaluation, which greatly reduces the influence of factors,
which is far beyond the effect of traditional methods. Therefore, introducing the theory
of artificial neural network into the teaching quality evaluation system, on the one hand,
solves the dual problems of qualitative and quantitative indicators. In the traditional
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evaluation methods, it is necessary to establish cumbersome mathematical models and
analytical formulas, and the newmethod perfectly solves the difficulties in the traditional
model; On the other hand, it avoids the influence of factors on the evaluation results, so
as to ensure the effectiveness and accuracy of the evaluation. Therefore, the evaluation
model based on neural network theory is the most effective means to evaluate teaching
quality.

Based on this, this paper designs a fuzzy evaluation model of physical education
teaching quality based on deep reinforcement learning, and verifies the effectiveness of
the design method through experimental tests.

2 Analysis of Teaching Quality Evaluation Requirements

The evaluation of teaching quality in colleges and universities is not a simple evaluation
work, but amore complex process, which contains a variety of factors, including teaching
conditions, curriculum, teaching and learning effects, etc., and various factors interact
with each other. In addition, teachers The relationship with students is complex, which
increases the possible factors that affect teaching quality. Nowadays, the education circle
still has not proposed a set of recognized teaching quality evaluation system. From the
analysis of existing research,most of the researchmainly focuses on the subjectOn issues
such as evaluation and teacher-student relations, themethod andmethod of establishing a
teaching quality evaluation system, using it as a prerequisite, how to explore the method
of evaluating teaching quality levels.

2.1 Analysis on the Requirements of Teaching Quality Evaluation of Physical
Education

There is more than one method to evaluate the quality of teaching, and there are many
different methods such as individual teachers, peers, administrative leaders, experts, etc.
Due to the different roles of the evaluation subjects, their roles in the evaluation should
be different. Each evaluation method and its results are only a part of the evaluation of
the teaching quality of physical education, but not the whole of the teaching quality of
physical education. From the point of view of the evaluation of college teachers, there
are many teachers, and the number of evaluations increases. If the census evaluation
method is time-consuming and laborious, it is inevitable, and at the same time, it is
impossible to find out that it is caused by interpersonal relationships or unfamiliarity
with the teaching process. Other influencing factors are difficult to operate in reality.
Therefore, the method of taking students as the subject of evaluation is more dominant
in reality and is adopted by most colleges and universities. Since the 1980s, Chinese
colleges and universities have paid more attention to the evaluation of higher education,
and gradually carried out evaluation activities with students as the main body, which
strengthened the quality of colleges and universities to a certain extent. Analyzed from
the perspective of students, it is the direct object of education, so it has the right to
evaluate the teaching work of teachers, and there is authenticity. Due to the different
classifications of universities in our country, the professional settings between schools
are diverse and complex, and the basic conditions of students are quite different. The
evaluation of teachers’ teaching quality of physical education is naturally inconsistent.
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2.2 Determination of Teaching Quality Evaluation Content of Physical Education
Course

The key to designing a complete teaching evaluation system lies in its content setting. The
first thing to consider is that learning is a process from point to surface. This is already
the case for development. The common feature of learning and growth environments is
that they are both diverse and almost impossible. To quantify one of the courses and the
teaching role played by the teacher in a stage, usually the performance is not used as the
main evaluation index, and the teaching effect is not used as the main evaluation index.
Generally, the key points are placed in the teaching process. From another perspective,
from the perspective of process management, school teaching is a combined process,
which contains multiple factors and multiple links. Compared with the nature of the
curriculum, the teaching structure, and the differences in disciplines, it is impossible to
compare them one by one in evaluation.. Therefore, when designing the teaching quality
evaluation system of physical education, the key is to consider the factors that directly
affect the teaching level, especially the commonness between factors and design.Based
on the analysis of the existing evaluation system, the design ofmore content in the system
index design is summarized as the following six points:

➀ Teaching attitude: In the teaching process, whether the teacher is serious and respon-
sible, the mental state in the class, whether there is sufficient preparation for the
lesson, and whether the tutoring and answering questions after class are specific and
patient.

➁ Teaching content: whether the selection is appropriate or not, whether the key points
of the course are highlighted, the concept is clearly explained, whether students can
understand deeply, and whether it is combined with reality.

➂ Teaching ability: clear thinking, with language charm, neat writing on the black-
board, and whether there are breakthroughs in key and difficult points.

➃ Teaching methods: Whether to teach students in accordance with their aptitude,
flexible teaching, whether tomaintain communication with students, pay attention to
their real-time dynamics, whether to use flexible teachingmethods, and pay attention
to cultivating students’ practical ability and innovative spirit.

➄ Teaching and educating people: Whether to uphold rigorous teaching tasks and be a
teacher; whether to strictly require students to treat each student to ensure fairness
and justice.

➅ Teaching effect: Is it guaranteed to improve students’ performance while promoting
the ability of students to think proactively? Does it ensure that students have a full
grasp of the teaching content?

3 Design of Fuzzy Evaluation Model for Teaching Quality
of Physical Education

3.1 Factor Analysis

In order to improve the credibility and reliability of evaluation, this paper makes factor
analysis on students’ teaching evaluation, so as to provide a set of real and detailed basic
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data for the model. Factor analysis mainly studies how to condense a large number of
original variables into a small number of factors through the least information loss, and
how to make these factors have naming and explanatory multivariate statistical analysis
methods.

Suppose the variables that affect the quality of teaching: x1, x2… xp, and the standard
deviation of the p parameters is set to 1, and the average value is 0, the original variable
parameters at this time are k (k < p) factors f1, f2,… fk represents the linear combination,
namely:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x1 = a11 f1 + a12 f2 + ... + a1k fk + ε1

x2 = a21 f1 + a22 f2 + ... + a2k fk + ε2

...

xp = ap1 f1 + ap2 f2 + ... + apk fk + εp

(1)

Equation (1) is themathematicalmodel of factor analysis, inwhich the parameterF is
called a factor, and its name is also called a common factor. Thenamecomes frombecause
it frequently appears in almost all linear expressions, hence the name. The factor is the k
coordinate axes that are perpendicular to each other in the high-dimensional space; the
parameter A represents the factor loading matrix, and aij(i = 1, 2, ..., k, j = 1, 2, ..., k)
represents the load of the i original variable on the j factors, which is called the factor
loading. If xi is regarded as a vector in the k dimensional factor space, then the value of
aij is the projection of xi on the coordinate axis fi; the parameter ε takes its value as 0,
and its name is called a special factor, which is used to represent certain factor pairs The
unexplainable part of the original variable.

In order to further adopt the factor analysis method to determine the relationship
between the influencing factors and the original variables, and to clarify the effect of
factor analysis and its importance, this paper sets the following concept definitions.

(1) Factor loading
It has been verified that when there is no correlation between factors, factor load aij
implies that variable x and factor fi reflect the correlation between xi and fi. Set the
value range of the factor load to aij�1, and the value of its absolute value is closer
to 1, then it proves that the correlation becomes stronger, and aij also verifies that
the factor fi is extremely important for xi.

(2) The degree of commonality of variables

The variance of a variable is also known as the degree of commonality of variables.
The definition of the degree of commonality affected by the teaching quality of physical
education variable xi is:

hi =
k∑

i=1

a2ij (2)

As shown in formula (2), the value of the commonality of variable xi is the sum of
the squares of the elements in the i row in the load matrix A. If the common degree
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of variables is almost all above 0.8, then the extracted factors can easily obtain the
original variable information, and there is very little loss of information, thus obtaining
a relatively good factor analysis effect. Therefore, the degree of commonality of variables
is an extremely important measure of the effect of quantitative factor analysis.

Variance Contribution of Factors
The mathematical definition of the variance contribution of factor fi is:

si =
p∑

i=1

a2ij (3)

Equation (3) shows that the variance contribution of factor fi is the sum of the squares
of the elements in the i column in the factor loading matrix A. The variance contribution
value of factor fi shows how important the corresponding factor is.

On the basis of the above, the basic steps of factor analysis of the teaching quality
of physical education courses are as follows.

First of all, it is necessary to clarify the key content of factor analysis: one is how to
construct factor variables; the other is how to interpret factor variables. The basic steps
are as follows:

Whether the original variables are suitable for the factor analysis method, in order
to verify its effectiveness, it is necessary to ensure that the parameters of the original
variables must have a strong correlation. If they are relatively weakly related to each
other, they cannot fully reflect the common factor variables of the commoncharacteristics
of some variables. Whether a variable is suitable for factor analysis, the easiest way is
to calculate the personality coefficient matrix between the variables. In the process of
calculation and testing, most of them are < 3 and fail to pass the test, which means that
this variable is not suitable for factor analysis. In order to make further judgments, this
article uses Bartlett’s sphere test (Bartlett Test of Sphericity ). Its operation is mainly
based on the correlation coefficient matrix of the variables, in which all elements on the
diagonal of the correlation coefficientmatrix of the null hypothesis correlation coefficient
matrix are 1, and non-diagonal The elements on the line are all 0, and their values are
all calculated based on the determinant of the correlation coefficient matrix. If the value
is large, it is suitable for factor analysis; on the contrary, it is not suitable for factor
analysis. Calculated as follows:

χ =
∑

i=1
r2ij

∑

i=1
r2ij +

∑
i=1 t

2
ij

(4)

Among them, the simple correlation coefficient in the model is represented by rij
between variable i and variable j; the partial correlation coefficient is represented by
tij between variable i and variable j. The value of χ ranges from 0 to 1. If its value is
closer to 1, then the sum of squares of simple correlation coefficients between variables
is larger than the sum of squares of partial correlation coefficients, which means that it
is more suitable for factor analysis. Conversely, the smaller χ is, the less suitable it is
for factor analysis.
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Based on this, this article sets an χ standard:
0.9 < χ : very suitable; 0.8 < χ < 0.9: suitable; 0.7 < χ < 0.8: general; 0.6 < χ <

0.7: not suitable; χ < 0.5: not suitable.
On this basis, the task of constructing factor variables of teaching quality evaluation

model of physical education course is completed. There are manyways to determine fac-
tor variables in factor analysis, among which the principal component analysis method
based on principal component model is the most frequently used factor analysis method.
The research of this paper makes it more practical in the actual analysis work. By ana-
lyzing the value of load matrix, the relationship and logic between the original variables
and factor variables are obtained, and finally the factor variables are named. In the load
matrix, there are multiple large load coefficients in a row, which means that an original
variable may have a large correlation with some factors at the same time. Similarly, there
may be multiple relatively large load factors in a column, indicating that a factor variable
may explain the information of multiple original variables. In this paper, the maximum
variance method is used to realize the process:

δ(xij) = 1

ε1hij/xij + ε2hij/xij + ... + εkhij/xij
(5)

Among them, εkhij/xij represents the ratio of the number of disturbed data to the
total number of previous data, and finally calculates the score of the factor variable. After
determining the factor variable, for each sample data, in order to obtain their detailed
data value on each factor, the obtained value is called the factor score, which corresponds
to the score of the original variable.

3.2 Factor Clustering

The purpose of clustering method in overall analysis is to cluster the same category of
things and extract the factors related to each factor. This method is usually based on the
actual data level. It needs to extract a certain number of samples from the basic data
as the basis of the research method, and treat different categories of factors differently
according to the similarity principle.

Usually, we use the clustering method as a metaphor for the classification of real
things. Assuming that there are many kinds of items in front of us, we need to select
some items from these items, and we need to classify these items first. The standard
principle of distinction is to gather the goods with the same characteristics and divide
them into one category according to the characteristics of the goods themselves.

This paper extends the clustering method to explore the process of factor clustering
in physical education classroom. On the premise of exploration, we need to have certain
data samples, and set different standards and groups according to different categories.
The clustering methods can also be classified from different angles.

From theperspective of different levels, the diversity of categories endows themethod
with different levels of standards. Focus on observing whether there is a positive and
negative correlation ratio in the close relationship among the sample factors, how to form
the same group atwhat classification speed,whether its characteristics are representative,
which can reflect the characteristics of things themselves, and what kind of chemical
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reaction occurs when things are classified. From different speed division angles, the
samples analyze different variable factors according to their characteristic principles,
conduct observation experiments on these variable factors, observe whether the studied
variable factors have rigorous characteristic indicators, and analyze whether the speed
of the combination of variable factors meets the initial clustering attribute requirements,
Whether the effectiveness of the correlation extraction factors of the specified data sam-
ples affects the data of the basic elements of the physical education classroom, we should
make a simple adjustment.

In order to better observe the degree of change of the factor variables during the use of
the clustering method, two types of clustering forms are obtained according to the above
analysis from different angles, one is typeQ and the other is typeR, and typeQ represents
macro The nature of the research sample data clustering model, such as: the obvious
characteristics of things, the length of the physical education class, the participants in
the physical education class, exercise items, etc. Type R represents a clustering model of
research sample data of microscopic nature, such as the changes that occur after things
happen, the improvement of physical fitness, and the enthusiasm for sports classes. The
clustering factors with the above several representative classifications combine their
characteristics to perform rapid clustering, which is much more convenient. Specific
steps are as follows:

First, create a working data file in the SPSS data window or directly open the file that
needs to be clustered. Click the menu item in K-Means order to open the cluster analysis
dialog box. In the dialog box, specify the variables involved in the analysis, select the
clustering method, select the statistics required to be output, select the statistical chart,
set the options for generating new variables, etc., and finally you can output the analysis
and application of the results.

3.3 Building a Fuzzy Evaluation Model

After obtaining the data in the form of clustering, this paper constructs a fuzzy evaluation
model based on the idea of the weighted average deviation of the minimummembership
degree, as follows.

First, based on the clustering output results, build a set of objects with a top and
bottom structure, where the number of layers depends on the number of factors. And
establish the corresponding judgment set V :

V = {v1, v2, ..., vn} (6)

Among them, n represents the number of clusters.
Establish a single factor evaluation matrix R with the cluster unit as the target

R=
⎛

⎜
⎝

r11 . . . r1n
...

. . .
...

rm1 · · · rmn

⎞

⎟
⎠ (7)
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Calculate the corresponding weight set

W =
⎛

⎜
⎝

w11 . . . w1n
...

. . .
...

wm1 · · · wmn

⎞

⎟
⎠ (8)

in,

wmn =
∑

n=1
(χmn)

∑

m=1

∑

n=1
(χmn)

(9)

χmn = x11 ∨ x12 ∨ ... ∨ xij (10)

Among them, ∨ represents the fuzzy operator.
At this time, a comprehensive evaluation of all clusters is performed

T = C
n∑

i=1

Wi

100
(11)

Among them, C represents the correlation coefficient, and T is the final evaluation
result.

4 Experimental Results and Analysis

4.1 Experimental Data Settings

According to the teacher’s teaching practice and teaching plan, select the most appro-
priate evaluation result from the evaluation variables after each evaluation index in the
evaluation table, and mark it with “

√
”. Then, according to the scores corresponding

to the evaluation results of each evaluation index, the total score is calculated, which
is the evaluation score of the teaching quality of physical education.After the model is
built, the collected data is processed, and 270 sets of data are used for training, and the
remaining 30 sets of data are used for testing. Part of the data is shown in Table 1.
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Table 1. Part of the experimental data

Factor Sample number

1 2 3 …

Educational goals 0.85 0.59 0.59 …

Professional knowledge 0.92 0.78 0.68 …

Explanation level 0.46 0.82 0.82 …

Patience 0.82 0.83 0.89 …

Infectious 0.37 0.75 0.87 …

Manner 0.69 0.48 0.78 …

Conceptual theory 0.52 0.59 0.74 …

Content settings 0.54 0.59 0.71 …

Practice content 0.59 0.67 0.76 …

Depth of knowledge 0.68 0.63 0.62 …

Enlightenment 0.82 0361 0.64 …

Way to use 0.46 0.85 0.86 …

Teach students in accordance with their aptitude 0.53 0.81 0.83 …

Innovation and development 0.69 0.82 0.92 …

Learning interest 0.67 0.84 0.57 …

Self-study ability 0.69 0.75 0.62 …

Basic knowledge 0.54 0.56 0.63 …

Problem analysis 0.52 0.53 0.51 …

Problem solved 0.62 0.63 0.24 …

Comprehensive quality 0.71 0.44 0.91 …

Creativity 0.55 0.52 0.50 …

Among them, the 1–21 columns of each sample group are the data of 21 secondary
indicators included in the five primary indicators of teacher quality, teaching attitude,
teaching content, teaching methods, and teaching effect. Through the verification and
testing of the model, the methods proposed in [9] and [10] are used as the control group.

4.2 Analysis of Test Results

In order to verify the effect of fuzzy evaluation on the teaching quality of physical
education, the methods of reference [9], reference [10] and this paper are used to test its
adaptability, and the test results are shown in Fig. 1.

According to the analysis of Fig. 1, when the experimental data is 10, the fitness of
fuzzy evaluation of physical education teaching quality of reference [9] method is 0.60,
the fitness of fuzzy evaluation of physical education teaching quality of reference [10]
method is 0.56, the fitness of fuzzy evaluation of physical education teaching quality of
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Fig. 1. Comparison of evaluation results of different methods

this method is 0.86, and the fitness of fuzzy evaluation of physical education teaching
quality of the actual result is 0.86, The fitness of fuzzy evaluation of physical education
teaching quality of this method is basically consistent with the actual value, which shows
that this method can make a scientific evaluation of teaching quality.In this paper, the
weighted k-clusteringmethod is used to improve the effectiveness of the fuzzy clustering
model, because the weighted k-clustering method is used to improve the fitness of the
teaching data in this paper.

In order to test the evaluation error of teaching quality of physical education, the
methods of reference [9], reference [10] and this paper are used to detect the evaluation
error. The test results are shown in Table 2.

Table 2. Evaluation error statistics of different methods

Data number Reference [9] method Reference [10] method Method of this article

1 0.25 0.35 0.05

2 0.48 0.45 0.07

3 0.51 0.47 0.02

4 0.42 0.41 0.03

According to the analysis of Table 2, when the data number is 1, the evaluation
error of reference [9] method is 0.25, the evaluation error of reference [10] method is
0.35, and the evaluation error of this method is 0.05; When the data number is 2, the
evaluation error of reference [9] method is 0.48, the evaluation error of reference [10]
method is 0.45, and the evaluation error of this method is 0.07; When the data number is
4, the evaluation error of reference [9] method is 0.42, the evaluation error of reference
[10] method is 0.41, and the evaluation error of this method is 0.03. The above data
show that the evaluation error of physical education teaching quality of this method is
far lower than that of other methods, and the evaluation effect of physical education
teaching quality is better. This is because the model designed in this paper uses the
factor analysis method to preprocess the teaching data, and realizes the verification of
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the teaching data through the Bartlett spherical test method, so as to effectively reduce
the quality evaluation error.

5 Conclusion

This paper constructs the fuzzy evaluation model of physical education teaching quality
based on deep reinforcement learning, preprocesses the teaching data by factor analysis
method, verifies the teaching data by Bartlett spherical test method, clusters the teach-
ing data by K-mean clustering, and constructs the fuzzy evaluation model according
to the minimum membership weighted average deviation method in deep reinforce-
ment learning to realize the fuzzy evaluation of physical education teaching quality.The
experimental results show that:

(1) When the experimental data is 10, the fitness of fuzzy evaluation of physical edu-
cation teaching quality of this method is 0.86, which is basically consistent with
the actual results, indicating that this method can make a scientific evaluation of
teaching quality.

(2) The maximum error of the teaching quality evaluation of physical education course
in thismethod is nomore than 0.07,which shows that the teaching quality evaluation
effect of physical education course in this method is better.

This paper only completes the vertical evaluation of teachers, and can also consider
comparing all teachers in different indicators in the whole system.

FundProject. 2020project of the 13thfive year plan ofEducational Science in Shaanxi Province:
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Abstract. In the practical application process, there aremany defects in the online
teaching of ideological and political courses, leading to the inability to accurately
identify the teaching content. In order to avoid this situation, this paper designs
and analyzes the ideological and political course online teachingmode recognition
system based on the hash algorithm. In the system hardware section, Design main
control circuit and PCB board of teaching mode identification system; In the
software part, the teaching recognition function module adopts hash algorithm,
designs the multi-core recognition database under the hash algorithm, and then
completes the design process of the ideological and political course online teaching
pattern recognition system. The final test results show that the recognition rate of
the designed system is high,which ismore than 90%, indicating that its recognition
effect is good, has strong stability and certain practical significance.

Keywords: Hash algorithm · Ideological and political courses · Online
teaching · Teaching mode · Online teaching recognition · System design

1 Introduction

Under the new situation, in response to the national call of “continuous suspension of
classes”, universities across the country will make full use of network technology to
build an online teaching platform, and the curriculum education has been fully com-
pleted online. In just a few months, teachers have experienced the rapid growth stage
of online teaching from basically completing online teaching tasks, to the ability of
online teaching to actively redesign courses [1]. During this period, it is worth noting is
that in the daily teaching activities, most professional teachers combined with current
affairs in the course, ideological and political exploration, did in the mission at the same
time, combined with the real case in the society, encourage and guide graduate students
advocate science, patriotic family, perfect practice of the trinity education concept, for
“ideological” education background opened new ideas, expand the new path [2]. In fact,
the concept of integrating ideological and political education into professional curricu-
lum education has a long history, which can further strengthen and improve the effect
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of ideological and political education for college students [3]. Online ideological and
political education should be run through the talent training system, comprehensively
promote the ideological and political construction of diversified courses in colleges and
universities, give full play to the educational role of each course, and take it as an
important guideline to improve the quality of talent training in colleges and universities,
highlighting the fact that the Party and the state attach great importance to this work.But
online courses: Ideological and political courses and ordinary ideological and political
courses are two different concepts. Ideological and politics of online courses refers to
the comprehensive education concept of combining all kinds of courses and ideological
and political theory courses in the form of building a full, whole and whole political edu-
cation pattern, to form a synergistic effect and take “cultivating people through virtue”
as the fundamental task of education. Ideological and political online courses emphasize
the integration and combination of ideological and political elements as implicit educa-
tion [4]. Therefore, it is very necessary to establish the main battlefield and ideological
and political promotion path of online and offline classes, and establish a scientific and
reasonable curriculum. It has become an urgent topic to be solved and improved in the
training of college students in China, which has irreplaceable value to improving the
quality of talent training.

Different teaching modes also have certain differences in the effect of different
teaching, andhavegreat purpose and initiative.However, college students’ understanding
of ideological and political courses is relatively more relaxed, mainly because after this
stage of learning, it has a certain basic knowledge reserve, and has a certain purpose
and initiative to engage in scientific research, so it is very different compared with other
studentswhen choosing its online trainingmode.Moreover, the identification of teaching
modes in ideological and political courses is usually related, and will have a great impact
on the final teaching results. Teaching identification is mainly to sort out and summarize
some problems and hot topics in the course, and combine with their own integration, to
create a new extended teaching mode.

In recent years, many scholars have analyzed and studied pattern recognition meth-
ods. For example, Gao y et al. Proposed a pattern recognition algorithm based on con-
tainer theory, which summarized the requirements of pattern classification into two
different categories: one is the comparison and matching of input-output sequences, and
the other is discrete data structure to realize effective pattern recognition [5]; Wang h
et al. Designed a flatness pattern recognition method based on Legendre polynomial,
which makes full use of the adaptive feature learning ability of deep learning network to
complete the recognition of working pattern. Although the above scholars have studied
the pattern recognition methods, they are not aimed at the teaching field, resulting in
poor effect in the pattern recognition process of Ideological and political courses [6].

Hash algorithm is a more comprehensive and systematic calculation method, also
known as hash. It mainly inputs data of any length into fixed length output through hash
algorithm, and the output value is hash value [7]. In the calculation process, it is very
strict and has almost no error. Therefore, it is widely used in the creation and adjustment
of online teaching recognition system. Therefore, in order to solve the problems of the
above methods, this paper designs an online teaching pattern recognition system based
on hash algorithm. In the hardware part of the system, the main control circuit and PCB
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board of the teaching pattern recognition system are designed; In the software part, the
teaching recognition function module adopts the hash algorithm, and designs the multi-
core recognition database under the hash algorithm. Here, complete the design process
of the ideological and political course online teaching pattern recognition system, in
order to provide some help to improve the pattern recognition effect of the ideological
and political course.

2 Hardware Design of Online Teaching Mode Recognition System
in Ideological and Political Courses

2.1 Main Control Circuit Design of the Teaching Mode Recognition System

It is necessary to design the hardware of the online teaching mode recognition system of
ideological and political courses. In the design process, the master control circuit needs
to be designed first. The main contol circuit is mainly composed of microcontroller,
infrared thermo electric detection circuit, luminance detection circuit, DALI interface
circuit, wireless communicationmodule, code dial switch and knob circuit, power supply
circuit, etc. The block diagram of the system hardware is shown in Fig. 1:

Strong 
controller

Perform 
detection

Control 
detection

change 
detection

Dal interface

Wireless processing 
module

Control 
switch

Fig. 1. Composition block diagram of main control system

After completing the design of the system hardware composition block diagram
described above, next, the main control system DALI bus is required to supply the DC
voltage, the working voltage of the microcontroller PIC16F884 is 5 V, and the working
voltage of the wireless transceiver module RF905SE is 3.1−3.6 V, so the multi-stage
DC-DC transformation needs to be designed. The first stage DC-DC transformation
transforms the power supply voltage 25V to 12V through the three-end voltage stabilizer
L7812, the second stage DC-DC transformation transforms the 12 V voltage to 5 V by
L7805, and the third stage DC-DC transformation transforms 5 V to 3.3 V through
LM317. The high-frequency filter capacitances C4, C5, C18, and C10 are selected as
0.1 uF, and the low-frequency filter capacitances C11, C12, and C19 are selected as 47
uF. According to the design of the LM317 circuit, the calculation of the output voltage
of the LM317 is specific as shown in formula 1:

K = 2 − 1

3w
+ 3β (1)
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In Formula 1: K represents the output voltage, w represents the adjustment limit
value, and β represents the actual control range. From the above calculation, the actual
output voltage can finally be obtained. Using it as a microcontroller is the core standard
voltage of the main control system, using Microchip PIC16F884. The PIC16F884 is the
Microchip’s high-performance 8-bitmicroprocessor, It uses a streamlined instruction set,
Harvard bus structure, secondary water to take instructions, The chip is equipped with
quite rich resources: high-precision internal oscillators, Enhanced low-current watchdog
timer with an on-chip oscillator, High durability flash memory EEPROM unit, FLASH
of 4K bytes, The 256 Bytes of the RAM, 35 IO pins with direction controlled control,
2 analog comparator modules, 14 A/D conversion channels at 10-bit resolution, 3 Time
counters, Enhanced capture, comparison, and PWM modules, Enhanced USART mod-
ule, Main Sync serial port, Supports a 3-line SPI and an IC primary/slave mode with an
IC address blocking function, Greantly reduce the peripheral devices, And can be used
for online serial programming with two pins, It facilitates debugging and subsequent
development. When completed, the microcontroller also needs to be associated with
other parts of the circuits.

The PIC16F884 has two timers that provide electric delay, an oscillator start timer to
ensure that the chip is reset until the vibration reaches stability and an electric delay timer
providing a fixed delay of 64 ms at each charge to ensure that the device is reset before
the supply voltage stabilizes. If under pressure conditions occur, the under pressure reset
circuit provides a reset delay of at least 64 ms. Because of these three functions, it no
longer requires the assistance of external reset circuits in most applications, so that no
additional external reset circuits are designed in this paper. And its oscillator module
has a variety of clock sources and selection functions, through the software can choose
the external or internal system clock sources. To reduce peripheral circuits and facilitate
debugging, take the software to set the internal clock to 4 MHz [8]. Signal ADO, AD1,
AD2, and AD3 are used for code dialing switch inputs. The dial switch is used to set the
address of the master controller, the address of the RF905SE.AD0, AD1, AD2, and AD3
are directly connected to the I/O port of the MCU, and connected to the VCC by 10K
resistance.When the switch isOFF, the pin level is high and a low levelwhen the switch is
ON [9]. After the MCU collects these pin levels, an address is obtained. As the receiving
address of the RF905SE, only if the sending address of the NetUSB905SE wireless
receiving module and the receiving address of the RF905SE match, the information can
be successfully sent to the RF905SE through the NetUSB905SE, then read and decoded
by the main control system, and transmits the DALI command to the next level through
the DALI bus [10].

In addition, the circuit of the master control system has also designed two adjustable
analog signals, implemented using two potentials, RT1 and RT2. Signal DTIME and
LLD are the potentiometer voltage input. The potentiometer RT1 is used to set the
shutdown time torr, where the presence of an abnormality is not detected by the topr
time, and the execution command is issued. The potentiometer RT2 is used to set the
desired recognition properties. In automatic dimming mode, the main control system
issues an identification command by comparing the illumination and LLD values of
the environment. The DTIME and the LLD are connected to the A/D functional pin
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RBO/RB1 of the microcontroller, respectively. The potentiometer and receives a small
capacitance to prevent voltage mutations that can act as filtering.

The signals ICSPCL, ICSPDA, VPP and GND and VCC, Implement the connection
to the development tool, MPLAB ICD2, It has the capabilities of online debugging and
online serial programming, Easy for development and commissioning; Signal PWR_UP,
AM, TRX_CE, SCK, MISO, MOSI, TX_EN, DR, CD, CSN connect to the wireless
communication module, Complete the wireless communication function; Pins COM1-,
COM2-, DALIR, DALIRXEN, DALITXEN, and DALITX are used to design the DALI
interface circuits, Complete the sending and receiving of DALI signals; The LIN is the
luminosity detection signal, To detect the illumination degree of the external environ-
ment; HW is the input signal of infrared detection, For realizing automatic sensing; The
LED is used for the indicator lamp control; The FM is used to control the buzzer alarm.

Subsequently, the design of the wireless communication interface circuits is also
required. The RF905SE module of NewMsgis combined with the upper position com-
puter USBwireless emissionmodule to achieve stable and reliable communication under
the same configuration. It uses the highest operating rate of 50 K in 433MHz band b p s,
high efficiency GFSKmodulation, strong anti-interference ability, and is especially suit-
able for identifying control occasions. Functional descriptions of the RF905SE module
pins are shown in Table 1:

Table 1. Description of rf905se module pins

Pin Name Pipe foot function Explain

1 VCC Source 3.3−3.6V DC

2 TX_EN Digital input TX_EN = 1

3 TRX_CE Digital input Enabling the chip to launch or receive

4 TRX_CE Clock out Enabling the chip to launch or receive

5 PWR_UP Digital input Chip on electricity

6 uCLK Clock out Enabling the chip to launch or receive

7 CD Digital input Carrier detect

According to the data information in Table 1, the actual RF905SE module foot
introduction can finally be obtained. With the RF905SE operating voltage of 3.3V and
the microcontroller PIC16F884 operating voltage of 5V, the RF905SE pins cannot be
directly connected to the microcontroller pins, which need to increase flow limiting
resistance that would otherwise burn the RF905SE module. It is worth noting that to
simplify the SPI interface of the microcontroller PIC16F884, we connect the serial data
output SDO to theMOSI ofRF905SE, the serial data input SDI to theMISOofRF905SE,
the serial clock SCK to the SCK of RF905SE, and the slave selection signal SS to the
CSN of RF905SE. If the microcontroller does not have this SPI function module, an
ordinary I/O port can be used to simulate the timing of the SPI interface through the
software. When the RF905SE module receives the data, the signal CD is set high once
the carrier of the frequency set in the module is detected; the valid address is received,
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when the receiving address of the module matches the target address, the signal AM
is set high; the valid packet is received, and decoded, the signal DR is set high; when
all the valid data is read by the microcontroller, the RF905SE lowers the CD, AM, DR
when read by the microcontroller [11].

To complete the communication functionmust support the interface circuit, theDALI
communication interface part includes the transmitting and receiving circuits. The signal
transmitted on the DALI bus requires its descent or descent along time between 10 and
100 us. The pressure difference of DALI bus is greater than 9.5V indicates the high level;
the pressure difference is below 6.5 V indicates the low level. The master circuit control
system DALI interface circuit is associated with the microcontroller, and has 6 signals
between the DALI interface: DALITXEN, DALITX, receiving enabling, receiving data,
and receiving analog voltage. When the microcontroller needs to send data to the DALI
bus, DALIRXEN = 0, when Q3 is off. The microcontroller gives DALITXEN = 1,
DALITX = 0, when the triode Q2 is turned on and Q4 is cut off, thus turning the triode
Q1 on, so that the pressure difference between DALIT and DALIR is about 20 V and the
DALI bus presents a high level.The microcontroller gives DALITXEN = 0, DALITX
= 1, when the triode Q2 is cut off and Q4 turns on, thus the triode Q1, so the pressure
difference between DALIT and DALIR is the saturation conduction voltage of the triode
Q4, about 0.5V and the DALI bus shows low level as shown in Fig. 3.11. According to
the timing diagram analysis of Fig. 3.11, the data sent by the DALI bus is “0011”.

To this end, a voltage comparator inside the microprocessor is used. The older nega-
tive end input produces a COM1-signal of about 0.2 V for the external resistance partial
voltage. When the slave control system provides a high resistance transmission circuit,
the pressure drop is generated on R13, R14 and R14, much lower than 0.2 V, so the com-
parator output is low level When the slave control system provides almost impedance
circuit, the high pressure drop on R13 and R 14 (about 0.5 V) is above 0.2 V, so the
comparator output is high level, the specific relationship structure is shown in Fig. 2
below:

+ -

DALIR
COMI

Fig. 2. Output high level diagram
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According to the relationship structure in Fig. 2, the actual output is a high-level
circuit relationship. When sending “0” through the circuit shown in Fig. 2, the master
system microcontroller first controls the bus at high level for 417 us ± 10%, then puts
the bus at low level for 417 us ± 10%; when sending 1, the microcontroller controls
the DALI bus at low level for 417 us ± 10%, then puts the DALI bus at high level for
417 us ± 10%. High and low level switching is very convenient, and it is easy to design
Manchester coding waveforms consistent with the DALI protocol. The master control
system sends a complete DALI forward frame, including 1 starting position, 8 address
bits, 8 data bits and 2 stops, where the starting position is “1” and a high stop level of 2
cycles, and finally completes the design of the main control circuit of the teaching mode
recognition system.

2.2 PCB Plate Design

After completing the master circuit design of the teaching mode recognition system,
the analysis and design of PCB board are required. The PCB plate layout and layered
structure construction were performed. To judge the standard of the good PCB early
design, the layout of this stage is very important. This is because the overall layout often
directly determines the direction of the subsequent wiring and the characteristics of the
system functions. The PCB board size, height of panel device and forbidden layout area
are determined by the interior space of the UAV. The specified size of the plate is 18 mm
and 18 mm, and the height of the plate surface device should not exceed 1 cm, so this
factor should be taken into account in the selection of the device.

The general principles of PCB circuit board layout are as follows: one is that accord-
ing to the layout principle of “first large, then small, first main, then auxiliary, first
complex and then simple,” to the larger or special electronic components, circuit mod-
ules with core functions should consider the priority layout. All line length should be
as shorter as possible, key signal such as CLK to be the shortest line; analog signal
and digital signal; high frequency signal from low frequency signal; high voltage, high
current should be completely separated from low voltage, low current; the interval of
high frequency elements should be spacious enough. The second is the design should
refer to the principle of the layout, prioritithe main devices according to the main sig-
nal direction of the circuit board. Third, the same type of plug-in components should
be oriented consistently; the same type of polar separation elements of the same type
should also be oriented in the same direction; convenient for later welding and testing.
Heat elements should be evenly distributed to facilitate the heat dissipation of the overall
plate. For the same type of circuit module, try to adopt the layout standard of “symme-
try”; the overall arrangement of the components should be convenient for debugging and
maintenance, and leave enough room around the elements that need to be debugged. The
fourth is to optimize the layout according to the standard of uniform distribution, center
of gravity balance, overall coordination, and beautiful layout. According to the principle
described above, the design adopts the principle of FPGA as the core, according to the
main signal flow direction, SRAM, SDRAM surround, power supply, signal interface
edge placement, and the overall beauty and symmetry.

During the layout, Determine the core location of the FPGA, Identity and lock the
position in the PCB software tool; Then according to the specific situation of FPGA



160 J. Yang and D. Yang

round, Under the principle of ensuring that the same class of recognition signals is con-
nected to the same Bank, Determine the location of SRAM and SDRAM around it; Then
determine the CF card and USB interface positions with reference to the identification
signal flowdirection and the plate size, Considering the easy operation and overall beauty
of the CF card, Place it symmetrically on the upper side of the plate; Finally, according
to the recognition level value of the power supply, Size value of the power chip, power
supply mode and heat dissipation to determine the layout of the power supply; Other
test feet are left in an open space.Identification stratification of the entire PCB after
determining the overall layout of the identification system.In this system, the FPGA has
a total of 680 IO feet, encapsulated as BGA, according to the principle of the cruciferous
outgoing line, at least six layers of signal outgoing line, combined with the power supply
and ground of the whole board, set to a total of 12 recognition layers.

After completion, design the power supply and the identification of the ground line.
The design of the high-speed electronic identification system includes all aspects, which
needs to be thoughtful about all aspects, and the first consideration is how to reasonably
allocate the power supply. The reasonable and effective distribution of power supply will
directly affect the stability of the whole circuit system function. Setting up the power
supply identification layer mode and the bus mode are two common basic methods in
the process of power supply distribution: the bus mode refers to the power supply system
composed of the power supply recognition transmission lines, which are determined due
to the different power supply voltages of different circuit modules in the circuit system.
Under the design of the bus mode, the power supply and the device will produce the
impedance during the transmission process, and the function of the transmission line is
equivalent to the resistance, which directly leads to the minimum output impedance of
the whole power supply system. In the circuit system identification design, the circuit
board is required to be layered, and the corresponding power supply or local attributes
should be added to the different layers. Thiswhole circuit board frame jointly constructed
by the power supply layer and the formation is the power supply layer mode. In this way,
the role of the overhole is particularly obvious, which is a bridge between the power
supply corresponding to the specific device and the whole system.In the process of
return, the signal can always find the shortest circuit path through the perforation, and
the minimum output impedance of the corresponding circuit system will also become
smaller. The direct effect is to reduce the noise of the power supply. When the whole
identification system is performed, different degrees of noise will be generated, so it
must be fully considered and corresponding filtering measures to reduce and reduce
noise generation.

The power supply recognition filter is a noise reduction filter method often adopted
in the design. It is generally realized by placing the filter circuit in the circuit system.
The commonly used filtering schemes are L-type filter, T-type filter and T-type filter.
Capititors from 1 uF to 10 uF are often used to filter out low frequency noise, while
capacitors from 0.01 uF to 0.1 uF are placed at the power input of the active device to
filter out high frequency noise. The capacitance should be placed as close as possible
to the chip, and the lead is as short and as thick as possible. And for the same level to
supply of different digital modules and analog modules, need to be separated through
magnetic beads. The identification of the directly adjacent signal layer should not appear
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in the design, all the signal layers can be interspersed with the power layer or connected
to the formation for spatial isolation. When wiring, the actual wiring of the circuit board
should be as thick as possible than the power line, and the power line is thicker than
the signal line.Subsequently, in the difference pair walk, the difference pair line width is
8mil, and the differential signal line spacing is less than or equal to between the signal
lines.

The distance between the difference and the difference pairs is not less than 50
mil 35, and try to avoid the emergence of the interlayer difference signal, using the
difference pairs within the same layer. The line of the difference pair should be as short
as possible, the straight line, minimize the number of holes through the line or avoid the
gap, the signal line within the difference must remain the same, and the length of the
two lines of the difference line signal should be as close as possible. To ensure that the
characteristic impedance of the signal line is continuous everywhere along the signal
line and maintains a constant, the differential impedance should be controlled at 1002
± 5%, to ensure that the impedance matching. Avoid right angle curve, use arc or 45°
oblique angle instead. Finally, the design of PCB board cloth is completed, so the design
of the overall hardware of the above teaching recognition system is completed.

3 Software Design of Online Teaching Mode Recognition System
for Ideological and Political Courses

3.1 Design of Teaching Recognition Function Module Under Hash Algorithm

Generally speaking, the auxiliary function of the identification system involves three
links, including collection, processing and transmission, which is also the key to the
identification system design. There is a great difference between the computer language
and the natural language of the video. How to accurately identify the differences between
the two languages is a problem that must be solved when identifying software recog-
nition. Ideological and political feature extraction technology is the basic composition
of the speech recognition system. It is mainly responsible for extracting the ideological
and political features, providing an accurate language signal to the translator in time,
and improving the accurate coefficient of computer translation work. The following are
the related processes, as shown in Fig. 3 below:

Feature
extraction of 
Ideological
and political 

course content pattern
matching

model base

Fig. 3. System teaching identification flow chart

The corresponding software design is continued according to the process in Fig. 3.
The speech recognition system should match the corresponding functional modules to
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assist teachers and students to translate the languagemeaning of ideological and political
content in a short time, so as to avoid the inconvenience caused by artificial translation
and language errors. Therefore, the scope of association identification is need to be
determined, as shown in formula. 2:

M = κ + 0.5a − 1

2
(2)

In Formula 2:M represents the association recognition range, κ represents the recog-
nition control ratio, and a represents the matching range. Through the above calculation,
the actual association identification range can finally be obtained. Within this scope,
the diversified mode matching technology adopts an intelligent identifier, which auto-
matically recognizes and analyzes after the translator enters the voice, so as to reduce
the difficulty of manually translated statements. For example, computer recognition
software establishes a matching model, according to the matching translation mode of
English words, words, sentences and other structural forms, the final language results
can be obtained by executing the program command, and give students help in speech
recognition. After this, training on the identification module was performed. The speech
recognition system is designed to realize educational informationization. Here, based
on the above, the recognized training ratio should be calculated, as shown in formula. 3:

L = 1

Y + 0.25R
+ 2δ (3)

In Formula 3: L represents the training proportion of recognition, Y represents the
execution time, R represents the recognition speed, and δ represents the actual recog-
nition range. With the above calculation, the actual identified training ratio can finally
be obtained. Help the teachers to solve the translation problems encountered in the ide-
ological and political classroom teaching, and deepen the students’ understanding of
the ideological and political knowledge. After the voice recognition ends, the translator
will automatically perform the simulation training operation to create a virtualized voice
training platform for the students, which is also a more practical function of the soft-
ware recognition system. The simulation training technology adopts the man-machine
integrated design idea, which combines the translator, the voice identifier and so on to
implement the training methods, quickly identify and judge the English voice level, and
guide the students to adjust the voice mode. Ideological and political content converter
is a necessary operation tool for modern teaching. Teachers and students can accurately
understand the deep meanings of various words with the help of the content converter
function, which puts forward more requirements for the design of speech recognition
system. The author believes that the design of the speech recognition system should
consider the specific workflow of the translator, and arrange a scheme that meets the
translation software in advance, so as to improve the human-computer language con-
version rate, combine the hash algorithm, and control the corresponding recognition
conversion vector with the hash algorithm, as shown in Eqs. 4, 5 and 6:

G = √
2d + 1.25 − γ + 1

3
(4)

T = √
2d + 1.25 − 2γ + 1

4
(5)
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O = √
2d + 1.25 − 3γ + 1

5
(6)

In formulas 4, 5 and 6: d represents the recognition conversion vector, and γ rep-
resents the control range. With the above calculation, the actual recognition conversion
vector can finally be obtained. Set it in the control module of the system, the voice
recognition system design and application situation: for the basic recognition module.
The speech recognition method is mainly the mode matching method, which conducts
matching processing according to different translation requirements to realize the accu-
racy of ideological and political multi-level vocabulary. First, in the training stage, the
user says each word in the vocabulary in order, and puts its feature vector as a template
into the template library. The second is in the recognition stage, the feature vector of the
input voice compares the similarity with each template in the template library, and the
highest similarity is output as the recognition result [12]. In addition, it is the front-end
module. Front-end processing refers to the processing of the raw speech before feature
extraction, which is the main role of preprocessing operations. Speech recognition sys-
tem is often affected by external interference and reduces the accuracy of translation
[13]. The design of the front section processing module can eliminate some noise and
the influence of different speakers, so that the processed signal can more reflect the
essential characteristics of speech. The model of speech recognition systems usually
consists of two parts: acoustic and language models, corresponding to the calculation
of speech-to-syllable probability and byte-to-word probability, respectively. The extrac-
tion and selection of acoustic features is an important link in speech recognition. This
step is directly related to the overall work efficiency and has a certain influence on the
recognition and learning of ideological and political teaching. Complete the design and
association of the teaching recognition function module under the hash algorithm.

3.2 Multi-core Identification Database Design Under the Hash Algorithm

After completing the design of the teaching identification functionmodule under the hash
algorithm, a multi-core identification database also needs to be created. When designing
the software function, the system function code ismainly completed through the use ofC,
casel ~ case6 indicates no sound detected, retraining, noisy environment, database full,
different sound detected, serial number error, RSP_NAMEDIFF and RSP_CMDDIFF
indicate two input names respectively, so, according to the actual situation, design and
construction, and calculate the identification span coefficient, as shown in formula 7:

B = ω − √
2m + 1 (7)

In formula 7: B represents the recognition span coefficient, ω represents the feature
recognition control ratio, and m represents the time-frequency feature decomposition
value. Through the above calculation, the actual identification span coefficient can finally
be obtained. Subsequently, in the design of the above system software, the design of the
multi-core identification software is performed. The establishment of the database is
based on feature decomposition and association dimension feature registration. Then, in
the process of teaching, we can identify the existing ideological and political knowledge
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of voice, pictures and video, and the automatic detection process ofmulti-core identifica-
tion database is to complete the noise reduction processing of ideological and political
content signal through the use of time and frequency feature decomposition method.
On this basis, through the comprehensive use of time-frequency analysis and extracting
related information legitimate characteristics, to further optimize the automatic pronun-
ciation error detection method of multi-core identification database, to improve the error
detection ability of pronunciation identification. Combined with the hash algorithm, the
feature identification matrix is created and its feature extraction coefficient is calculated
as shown in Eqs. 8, 9 and 10:

F = t + 2y

2
− 3� (8)

S = t + 4y

2
− 6� (9)

A = t + 6y

2
− 9� (10)

In formulas 8, 9 and 10: F , S and A represent feature extraction coefficients, t repre-
sents detection difference, y represents hash ratio, and � represents recognition range.
Through the above calculation, the actual feature extraction coefficient can finally be
obtained. It is set in the model of the system recognition, the input state parameters are
used to represent the length of the recognition input signal, the corresponding difference
represents thewavelet coefficient, the output ideological and political change course con-
tent signal is characteristic decomposed and registered, the decomposition filter group is
represented by AFB, and the soft threshold function of the speech recognition system. It
was determined and clearly defined. Combined with the feature extraction coefficients
calculated by the hash algorithm, the pronunciation signal reorganization in the pro-
cess of multi-core identification database is completed by using the wavelet multi-layer
reconstruction method. The reconstruction filter group of the system is represented by
SFB, and the inverse transformation values of the obtained signal filtering are obtained.
After completion, after the error detection and output recombinant pronunciation signal
is completed combined with the wavelet multi-layer reconstruction method, the corre-
lation information of the signal is extracted, and the pronunciation signal is converted
from the time domain to the frequency domain by the time-frequency analysis method,
and the instantaneous frequency of the voice signal is adopted. Finally, the design of the
multi-core identification database is completed under the hash algorithm.

4 System Test

4.1 Test Preparation

The ideological and political courses of School A were selected as the main test target.
The identification rate of the system was tested, and the system was tested in quiet
and noisy environments, each test instruction was tested 10 times, and against specific
people in different environments, recording the number of successful identification of the
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systemby5%.The sampling frequencywas set to 12,500Hz, and the signal-to-noise ratio
during the pronunciation recognition process ranged from −5 dB to 20 dB, which can
sample the different recognition ratio of the system by the signal beam. After completing
the construction of the above test environment, check whether the corresponding test
equipment is in a stable operation state, and there are no external factors affecting the
final test results, check correctly, and start the test.

4.2 Test Process and Results

In the test environment built above, test. The specific test procedure is shown in Fig. 4
below:
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Identification
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Obtain
identification
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Fig. 4. Test flow chart

According to the test in Fig. 4 above, the corresponding test results can be obtained
and comparative analyzed, as shown in Table 2 below:

Table 2. Analysis of test results

Test group Literature [5] system
recognition rate\%

Literature [6] system
recognition rate\%

This paper designs the
system recognition
\%rate

Test group 1 82.15 87.12 92.15

Test group 2 76.34 85.34 90.55

Test group 3 79.15 88.13 94.31

Test group 4 75.12 86.54 93.51

Test group 5 60.25 78.31 90.57
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It can be seen from Table 2 that, compared with the systems of literature [5] and
literature [6], the recognition rate of the system designed in this paper is higher, up to
94.31%, while the highest recognition rate of the other two methods is only 82.15% and
88.13%, which shows that the recognition effect of the design method is better, with
strong stability, high recognition accuracy and high practical application value.

5 Conclusion

In order to accurately identify the online teachingpattern recognition effect of Ideological
and political course and improve the quality of Ideological and political teaching, this
paper proposes an online teaching pattern recognition system of Ideological and political
course based on hash algorithm. In the hardware part of the system, the main control
circuit and PCB board of the teaching pattern recognition system are designed; In the
software part, the teaching recognition function module adopts hash algorithm, designs
the multi-core recognition database under hash algorithm, and then completes the design
process of online teaching pattern recognition system of Ideological and political course.
The final test results show that the recognition rate of the design system is high, all
above 90%, indicating that its recognition effect is good, has strong stability and certain
practical significance, in order to provide some help to improve the quality and efficiency
of Ideological and political teaching.
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Abstract. The rapid development of information technology has promoted
the modernization of cross language educational resource sharing. Educational
resource sharing platform is the platform basis for carrying out distance education
activities, which is of great significance to the development of modern distance
education. Firstly, the hardware design of cross language education resource shar-
ing platform is carried out, and the MCU controller is designed to play a powerful
control function combined with FPGA system. The design is based on resource
reconfiguration port and external input port to realize hardware connection. Then,
the software design of cross language education resource sharing platform is car-
ried out, the resource sharing algorithm based on Hadoop framework is opti-
mized, and themulti line sharing ability of resource sharing algorithm is enhanced.
The data model is designed to realize the design of shared platform. Finally, the
platform test verifies that the response time of the platform is less than 4000 ms.

Keywords: Hadoop framework · Cross language · Educational resources ·
Resource sharing

1 Introduction

The ten year development plan for educational informatization (2011–2020) of the Min-
istry of education puts forward the guiding ideology of “narrowing the digital divide in
basic education and promoting the sharing of high-quality educational resources”, and
puts forward the action plan of “action for the construction and sharing of high-quality
digital educational resources”, including the construction of a national public service
platform for digital educational resources, the construction of all kinds of high-quality
digital educational resources at all levels Establish a mechanism for co construction and
sharing of digital education resources [1, 2]. However, in the informatization process of
basic education, on the one hand, there is a serious shortage of high-quality educational
resources in rural schools, and the contradiction between people’s demand for educa-
tional resources and the insufficient supply of educational resources is prominent; On
the other hand, in the existing resource sharing construction, the software and hardware
resources are invested repeatedly, and the resource sharing is poor”. The emergence of
cloud computing technology provides a feasible solution to the problem of digital edu-
cation resource sharing. Relying on thousands of cloud servers on the cloud education
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platform, it has extremely powerful computing functions, massive network resources,
repeated construction, platform operation and maintenance, security and other problems
existing in the existing resource sharing construction will be solved, It can save the cost
of Digital Education Resource Sharing Construction [3, 4], promote the integration of
urban and rural digital education resources and strengthen resource sharing.

Digital educational resources refer to multimedia teaching materials that can be
operated under the multimedia computer and network environment after digital process-
ing, such as media materials, question bank and test paper materials, teaching course-
ware, cases, literature, data catalog index, network courses and other forms of resources.
According to the expression of information, digital education resources can be divided
into digital slide, digital projection, digital audio, digital video, digital online teaching
resources, etc. [5]. Through the investigation of the current situation of digital education
resource sharing of basic education in Liaoning Province, it is found that there are the
following problems: the distribution of digital education resources in urban and rural
areas is unbalanced. Due to the unbalanced economic development in urban and rural
areas, urban schools are often better than rural schools in the construction of digital
education resources. Due to the lack of communication, schools in the province are
often prone to repeated construction of resources in the construction of digital education
resources. Due to the limited funds of schools, the construction of resources is often
limited to the construction of commonly used teaching resources.

Because there is no unified organization, sharing plan and sharing goal, nor unified
interface and effective digital education resource sharing platform, it is impossible to
realize the efficient and reasonable sharing and use of resources. In order to better real-
ize the sharing of educational resources, it is necessary to establish a sharing platform
with stable performance, unified standards and perfect functions, use standard inter-
faces to unify the resources of schools and departments, and integrate heterogeneous
and dynamic resources [6, 7], so as to establish an efficient and high-quality educational
resource sharing mechanism. The digital education resource sharing platform based on
Hadoop framework has the characteristics of interconnection, collaboration and sharing
and simple operation. It has strong advantages in building a digital learning environment,
promoting the popularization and sharing of high-quality education resources and pro-
moting the diversified development of learners. The design of Hadoop platform is based
on the principles of compatibility and sharing and openness. The main contents of the
design include the overall structure design of the system and the structure design based
on the system. Through literature research and teacher-student interviews, determine the
demand analysis of cloud teaching and autonomous learning platform.

In view of this characteristic of cloud computing, combined with the current situa-
tion of educational resource construction in schools in Liaoning Province and the needs
of Educational Resource Sharing Construction among schools [8], from the perspec-
tive of regional coordinators, a cross language educational resource sharing platform
is constructed based on Hadoop framework, and the hardware part is optimized from
three aspects: MCU controller, resource reconstruction port and external input port, The
software part constructs the resource sharing algorithm based on gae cloud computing,
designs the data model, and finally completes the performance analysis of the design
platform through the platform test.
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2 Hardware Design of Cross Language Education Resource
Sharing Platform

The hardware part of educational resource sharing platform is a complex part. Different
functions can be realized by using different functional modules, which requires very rich
functional modules. At the same time, this also puts forward two requirements for the
control platform: first, there are enough ports; Second, it has rich port types. At present,
although the embedded processor has a high degree of integration and rich number of
pins, the demand for ports on the education platform is changing. The fixed interface
function of the hardware system leads to the limited open resources of the system to
the outside, and the use method of the port is also single. In view of this problem and
combined with the characteristics of the hardware system of the education platform, this
paper puts forward the overall functional requirements of the hardware system of the
education resource sharing platform of this subject, as follows:

(1) It has good interactive function and is convenient for students to share educational
resources.

(2) Support port resource reconfiguration, and the corresponding relationship between
the external output port of the controller and the I/O of the core processor can be
reconfigured on site [9, 10], so that the same port can be compatible with the bus
interface types of multiple modules.

(3) It has a variety of special external port types, such as SPI, IIC, ADC and motor/
steering gear port.

(4) It supports the functions of graphical programming, port configuration and online
download of upper computer software.

2.1 Design MCU Controller

The hardware control platform is the bottom and foundation of the whole hardware
module. As shown in Figure 1, thewhole education control platform is designed based on
“MCU+FPGA”as the core control system, includingMCUcontroller, FPGAcontroller,
human-computer interaction part, communication interface part and external input and
output port. The hardware platform shall meet the requirements of high modularity,
strong reconfigurability and open hardware interface.

The core component of hardware control platform is MCU controller. Combined
with the characteristics and demand analysis of educational resource sharing platform,
the main factors considered in the selection of MCU controller are: processor running
speed, integration, hardware resources, cost and power consumption. The running speed
of the processor can improve the response of the system, increase the support of external
devices, and quickly complete complex instructions. The consideration of low cost can
improve the competitiveness of products, and low power consumption can prolong the
service time of batteries.

In this paper, “MCU + FPGA” is used as the core control mode. Generally, the
communication between MCU and FPGA can interact with instructions according to
the predefined communication protocol. For the port resource reconstruction function
of the education resource sharing platform, the MCU can send control instructions to
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Fig. 1. Bottom layer and foundation of hardware module

the FPGA, and then the FPGA can generate serial port, interrupt, PWM wave and other
functions to the external port according to the instructions. However, the implementation
of this control method is complex and does not highlight the advantages of “MCU +
FPGA” system. MCU itself is embedded with pin resources such as timer, serial port
and external interrupt, while FPGA has more abundant wiring resources. The whole
chip of FPAG is composed of an array of programmable logic units separated by wiring
resources and surrounded by programmable uo units. The logic units arranged in the
array are connected through the programmable internal wiring in the wiring channel to
realize the logic function, The programmable switch can control the segmented metal
wires to connect in any way to form the signal lines required between logic units. In the
controller design of this paper,AVR single chipmicrocomputerATMega128A is selected
as the main control chip of the system. ATMega128A single chip microcomputer is an
8-bit single chipmicrocomputerwith lowpower consumption and high performance pro-
duced by ATMEL company. It is widely used in many fields such as industrial real-time
control, communication equipment, instruments andmeters. The single cycle instruction
execution time and advanced instruction set structure [11, 12] are adopted. Compared
with other single chip microcomputer models in this series, it has better performance
and higher data transmission rate. It is fully applicable to the design of the hardware
control platform of this educational resource sharing platform. Its main characteristics
are as follows:

(1) 8-bit microprocessor with high performance and low power consumption. It has a
wideworking voltage range and strong anti-interference ability of the power supply.

(2) RISC structure design ensures that many instructions are executed in a single clock
cycle. The system is under the full static working condition of 16 MHz crystal
oscillator, and the processing capacity can reach 16 MIPS.

(3) 8-channel 10 bit successive approximation ADC is integrated internally, and the
sampling rate can reach 15 ksps under the highest precision.

(4) Rich IO resources meet system requirements. In addition, the pin resources also
include second functions such as timer, counter, serial interface and so on. The I/O
interface has a large driving current, and the maximum current can be as high as 40
mA, which can directly drive light-emitting diodes and small relays.

(5) It has 128 K flash storage space and 4 KB ram to meet the basic requirements of
the system without additional extended program memory and data storage space.
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“MCU + FPGA” is the core control mode. The MCU part was mentioned earlier.
Now FPGA and MCU are combined. As a programmable logic device, FPGA provides
four kinds of programmable resources: central programmable function unit of the chip,
rich programmable IO pin resources, programmable wiring resources and on-chip mem-
ory RAM. The rich programmable pin resources and programmable wiring resources
meet the functional design requirements of the hardware system of the educational
resource sharing platform in this paper. Although CPLD and FPGA have a lot in com-
mon, considering the specific application requirements of the system, FPGA has more
advantages:

(1) FPGA is more suitable for timing logic and trigger rich structure [13].
(2) FPGA is programmed by changing the wiring of internal wiring. Programming

under the logic gate has greater advantages in programming flexibility.
(3) FPGA integration is better and CPLD integration is relatively low.
(4) Generally, the power consumption of FPGA is lower than that of CPLD.

In conclusion, considering that FPGA is used as the controller of resource recon-
struction in this part, the chip model is cyclone series ep1c3t100c8. As a medium-sized
product of atlera company, this chip is a low-cost FPGA chip, and rich I/O resources
fully meet the system requirements. The system circuit mainly includes crystal oscillator
clock, serial configurator circuit and download and debugging interface.

2.2 Design Resource-Based Reconfiguration Port

Themain idea of port resource reconfiguration is to connect the hardware resource pin of
ATMega128A with the external port through internal rewiring of FPGA, so as to realize
the conversion of port resources. FPGA has abundant programmable wiring resources
and pin resources to meet the system requirements. In terms of hardware design, there
are three types of connecting pins with FPGA: connecting pins between ATMega128A
and FPGA, connecting pins between internal modules of the system and FPGA, and
connecting pins between reconfigurable ports and FPGA. The pin resources connected
between FPGA and ATMega128A include 8 ordinary pins (PA2-PA3, PA6-PA7, PC2-
PC3, PC6-PC7), two serial ports (RXDO,TXDO,RXD1,TXD1) and four PWM(OC3A,
OC3B, OC1A, OC1B), one external interrupt (PDO (SCL)) The design is divided into
default mode and reconfiguration mode according to the use mode of system resources.
In the default mode, common pin resources are allocated to the reconfigurable port, and
other resources are used by the default internal module; in the reconfiguration mode,
serial port, interrupt, PWM and other resources are allocated to the reconfigurable port,
and the corresponding internal module using the resource will stop working temporarily.
According to this principle For the convenience of users, the system defines the port
reconfiguration specification to indicate the resource allocation under different modes,
as shown in Table 1:

It is pointed out here that the serial port resources connected to FPGA are
ATMega128A, which is connected to FPGA after multiple selection switches. The spe-
cific details will be explained in the next section. The INH input pin of CD4052 chip
is set low to enable multiple chip selection. The two input control pins a and B are
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Table 1. Resource allocation of FPGA in each mode

Serial
number

Hardware
resource

Default mode Reconstruction
mode

1 common pin Reconfigurable Interface –

2 Uarso serial
interface

COM1/COM2/COM3/COM4 Reconfigurable
ports
COM1/com2

3 Uarts1 serial
interface

Wifi module Reconfigurable
port
COM31/COM4

4 Pwm0 timer
output

– Reconfigurable
port COM1

5 Pwm1 timer
output

Motor 1 channel a Control
input

Reconfigurable
ports com2

6 Pwm2 timer
output

Motor 1 channel Ba Control
input

Reconfigurable
ports COM3

7 Pwm3 timer
output

Motor 2 channel a Control
input

Reconfigurable
ports COM4

8 Intro external
interrupt/SCL

Motor 2 channel Ba Control
input

Reconfigurable
ports
COM1/COM3

controlled by one control signal line. Where P_ CTRL1, P_ CTRL2, P_ CTRL3 is con-
nected and controlled by PE2, PE6 and PE7 pins of ATMega128A respectively. The A
and B pins are set high through the pull-up resistance. Y3 channel is gated by default
when the system is powered on to ensure the use of the basic functions of the system.
Students can change the gating of different paths through programming, so as to realize
different functions. As shown in Table 2, the application of each resource in different
path selection.

Table 2. Resource allocation of multi-channel selector switch

Serial number Hardware resource First path Second path

1 Uars0 Serial I/O
interface

USB module FPGA resource
reconfiguration

2 Uars1 Serial I/O
interface

LCD display module FPGA resource
reconfiguration

3 SPI serial I/O interface Epcs 16 Serial
Configurator

SPI dedicated port
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In order to realize fast and simple assembly and flexible combination of various
modules, the external ports must be standardized and diversified. According to this
requirement, the external input and output ports of the system hardware design uniformly
use the six wire universal interface of RJ11. The system has a total of 10 external ports.
According to the type of ports, they are divided into two categories: dedicated ports and
reconfigurable ports.

2.3 Design of External Input Port

The specific connection of each external port is as follows:

(1) SPI port: this port is connected to the multiplexer selection chip. When program-
ming, ATMega128A controls the path selection and connects the port to the SPI
function pin of PBO-PB3.

(2) IIC port: pin 5 of the port is connected with FPGA, and the other pins are connected
with PD4, PD5 and PD1 (SDA) of ATMega128A respectively. In default mode, pin
5 corresponds to PDO (SCL) pin, which is used as IIC port.

(3) Motor/steering gear ports M1 and M2: two motor drive signals in each port are
connected with the output pin of the motor drive chip to control the speed and
forward and reverse rotation of the DC motor. PWM2_ 5 , PWM5_ S is directly
connected to the timer output pins of pe5 and pb7 of ATMega128A to control the
angle of the steering gear.

(4) AD acquisition ports ADC1 and ADC2: connected to pfo-pf7 pin of ATMega128A,
providing 8 ad signal acquisition channels for sensor analog signal acquisition. USB
is used to standardize the connection and communication between external devices
and computers. As a standard external high-speed bus interface, USB is suitable
for a variety of devices, such as MP3 players, cameras, high-speed data acquisition
devices, etc. Compared with other communication interfaces, the biggest feature of
USB interface is easy to use. The system can automatically configure all functions
without user participation, and supports hot plug.However,ATMega128Ahardware
itself does not support USB communication function and requires peripheral circuit
conversion. The circuit connection is shown in Fig. 3–17, where a_ Txdo and
a_ RXD0 is the Y3 channel pin of the multi-channel selector switch. After path
selection, it corresponds to the serial port pins PE3 (TXD0) and PE2 (RXDO).

This platform uses FT232RL as theUSB interface conversion chip, which can realize
the conversion between Serial uart interface and USB without specific USB firmware
programming, and supports the data transmission format of serial interface 7 or 8-bit
data and 1 or 2-bit stop bit. FT232RL chip integrates clock circuit, EEPROM, resistance
and avcc filtering, which reduces the number of external components, 256 byte receiving
buffer and 128 bytes Byte sending buffer can achieve high data throughput, which is very
important in daily system data exchange or program download. Considering the power
consumption and size of the control system, esp8266 WiFi module designed by Shen-
zhen Anxin Co., Ltd. is selected as the wireless communication module in the system.
The control mode of serial communication reduces the occupation of pin resources, It
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supports at instruction set and has strong advantages for subsequent secondary develop-
ment. Esp8266 is characterized by high on-chip integration, so it can be used with only a
few external circuits. As shown in Figure 2, themodule utxd and urxd are connected with
FPGA controller. In the default mode, FPGA connects the serial port of ATMega128AO
The pins are assigned to the module. Esp8266 supports three workingmodes: AP, station
and AP + station. The internal firmware integrates at instruction set and has many rich
instructions, which is convenient for the secondary development of functions in the later
module function design, so as to realize the wireless communication function between
the controller and the computer or mobile device.

3 Software Design of Cross Language Education Resource Sharing
Platform

Based on the hardware design, in order to further optimize the performance of the
cross language education resource sharing platform in the process of resource sharing,
optimize the Hadoop framework resource sharing algorithm, and build a data model to
improve the efficiency of cross language education resource sharing.

3.1 Optimize Resource Sharing Algorithm Based on Hadoop Framework

Hadoop is an open source, distributed system infrastructure platform. It is an open source
distributed computing and storage project implemented in Java. Hadoop is actually
composed of multiple parts. Hadoop MapReduce is the core part, as shown in Figure 2:

Fig. 2. Basic structure of Hadoop framework

Compared with traditional distributed systems, Hadoop system has the following
advantages: Hadoop can run on large-scale clusters composed of Job Tracker and com-
mercial computers, or on cloud computing servers such as Amazon’s elastic computing
cloud (EC2); Hadoop enables users to write parallel code quickly and efficiently through
the subordinate structure(Slave); The data and backup mechanism in HDFS distributed
file system and the task monitoring mechanism in MapReduce ensure the reliability of
distributed processing; The scale of Hadoop can be linearly expanded by increasing the
number of nodes in the cluster to solve the problem of big data processing [14].
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Symbols P(n),H 2
k,n and f (Cn) represent the transmission power, channel gain

and power required to receive data when transmitting data to user k on subcarrier n,
respectively. And the mathematical relationship between them can be expressed as:

Pk(n)
f (Cn)

H 2
k,n

(1)

It shows the relationship between transmission power and reception power required to
share educational resource data with users on a subcarrier. Each subcarrier simultane-
ously transmits the samedata formultiple users in themulticast group, so the transmission
power P(n) required on a subcarrier during multicast is related to the channel gain of all
users served by the subcarrier. The exact mathematical relationship is as follows:

P(n)
f (Cn)

H 2
n

(2)

In formula (2):

Hn = min
{
Hk,n|pk(n) = 1

}
(3)

In formula (3), xx is an indicator, which indicates whether subcarrier n is allocated to
user k. It reveals that the transmission power required on the subcarrier during multicast
depends on the worst channel gain of the users served by the subcarrier. And the detailed
definition of indicator pk(n) is as follows:

pk(n) =
{
1, n → k

0
(4)

The optimization objective of the model in this chapter is to minimize the total
transmission power required by the system through reasonable and effective bit allocation
and subcarrier allocation under the condition of limiting the total rate of the system,
and mark the minimum transmission power required by the system as Pmin. Then the
optimization model can be mathematically expressed as follows:

Pmin = min
N∑

n=1

P(n) = min
N∑

n=1

f (Cn)

H 2
n

(5)

P(n) ≥ f (Cn)pk(n)

H 2
k,n

(6)

k∑

k=1

N∑

n=1

Cnpk(n) ≥ 0 (7)

pk(n) ≥ 0 (8)

P(n) ∈ {0, 1},Cn ∈ B (9)
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The above formula (5) is the optimization goal of the algorithm to minimize the total
transmission power required by the system. The transmission power on the subcarrier
must meet the channel gain requirements of all served users; The total rate available to all
users of the platform must be greater than the minimum rate requirement of the system;
The transmission power on the subcarrier must be non negative: constraint 3 symbol 1
must be taken from positive integers 0 and pk(n), and the number of bits allocated on
the subcarrier must be taken from the number of bits set B that the system can provide.

3.2 Design Data Model

Relational database is the main tool in the design and implementation of application
system. In the process of traditional database design, the author usually establishes
the data model with data table structure. The relational database realized in the design
process is the main goal and task of the system.

This paper is an application developed based on Google App Engine development
environment. Gae does not support traditional data storage, that is, relational database
storage. However, due to habitual considerations, we still use data tables to describe the
data model information, and then transplant them into the data storage model recognized
by gae through the data storage methods mentioned later. The main data tables involved
in the system are shown in Table 3−Table 5.

Table 3. User basic information user data table

Field name Data type Remarks

userID Long Tag user ID

UserName String User name

Password String User password

Email String Email (Google account)

roleID Int User role

Table 4. Role data table

Field name Data type Remarks

roleID Long ID of the tag role entity

rolename String Including students, teachers and adminstrators

roleType Int 1 (student), 2(teacher), 3(administrator)

After logging in, students can browse all groups under interest groups. On the interest
group list page, students can view the name, founder account, founder name, creation
time, topic, access times and other information of all interest groups. At the same time,
they can filter and query the interest group list by conditions, and the filtering results
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Table 5. Data sheet of education resource information

Field name Data type Remarks

fileID Long ID that marks the uniqueness of the resource

filename String Source title

filecontent Long Source content

Username String Asset publisher user name

useremail Email Resource publisher mailbox

upldadDte Date Resource upload time

description String Resource description

courseID Long Course to which the resource belongs

courseID String ID marking course uniqueness

courseInfo String Course introduction information

postID String ID that marks the uniqueness of the post

posttitle String Post on title

postcontent String Post content

Table 6. Platform operation hardware environment

Equipment Model CPU Memory Network
bndwidth

Controller HP Intel(R)Core™i7-4790CPU@3.60GHz 64 GB 100Mbps

ProDesk

498G2

MT

Calculation node HP Intel(R)Core™i7-4790CPU@3.60GHz 64 GB 100Mbps

ProDesk

498G2

MT

Client MT HP ProDesk 498G2 MT 64 GB 100Mbps

HP

ProDesk

498 G2

MT

are still returned in the same form. Students can browse the group or apply to join the
group according to their personal interests. They can become members of the group
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only after being approved by the group leader. Students can create their own groups,
view my group and group information related to me, and delete the groups they create.
Share resources in the same group. Group members can upload resources for use by
group members and leave messages in the group to communicate with others. Everyone
can also delete their own uploaded files, and the team leader can delete all files in the
group. Students can invite others to join or leave the group. The teacher’s operation of the
interest group is consistent with that of the students. The administrator has the function
of managing the group, mainly including the addition, deletion, modification and query
of group resources and messages, and the deletion of the group.

4 Platform Test

The design of cross language education resource sharing platform based on Hadoop
framework studied in this paper integrates and virtualizes the existing hardware infras-
tructure and constructs a unified resource pool with the help of cloud computing technol-
ogy. In order to test the practicability of the cross language education resource sharing
platform, the public library resource integration and sharing methods pointed out in ref-
erence [14] are compared as the original platform, and a comparative test experiment is
designed.

4.1 Test Software and Hardware Environment

The educational resource sharing platform built in this paper is based on the cloud
platform built by openstack. Due to the limitations of the laboratory environment, the
cloud platform in this paper is composed of a control node, a computing node and a
client. One PC is used as the openstack control node, one PC is used as the control node,
and the other computer is provided as the client. The control node is deployed on a PC.
The hardware environment configuration list of this platform is shown in Figure 6:

The software environment for system development and operation in this paper is as
follows: (1) The control node takes Ubuntu 14.04.3 server as the underlying operating
system, the system version running on the client is windows 10 Ultimate, and the open-
stack project version is kilo. (2) The running environment of distance education platform,
the application layer of this paper, is apache-tomcat-7.0.57 for the server, Oracle11g for
the database, and JDK version 1.7.

4.2 Test Results

The testing tool used in this paper is Apache jmeterl42, which is a Java based tool
designed and developed by Apache for stress testing. It can simulate the concurrent
access ofmultiple users to the systemand record the response time.Although the software
can not simulate the real user access, it can control the user request to be sent evenly
within a certain time. This chapter tests the response of users accessing the system, sets
all requests to be sent within 1 second, sets the number of threads (i.e. the number of
simulated users) to 50 to 500, increases 50 each time, and simulates 10 times at the most
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Fig. 3. Comparison of response time

ten sampling points, records the response time comparison each time, and draws the
comparison diagram according to the test results, as shown in Fig. 3:

As can be seen from Fig. 3, cloud computing technology adopts virtualization, its
own scheduling strategy and load balancingmethod.Comparedwith traditionalmethods,
the response time is significantly reduced when the number of concurrent users is large,
and has high response speed and service quality.

Use this platform and the original platform for standard resource sharing, then count
the completion time of resource sharing, average waiting delay and resource download
time, and finally make a comparative analysis. The statistical results are shown in Table
7.

Table 7. Evaluation results of sharing ability

Method Resourec sharing Average waiting delay Resourec download time

Completion time/s /s /s

Paper platform 5.62 1.36 3.66

Original platform 7.23 2.42 5.63

As can be seen from Table 7, when using the cross language education resource
sharing platform based on Hadoop framework to share standard resources, the sharing
completion time, average waiting delay and resource download time are shorter than
those of the original platform, indicating that the sharing ability of the constructed
platform is stronger.

5 Conclusion

Based on the research and summary of educational resource sharing platforms at home
and abroad and the combined application of cloud computing and distance education,
this paper constructs the cloud platform with the help of openstack open source project,
and designs and implements each module in the platform. The main work of this paper
is as follows:
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(1) This paper analyzes the current situation of the existing platform, summarizes the
problems of slow response time and long waiting delay of the platform, and designs
a cross lingual education resource sharing platform based on cloud computing and
Hadoop framework, combined with the advantages of cloud computing technology
that can quickly integrate, share and transmit massive multi-source data.

(2) Study the relevant technologies needed to build a platform based on Hadoop
framework.

(3) Conduct a detailed demand analysis of the platform and determine the design
objectives. Combined with the existing application cases of cloud computing in
distance education, this paper designs an implementation scheme of distance edu-
cation platform based on cloud computing, and analyzes and designs the overall
model, hierarchy and components of the platform.
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Design of Interactive Language Education
Assistant System Based on Data Classification
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Abstract. Aiming at the poor effect of language education, this paper puts for-
ward the design method of language interactive education assistant system based
on data classification, optimizes and improves the hardware structure of the system
to ensure the operation quality of the system, further combines the principle of
data classification, optimizes the function of the system software and simplifies the
operation process of the system, Finally, experiments show that the language inter-
active education assistant system based on data classification can effectively break
the limitations of space and time and improve the quality of language teaching.

Keywords: Data classification · Language interaction · Educational assistance

1 Introduction

With the development of education, computer technology, mobile Internet, and com-
munication technology, computer teaching aid systems based on language interactive
education aid platforms have been increasingly used in teaching, and have played an
important role in the effective development of teaching activities [1]. With the rapid
development of information technology and the continuous innovation of educational
information construction, people have higher and higher requirements for teaching aux-
iliary systems. User needs are gradually developing in the direction of more functions,
easier use, and faster efficiency. The role of network-based auxiliary teaching in mod-
ern education is becoming more and more obvious. The small remote system for the
interactive education auxiliary system makes the communication between teachers and
students, and between students and students more convenient and smooth, which is con-
ducive to improving the learning effect [2]. The online auxiliary teaching system allows
students to fully understand the teacher before class, preview the content of the course,
easily obtain auxiliary materials after class, discuss and answer questions online, and
also facilitate teachers to understand the student’s dynamics in a timely manner, commu-
nicate and adjust the teaching method in a timely manner, So as to improve the quality
of teaching and achieve better teaching effect.

Therefore, relevant researchers have done a lot of research on online assisted instruc-
tion system and achieved some results. Cao et al. Designed a method based on Net
platform. The hardware structure of the system consists of user interface layer, service
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selection layer and data management layer Teachers, students and other users enter their
own identity information in the user interface layer, log in to the system, and click the
corresponding program according to their own application needs. The business selection
layer transmits the user selection instructions to the data management layer, and the data
management layer selects the corresponding resources according to the user needs and
feeds back to the user the interaction of the system is mainly reflected in interactive
teaching and information interaction. Interactive teaching is reflected in online teaching
between teachers and students; Information interaction is embodied in the information
transmission of system information interaction model After testing, the designed sys-
tem has strong pressure resistance, can respond to the application instructions of a large
number of users in real time, and the interactive teaching effect is good, which improves
the students’ sense of self-efficacy. However, the operation of the system consumes a lot
of energy and needs to be further improved. Hu proposed to design an online translation
assistant system based on fusion of multilingual interaction. In the design of the system,
the goal is to realize online learning. In order for learners to learn in the process of
continuous correction, an end-to-end platform is designed. The platform integrates the
machine translation server into the user interface most commonly used by professional
translators, so that the machine can continuously learn from people’s choices and adjust
the model according to specific fields or user styles, Save the later editing work of learn-
ers and improve the auxiliary effect in the process of online translation However, the
application of software in the system design is less, and there are some limitations.

Therefore, this paper designs an interactive language education assistant system
based on data classification. The main design route of the system is:

(1) Based on the in-depth investigation of the background and current situation of the
teaching assistant system, the hardware structure of the system is optimized.

(2) Combined with the principle of data classification, the structure of the course teach-
ing assistant system is optimized. According to the teaching data of teachers and
students’ daily learning needs, analyze and design the teaching data management
system which is more conducive to teachers’ daily teaching work, and optimize the
functional structure of the system.

(3) On this basis, the design system is divided into two parts according to the user
type: student user data classification teaching information management, teacher
data classification teaching information management and administrator user data
classification teaching information management center to complete the system
design.

2 Language Interactive Education Assistance System

2.1 Hardware Structure of Language Interactive Education Assistance System

Through the in-depth investigation of the background and current situation of the teach-
ing assistant system, this paper summarizes some common basic needs of users, and
analyzes the main user roles of the system. For example, in teaching practice, teachers
and students play a major role, because language interactive educational assistance is a
process of teaching and learning [3]. If a language interactive education assistant system
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wants to assist teaching, it must provide certain data, tools, materials, etc. these resources
are inseparable from the careful management of the administrator. At the same time, the
administrator should also provide guarantee for the safety and normal order of the whole
system. Therefore, the role of the administrator is also very important [4]. In order not to
block the whole language interactive education auxiliary system, it is also necessary to
consider non school personnel, that is, tourists. Their existence can share the excellent
resources in the school with other scholars, continuously publicize the campus culture,
and receive good feedback and suggestions from more talents and sages. Based on this,
the hardware structure of the system is optimized as follows:

Upper interface 
hardware connection

Middle interface 
software programming

Lower layer interface 
compilation and download

Hardware
information

Flow chart editing 
area

C language editing 
area

input

output

Built in module

subroutine

Fig. 1. System hardware configuration

In the system hardware configuration in Fig. 1, in order to realize the effectiveness
of the auxiliary system, the hardware connection of the upper interface, the software
programming of the intermediate interface and the compiling and downloading module
of the lower interface are designed in this architecture, and the data output and input
module is designed in the hardware. The PID switch and communication protocol of the
network composite tracking sensor are designed in the system output module, as shown
in the following Table 1 and Table 2:

Table 1. PID switch setting of composite tracking sensor

Switch pin Switch condition Function

2–5 Open Address value 0H01

2–5 Shut Address value 0H02

3–4 Open Find the white line and check that the white line light is on

3–4 Shut Find the black line and check that the black line light is on

In order to ensure the operation efficiency of the system, it is necessary to further
optimize the main control board port and port connection information, and summarize
the motherboard interface through a large number of practical search, as shown in the
following list (Table 3):
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Table 2. Composite tracing sensor communication protocol table

Host command C sensor return data Effective value

P Status values of 9 channels 0–245

PX1– PX9 Monochrome data of corresponding 1–9 channels 0–1352

PX11–PX19 Two color data of corresponding 1–9 channels 0–1352

PX21–PX29 Threshold data of corresponding 1–9 channels 0–1352

PX31–PX39 Current data of corresponding channels 1–9 0–1352

Table 3. Motherboard interface table

Name Motherboard
number

Software
identification

CPU port Connecting parts

Analog interface A3–A15 P0–P9 FD0–FD9 Gray scale, infrared
ranging, light
intensity and other
analog sensors

Digital interface A18–A29 F0–F8 FB0–FB9 Digital signal module

Electric drive
interface

A28 N0 FB2–FB9 On board dual motor
drive output

Liquid crystal
display

T6 Y0 – On board LCD
interface

Combine the principle of data classification to optimize the system development
process, build a language interactive education auxiliary information management plat-
form, and improve the efficiency of the system. The specific structure is shown in the
figure (Fig. 2).
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Fig. 2. Auxiliary information management platform for language interactive education

Based on the above method, the system hardware structure can be designed to better
guarantee the quality of system operation and prolong the service life of the system [5,
6].

2.2 Optimization of System Software Function Structure

The system designed in this paper supports user types such as teachers and students.
Users can query, modify and update their own information [7]. After students register,
teachers can make an analysis and statistics on students’ learning situation after each
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class or after a period of time, timely understand students’ learning dynamics, and feed
back to students, so that teachers and students can interact and exchange course content
in real time, so as to better improve the effect of course teaching [8]. Combined with
the principle of data classification, the structure of course teaching assistant system
is optimized. According to the work flow of teachers’ curriculum teaching data and
students’ daily learning needs data, analyze and design a teaching data management
system that can be more conducive to teachers’ daily teaching work, and optimize the
system functional structure, as follows (Fig. 3):

After analyzing the entire system of the system, it can be determined that this article
will use the MVC architecture and methods, and use the B/S mode for auxiliary system
development and design work. After the analysis, the specific architecture is included
in this structure diagram as shown in the figure. Three-layer structure of presentation
layer, logic layer and data layer (Fig. 4).

user Web Forms

Windows user Windows
Forms

J2EE Basic business 
layer

Data access 
layer

Management business 
layer Data access layer

J2EE

Presentation layer Logical layer Data layer

Web server

Application component server

database

Fig. 4. Software architecture

Through the development and design of this system, it can be used by managers.
At the same time, the development system and structure of the three-level architecture
are also very clear, and the operation is relatively simple, which can greatly reduce the
workload of the software package installation process [9]. In the system presentation
layer, the main work is to use this interface to realize the conversion of data information.
Commands can be input into the system in the form of machine language. This is very
key for the presentation layer. Users can directly use this level. At the same time, the
simplicity of the whole interface needs to be considered. The logic layer mainly operates
and processes the data layer, issues operation commands through the presentation layer,
and then processes the data [10]. After getting the data from the data layer, the data can
be fed back to the system to improve the operation quality of the system.

2.3 Realization of Language Interactive Auxiliary Teaching

The designed system is divided into two parts according to the user type: data classi-
fication teaching information management for student users, data classification teach-
ing information management for teachers and data classification teaching information
management center for administrator users.
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The system mainly provides students with six important modules: media learning
environment, test question training environment, programming training environment,
operation system, learning feedback and user information management. According to
the actual language interactive auxiliary requirements, the system provides different user
information management functions for users with different user permissions. Student
users can only edit their own user information; Teacher users can edit their own user
information and view some student user information, such as student number, name,
class and other non private information; The system administrator can manage the user
information of all users. There are two main management methods: manual editing
and importing format files. Based on this, the system data information classification
management process is optimized, as shown in the figure below (Fig. 5).

start

Log in as 
Administrator

Mode selection

Import user information 
through file

end

Delete user 
information

Manual
preparation

Add user 
information

Modify user 
information

Fig. 5. System data information classification management process

The interactive assistance system provides multiple types of synchronous and asyn-
chronous interactive tools, and combines them with the Steaching process of teachers
and the learning process of students to form various “interactive toolbars” suitable for
different teaching and learning stages. Facilitate convenient and efficient two-way com-
munication and exchanges between teachers and knowledge transfer, between students
and teachers, and between students and knowledge transfer. The main tools of the inter-
active auxiliary systemThemain tools used by the interactive auxiliary system are shown
in the Table 4.
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Table 4. Description of various interactive tools

Type Tool name Feature description

synchronization Hypermedia The teaching content can be presented to students in
various forms, such as text, graphics, animation and
video, and connected with hypertext

E-mail With the communication means provided on the Internet,
teachers can assign tasks and homework through e-mail,
and answer one-to-one through e-mail

Learning Forum Online information service system can provide various
resources, information and contacts to users in need

Use the various teaching tools introduced above to build an interactive auxiliary
subsystem to provide corresponding “interactive Toolbar” for different stages of network
teaching and learning.The architecturemodel of interactive auxiliary subsystem is shown
in figure (Fig. 6).

Interactive
assistant
system

Course management 
toolbar

Course learning 
toolbar

Task interaction 
toolbar

Three level directory 
navigation

Learning activity 
toolbar

Fig. 6. Block diagram of interactive assistance system

In the process of data classification, a large number of data stored in the database do
notmeet the classification conditions. In order to enhance the effect of data classification,
it is necessary to filter the original data. In order to ensure the horizontal and vertical
inconsistency of each evaluation index, it is necessary to classify the data effectively.
The classification of data is to consider the needs of users and recommend teaching
resources to users who want to use them according to the needs of users. Therefore, this
paper classifies the relevant data.

According to the characteristics of the teaching quality evaluation system, the data
classification needs to meet the following rules 1: assuming that the college has N total
of a teachers, for convenience, it is advisable to set each teacher as skij students, the
number of all evaluation indicators is t, k is the score of the j evaluation index of student
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i, and Ek(j) is the mean and variance of the j evaluation index of teacher K.

Ek (j) = 1

N

i=1∑

N

skij−t (1)

Dk (j) = 1

N

N∑

i=1

(
skij − Ek(j)

)2 (2)

IfDk(j)= 0, it means that all students have the same data forM evaluation indicators
of teacher k, and the evaluation datawill be deleted.Ei is themean and variance of student
i is evaluation of teacher k:

Ei = 1

W

k=1∑

W

Ei (k) (3)

Di = 1

WM

k=1∑

W

j=1∑

M

(
skij − Ei

)
2

(4)

If Di = 0, it means that there is no difference in students’ scores on all evaluation
indicators ot of all teachers, then the data will not have a positive effect on data clas-
sification. Therefore, α and β will not be selected. The mean and variance of students’
teaching evaluation scores are as follows:

α = Ei − Ek(j) (5)

β = ot − Di (6)

Use overall classification accuracy Tn and single classification accuracy Fn to
describe the performance of the SVM classifier, which is defined as follows: For the case
where the data set sample distribution is relatively balanced, the overall classification
accuracy evaluation index is used.

A = T1 + T2 + T3 + . . . + Tn
T1 + T2 + T3 + . . . + Tn + F1 + F2 + F3 + . . . + Fn

(7)

For the unbalanced distribution of data samples, the single classification accuracy
evaluation index is used.

C = Ti/(Ti + Fi) (8)

In the formula, Ti represents the number of correct classifications in the data sample
of the type, and F represents the number of incorrect classifications. When describ-
ing the performance of the classifier, the overall classification accuracy can objectively
reflect the generalization performance of the SVM classifier, and the single classification
accuracy can accurately reflect the pros and cons of the SVM classifier. Based on this,
this paper divides the students’ online behavior data samples into two categories under
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the evaluation index with higher overall classification accuracy. Its functions include
the formulation of various types of homework questions, the management of homework
question banks, the release of homework, online submission, online correction, and the
statistical analysis of homework scores and score information query functions. Program
function introduction: Multiple choice questions and judgment questions can be auto-
matically corrected and the scores displayed after the homework is submitted. Students
can view the homework history and correct answers from the homework record. Teach-
ers can manage homework question types and question banks, make online corrections
to some question types, and give scores and comments, as well as statistical analysis
and management of results. Work flow: After the students log in to the system, they will
complete the homework according to the teacher’s assignment.

Students ask questions to the system in thewayof natural language, and the intelligent
question answering agent gives answers. Intelligent Q &amp; A agent has the ability
to learn, accumulate knowledge and improve the ability to answer students’ questions.
After users ask questions, the system analyzes the keywords, matches them with the
answers, and feeds back the results. Both teachers and students can score the answers
given by the system, so as to continuously train the intelligent question answering agent
of the system.

The steps are as follows (1) The user enters the question in natural language, and
the intelligent answering agent obtains the content of the question and displays it in the
dialog box. (2) The intelligent answering agent analyzes the question, gets a number
of keywords, and filters out the redundant words by merging synonyms, etc., to get the
keywords that are actually needed. (3) According to the obtained keywords, query in
the knowledge database to get the most consistent answer. (4) Return and display the
answer. Based on this, the effective design of the system is realized, and the effect of
auxiliary teaching is effectively guaranteed.

3 Analysis of Experimental Results

Any set of system programming software needs supporting software, which is devel-
oped using object-oriented V programming software. On the basis of this development
software, the supporting software is used for development, and the system uses pro-
gramming management software to support the software, and the system is programmed
by flowchart programming software. And C language programming software is com-
posed of two parts, programming management software is used to establish the system
low-level module software and set up the program running environment. The flowchart
programming software and C language programming software rely on AVR GCC sup-
port, and need to install Winavr GCC at the same time. This software has established
environment settings. The default GC version used is: Winavr20070525. The built-in
software module is the part executed in the flowchart programming language. This part
tests whether its functions can be dragged and used correctly. The test results are shown
in the Table 5.

After the development and design of each functional module of the system, it is
necessary to fully test the function and performance of the system, so as to prevent
abnormalities in the process of system operation. At present, the main test methods
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Table 5. Built in software module test table

Type Can I use it Operation C language conversion status

Conditional judgment Sure Stable Accuracy

Count repeat Sure Stable Accuracy

Condition repetition Sure Stable Accuracy

Do repeat Sure Stable Accuracy

Repeat forever Sure Stable Accuracy

Assignment statement Sure Stable Accuracy

Toms delay Sure Stable Accuracy

MS Delay Sure Stable Accuracy

Sensor Sure Stable Accuracy

start-up Sure Stable Accuracy

stop it Sure Stable Accuracy

are black box test and white box test. Black box test is to detect and analyze each
functional module of the system to ensure that the functional modules of the system
can operate normally. There are some differences between white box test and black
box test, which requires designers to have a certain understanding of the structure of
the program, and carry out internal detection and analysis. When testing the system
function, first of all, it is necessary to test the data interface of the system, determine the
relevant parameters and information input by the user in the test process, and also meet
the following requirements: (1) divide and test the functional modules of the system,
complete the test analysis of the main functional modules, and complete the big data
test. (2) When testing the network of the system, users need to log in to the system many
times, so as to determine the user’s actual operation, which can ensure the normal use of
the system. During the specific test, the personnel participating in the test need to adjust
according to the parameters, as shown in the Table 6:

Teaching assistantmanagement includes various functions such as examinationman-
agement, score management, and student attendance management. For the functions of
the system, these functions are the main functional modules in the entire system, as
shown in the figure (Fig. 7).

The test of the system is not only considered from the function, but also from the
performance and other aspects. In particular, different users will participate in the test
process and need to be tested and processed according to different user roles. In the
process of system test, all functional modules are closely connected with the test process.
In addition, the process is easy to understand, the user interface is very friendly and the
operation is relatively simple. After the function test, the abnormal performance test is
also required. The specific method is that the user inputs the abnormal value to judge
whether the system can avoid the occurrence of abnormal conditions during operation.
At the same time, the system can prompt that the value entered by the user is illegal.
In the test results, it can be determined that there are 160 use case designs selected
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Table 6. Functional test cases

Control Expected results Is it stable

Software main interface and menu Operate the main page, including
registration, login, use, etc., to determine
whether the main interface and menu
functions of the software are stable

Stable�
unstable�

Message publishing management Administrators use this function to
publish message data

Stable�
unstable�

Binding effect of official documents Staff can manage official document data Stable�
unstable�

Teaching resource management The system can sort out teaching
resources

Stable�
unstable�

Auxiliary teaching The system can provide courseware,
audio and video for auxiliary teaching

Stable�
unstable�

system maintenance The administrator can back up the
database and download the database

Stable�
unstable�
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Fig. 7. Evaluation of the recommended effect of courseware

this time, The total number of functional modules involved is 400, and there are 380
normal test items, accounting for 95% of the test proportion; 15 items with light defects,
accounting for 3.75% of the test proportion; There are 5 moderate defects, accounting
for 1.25° of the test proportion. Although the system runs well, there are still some
errors, mainly as follows: users of any identity can view all functions when entering the
system. Although users without permission cannot use these functions of the system,
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there are still defects. In addition, the description of the interface is inaccurate. These
test problems have been corrected after the test results, and all have been changed and
improved before deployment.

4 Conclusion

This paper designs a language interactive course assistant system based on data clas-
sification. The system design includes hardware and software. In the hardware design,
the overall optimization of the system module is optimized, and the connection layer
and other modules of the system are designed. In the system software design, the data
classification method is used to classify the extracted user demand data to improve the
performance of the auxiliary system. The experimental results show that the system
designed in this paper has good performance. However, in the current research, more
user data and user needs should be considered in the system design, whichwill be helpful
in the future.
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Abstract. The traditional basketball posture recognition method has large error
and the recognition effect decreases. A basketball posture recognition method
based on machine vision is designed for physical education teaching. Collect bas-
ketball posture information; Extract the characteristics of basketball movement
in physical education teaching; Basketball posture calibration based on machine
vision; Then realize the recognition of basketball posture. By means of compara-
tive experiments, it is verified that the attitude recognition effect of the newmethod
is better and has great popularization value.

Keywords: Machine vision · Physical education · Basketball posture ·
Identification method

1 Introduction

In the 21st century, the innovation of science and technology has changed with each
passing day. Cameras, video recorders and various video acquisition devices have been
integrated into all aspects of our life. These devices are widely used in traffic manage-
ment, medical experiments, shopping mall services and so on [1]. It can be said that our
life is closely related to these technologies, and almost everyone can’t live without these
technology-related devices. Nowadays, the video data we can get has shown explosive
growth, which brings some difficulties to our traditional video analysis. In the tradi-
tional methods, video analysis and other related processes through simple manpower
are no longer applicable in this era. Now we often assist people to do corresponding
video analysis by means of computer automatic video classification [2]. Its application
scenarios involve video surveillance, human-computer interaction, virtual reality, video
retrieval and so on [3]. People have done a lot of research on the content of automatic
video recognition through computers, but now some video based recognition done by
major companies often requires some special cameras, such as Kinect of Microsoft and
somatosensory games developed by various game companies [4, 5]. However, there is
little research on the videos taken by mobile phone cameras that are often used in our
daily life. Indeed, compared with the video taken by the computer, the video taken by
the mobile phone has some “jitter” problems. However, according to the psychology
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of ordinary people, people are more willing to accept new products that meet the cor-
responding functions by transforming the objects they often use, rather than buying
expensive equipment [6, 7]. Compared with the former, the equipment used in the latter
has great universality and practicability.

In recent years, fitness has attracted more and more attention. Almost everyone pays
attention to their own body, and everyone will do some fitness activities every day.
Basketball is the most popular among fitness sports [8]. Basketball is a collective sport
that throws the ball into the opponent’s basket to score and prevents the opponent from
getting the ball and scoring under the restriction of specific rules. Compared with other
ball games, basketball has many technologies, various tactical forms, strong skills of
players, and reflects the characteristics of individual combat and cooperation. In the
basketball game, the basketball skill level of the players has an obvious impact on the
whole team. If the basketball level of the players is insufficient, the weaknesses of the
team will be exposed, and the defense and attack level will be greatly reduced, which is
not conducive to the performance of the team in the basketball game. Therefore, it is very
necessary to carry out scientific and reasonable basketball training for the players [9,
10]. In the traditional way of basketball training, coaches make training plans according
to the training and competition of athletes. This method depends on the coaches’ training
theory and their own experience, and has a certain subjectivity. In addition, it is difficult
to avoid wrong movements and possible injuries to athletes’ muscles, soft tissues and
bones through scientific observation in the training process, which will affect the normal
progress of training and even shorten athletes’ sports life. From the perspective of training
quality evaluation, the evaluation work is operated manually. Coaches need to calculate
the training performance of each athlete with reference to different test standards. This
method also has some disadvantages [11]. Firstly, the test of athletes is carried out
manually, which needs a lot of time for coaches, the process is complex and the accuracy
is poor; Secondly, the testmethodhas limitations. It is difficult tomeasure some important
motion parameters such as acceleration and angular velocity directly, but it is impossible
tomeasure the information such asmuscle tension, sprint ability and bodybalance; Third,
coaches lack scientific evaluation methods, and it is difficult to formulate corresponding
decision-making schemes according to the test data. Therefore, if the sports parameters
of athletes can be collected in real time and accurately, the sports posture of athletes can
be analyzed and identified, and the training effect evaluation model can be constructed.
Based on this, coaches can reasonably adjust the training scheme and scientifically
evaluate the training quality, it is of great significance to improve the competitive ability
of sports mobilization and the decision-making ability of coaches.

2 Design of Basketball Posture Recognition Method in Physical
Education Teaching Based on Machine Vision

2.1 Collect Basketball Posture Information

At present, there are two main recognition methods of human posture recognition,
namely, recognition technology based on image analysis and recognition technology
based on inertial sensor. The recognition technology based on image analysis mainly
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recognizes human posture by collecting video, image and other information. Therefore,
it is necessary to place cameras and other monitoring equipment in the detection envi-
ronment in advance for data acquisition. The application of image analysis technology in
human posture recognition is early and mature, In addition, the technology uses multiple
cameras to detect human action posture from multiple angles, and uses neural network
algorithm to train and classify image and video data. Although this method can accu-
rately recognize other people’s daily actions, it contains a large amount of data, It is
difficult to realize real-time monitoring [12, 13]. There are still many deficiencies in the
recognition technology based on image analysis, which requires high precision of the
equipment, and the equipment is bulky and inconvenient to carry. Video acquisition is
easy to produce dead corners, some places are not easy to be observed, the monitoring
range is obviously limited, and the large amount of image acquisition data is easy to
lead to insufficient storage and can not achieve the purpose of real-time monitoring.
The recognition technology based on inertial sensor makes up for the shortcomings of
image recognition technology. The development of science and technology drives the
improvement of sensor technology. Sensor equipment has become the best method to
obtain human posture information with the characteristics of small volume, high pre-
cision, flexibility and easy to wear, low environmental requirements, high sensitivity,
low energy consumption and good real-time performance, It is widely used in various
fields, such as competitive sports, rehabilitation therapy, somatosensory games and so
on.Multiple inertial sensor devices are used together to form a body area network, which
has been widely used. Therefore, on this basis, this paper designs the data acquisition
module by using the way of sensor.

In the data acquisition stage, the attitude information of human body completing
different actions is collected by sensors. The sensor node formed by the combination
of multiple sensor devices can convert the action information in the process of action
completion into electrical signals for uploading, so as to meet the requirements of subse-
quent logic operation, data storage and communication. According to the requirements
of practical application, it is difficult for a single sensor module tomeet the work require-
ments. The information required in human posture recognition is complex and diverse,
including physical and physiological information such as acceleration, angular velocity
or heart rate. The analysis and processing work needs to be completed inside the node, so
the design of the node needs to include multiple sensor modules, It can be used together
to meet the work requirements of the system. Generally, a sensor node includes four
modules, as shown in Fig. 1 below.

As shown in Fig. 1, it is mainly composed of processor module, power supply, sensor
module and communication module. The processor module controls the normal opera-
tion of each functional module of the sensor node and carries out the relevant processing
of each signal; The sensor module realizes the function of detecting object motion infor-
mation and realizes the transformation frommotion information to electrical signal; The
communicationmodule is responsible for signal transmission and transmitting node data
to other devices by wireless means; The power supply provides energy for the normal
operation of the whole sensor. At present, mobile devices such as mobile phones have
also begun to integrate sensor modules, which have the function of wireless communi-
cation. They will replace sensor nodes to wear them on key parts of the human body for
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signal acquisition. Compared with sensor nodes, the wearing position of mobile devices
is not fixed, which will have an impact on the recognition results of the system. When
detecting motion information through sensors, The equipment can be placed in a fixed
position to avoid this effect. At present, there are many human posture recognition plat-
forms. Researchers need to build a posture detection platform according to their own
research needs.

In data acquisition, multiple sensor nodes are generally used to collect relevant
information. In addition to the structure of the node itself, the effective and complete
transmission of data is another main problem. At present, according to different data
transmissionmedia, data transmission forms aremainly wired andwireless.Wired trans-
missionmode is more stable and reliable, but it is not widely used because of its complex
installation and wiring andmany restrictions onmotion detection;Wireless transmission
mode has many advantages in the field of human posture recognition. The commonly
used wireless communication technologies include wireless radio frequency identifica-
tion, Bluetooth, Zig Bee, wireless ultra wideband, etc. wireless transmission mode can
reduce the impact of sensors on normal activities, so most systems use this form of
data transmission. When designing wireless transmission protocol, we need to consider
network architecture, radio technology, communication protocol and energy control.
Among the common network topologies, star topology and mesh topology are widely
used in practical applications. In the body area network structure, it mainly realizes the
aggregation of the data information collected by the nodes attached to the human body,
so as to transmit the data to the upper computer for calculation. In the application of body
area network, the star topology requires multiple nodes to be directly connected with
the receiving node. Its network communication structure is relatively simple and easy to
implement, so it is often used. Compared with the star topology, the mesh topology is
more complex, but it can use multiple ways to reduce the path loss caused by diffraction,
and the data transmission only exists between adjacent nodes, which can keep the node
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small transmission energy. In the network protocol setting, we need to set a reasonable
network structure according to our own research needs.

2.2 Extraction of Basketball Action Characteristics in Physical Education
Teaching

Feature is the abstract representation of a set of data, and the representation of data
features can have many forms. At the same time, feature can be equivalent to attribute
value, so feature extraction is the process of transforming the original data set into an
attribute set that can be used to express these data characteristics. When the amount
of input data set is too large and some of the data is redundant, it is necessary to use
the feature extraction algorithm to extract the feature attribute set of input data to form
the feature vector. As a representative feature set, it simplifies the data set to a certain
extent, improves the operation efficiency of the algorithm and reduces the complexity.
Generally, the combination of feature extraction and feature selection is used to construct
the appropriate feature vector. The selection of the appropriate feature set is very key
to the recognition of human posture. After extracting the data set representing each
action through data division, analyze the data of unit action to extract the attribute set
of reaction characteristics. This process is the feature extraction process [14]. The main
methods of feature extraction are to analyze the characteristics of different data and
extract the corresponding features. At present, the more common features are time-
domain features, frequency-domain features and time-frequency features. Time domain
features: there are many time domain features, which are often used in research: mean,
variance, extreme value, standard deviation, covariance, correlation coefficient, root
mean square, etc. It is also called signal statistical feature. Its calculation method is
simple and low complexity. It is often used in the field of human pose recognition.
Frequencydomain characteristics: in order to obtain the frequencydomain characteristics
of the signal, the time domain signal is usually transformed into the frequency domain
signal, which is generally realized by Fourier transform. The frequency domain signal
represents the components of the signal at different frequencies, which is different from
the time domain characteristics, and reflects the signal characteristics on the other hand.
The commonly used frequency domain features include frequency domain line, spectral
energy, etc., and the Fourier transform coefficient L + L and its absolute value are
generally used as frequency domain features for reference. Time frequency feature:
the time-frequency feature reflects the characteristics of the signal in time domain and
frequency domain. This feature is mainly used for feature extraction of unstable signals.
In the process of time-frequency feature extraction, wavelet analysis is mainly used to
realize the extraction, and the local transformation of frequency and time can be used to
realize multi-scale thinning of the signal.

Feature selection is a variable selection method, also known as attribute selection or
variable subset selection. It is a process used to select relevant attribute subsets in order
to build a classification model. The primary reason why feature selection is proposed is
that in the feature set obtained by feature extraction, not all attributes are relevant and
useful, and some attribute selection may be redundant. The introduction of irrelevant
attributes not only has no effect on the construction of the model, but also makes the con-
structed model more complex due to the redundancy and irrelevance of data. Therefore,
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reasonable feature screening is extremely necessary. There is a big difference between
feature selection and feature extraction. The purpose of feature extraction is to extract
feature vectors from the original data, and feature selection is to select appropriate fea-
ture sets from these feature vectors. There are three main purposes of feature selection:
(1) simplify the model and reduce the computational complexity; (2) Shorten training
time; (3) Strengthen the promotion to avoid the problem of over fitting. The commonly
used feature selection algorithms are generally obtained by combining the evaluation
function with sequential forward / backward search, decision tree, best first search and
genetic algorithm. Among them, the evaluation algorithm is a function that can reflect
the advantages and disadvantages of the selected feature subset, which can be used to
solve the correlation between feature and classification, classifier error rate and so on.

Since the concept ofmachine visionwas put forward,many large companies, research
institutes and universities have made unremitting efforts in this field. At present, they
have made great progress in many fields. Many products of machine vision have been
widely used in our society and life, such as human-computer interaction, virtual real-
ity, video retrieval, video surveillance and so on. Most of the major companies do the
corresponding research on machine vision to meet their own needs, or to explore the
way and clear the obstacles for the future of the company. Therefore, each company
has its own focus, and each company also has its own advantages and disadvantages. In
various applications of machine vision, gesture recognition based on video is a popular
and indispensable direction in the research direction of human-computer interaction.
Gestures are closely related to our lives. Almost everyone has to make different gestures
every day, such as waving, clapping, boxing and so on. Among the gestures people
make, some gestures are complex and some gestures are simple. But every gesture is
basically inseparable from the beginning, process and end of the gesture. For the research
on the application of gesture recognition based on video, we can roughly make these
classifications: one-dimensional gesture recognition, two-dimensional gesture recogni-
tion and three-dimensional gesture recognition. The specific application scenarios of
gesture recognition of these three classifications are very different. One dimensional
gesture recognition is mainly used to recognize some static hand types. It is relatively
simple. The gestures he wants to recognize are almost unchanged. For example, you
need to recognize a static V hand type, a static fist hand type, and a static number 0
hand type; Compared with one-dimensional gesture recognition, two-dimensional ges-
ture recognition still has no relevant depth information. Its process ismainly detected and
recognized by the changing characteristics of a gesture action in the two-dimensional
plane. Although this kind of recognition extracts more features than one-dimensional
gesture recognition, it is difficult to recognize because it not only recognizes simple
hand shape, but a series of continuous actions without corresponding depth information.
Because modern people often carry some devices, such as mobile phones and cameras,
their cameras have no depth information, but these devices are widely used now, and
almost everyone is using these devices. Therefore, two-dimensional gesture recognition
still has corresponding research prospects and application scenarios. Compared with
two-dimensional gesture recognition, three-dimensional gesture recognition has a layer
of depth information, so its recognition efficiency ismore accurate than two-dimensional
gesture recognition, but the calculation of three-dimensional gesture recognition is much
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larger than that of two-dimensional gesture recognition. Therefore, three-dimensional
gesture recognition is generally applied to some devices equipped with depth cameras,
It can not be used for mobile phones and other equipment, such as home game consoles,
some security locks of security companies, places with large personnel mobility in hotel
amusement parks, etc.

In this paper, feature extraction is divided into two categories, one is global analysis
method, the other is local analysis method. The overall analysis method usually extracts
the foreground of the video by means of background subtraction method, optical flow
method and difference method to obtain the corresponding binary image, then obtains
the overall region of interest through the binary image, and then processes these regions
of interest accordingly. The next step is to obtain the contour and edge information of
these regions of interest. However, in these information, we may often contain a lot
of unnecessary and redundant information, which we call noise. How to filter these
noises and obtain the corresponding accurate eigenvalues is often the focus of feature
extraction. People have done a lot of research in this area. Extracting video eigenvalues
can distinguish the corresponding eigenvalues. This method mainly obtains the contours
through the background subtraction method. These contour information often contains
corresponding energy information. The second step of this method is to analyze the
energy of these contours, inwhich the analysismainly analyzes the correspondingmotion
potential energy, and kinetic energy, Then the corresponding video contour energy map
is obtained by analysis, and the motion history map of the contour is obtained by using
the motion image. Because the process of obtaining eigenvalues by this method is single
perspective and the perspective is often unchanged, it is easy to obtain some features of
invariant moments.

2.3 Calibrating Basketball Posture Based on Machine Vision

After the basketball feature extraction above, this paper will further calibrate the basket-
ball posture based on machine vision. In general, in the extracted feature set, only the
largest and second largest features are taken as the corresponding real feature values,
while for other smaller features, they are deleted on the current interface, so as to ensure
that there are two external rectangular features of the image of each frame, Prevent
the situation that more than two features are drawn in a connected area. This prevents
“system noise”. By removing these noises, we can further improve the accuracy of our
recognition. The principle of machine vision is shown in Fig. 2 below.

In Fig. 2, P represents the light source, X1 andXR represent the left and right cameras,
d represents the distance between the left and right cameras, L and R represent the object
to be measured, B represents the left and right boundary distance of the object to be
measured, D represents the distance between the camera and the object to be measured,
and Z represents the distance between the light source and the object to be measured.
As shown in Fig. 2, the original data signals collected by the machine vision equipment
often have noise signals generated by the influence of the external environment and
themselves. These signals are inaccurate. Therefore, it is very necessary to denoise the
original data signals. There aremanymethods to denoise data information, and the signal
denoising method implemented in software design is generally called digital filtering.
This technology mainly includes classical filter and modern filter. Among them, the
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Fig. 2. Principle of machine vision

former first assumes that the useful signal and noise signal in the signal are located in
different frequency bands, and the noise signal can be removed simply by placing the
signal in the linear system. The common high-pass and low-pass filters are constructed
based on the principle of different frequency band distribution of the signal. However, the
classical filter has defects, which is no longer applicable to the original signal data with
overlapping frequency bands of noise and signal. For this type of signal, the modern
filter is generally used. Different from the classical filter principle, the modern filter
classifies the useful signal and noise into random signals, and then deduces and estimates
the characteristics of the useful signal or noise by using its corresponding statistical
characteristics such as autocorrelation function and self power spectrum. The common
modern filter algorithms mainly include Kalman filter, Wiener filter and so on.

Normalization, also known as standardization, is a basic step in data information
mining and plays a role in simplifying calculation. In the process of human pose recog-
nition, normalization method is also used to process the data. Because in the body area
network system, the placement positions of nodes are different, and in the process of
movement, nodes will shake with the movement of human body. The change of node
position information will cause a certain deviation in the collected data, which may
reduce the accuracy of human posture recognition. Data normalization can eliminate the
dimensional influence between different data and solve the problem of data compara-
bility. The normalization processing means is to scale the data to a certain range, and
transform its expression, so that different data can be comprehensively compared and
evaluated. Two methods of data normalization processing will be introduced in detail
below. First, linear function transformation. This method maps the original data to the
closed interval between 0 and 1 through linear transformation, and can complete the
equal scaling function of the original data signal. The specific effects are as follows.

Xnorm = X − Xmin

Xmax − Xmin
(1)

In formula (1), Xnorm is the result of linear function conversion; X is the original data;
Xmax is the maximum value of sample data; Xmin is the minimum value of sample data.
On this basis, the 0-means normalization method is used to process the original data into
a normal distribution set with mean value of 0 and variance of 1, as shown below.

y = x − μ

δ
(2)



204 X. Li and Z. Wang

In formula (2), x data set to be processed; y is the result obtained after calculation; μ

is the mean value of the original data; δ is the variance of the original data. In order to
solve the attitude accurately and reduce the noise interference of the sensor, the angular
velocity, acceleration and magnetic field strength are fused in the process of calculating
the node attitude, and the quaternion method is used to represent the space attitude, and
then the attitude is calibrated. Quaternions are composed of a real number and three
imaginary units. The definition formula is as follows:

Q = w + xi + yj + zk (3)

In formula (3), w, x, y and 4 are real numbers; i. j and k are three imaginary units; Q is
a unit quaternion, which is normalized as follows:

Qnorm = Q
√
w2 + x2 + y2 + z2

(4)

In formula (4), Qnorm represents the normalized quaternion. In this paper, it is applied
to describe the rotation of rigid bodies in three-dimensional space, as follows:

Q̂ = 0.5 · Q · p (5)

p = 0 + wxi + wyj + wzk (6)

In formula (5–6), Q̂ is the derivative of quaternion to time; p is the angular velocity.
Through visual conversion, the unit quaternion used to describe the conversion of rigid
body from one attitude to the next can be obtained. The update formula is as follows:

Qk+1 = Qk + �t · Q̂k (7)

Q̂k = 0.5 · Qk · pk (8)

In formula (7–8), at this time, k is a non negative integer; Qk+1 is the unit quaternion
of basketball posture at k + 1 times; Qk is the unit quaternion of basketball posture at k
times; �t is the time interval between two samples; Q̂k is the derivative of quaternion
to time at time k; pk is the quaternion at time k. Calibrate the quaternion as follows:

xk+1 = φkxk + wk (9)

zk = Hkxk + wk (10)

In formula (9–10), xk+1 is the basketball posture calibration state at time k + 1; φk is
the state transition matrix; xk is the basketball posture calibration state at time k; wk
is the noise vector; zk is the secondary measured value; Hk is the relationship between
basketball teaching posture and visual measurement in the ideal state. Through this
calibration state, basketball teaching posture can be accurately identified.
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2.4 Recognition of Basketball Posture

The implementation process of basketball posture recognition method based onmachine
vision is shown in Fig. 3.

In order to realize the recognitionof basketball posture, themachinevision equipment
is fixed on the back of the basketball player’s hand, and the acceleration and angular
velocity data of the player’s hand in the process of jump shot are collected. The jump
shot process is divided into four stages, the shooting posture of each stage is analyzed,
and the sound feedback reminder is used to help the athletes correct the shooting posture.
However, the jump shot posture of athletes is reflected by the movement posture of their
arms and legs. This method only analyzes the posture of hands in the shooting process,
and lacks the consideration of the posture of other parts of the body. By collecting the
data of athletes’ heart rate, oxygen consumption and acceleration, this paper analyzes
the physiological characteristics of basketball players in the process of sports, compares
the physiological performance of athletes in different forms of competition and training,
and proves that wearable devices are very helpful to the quantification of basketball, but
there is no specific research on the quantification of basketball; The basketball posture
recognition system is constructed by using acceleration machine vision, the lower limb
data of basketball players are collected, and the recognition of 8 kinds of actions in
basketball is completed. In this paper, only the acceleration data is used as a reference,
the characteristics of the constructed data set are single, and the average recognition
accuracy is less than 70%. There are many researches on basketball based on machine
vision, but they mainly focus on the movement information of some limbs in basketball,
such as the hand posture in the shooting process, the lower limb state in the movement
process or the physiological characteristics of basketball players. There is little research
on the comprehensive analysis of basketball players’ upper and lower limb movements.
Basketball movement is a complex movement completed by the upper and lower limbs.
The recognition of basic basketball movements plays an important role in improving
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the skills of basketball players. Therefore, this paper mainly studies the classification of
basic movements of upper and lower limbs in basketball, and preliminarily realizes the
recognition of basic basketball movements.

3 Experiment and Analysis

In order to verify whether the method designed in this paper has practical effect, this
paper carries out experiments on the above methods. The experimental process and
results are as follows.

3.1 Experimental Process

The PC of this training and testing program is configured with Intel Core 2 2.70 GHz
processor, 2 G memory, Windows XP operating system, and Visual Studio 2005 and
OpenCV programming environment. The original resolution of the camera is 1024 ×
768, the resolution of the collected video image is adjusted to 512 × 384 by using the
interpolation algorithm. The experiment starts at the angle of 0° and ends at the angle
of 360°. The sensor node is continuously rotated and the data is sampled every 45°. The
experiment is divided into two groups. In order to compare the recognition effect of the
method designed in this paper, the first group adopts the traditional attitude recognition
method; The second group of the experiment uses the method designed in this paper to
recognize the running posture of basketball.

3.2 Experimental Results and Discussion

In the above experimental environment, twomethods are used to recognize the basketball
action posture in the collected image, and comparedwith the standard action. The smaller
the error between the standard action and the standard action, the better the recognition
effect of the corresponding method. The experimental results are shown in Table 1.

Table 1. Experimental results

Rotation angle Recognition error of traditional
attitude recognition methods

The recognition error of the attitude
recognition method designed in this
paper

0 0.25 0.00

45 0.29 0.03

90 0.32 0.04

135 0.68 0.08

180 0.87 0.12

225 1.38 0.36

(continued)
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Table 1. (continued)

Rotation angle Recognition error of traditional
attitude recognition methods

The recognition error of the attitude
recognition method designed in this
paper

270 2.72 0.44

315 2.95 0.48

360 3.03 0.51

As shown in Table 1, the traditional attitude recognitionmethod has large recognition
error and poor recognition effect; The attitude recognition method designed in this paper
has small recognition error and good recognition effect, which is in line with the purpose
of this paper.

4 Conclusion

Basketball training is the process of improving competitive ability. It refers to the educa-
tional process specially organized to continuously improve andmaintain the competitive
level of athletes under the guidance of coaches and the participation of athletes. The
content of basketball training mainly includes five aspects: Athletes’ physical training,
technical training, tactical training, psychological training and intelligent training. In the
competition, the athletes’ technical movement is unstable and do not play well, and they
can’t keep up with the changes of their opponents and miss people in defense. On the
one hand, it shows that the basic skills are not solid, and it also shows that the trainers
and coaches don’t pay attention to the basic skills practice in peacetime, so it will lead to
the athletes’ repeated mistakes and omissions due to the basic skills in the competition.
Therefore, we should strengthen the basic technical training of athletes. In this paper, the
recognition method of basketball action posture in physical education teaching based
on machine vision is designed. By collecting basketball action posture information, the
basketball action characteristics in physical education teaching are extracted, and the
basketball action posture is calibrated by machine vision method, in order to improve
the recognition effect, reduce the recognition error, and provide guiding suggestions for
the standardization of basketball.
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Abstract. The traditional image recognition method mainly relies on the simi-
larity expansion calculation of the prominent features of the image to realize the
image recognition. This method not only reduces the recognition accuracy of the
image, but also makes the recognition efficiency of the image low due to the com-
plex calculation process. In response to the above problems, this research designed
an image recognition method for educational scenes based on machine learning.
After performing normalization, denoising, and enhancement preprocessing on
the educational scene image, the HOG, SIFT, and Haar features in the image are
extracted. Then use the convolutional neural network model in machine learning
technology to complete the recognition of educational scene images. Experimen-
tal results show that the effective recognition rate of this method is higher than
92%, and compared with traditional methods, the recognition efficiency of this
method is significantly improved.

Keywords: Machine learning · Convolutional neural network · Educational
scene image · Image recognition · Image enhancement · Feature extraction

1 Introduction

With the explosive growth of the number of digital images, the image processing method
of usingmanual methods tomanage and classify digital images has been difficult to meet
people’s needs because of its low efficiency. People urgently need a method that can
automatically process and manage digital images, and computer vision task was born
under this background [1].

Computer vision includes many disciplines, such as machine learning, image pro-
cessing andpattern recognition. Through the powerful processing ability of the computer,
it can analyze and process the obtained video images, and detect, recognize and analyze
the targets in the video scene. Through the analysis and data mining of a large number
of video data, the content information in video is analyzed, so as to replace some human
work.

In the field of computer vision, how to use computers to realize the automatic recog-
nition and management of digital images is an urgent problem to be solved. At present,
the main development direction is to use machine learning methods to train computers
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to have their own “thinking” so that they can automatically “recognize” and “under-
stand” images. Indoor scene is more complex, which makes the research of indoor scene
recognition more difficult.

The general process of scene image recognition includes feature selection and extrac-
tion and classifier learning. Among them, feature selection is the key step in the whole
recognition task. The more abstract the feature, the richer its structural information and
semantic information, and the stronger its expression ability. Therefore, in the scene
recognition task, the feature of the target image is extracted first, and then input into the
classifier for recognition. In previous studies, scene recognition methods can be divided
into the following two types according to the nature of the extracted features: one is the
scene recognition method based on the underlying features, and the other is the scene
recognition method based on the middle and high-level semantics [2]. The above meth-
ods belong to scene recognition methods based on semantic features. In the process of
feature extraction, the selection of features is artificially set by researchers, which is not
only time-consuming and laborious, but also expensive. What features can accurately
express scene information and achieve ideal recognition effect is still a difficult problem
in the research.

In the early stage of scene recognition research, scholars often choose features such
as color and texture to describe the scene. With the development of technology, related
scholars have proposed the use of SIFT, HOG, GIST, CENTRIST and other features to
recognize scenes. When faced with indoor scenes with complex structures, it is often
impossible to accurately describe the most important features of the scene. Wang et al.
used image segmentation algorithms to identify high-speed railway scenes. Sun et al.
used the different importance of the information in the scene image, introduced the priv-
ilege information and attention mechanism, and realized the recognition of the special
scene. However, when the above technology was applied to indoor scenes, the expected
recognition result could not be obtained. Li et al. fused RGB images from multiple per-
spectives to realize indoor scene understanding and complete indoor scene recognition.
This method had a large amount of calculation in practical application, and the efficiency
of scene image recognition was low.

With the continuous development of machine learning, experts and scholars have
proposed a large number of machine learning models. These models are used in differ-
ent fields of machine learning according to different characteristics to solve different
problems [6]. Applying machine learning to image recognition can improve the effect
and accuracy of image recognition with the help of good learning.

Education scene image refers to the video image information of education and teach-
ing collected by AR technology, which can reflect the teaching status and other informa-
tion. By analyzing the education scene image, the improvement in the teaching environ-
ment can be analyzed. However, the existing image recognitionmethods are seldom used
in educational scene images. Therefore, according to the above research background,
aiming at the problem of low image recognition efficiency existing in traditional meth-
ods, this paper designs a new image recognition method for educational scenes based
on the convolutional neural network model in machine learning technology.
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2 Methodological Research

2.1 Image Preprocessing of Educational Scenes

The acquisition of digital images is the process of imaging objects, which refers to the
process of obtaining image data in the scene through a specific imaging device and
reconstructing the obtained data [7]. In this paper, the Baslel ACE series acA2500-149c
industrial camera with a high-definition webcam is used to capture video in educational
scenes to provide better depth images. Among them, the specific parameter information
of the Basler camera is shown in Table 1.

Table 1. Specific parameters of Basler cameras

Parameter item Specific value

Horizontal/vertical resolution 2590 × 1942px

Horizontal/vertical pixel size 2.2um × 2.2um

Frame rate 14fps

Black and white/color Color

Interface GigE

Pixel depth 12bits

Video output format Mono 8, Bayer GB 1 2, YUV 4: 2: 2

Image normalization plays a very important role in processing digital images. It can
eliminate the requirements of illumination and pose size for image processing.Generally,
the pictures obtained by the camera contain a large part of background information,
which will adversely interfere with the later image processing. In order to improve the
algorithm performance of face detection and subsequent clothing segmentation in the
classroom scene, the image needs to be processed as follows:

1) Image scale normalization. According to the image size obtained by the camera, in
order to improve the speed of image calculation and processing andwithout affecting
the loss of original image information, the image size is scaled to 640 × 480 pixels.
In the face classifier training process, in order to segment the face region from the
original image, we use the calibration software to calibrate and cut the face region
of the original image, with a size of 20 × 20 pixels.

2) Noise reduction. For two-dimensional images, there are some noise points in both
gray image obtained directly and gray image converted from color image. In this
paper, considering the performance indicators of denoising effect and computational
efficiency, median filtering is used to reduce the noise of the collected image.

The mathematical expression of median filtering for two-dimensional images is [8]:

yij = MidA
{
fij

}
(1)
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Among them, A represents the template formed by the neighborhood pixels selected
during filtering; fij represents the pixel value at (i, j) in the two-dimensional image.
Neighborhood median filtering can effectively filter out the isolated noise in the image,
it is very effective for salt and pepper noise, and at the same time it can preserve the
details of the edge and other information in the image to the greatest extent.

3) Image enhancement. High-pass filter can enhance image edge information and repair
blurred details in the image. In this study, histogram equalization is used for image
enhancement. For an image with a pixel area of A0, it is assumed that the gray
value of the image pixel is divided into N effective gray levels. If the number of
pixels in each gray level of the image is A0/N , then this image is called a histogram
equalized image. Assuming that the gray level of the original image is g, the gray
level histogram of the image before transformation is denoted as H1, the gray level
after transformation is denoted as G, the gray level of the transformed image is
denoted asH2, according to the principle of histogram equalization, it can be known
that the transformed image has A0/N pixels at each effective gray level. So there are
the following expressions:

G = F(g)

g∑

i=0

H1(i) =
G∑

i=0

H2(i) = G × A0/N (2)

On this basis, we can get:

G = F(g) = N

A0

g∑

i=0

H1(i) = N

A0
A(g) (3)

A(g) represents the cumulative function of pixel distribution, and the calculation formula
is:

A(g) = A(g − 1) + hist
[
g
]
, g = 0, 1, . . . , 255 (4)

After preprocessing the education scene image according to the aboveprocess, the feature
extraction of the education scene image is performed.

2.2 Image Feature Extraction of Educational Scenes

There are many features to be recognized in educational scene images. Based on HOG
feature, SIFT feature and Haar feature, this study identifies scenes and people in the
image.

The histogramcan retain the edge and contour information of the image to the greatest
extent, and is insensitive to light intensity and small offsets. Since the edge contour of
the object is represented by the gradient distribution and the edge direction at the same
time, the image can be divided into the same unit cell when extracting the HOG feature,
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and the gradient of all pixels in the image can be calculated. The gradient of the pixel in
the image is [9]:

Gx(x, y) = H (x + 1, y) − H (x − 1, y)

Gy(x, y) = H (x, y + 1) − H (x, y − 1)
(5)

Among them, Gx(x, y) represents the horizontal gradient of the image pixel (x, y);
Gy(x, y) represents the vertical gradient of the image pixel (x, y); H (x, y) represents
the pixel value of the image pixel (x, y). Then the gradient magnitude and direction at
(x, y) are:

G(x, y) =
√
G2
x (x, y) + G2

y (x, y) (6)

α(x, y) = tan−1
(
Gy(x, y)

Gx(x, y)

)
(7)

Then count the gradient histograms of each cell one by one, then cascade all the cells,
and finally generate the HOG descriptor. The calculation of the HOG feature is small,
and it can effectively represent the shape and contour of the target in the image within
a specific range, and it is not sensitive to changes in illumination.

SIFT features include two steps: key point detection and key point feature description
[10]. Among them, key point detection includes scale space extreme value detection and

Key point detection

Key point feature 
description

Directional distribution

Generate key point 
descriptors

Key locationDetection of extreme 
values in scale space

Key point descriptionThe direction of the 
assignment

Fig. 1. Schematic diagram of SIFT feature extraction process
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key point positioning, and key point feature description includes direction assignment
and key point description. The process of extracting SIFT features is shown in Fig. 1.

For the character feature extraction in the educational scene image, this paper uses
Haar-like features to represent the character features in the educational scene. Figure 2
is a schematic diagram of the representation of Haar-like features.

1 Edge character 2 Linear features

3 Center features 4 Diagonal feature

Fig. 2. Representation of Haar-like features

Haar feature is a performance feature that reflects the change of image gray level
information. It is sensitive to some simple graphic structures with relatively large gray
level changes, such as line segments and edge images. At the same time, it describes
a structure with a specific trend [11]. By translating and telescoping the Haar feature
template to change its position information and adjusting the size of the template, many
rectangular area features can be obtained. Among them, the value of the rectangular
feature is called the feature value. Denote the integral image of image I as I ′, where
point (x, y) is represented as any pixel in image I , which is defined as follows:

I ′(u, v) =
∫ u

x=0

∫ u

y=0
I(x, y)dxdy (8)

According to the definition of integral image, the integral value of any region can be
obtained. When calculating the integral value of a rectangular area in the image, it can
be calculated only by using the integral values of the current point and the three points
in front of the current point. After extracting the features of education scene image, the
convolution neural network in machine learning is used to realize education scene image
recognition.

2.3 Using Convolutional Neural Networks to Recognize Educational Scene
Images

Convolutional neural network is developed on the basis of artificial neural network. Con-
volutional neural network simulates the machine learning algorithm of biological visual
nervous system, which consists of input layer, convolutional layer, pooling layer, full
connection layer and output layer. Among them, the input layer can input 2d image data,
the convolution layer and pooling layer are used to extract features, the full connection
layer is used to integrate the features transferred from the convolution layer and pooling
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layer, and the output layer can judge the relevant images by category to achieve the goal
of image recognition. The most important part of convolutional neural network is the
convolutional layer and the pooling layer [12].

The output layer of the convolutional neural network is designed as a support vector
machine classifier, the features are extracted through the convolutional neural network,
and then the support vector machine classifier is used for classification to achieve a
better image recognition effect [13]. The convolutional layer is a related operation used
to extract feature surfaces in a convolutional neural network. Many abstract feature
surfaces can be obtained through convolution operations. At the beginning, the input is
an M × N pixel input image, and then the convolution process is performed according
to the specific convolution and P × T convolution. If the sliding step size of the sliding
window is O, then the size of the feature image obtained by the convolution operation
is O Calculated as follows:

S = [(M − P)/O + 1] × [(N − T )/O + 1] (9)

The receptive field of the convolutional layer is to only connect the local area of the upper
layer to the neurons of the next layer through the convolution kernel. It can be regarded
as the first process of the image. The connection of the local area of the receptive field
can significantly reduce the parameters. It can be assumed that the size of the output
feature map is R × S, then the number of fully connected parameters is:

N = M × N × R × S (10)

The number of parameters connected locally is:

N = P × T × R × S (11)

It can be seen from the comparison of the formulas that the parameter reduction is
reduced from the multiple of the original image size to the multiple of the convolution
kernel size. Subsequently, through weight sharing, all output neurons share the same
weight, then the number of parameters is directly reduced to the number of parameters
of convolution kernel, and the number of parameters shared through weight is:

N = P × T (12)

Pooling layer is the relevant operation of convolutional neural network to sample the
feature surface. Through the sampling operation of pooling layer, the feature surfacewith
smaller scale and fewer parameters can be obtained. Figure 3 is the schematic diagram
of the two pooling methods selected in this paper.

The pooling layer immediately follows the convolutional layer and can play the role
of secondary feature extraction. Full connection using the full connection method will
cause more parameters, then the calculation of the entire network will become larger
and it is prone to overfitting, which can be handled by the method of Dropout abstention.
The waiver formula is:

r = m

(

a

(
∑

t

ωtvt

))

(13)
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Fig. 3. Schematic diagram of convolutional neural network pooling operation

Regarding the waiver formula, consider a as the activation function, and then m as the
waiver function. The value calculated by the activation function a represents the value of
the neuron, and then the abstention functionm represents whether the neuron is acting as
an input. ω is the connection weight between the pooling layer and the fully connected
layer in the convolutional neural network; v is the output weight of the convolutional
layer.

In convolutional neural networks, both the S function and the R function are widely
used, and the two functions have their own excellent performance. For the S function, the
function is closer to the expression of the neuron and has good smoothness, but it has the
disadvantages of gradient disappearance and slow convergence speed; for the R function,
the function can have sparseness and faster convergence speed, which just compensates
for S The lack of function, so combining the advantages of the two functions, a new
activation function SR function is designed. The function formula is as follows:

f (x) = max

(
1

1 + e−x

(
x + 1

2

))
(14)

The training samples of convolutional neural network are composed of education scene
images with typical characteristics, and the convolutional neural network established
above is used for image recognition of the training sample set. According to the recog-
nition results of the sample set, the parameters of the convolutional neural network are
continuously adjusted to minimize the recognition error of the convolutional neural net-
work. The specific training and testing process of convolutional neural network is shown
in Fig. 4.

The parameters of neural network with minimum identification error are taken as the
final identification parameters. According to the above contents, the recognition results
of education scene images are output by convolution neural network, and the content
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Fig. 4. Flow chart of training process and testing process of convolutional neural network

research of education scene image recognition method based on machine learning is
completed.

3 Experimental Research

In order to verify the effectiveness of the above machine-learning-based educational
scene image recognition method, the following experiments are designed. In order to
avoid the uniformity of experimental results, the traditional recognition method based
on image segmentation algorithm is compared with the image recognition method based
on feature fusion.

3.1 Experiment Content

In the experiment, the recognition method designed in this paper was taken as the experi-
mental group, the recognitionmethod based on image segmentation algorithmwas taken
as the comparison group 1, and the image recognition method based on feature fusion
was taken as the comparison group 2.

From the monitoring of different types of educational places in a university, 5000
educational scene images are taken as experimental data set. All images to be recognized
have the same resolution and size to avoid interference to the experimental results. Of
these, 2,700 were used for machine learning training and 2,300 for comparative testing.
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Due to the large difference in the number of sample data, the training and testing
of the model will be affected, and the scenario category with a large number of data
is prone to overfitting, while the scenario category with a small number of data has
little influence on the training process. Therefore, data enhancement operations such as
magnification rotation, horizontal flip and vertical flip were selected for the scene image
in the experiment.

The data set is divided into training set, validation set and test set according to the
ratio of 0.6, 0.2 and 0.2. The training set is used to train the networkmodel, the validation
set is used to adjust the parameters of the network model, and the test set is used to test
the recognition performance of the network model. Perform unified preprocessing on
the experimental images, and annotate the images manually.

On three experimental platforms with exactly the same configuration, three image
recognition methods of the experimental group and the comparison group were used to
recognize the images. The recognition results of the 3 groups of recognition methods are
compared with the real image annotations, and the correct recognition numbers of the
recognition methods under different recognition numbers are counted, and the effective
recognition rate of the recognition methods is calculated. It takes time to record the
recognition of 3 groups of recognition methods at the same time, so as to compare the
recognition efficiency of the methods. Comprehensive analysis of the two index data,
evaluation of the performance of the identification method.

3.2 Experimental Results

Figure 5 shows the comparison of the effective recognition rates of the three groups of
methods.
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Fig. 5. Comparison of effective recognition rate of methods

Table 2 shows the identification time of the three groups of methods. The longer the
time, the lower the identification efficiency.
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Table 2. Recognition time-consuming comparison/s

Identification
number

Test group Comparison
group 1

Comparison
group 2

100 1.62 1.78 1.85

500 1.71 1.99 2.13

1000 1.84 2.07 2.54

1500 1.95 2.36 2.91

2300 2.16 2.63 3.52

According to the analysis of Fig. 5, with the increase of the number of samples
to be identified, the effective recognition rate of comparison group 2 first decreased,
followed by the effective recognition rate of comparison group 1. However, the effective
recognition rate of control group 1 will not be reduced after it is reduced to 83%. The
effective recognition rate of the experimental groupmethod has beenmaintained at more
than 92%.

According to the data in Table 2, under the condition of high effective recognition
rate, the identification time of the experimental group method is the shortest and the
identification efficiency is the highest.

To sum up, the education scene image recognition method based on machine learn-
ing designed in this paper has the advantages of high recognition accuracy and high
recognition efficiency.

4 Conclusion

Image recognition is the research focus of machine learning and the foundation of
machine vision. This paper studies the image recognition method of educational scenes
based on machine learning. Correlative experiments prove that this method effectively
improves the recognition effect of pictures. However, the amount of data in this exper-
iment is relatively small. Since the larger the amount of data in the image library, the
more essential the characteristics of things can be learned. Therefore, follow-up studies
will be applied to larger-scale image recognition tasks.
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Abstract. The traditional human behavior recognition technology takes a long
time to recognize human behavior. Aiming at the shortcomings of traditional
methods, this paper designs a new human action recognition method in physical
education based on efficient wearable sensor network. Firstly, the human action
recognition characteristics of physical education teaching are extracted. Secondly,
the human action recognition model of physical education teaching is constructed
based on wearable perception, so as to realize human action recognition. The
results show that the shortest action recognition time of physical education teach-
ing people designed in this paper is 0.169 s. The designed physical education
teaching human action recognition method has good recognition effect and certain
application value.

Keywords: Wearable perception · Physical education · Human body · Action
recognition

1 Introduction

As an advanced information processing tool, computer has provided information ser-
vices for mankind since its birth. In recent years, with the continuous improvement of
hardware manufacturing and software development technology, all kinds of miniatur-
ized devices with communication, perception and computing capabilities have become
popular [1]. The services provided by computers have also changed from the original
proprietary and centralized computing services tomore flexible services around people’s
needs. Computing systems and human users are more closely combined through natural
interaction [2–4]. In this kind of computer system, an important supporting technology
is the perception and recognition technology of human behavior, so that it can provide
services according to human behavior [5]. On the basis of human behavior recognition, a
series of typical applications can be developed. In academic circles, a lot of research has
also been carried out on the development of such a new application system [6]. To realize
human behavior recognition, we must solve many problems, including human behavior
perception, behavior modeling and recognition. In perception, we should not only cap-
ture the data related to human behavior, but also provide a good user experience [7]. In
modeling and recognition, we should fully consider the complexity of human behavior
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and meet the application requirements in performance [8]. Human behavior recogni-
tion technology has attracted extensive attention in academia and industry because of
its broad application prospects and rich research problems. Under this background, this
paper makes a systematic and in-depth research on human behavior recognition in daily
life.

Despite the support of rich perceptual means and computing resources, it is still a
challenge to realize the recognition of humanbehavior [9]. Firstly, from the perspective of
behavior perception, what type of data can best reflect the characteristics of behavior and
is most conducive to subsequent recognition is still an unsolved problem. Secondly, from
the perspective of perception methods, how to reduce the interference to people’s daily
life as much as possible on the basis of ensuring that the perceived data can be effectively
used for behavior recognition Protecting people’s privacy and improving the wearing
experience [10] is still a very challenging problem; Third, from the perspective of human
behavior, people’s daily behavior is complex, the implementation of behavior is arbitrary,
and there is complex interaction between people. How to model complex behaviors
and identify them accurately is a very difficult problem; Finally, in some application
scenarios, there are performance requirements represented by real-time performance of
the recognition system. How to give consideration to the accuracy and performance of
recognition at the same time needs to be deeply studied. Therefore, how to realize real-
time human behavior recognition technology for complex behavior based on wearable
sensor network is a problem worthy of research. The research on Chinese elementary
mathematical knowledge extraction based on CRF algorithm proposed in document [11]
introduces the traditional CRF process of named entity recognition. Then, an improved
algorithmCRF++ for conditional field model is proposed. Aiming at the low recognition
rate of named entities based on traditional machine learning methods, a post-processing
method of entity recognition with automatic dictionary generation is proposed. After
identifying mathematical entities, a pruning strategy combining Viterbi algorithm and
rules is proposed to improve the recognition rate of basic mathematical entities. The
distribution and application of the main additional error in the fractal coding method
proposed in reference [12]. By extracting the original additional error value, a new
fast fractal coding method is proposed. Then, using the extracted main additional error
values, we analyze the distribution of these values. We found that different distributions
of values represent different parts of the image. Finally, we analyze the experimental
results and find some properties of these values. Experimental results also show the
effectiveness of this method. And the existing human motion recognition methods have
not been applied to physical education teaching, which cannot ensure the recognition
accuracy and recognition performance on the basis of ensuring that the perceptual data
is effectively applied to sports motion recognition.

In order to solve the above problems, this paper systematically studies the human
behavior recognition technology in physical education teaching based on wearable sen-
sor network. Aiming at the complexity of human behavior, the problem of behavior
recognition in the case of single person complex behavior execution is deeply studied.
Various data related to human behavior are obtained through various sensing means con-
tained inwearable sensor networks, and the corresponding human behavior is recognized
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through behavior model based on behavior recognition algorithm. The recognition algo-
rithm based on EP and ESP is used to accurately segment the boundary between adjacent
behaviors. The recognition of multi - person interaction behavior is studied from the per-
spective of group From the perspective of behavior recognition system performance, the
problem of real-time behavior recognition is studied. From the perspective of perception
means, the low-cost maintenance free human behavior perception technology based on
passive wearable devices is studied.

2 Design of Human Motion Recognition Method in Physical
Education Teaching Based on Wearable Perception

2.1 Extracting Human Motion Recognition Features in Physical Education
Teaching

Recognition is one of themost frequent activities of human beings and other living bodies
in their life. It is a basic ability that humanbeingsmust have to know, understand and adapt
to the environment. In the above understanding, not as a special mode of observation
methods and concluded that the provisions of the observation can be through biological
capacity, such as eye view, hear, touch to get the feeling in the form of observations, can
also is to use technical means, such as instrument is to obtain the data in the form of
observations, likewise, recognition process can be a brain thinking, can also be algorithm
is carried out.Basedon the abovebasic understanding, a formalmodeling of a recognition
system to complete the recognition task is presented as shown in (1) below.

RS = S ◦ R (1)

In Formula (1), S stands for perception and R stands for recognition and identification
process. In general, behaviors canbenamedaccording to people’s subjectivewishes, such
as drinking water, eating, watching TV, etc. According to the above basic understanding
of human behavior, when people perform specific behaviors, they will produce relatively
significant external performance, which is defined as (2) below.

E = RA−→O (2)

In Formula (2), A represents the behavior set and O represents the external performance
set. At this point, the framework designed is shown in Fig. 1 below.

As can be seen from Fig. 1, after obtaining various data related to human behav-
ior through various sensing means contained in wearable sensor networks, these data
need to go through a series of processing to identify the human behavior information
contained therein. Although different types of perceptual data need different process-
ing methods, the basic system framework is basically the same when considering the
whole human behavior recognition system. Behavior recognition is often regarded as a
special classification problem. A behavior recognition system conforms to the architec-
ture of a typica pattern recognition system. The wearable sensor network at the bottom
of the system is responsible for sensing all kinds of data related to human behavior,
and transmitting the sensed data to the processing node through data communication
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Fig. 1. Human motion recognition framework

technology [13, 14]. The obtained data is divided into a section of data, which can be
called a behavior instance during behavior recognition. The data contained in a behavior
instance is extracted to obtain the feature vector corresponding to the behavior instance
as the input of the behavior recognition algorithm. The behavior recognition algorithm
then recognizes the corresponding human behavior through the behavior model.

In the field of behavior recognition, the features extracted from acceleration data
mainly include time domain features, space domain features, frequency domain features
and so on. Let X be a sequence of acceleration readings obtained by segmentation, the
specific contents and calculation methods of various features are as follows.

Time domain features include the mean, root mean square, variance, standard devi-
ation, absolute mean difference, interquartile distance, mean crossing times of accelera-
tion data in a period of time. Themean and root mean square describe the overall value of
acceleration data. Variance, standard deviation, absolute mean difference, interquartile
distance and mean crossing times all describe the fluctuation and dispersion of acceler-
ation data from all aspects. The specific description of the above features is as follows:
first, the mean value is calculated, and the calculation formula is shown in the follow-
ing (3), followed by the root mean square (4) and variance (5), and the absolute mean
difference (6) is as follows.

X = 1

T

T∑

t=1

xt (3)

RMS(X ) =
√√√√ 1

T

T∑

t=1

x2t (4)

δx = 1

T − 1

T∑

t=1

(xt − X )2 (5)

MAD(X ) = 1

T

T∑

t=1

∣∣xt − X
∣∣ (6)
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In formulas (3)–(6),T represents time, xt represents frequency domain, and the interquar-
tile distance is used to describe the dispersion degree of acceleration data. The calculation
method is to arrange the acceleration data from small to large, and calculate the differ-
ence between the third quartile and the first quartile. The mean crossing times is used to
describe the fluctuation degree of acceleration data with time, and its calculation method
is to count the times of acceleration data crossing the mean.

In addition to the above common features, there are also some features that can
be used, such as maximum value, minimum value, histogram, etc. the spatial domain
features mainly include the correlation coefficient of acceleration data of multiple axes.
These correlation coefficients describe the degree of correlation between accelerations
in different body parts and directions. Given two random variables representing accel-
erations of different axes, X and y, the correlation coefficient (x, y) between them can
be calculated by formula (7).

correlation(X ,Y ) = cov(X ,Y )

δxδy
(7)

In formula (7), cov(X ,Y ) represents covariance and δx, δy represents standard deviation.
Since the frequency domain characteristics are periodic, the calculation formula is as
follows (8).

Energy(X ) =
∑T

i=1 |Fi|2
T

(8)

In formula (8), |Fi| represents the amplitude after Fourier change. When processing
environmental and physiological index data, the common features of sensor data includ-
ing numerical types such as illumination, temperature, humidity and pulse also include
simple time-domain features and frequency-domain features. The range of features used
is basically covered by the previous section. Because the number of environmental and
physiological sensors involved in a wearable sensor network is generally one sensor, the
use of spatial domain features is rare. For speech signal, in addition to ordinary numerical
calculation, speech recognition is also done to help mark the category of behavior.

2.2 Construction of Human Motion Recognition Model in Physical Education
Based on Wearable Perception

Wearable sensor network, due to its rich types of sensors, can comprehensively sense
all kinds of data related to human behavior, including acceleration, temperature, sound,
location, object use, etc. at the same time, it has the advantages of small privacy invasion,
small volume, light weight, small living interference, simple maintenance, etc., It has
become a very advantageous technology of behavior perception. In a wearable sensor
network composed of active sensor devices, people wear various types of sensor nodes,
which are equipped with various types of sensors including acceleration, temperature,
sound, light and so on. After the sensor node obtains the sensor reading, it sends the
data to the sink node through wired, wireless and other communication methods. The
sink node transmits the received data to the processing node for subsequent behavior
identification. The advantage of active sensor equipment is that it has strong sensor
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ability and can sense various types of data. However, one of the obvious limitations is
that active sensor devices need battery power to maintain their normal work. Therefore,
a human motion recognition model for physical education teaching is constructed based
on wearable perception.

The “quasi” mentioned above is the basic requirement to be met by a behavior recog-
nition system, and its basic meaning is accurate behavior recognition. More specifically,
when evaluating the functional indicators of a behavior recognition system, we try to
carry out the evaluation with the help of confusion matrix. The confusion matrix is a
squarematrix. The rows in thematrix represent the recognition results. Based on the con-
fusion matrix, many performance indicators described below can be calculated. Firstly,
for the overall recognition accuracy, there are the following metrics. Recognition accu-
racy is one of the most commonly used performance indicators in behavior recognition.
The definition of recognition accuracy is that the behavior instances correctly recog-
nized account for the total number of all behavior instances. The recognition accuracy
of the algorithm can be easily calculated on the basis of the confusion matrix. In addi-
tion to counting the recognition accuracy of the algorithm on the basis of examples, for
the behavior recognition system whose input is continuous data flow, another common
method of statistical accuracy is the time slice accuracy. Given a period of time series
data, first slice it with a fixed length time slice, The essence of time slice accuracy is to
calculate the proportion of correctly classified time slices.

For the identification of single person complex behavior, the following problem
description is given: Based on the behavior data obtained by the perception platform,
firstly segment the data to obtain the end behavior example. Considering the dynamics
of behavior execution length, how to ensure the accuracy of data segmentation is the
problem to be solved in this paper. Then, assuming that the system considers m behav-
iors, the problem to be solved in single person behavior recognition is to construct the
recognition algorithm RA so that the recognized behavior category is equal to the cor-
responding real behavior category, considering various complex situations that human
behaviors may include sequence, crossover and parallel execution in real life, The corre-
sponding human behavior may be a single behavior executed sequentially, or a complex
behavior composed of multiple basic behaviors executed alternately or in parallel. Due
to the diversity of people’s complex behaviors in daily life, it is impossible to show all
kinds of complex execution of behaviors in daily life in training data. Therefore, it is
necessary to design an algorithm framework that can identify complex human behaviors
only by modeling and training basic behaviors.

Firstly, solve the problem of data source, complete the construction of single per-
son behavior perception platform and obtain behavior data. On the obtained continuous
sensor data stream, the data is segmented by using the 1-s sliding window segmen-
tation technology to obtain the sequence of data units. After using classical methods
to extract features from data units, the feature vector sequence is obtained. Based on
the feature vector sequence, the sliding window model is used to segment and obtain
behavior examples. Finally, the recognition algorithm based on EP and ESP, including
sequential behavior model and complex behavior model, is used for recognition. In order
to accurately segment the boundary between adjacent behaviors, the recognition results
are used as feedback information to fine adjust the previous segmentation points.
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In this process, how to model and identify sequential and complex behaviors is the
biggest difficulty. To solve this difficulty, firstly, the problem of modeling and identify-
ing the basic behavior of sequential execution is solved. Because of its strong ability to
distinguish between categories and easy to understand, the classification method based
on EP is more suitable for the use scenario proposed in this paper as a basic behavior
modeling and recognition method. Considering the sequence characteristics of basic
actions during behavior execution, in order to realize more accurate modeling of behav-
ior, it is necessary to model the sequence of basic action elements in the behavior model.
Therefore, based on the traditional EP method, the concept of ESP is proposed and
used for behavior modeling. The complexity of single person behavior requires that the
behavior model can model complex behaviors including sequential, cross and parallel
execution. However, due to the diversity of complex behaviors, it is impossible to col-
lect corresponding training examples for each complex behavior and model and identify
them separately. Therefore, based on the basic behavior model of sequential execution,
a training free complex behavior model acquisition method based on behavior length
accumulation and optimistic score estimation is proposed. It realizes the goal of single
person complex behavior recognition under diversified execution conditions without a
large number of special training data.

After obtaining the perceived behavior data, the corresponding features are extracted
from different types of data for recognition. One second of data is taken as a basic unit for
feature extraction. Specifically, the extracted features include the following categories.

The features extracted from three-dimensional acceleration data include its mean
value, variance, energy, entropy and correlation coefficient. Where the average value is
the average value of acceleration over a period of time.Variance is used to characterize the
stability of acceleration data. Energy characterizes the periodicity of acceleration data.
Themethod of calculating energy is to calculate the square sum of the amplitudes of each
component of the acceleration data after Fourier transform. Di is used to help distinguish
different behaviors when the acceleration values of different behaviors have similar
energy. The calculation method of Di is to calculate the average information Di of each
component of acceleration data after Fourier transform. The correlation coefficient of
acceleration is calculated by selecting the pairing between each axis of each acceleration
sensor and calculating its correlation. The correlation coefficient is used to describe the
correlation between the readings of axes in different directions of different acceleration
sensors. In addition to the acceleration data, the average values of temperature, humidity
and light intensity sensor readings are calculated as characteristics. For the micro RFID
sensor worn by both hands, the article corresponding to the perceived tag is used as the
characteristic value. When the tag is not perceived or the perceived tag reading error
occurs, it is represented by null. For location data, the perceived room of the person is
used as the characteristic value.

In general, a total of 75 features are extracted from the sensor data, of which 72
features are numerical, while the remaining three features (enumerative) can only be
selected from several fixed values. For continuous sensor data flow, a 1-s sliding window
is used to extract features, and every 1-s sensor reading is extracted into a 75 dimensional
feature vector.
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For numerical features, when the corresponding eigenvalues are extracted from the
original data of the sensor, they need to be discretized for subsequent recognition. The
discretizationmethod based on the direct value is adopted. Thismethod uses the category
information to calculate the direct value of different discretized intervals, and selects the
interval division method with the smallest direct value as the discretization method for
continuous eigenvalues By using this method, the characteristics of 72 numerical types
are discretized into 1046 disjoint intervals.

Firstly, the framework of single person complex behavior recognition algorithm
based on EP is given. Given a new behavior observation sequence and assuming its
time, the goal of the recognition system is to mark the observation value at each time
with the correct category of one or more behaviors. Assuming that the current time is
t, for each possible behavior a, first use a sliding motion with length L The window
intercepts a section from the observed value sequence as an instance to wait for recogni-
tion, which is the average length of the behavior obtained from the training data. After
obtaining an instance, calculate the possibility that the behavior category corresponding
to the instance is a. after calculating the possibility for all possible behaviors, select
the behavior with the highest possibility as the behavior corresponding to the current
instance. Process After the current instance is completed, slide the sliding window for-
ward and continue to process the next instance in a similar way. In order to accurately
divide the boundary between two adjacent behaviors, a boundary detection and adjust-
ment algorithm is proposed to realize the accurate segmentation of behavior boundary
in the recognition process. The above processing steps will be executed repeatedly until
the end of the input observation sequence.

In the process of recognition, the possibility of an instance corresponding to a certain
behavior is estimated by calculating different scores. The method of calculating these
scores is the core of this algorithm. In the algorithm, three different types of scores are
proposed. The recognition model based on this is shown in (9) and (10).

E =
∑T

i=1 |Fi|2
correlation(X ,Y )

(9)

R = E

correlation(X ,Y )
(10)

Given an instance of an observed value to be identified, the sequence of observed eigen-
vectors contains an instance of the behavior SA, followed by an instance of the behavior
SA, starting at t time. During the recognition, the length Ls A of behavior SA is firstly
used to intercept A section of observation value instance. In order to achieve accurate
recognition, coverage score is introduced tomeasure the proportion of observation values
unrelated to the current assumed behavior in A section of data.

2.3 Realize Human Motion Recognition

Combined with the sliding window based recognition algorithm and boundary detection
algorithm proposed above, assuming that a sliding window contains a complete example
of the current behavior, this combined algorithm can very effectively and accurately
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identify all behaviors in the data set to be identified. But in daily behavior, even if it is
the same behavior, the time used by people to perform it may be different every time.
As mentioned above, this difference in time length, if not effectively solved, will have
a serious impact on the performance of the whole recognition system. Therefore, when
designing the final behavior recognition algorithm, we need to further optimize this
problem.

The search space of sequential pattern mining can be expressed as a tree structure. In
this tree, each node represents a sequence pattern, and the sequence pattern represented
by each node is the prefix of the sequence pattern represented by its child nodes. It is to
mine new patterns by continuously expanding the sequential patterns in the current tree.
Given a sequence pattern, there are two ways to extend it. Add a new item to the last
element E of S. sequence extension adds a new element containing only one item after
the last element E of S. For element extension, the items in each element are arranged in
dictionary order. Only when a new element is arranged after all existing items, the item
is considered to be added to the element. For example, for elements, e can be extended
with item C, but e is not considered to be extended with a. The reason for this is to avoid
duplicate sequences in the search process.

In the process of mining, esp miner traverses the search space through depth first
search. For the support of sequences, it is obvious that the support of a sequence pattern
is always less than or equal to the support of its subsequences. ESP miner uses this
feature to preliminarily prune the search space. Starting from an empty sequence < >,
esp miner continues to add new elements to the current sequence for expansion until the
support of the new sequence pattern is lower than the minimum support threshold.

As a preliminary exploration of human behavior recognition based on wearable
sensor networks, firstly, the method of human behavior perception and recognition using
activewearable sensorswith rich perception types and intuitive perceptiondata is studied.
From the problemof behavior recognition, this paper first selects the recognition of single
person complex behavior as the research content. The problem of single person complex
behavior recognition based on active wearable sensor networks is discussed in detail.

First, data acquisition. In a typical active wearable sensor network, the data collected
by each sensor node is often sent to the sink node through a single hop wireless network,
and then transmitted to the processing node for processing. When considering the prob-
lem of single person complex behavior recognition, the focus is on how to identify, and
the problem of data acquisition can learn from the existing structure of typical wearable
sensor networks. Therefore, on this issue, we do not make too much in-depth research
on the problem of data acquisition.

Second, data segmentation. In the traditional behavior recognition system, sliding
window is a widely used data segmentation technology. However, when considering
practical application scenarios, it is found that it is difficult to accurately locate the
boundary between two adjacent behaviors by using a simple sliding window model.
Inaccurate data segmentation will lead to incomplete or mixed behavior data contained
in a behavior instance, which will affect the effect of subsequent recognition. Therefore,
when considering the problem of single person complex behavior recognition based on
active wearable sensor networks, how to accurately segment the data is the key problem.
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Third, feature extraction. In the field of behavior recognition, the commonly used
sensor types based on active sensor devices include acceleration sensor, sound sensor
and RFID sensor. The features used in the existing work include various time-domain
and frequency-domain features of acceleration sensor data, various time-domain and
frequency-domain features of sound sensor, and tag information of RFID sensor. In
general, the sensors currently used and the features extracted according to the sensors
basically cover various types of data that can be used under the conditions of the prior art.
However, because human behavior recognition is a new topic, there is no final conclusion
on what features extracted by each sensor can best reflect the behavior information
contained in the data. The quality of the extracted features directly affects the accuracy
of subsequent behavior recognition, so this is a problem worthy of in-depth exploration.

Firstly, the overall framework of espar algorithm is given. The input of the algorithm
is the continuous observation data stream obtained from the human wearable sensor
network, and becomes the sequence of feature vectors according to the preprocessing.
The operation of espar algorithm is divided into two stages: model training and behavior
recognition. In the training phase, the basic behavior data set executed in the order of
marked behavior categories is used to train the model andmine the corresponding esp. In
the recognition stage, given a sequence s of eigenvectors, s is segmented byusing a sliding
windowwith length LX to obtain an instance of behavior, where LX is the average length
of behavior a that may correspond to the assumed current instance. After obtaining the
instance, the recognition algorithm is used to identify the behavior corresponding to the
instance. Corresponding to the data of two adjacent behaviors, the boundary detection
algorithm is used to adjust their boundaries and adjust the length of behaviors, so as
to achieve accurate behavior data segmentation and recognition. This process can be
regarded as a feedback process. The purpose of this process is to correct the inaccuracy
of the simple sliding window based method in behavior instance segmentation. The
above identification process will be executed circularly until the whole input data is
identified.

Based on the above definition, the complete process of espar algorithm is given.
Firstly, for each possible behavior a, a sliding window is used to intercept a segment
from the eigenvalue sequence as the behavior instance to be identified. The size of the
slidingwindow is la. After obtaining the instance, calculate the possibility of the behavior
using the specified method. Specify the most likely behavior as the behavior category
for this instance. In order to correct the inaccurate behavior boundary caused by using a
simple sliding window to segment data, a boundary detection algorithm is used to adjust
the behavior boundary. The algorithm continues to cycle through the above process until
the whole input is marked with a behavior category. The length of behavior has a great
influence on the accuracy of recognition. Therefore, for ESP model, a fine adjustment
method for sliding window size is also proposed.

3 Experiment

In order to verify the recognition effect of the human motion recognition method
designed in this paper, it is compared with the research on Chinese elementary mathe-
matical knowledge extraction based on CRF algorithm proposed in literature [11], and
experiments are carried out.
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3.1 Experimental Preparation

The performance of the proposed recognition method is verified by experiments. This
experiment aims tomeasure the performanceof the proposedmethod through recognition
accuracy, verify the impact of different system parameter selection on the proposed
method through model and parameter analysis methods, and highlight the effect of the
proposed method through comparative experiments. The selected sports behavior list is
shown in Table 1 below.

Table 1. List of sports behaviors

Number Behavior

1 Walk

2 Run

3 High jump

4 Long jump

5 Basketball

6 Football

7 Skipping rope

As shown in Table 1, the sports behavior at this time has complex randomness, and
subsequent identification method detection experiments can be carried out.

3.2 Experimental Results and Discussion

The action recognition of physical education teachers designed in this paper and the
research on Chinese elementary mathematics knowledge extraction based on CRF algo-
rithm proposed in literature [11] are used to detect the time spent in the above behavior.
The detection results are shown in Table 2 below.

Table 2. Experimental results

Number The identification method designed in
this paper is time-consuming/s

The recognition method proposed in
reference [11] is time-consuming/s

1 0.456 1.459

2 0.674 2.164

3 0.169 1.942

4 0.176 1.692

5 0.369 2.061

(continued)
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Table 2. (continued)

Number The identification method designed in
this paper is time-consuming/s

The recognition method proposed in
reference [11] is time-consuming/s

6 0.582 1.169

7 0.364 1.698

It can be seen from table 2 that the shortest action recognition time of physical edu-
cation teaching people designed in this paper is 0.169 s. The human motion recognition
method designed in this paper has good recognition effect, short time consumption, good
recognition effect and certain application value.

4 Conclusion

This paper summarizes the fundamental problems to be solved in human behavior recog-
nition. The basic structure of a behavior recognition system is proposed and the problem
is subdivided. By reviewing the existing related work, it is found that the existing work
has made some progress in behavior data acquisition technology, data segmentation
technology, feature extraction and behavior recognition algorithm. These existing tech-
nologies have important guiding significance for the work. However, when it comes to
the behavior recognition technology based on wearable sensor network and meeting the
principle of “how fast and save”, it is found that the discussion of human behavior in the
existing work is still in the initial exploration stage, and there is no in-depth research on
the complexity of human behavior, the interaction between multi-person behaviors and
the real-time requirements of behavior recognition Systematic analysis and research.

Aiming at the recognition of single person complex behavior, this paper deeply dis-
cusses the sequential, cross and parallel execution of human behavior in daily life, puts
forward a pattern matching algorithm with strong ability to distinguish between cate-
gories based on EP, and puts forward the basic behavior model of sequential execution,
Through behavior length accumulation and optimistic score estimation, the complex
behavior recognition algorithm framework including sequential, cross and parallel exe-
cution can be identified without additional training. At the same time, this paper further
discusses the sequence of basic actions in people’s daily behavior, puts forward a new
pattern esp after serialization expansion for EP, and applies it to the above algorithm
framework to effectively improve the recognition accuracy of the algorithm. A human
behavior perception platform based on active wearable sensor network is designed and
implemented. On this basis, a single person complex behavior recognition prototype
system is implemented and applied to verify the above single person complex behavior
recognition methods.
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Abstract. In recent years, China’s online English curriculum has received exten-
sive attention, not only because it is more in line with the educational develop-
ment background of the new era, but also because this teaching mode has stronger
flexibility, coupled with the assistance of information technology, which further
improves the extraction effect of English curriculum cultural character. Therefore,
the research on the extraction method of English online curriculum cultural char-
acter based on wavelet transform. Set the theoretical objectives and construction
principles of cultural character of English online course, build a multi-level fea-
ture extraction model under wavelet transform, and extract the cultural character
of the course by wavelet phase transform extraction method. The final test anal-
ysis shows that under the same test environment, compared with the traditional
Gabor correlation extraction test group, the extraction test group of wavelet trans-
form finally obtains the higher accuracy of cultural character extraction of English
online course, which shows that it has better effect on cultural character extraction
of English online course and has practical application significance.

Keywords: Wavelet transformation · English online course · Cultural
characteristics · Characteristics acquiring · Acquiring method · Transformation
structure

1 Introduction

English curriculum has always been in a key position in China’s educational structure.
The objectives and values of education are mainly reflected and implemented through
different types of curriculum. Therefore, the renewal and reform of curriculum is the core
content of educational innovation and development. At present, the English curriculum
reform all over the world is in full swing. Profound changes have taken place in curricu-
lum concept, curriculum objectives, curriculum content, curriculum implementation and
curriculum evaluation. The curriculum research paradigm is gradually breaking through
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the constraints of the traditional research framework and starting to make an in-depth
exploration of curriculum theory from a broader perspective [1].

In addition, with the advent of the era of globalization, international economic coop-
eration and trade exchanges are becoming closer and more frequent, and a multicultural
global village is taking shape [2]. In this case, relevant foreign scholars began to pay
more attention to and examine the significance and value of English education. Foreign
researchers attach importance to the research results of the character of English online
culture courses through the method of observation and research, and believe that the
purpose of English education is no longer limited to being able to speak a few for-
eign languages and translate, but to enable students to better survive and develop in a
multicultural global village [3]. Looking back at the development of English Curricu-
lum in China, we can find that in the past few decades, although the pace of reform
has never stopped, there are few real major breakthroughs. The main methods used are
genetic algorithm, neural network and other methods, resulting in the overall effect is
not very ideal. The narrow horizon of English curriculum research is the main reason
[4]. The narrow research horizon will inevitably not provide a broader development
space for the development of English curriculum. Therefore, breaking the limitations
of traditional research fields, starting with linguistics, culturology, sociology, anthro-
pology and other disciplines, and adopting interdisciplinary research paradigm to carry
out in-depth research on English curriculum is bound to become the development trend
of English curriculum research in China. Nowadays, with the continuous development
of China’s information technology and network technology, it also expands the space
and scope for the further development of China’s English teaching, and further adjusts
the overall English teaching mode by using relevant innovative computing methods.
For example, English online teaching, multimedia network practice, flipped classroom,
etc. while innovating the teaching mode, it also needs to be based on the promotion of
cultural character, this paper focuses on a comprehensive and profound analysis of the
cultural nature and cultural function of English online courses. In view of the inseparable
relationship between language and culture, curriculum and culture, it is considered that
English online curriculum itself has significant cultural character. Based on the interpre-
tation of the connotation of cultural character of English online courses and the in-depth
investigation of its current situation, this paper reveals the phenomenon of “loss of cul-
tural character” in the research and development of English courses in China, and puts
forward the trinity of “language culture curriculum” English curriculum theory con-
struction framework. From the dimensions of curriculum theory research and English
curriculum construction, This paper probes into the cultural reconstruction of English
Curriculum in China.

Wavelet transform is a new transform analysis method. It inherits and develops the
idea of localization of short-time Fourier transform. At the same time, it overcomes
the shortcomings that the window size does not change with frequency. It can provide
a “time-frequency” window that changes with frequency. It is an ideal tool for signal
time-frequency analysis and processing. The main feature is that it can fully highlight
the characteristics of some aspects of the problem through transformation, analyze the
localization of time and space frequency, and gradually refine the signal through expan-
sion and translation operation, so as to finally achieve the time subdivision result at high
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frequency. In recent years, it has been widely used in the cultural character extraction
method of English online courses, and achieved relatively good results [5]. Therefore,
the cultural character extractionmethod of English online course based onwavelet trans-
form is analyzed and studied. This paper discusses from different directions, constructs a
multi-level feature extraction model under the wavelet transform, realizes the extraction
of cultural character in the course by the wavelet phase transform extraction method,
explains the close relationship between English course and cultural character extraction,
and enhances the actual teaching quality level of English online course.

2 Acquiring the Cultural Characteristics of English Online
Courses Based on Wavelet Transformation

2.1 The Theoretical Goal Setting of Cultural Characteristics in English Online
Courses

The formation of the cultural character of English online courses has a solid theoretical
foundation. It is mainly manifested in the following aspects: as a language course,
English online courses are deeply influenced by linguistics; as a subject, English courses
are influenced by course related theories; English online courses as a language teaching
activity are deeply affected by social and cultural theories. The following ismainly based
on linguistics, curriculum theory and social cultural theory, to explain the theoretical
basis of the cultural character of the English curriculum [6]. Therefore, it is necessary
to set the basic goal of extracting cultural characteristics in English online courses. In
fact, language is the unique spiritual wealth of mankind. It is inseparable from life. In
the whole process of human life, all the material and spiritual civilization of mankind
are naturally connected with language. Any healthy and normal person has the ability
to use language, and all human activities are inseparable from language. Language is
a social product, which develops with the development of society, changes with social
changes, differentiates with the division of society, and unifies with the unity of society.
It is also the most important social phenomenon of mankind, and sociality is one of
the essential characteristics of language. This attribute of language is closely related to
human sociality. It can be said that people and society have created language. Therefore,
the target setting range for the acquiring of cultural characteristics in English courses
should be set to a wider range, and the actual cultural characteristics acquiring attributes
should be established.

The establishment of the cultural characteristics acquiring attribute of English online
courses makes it obtain a real cultural role. However, curriculum can not be directly
equatedwith culture, because curriculum, as a part of culture, can not represent thewhole
culture. Obviously, through the analysis of the culture in the English online course, we
can know that what can really become the course is only a small part of the culture.
In real society, due to the lack of reasonable analysis of the cultural characteristics of
English online courses, a considerable part of culture can not be included in the courses.
Only according to the rationality of educational theory, can we really start from the
rational construction of standardized curriculum in education and teaching, take English
online curriculum as a cultural existence, restore the cultural characteristics of English



Acquiring the Cultural Characteristics of English Online Courses 237

online curriculum itself, and establish the cultural noumenon nature of English online
curriculum.

At the same time, it should be noted that a certain degree of autonomy is essential
in the setting of cultural characteristics acquiring goals. From a cultural perspective, the
tool-oriented English online course is a course that lacks vitality, and it is a course that
has lost the foundation of survival [7]. Therefore, its goal can only be to cultivate people
who become tools through indoctrination and training. The autonomy of the cultural
character of the English online course shows that the English course is an independent
cultural pattern. It is neither a copied “other culture”, nor a vassal or puppet of other
cultures, nor a passive cultural expression, but a self-conscious and self-contained cul-
tural state. Looking back on the history of the development of English online courses,
it is not difficult to find that there has never been an independent English course with
independent cultural style [8]. The instrumental role of English online courses makes its
own cultural qualities inherently obscured. On the surface, English online courses also
seem to have the performance of processing and selecting culture, but this selection and
processing is only formal, not the slightest. Therefore, cultural subjectivity is crucial to
the reconstruction of English online courses [9].

The value of cultural characteristics autonomy of English online course is mainly
reflected in its consideration of human subjectivity. Human subjectivity is not formed
naturally, nor is it the result of self evolution, but needs education to play an important
role [10]. In the era of carrying forward people’s subjectivity and emphasizing people’s
dominant position, it has become a very important proposition to endow the English
curriculum to cultivate students’ individual subjects with the cultural quality of auton-
omy. It is one of the aims of contemporary education to cultivate learners’ initiative and
subjectivity and make learners truly independent individuals. The relationship is shown
in Fig. 1 below:

Initiative

Subjectivity

Principled

Extraction
range

Fig. 1. Value relationship of character autonomy

Figure 1 helps to understand the above-mentioned structural relationship.At the same
time, it is also the intended meaning of the independent cultural character of English
online courses. The autonomy of the cultural character of English online courses is also
manifested in its criticism and innovation of the culture it loads. In other words, in
the process of reflecting and inheriting the external objective culture of English online
courses, it is necessary to adopt a critical and dialectical point of view, instead of adopting
an attitude of full acceptance or complete identification. It is necessary to critically reform



238 Y. Lin et al.

these external cultures. This is not only the intended meaning of cultural heritage itself,
but also the mission of English online courses. At the same time, we must realize that
if we want to use these external cultural materials to criticize, reconstruct and innovate
the ideas of English online courses, without the autonomy of the cultural characteristics
of the English courses as the foundation, it is difficult to achieve the expected acquiring
goals. Therefore, when setting goals, we must ensure that they are diverse and stable.

2.2 Setting the Principles of Cultural Character Construction

The scientific and reasonable construction principle is an important guarantee to ensure
that the cultural characteristics of the English curriculum can be demonstrated. To truly
highlight the cultural attributes of the English curriculum in theory and practice, it
must follow the integration, contextualization, equality, development and principles of
practicality.

One is the principle of integration. For a long time, in our English online courses,
the teaching content is relatively abstract and has no immediate effect on language
acquisition. Therefore, the training involves little or no teaching of cultural knowledge,
and education about culture is only English courses. The appendages in the Chinese
language are independent of online English teaching and are in a dispensable situation.
The principle of integration means that within the setting of English online courses, the
selection and implementation methods, as well as the evaluation methods and content,
etc. are organically integrated in the field of language, and cultural knowledge and
language knowledge are integrated into the same. In a process, the current situation
of the separation of the two is changed, so that the students’ cultural awareness and
language knowledge can be developed simultaneously. The fundamental purpose of
foreign language online courses is to improve learners’ language skills and cultivate
learners’ cross-cultural communication skills. Therefore, as a foreign language course, it
must integrate different cultures and use a variety of comprehensive practical activities to
finally achieve it. Unique educating function. Integration, in itself, is an important basic
principle in the process of constructing the cultural characteristics of English online
courses.

The principle of integration is also reflected in the integration of English teaching
content and the acquiring of cultural characteristics as well as integration of cultural
knowledge and language knowledge in English teaching. It has been fully demonstrated
before that cultural knowledge and language knowledge are the key to truly mastering a
language. If there is bias or neglect at any end, only by closely connecting culture and
language can we really give full play to the practical function of cultural characteristics
acquiring. Integration is also reflected in the integration between English online courses
and other disciplines. As an English online course for foreign language learning, it can
organically integrate the curriculum content of English and other disciplines according
to the specific situation of different students and the reality of students in different
grades, break the barrier betweenEnglish andother disciplines, and establish a diversified
cultural characteristics acquiring goal.

The second is the principle of contextualization. The so-called situational principle is
a curriculum implementation environment that is close to students’ daily life, resonates
with students and conforms to students’ interests in the construction of English online
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curriculum cultural characteristics, that is, in the process of English online teaching and
learning, pay attention to the intake of situational content, actively create a life-oriented
learning environment and lead out the corresponding cultural characteristics. Guide
students to connect what they have learned with the reality of life so that students can
deeply understand the cultural connotation of the language they have learned. ForEnglish
online courses, focusing on situational creation can enable students to constantly adjust
and stimulate students’ excitement points, attract students’ attention and keep students
in an excited and active state in changeable teaching activities. In this way, the teaching
effect will get twice the result with half the effort.

The third is the principle of equality. Culture is shared by all mankind. To a certain
extent, the cultures of different countries in the world share commonality, but there are
also significant differences. Differences are caused by different social conditions and
other factors, and are by no means caused by the advantages and disadvantages of differ-
ent cultures. Therefore, when facing the impact of different cultures in various countries
in the world, and when comparing and analyzing different cultures The characteristics of
the culture should be fully valued and respected, and there should be no discrimination
or ridicule of any culture, and prejudice against certain cultures.

English online courses not only have cultural attributes themselves, but are also
an important way for students to understand world culture. Therefore, in the process
of constructing the cultural characteristics of English courses, the principle of equality
must be adhered to. The principle of equality refers to the ability to treat different cultural
expressions with an equal attitude when dealing with different cultures in the world, to
understand the differences among the cultures of the world, and to maintain an inclusive
attitude to these differences. Specific to the cultural characteristics of English online
courses, the principle of equality mainly includes the following aspects. The specific
structural relationship is shown in Fig. 2 below:

Establishment of English 
cultural character structure

English cultural 
character goal setting

Design of English cultural 
character principles

Add the 
principle of 

equality

Get extracted 
features

Fig. 2. Structure diagram of equality principle

According to Fig. 2, under the guidance of the principle of equality, we should
respect cultural character. In the context of cross-cultural communication, rationality
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and practicality are equal, and there is no distinction between high and low. Therefore,
the subject of cross-cultural communication must treat the communication object and
the cultural environment of the communication object with a respectful attitude, which is
conducive to the gradual unification of the cultural character of using a foreign language.

The fourth is the principle of development. This development determines the influ-
ence scope of the cultural characteristics of English online courses, and English online
courses are also developing. In addition, because the cultural character subject of English
online course is developing continuously, we must adhere to the concept of development
in the cultural character construction of English online course. The principle of devel-
opment includes two aspects: one is the development of culture itself. For a long time,
whether we regard culture as the material product or spiritual product of human soci-
ety, we are used to understanding the connotation of culture from a static point of view
and understanding culture as a noun. Of course, this explanation has its own reasons,
but looking at the history of human cultural development, we can find that the cultural
character itself is not invariable. At the same time, cultural character and its types also
develop and change with the development of society. The second is diversified develop-
ment. We should build a development system from three aspects: establishing scientific
cultural teaching values, building a cultural education system with humanistic charac-
teristics and implementing a reasonable cultural evaluation mechanism, expand English
culture teaching and improve the cultural consciousness of English curriculum learning.

Fifth, the principle of practicality. This means that in the process of constructing
the cultural characteristics of English online courses, we must participate in the practi-
cal activities of English language, gradually improve the expression ability of English
language in the continuous process of English expression, and test the effectiveness of
English learning in combination with the cultural characteristics of language. If we lack
English practice, we will lose the motivation of English learning and development, there
will be no improvement in comprehensive language literacy, and various mistakes will
be made in the process of language use. Therefore, principle of practicality is the fun-
damental principle that must be adhered to in the process of constructing the cultural
character of English online course. Its implementation are directly related to the imple-
mentation of other principles, and it also governs other principles to a certain extent.
Only the language ability that can stand the test of practice can be called the real language
ability.

2.3 Construction of Multi-level Characteristics Acquiring Model Under Wavelet
Transformation

The diversity of cultural characteristics of English online courses is mainly reflected in
its artistic character, cultural heritage character, communication character. The specific
structure distribution is shown in Fig. 3 below:
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Fig. 3. Proportion of diversified value of English cultural character

According to the proportion analysis in Fig. 3, we can understand the importance of
cultural character applied in teaching. Therefore, on the basis of the above information,
the actual value of the proportion needs to be extracted first, as shown in Formula 1
below:

K = (2φ + a

3
) − 3� (1)

In formula 1: K represents the actual value of the acquiring ratio, φ represents the
acquiring range, a represents the variation coefficient, and � represents the acquiring
error. Through the above calculation, the actual value of the actual extraction proportion
can be obtained. Take it as the corresponding proportion range, set it in the overall
structure of extraction, and set the structure on the initial wavelet change basic extraction
model. In order to improve the actual effect of extraction, an extractionwavelet transform
matrix can be created in the model, and then calculate the relevant extraction transform
trend value, as shown in formulas 2, 3 and 4 below:

M = √
3R + 1.25χ − t + 2e

2
(2)

B = √
6R + 1.25χ − t + 4e

2
(3)

D = √
9R + 1.25χ − t + 6e

2
(4)

In formulas 2, 3, and 4: M , B, D represent the acquiring transformation trend value, R
represents the wavelet acquiring ratio, χ represents the extension transformation coeffi-
cient, t represents the target acquiring range value, and e represents the allowable limit
error value. The above coefficients are set according to the calculation scale parameters.
Through the above calculation, the actual extraction trend value can be obtained. Set it
in the initial extraction model, summarize and integrate the set corresponding extraction
principles, and finally form a more complete multi-level extraction structure.

In the context of quality education, teachers should keep up with the times and learn
new educational ideas, such as flipped classrooms and micro-classes in order to improve
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students’ English cultural character. In addition, use flexible and effective evaluation
strategies in the practice of English teaching, pay attention to the growth and progress
of students, strive to increase their confidence, stimulate their curiosity, increase their
interest in learning English, tap their potential, and truly improve English online teaching
quality to achieve the goal of the new curriculum reform. Take the new acquiring target
as the core, use the diversity of the model to process the existing acquiring tasks, use the
multi-level principle to extract the structure, and add the wavelet transform processing
structure to extract the characteristics of the cultural character of the English online
course, complete the construction of multi-level feature acquiring model under wavelet
transform.

On this basis, in order to further improve students’ cultural character by using the
model, teachers can also carry out a variety of English class activities, such as quiz game
and English story telling competition. When these activities are held, some small prizes
can be set to reward active participants and activity winners, so as to attract students’
attention and stimulate students’ interest in learning. These activities not only attract
English loving students to actively participate, but also mobilize the interest of students
with learning difficulties in English and give full play to their other strengths. In English
teaching, English teachers should consciously introduce some short cultural stories to
students, and prompt students to think in some key places and deliberately cultivate
students’ ideological and moral character, so that students will improve their cultural
character unconsciously.

2.4 Wavelet Phase Transformation Acquiring Method to Achieve the Acquiring
of Curriculum Cultural Characteristics

Before acquiring, it is necessary to align the saliency and make the corresponding anal-
ysis. The extracted feature vector calculated by the direct Gabysbdy wavelet transform
method can effectively identify the image, and has rotation and scale invariance, but it
has the defect of high dimension. Feature acquiring algorithms usually hope to not only
extract features with significant identification, but also make the calculated extracted
feature vector have low dimension. According to this idea, a feature acquiring method
based on Gabysbdy wavelet transform is proposed in this paper.

Assuming that PS = {0, ...,P − 1} is used to denote the acquiring set, and QS =
{0, ...,Q − 1} is used to denote the direction set, there are a total of P × Q types of
acquiring and direction combinations. If CS is used to denote the combined set, it can
be expressed as shown in formula 5:

S = (ω + E

2
− 4A) − 1

V
(5)

In formula 5: S represents the combination set, ω represents the verification range,
E represents the set condition of the wavelet transform, ℵ represents the actual value
acquiring, and V represents the application transformation acquiring range.

Through the above calculation, the actual combination set can be finally obtained. If
the first four cultural character features are selected from ES, and the maximum energy
level value is calculated, the cultural character features are extracted from the direction
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corresponding to the level value, and the image identification is constructed based on
these features, whichmay only be partially, it can be extracted in layers. For the acquiring
of cultural character in English online teaching, it is also necessary to consider the phase
of its acquiring, and the wavelet phase transform acquiring method is used to finally
realize the acquiring of the cultural character of the course. According to the above
analysis and the acquisition of data information, the calculation of the wavelet phase
transformation ratio is carried out, as shown in the following formula 6:

G = κ +
√
F

3
− 1.25λ (6)

In formula 6, G represents the wavelet phase transformation ratio, κ represents the
wavelet fixed value,F represents the actual range of the phase, and λ represents the phase
processing acquiring coefficient. Through the above calculations, the actual wavelet
phase transformation ratio can be finally obtained, which is set in the acquiring model
to extract the cultural character of the English online course. From different angles, the
wavelet phase transformation acquiring method is used to achieve multiple acquiring of
English online course cultural character.

3 Method Test

This test is mainly to verify the accuracy of cultural character extraction of English
online course under wavelet transform. The test is divided into two groups. One group
is the traditional Gabor correlation extraction method, which is set as the traditional
Gabor correlation extraction test group; The other group is the wavelet change culture
character extraction method designed in this paper, which is set as the extraction test
group of wavelet transform. The two methods are carried out at the same time, and the
results are compared and analyzed.

3.1 Test Preparation

Select 6 classes of school A as the main goals of this test, set and calculate related
indicators, as shown in Table 1 below:

Table 1. Experimental parameter table

Test index Fixed index Dynamic change index

Fusion ratio 0.5214 0.6741

Average score 89.21 86.31–92.15

Class size 65 65

Highest score 98.62 89–98.62

Minimum score 52.12 50.09–83.52
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According to the data information in Table 1 above, the relevant test conditions can be
obtained finally. After completion, set the wavelet transform range, as shown in Table 2
below:

Table 2. Wavelet transformation parameters

Range index Standard range Adjustment range

Extract the associated
value

0.5214 0.116

Orientation equalization
coefficient

16.37 20.92

Bias function −0.3941 −0.1574

Dynamic imbalance value 4.4 4.12

According to the data information in Table 2 above, the actual wavelet transform
range can be set finally. After completion, check whether the relevant information of the
test is correct and in an error free state.

3.2 Test Process and Result Analysis

Start the test, arrange the English online courses of six classes evenly in the course
structure, test their teaching effect at the beginning of each month, record the relevant
results, and set the period as six months. Finally, verify the students’ course completion
rate and cultural character, extract the students’ English course cultural character, and
match the extraction results of different methods with the actual character results, to
propose the verification results of character extraction accuracy. The details are shown
in Table 3 below:

Table 3. Analysis of experimental results

Number of experiments Traditional Gabor correlation
extraction test group character
extraction accuracy

Wavelet transform extraction test
group character extraction
accuracy

10 90.2 80.3

20 90.5 80.1

30 90.6 80.6

40 90.9 80.4

50 90.4 80.5

60 91.1 80.7

(continued)



Acquiring the Cultural Characteristics of English Online Courses 245

Table 3. (continued)

Number of experiments Traditional Gabor correlation
extraction test group character
extraction accuracy

Wavelet transform extraction test
group character extraction
accuracy

70 90.5 80.2

80 90.3 79.6

90 90.8 80.1

100 90.7 80.2

According to the data information in Table 3, we can finally draw the following
conclusions: under the same test environment, compared with the traditional Gabor
correlation extraction test group, the wavelet transform extraction test group finally
obtains relatively high character extraction accuracy, which shows that it has better
effect on the cultural character extraction of English online courses and has practical
application value.

4 Conclusion

The cultivation of English cultural character needs a long process,which is essentially the
cultivation of a good habit. It requires the continuous efforts and support of students and
teachers in the process of learning. Therefore, this paper studies the cultural character
extraction method of English online course based on wavelet transform, and verifies
the performance of the method from both theoretical and experimental aspects. This
method has a high extraction accuracy when extracting the cultural character of English
online course, which is always maintained at more than 90%. Therefore, it shows that
the character extraction method in this study can meet the needs of use. In the future
research work, we should further improve the accuracy of cultural character extraction
and improve the application value of the method.
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Abstract. The examining and promoting women’s health is essential to the gen-
eral well-being of society. As sports activities are important for maintaining phys-
ical, psychological, and social health, female participation in sports is one of
the significant factors in achieving the goals of Saudi Arabia’s Vision 2030.
In this paper, sentiment analysis was used to compare the society opinions pre
and post permit-ting Saudi women’s sports, between 2017 and 2021. To iden-
tify the sentiment of a given tweet, a lexicon for the Saudi dialect was devel-
oped. In total, 12,000 tweets were collected and prepared. After data preparation,
the tweets were reduced to 1,999 across all selected hashtags for this the initial
study. We used four different hashtags related to Saudi women’s sports, namely,
(#Officially_female_sports_in_schools) represented as a Pre-Hashtag, whereas
(#Women_Sport) and (#Female_Sport) as Pre and Post Hashtags, and (#Tahani
_Alqahtani) as Post-Hashtag. The data in each hashtag were classified as positive,
negative, or neutral. To build the sentiment classifier model, A Support Vector
Machine (SVM) classifier was applied. The highest average accuracy was for the
Pre-Hashtag with a score of 91%, followed by the Pre and Post Hashtag with a
score of 85%. Finally, the Post Hashtag has the lowest score of 72%. The results
show that 81% of the sample are positive. Accordingly, women have been becom-
ing more motivated to engage in sports participation, as well as Saudi society is
being more encouraging.

Keywords: Women’s sport · Sentiment analysis · Natural Language Processing
(NLP)

1 Introduction

Women’s sports history started back in the nineteenth century, particularly when the
second Olympic games took place in 1900 and female athletes participated for the first
time [1]. Women’s sport has always been recognized in some countries, but in countries
such as Saudi Arabia, women’s sport has been a controversial subject for many years. In
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recent years, SaudiArabia has beenwitnessing the rise of female athletes, andwomen are
increasingly becoming open about participating in sports compared to previous years.

To analyze opinions in society toward women’s sport, sentiment analysis was used
in this research. Sentiment analysis involves using Natural Language Processing (NLP)
techniques, computational linguistics, and text analytics to identify and extract subjective
information from the source materials, aiming to determine the attitude of a speaker or
a writer toward a certain topic or incident [2].

The Saudi community has seen an increase in the use of social media platforms such
as Twitter [3]. Twitter is a powerful tool for disseminating information and an excellent
source of opinionated text about a wide range of topics: politics, buisness, economic,
and social. As a result, the NLP research community has become interested in studying
this rich language resource. To the best of the author’s knowledge, no previous study
has used sentiment analysis to analyze Twitter users’ opinions about women’s sports in
Saudi Arabia. Therefore, this initial study seeks to compare the society opinions pre and
post permitting Saudi women’s sports.

This paper is organized as follows: Sect. 2 covers the history ofwomen sports in Saudi
Arabia; Sect. 3 discusses related studies; Sect. 4 describes the study’s methodology;
Sect. 4.3 addresses the sentiment analysis process; Sect. 5 presents the results of the
analysis; and Sect. 6 includes the conclusion and the future work.

2 History of Saudi Women’s Sports

In 2013, Saudi Arabia’s first dedicated sports center for females was opened in Al-
Khobar city [4]. That same year, females in private schools were officially allowed
to engage in sports, while in public schools, it was not permitted until 2017 [5]. The
decision to allow physical education in 2017 was made by Saudi Arabia’s Ministry of
Education (MoE) in order to fulfill the goals of the Saudi Vision 2030 and promote
healthy practices in society. Women in 2018 were also allowed to attend events at sports
stadiums [6]. As part of Saudi Arabia’s push to advocate for more female participation
in sports and develop a more inclusive sports environment, the country in 2017 also
appointed Princess Reema Bint Bandar, the first women in the kingdom to take on such
an important role as the head of the Saudi Federation for Community Sports (SFCS)
[7]. In her role as Vice President for Development and Planning at the Saudi Arabian
General Sports Authority, the Princess has supported female participation in sports as
well as contributing to the development of an inclusive sports environment for women.
She has also worked on legitimizing women’s gyms and focused heavily on encouraging
women to use the streets and public parks to exercise. As she stated, “I’ve been telling
women they don’t need permission to exercise in public; they don’t need permission to
activate their own sports programs. And more and more, they are doing it. The choices
that women have today are greater than yesterday and every day they will grow more”
[8].



Sentiment Analysis of Opinions over Time 249

3 Related Work

In this section, previous research articles are summarized to give readers a general
overview of women’s sports in Saudi Arabia. Following this, studies that have used
sentiment analysis in Arabic are examined.

3.1 Women’s Sports in Saudi Arabia

Alruwaili in [9] studied the relationships between sport, gender, education, region, and
religion in order to provide recommendations on how to improve gender inclusivity in
sport in Saudi Arabia. The study focused on answering four questions. First, what are the
dominant attitudes towardswomen’s participation in sport in SaudiArabia?Second,what
are the key social, cultural, and civic issues that affect women’s participation in sport in
SaudiArabia?Third, howdodifferent interpretations of Islam influence attitudes towards
women’s sport in Saudi Arabia? Fourth, how are the ideas about women’s participation
in sport in Saudi Arabia changing? The researcher used a mixed-methods approach. In
particular, an exploratory survey was undertaken via a questionnaire that was distributed
to 890 individuals (444 responded: 196 women and 248 men). In addition, thousands of
tweets from the micro-blogging site Twitter were examined with a representative sample
of 96 selected for discussion. A thematic analysis of both the interview and Twitter
data was performed. Alruwaili concluded that there is support for women to participate
in sport and physical activity, most frequently on health grounds. This support was
not explicitly constrained by male authority or Islamic teachings, although religiously-
motivated reasoning was apparent in a proportion of the sample. More specifically,
support was relatively high in the data across education levels, city of origin, and gender
for women to participate in sport and physical activity. However, one restriction on this
participation that most respondents across all data-gathering methods agreed upon was
that women’s participation in sport should be in accordance with the teachings of Islam,
sex-segregated, and occur in a private setting.

Another study on women’s sports was undertaken by Fakehy, Alfadhi, and Alotaibi
[10]. The study focused on identifying the factors affecting the attitude of undergraduate
female students in SaudiArabia toward sports. The relationship between physical fitness,
social experience, formal competition, physiological experience, and sports attitude of
female students was examined. The researchers used questionnaire data to validate their
hypotheses, which were as follows: H1) Physical fitness has a relationship with psy-
chological experience; H2) Physical fitness has a relationship with sports attitude. 645
female students responded to the survey. After analyzing the data, the authors found
that physical fitness, social experience, and formal competition positively influenced
physiological experience, which in turn had a positive effect on the attitudes of female
students toward sports.

Al-Haramlah, Merza, and Albakerin [11] investigated the level of physical activity
among Saudi women and explored differences in terms of factors such as place of
residence, age, weight, educational level, profession, and marital status. This study used
an interventional approach to support efforts that encourage physical activity in Saudi
women.Apilot sample of 80 femaleswas interviewed to secure the validity and reliability
of the preliminary instrument. The study was driven by two main questions. First, what
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are the attitudes of Saudi women toward practicing physical activities? Second, are
there any significant statistical differences in Saudi women’s attitudes towards practicing
physical activities that are based on the provinces of residence, age group, weight,
educational level, nature of profession, or marital status? The researchers concluded that
Saudi women in general are interested in practicing physical activities if opportunities
and suitable facilities are available; they positively support the idea of providingwomen’s
sports clubs, as well as the idea of incorporating physical activities within girl schools.
The findings also revealed that there are statistical differences in Saudi women’s attitudes
toward engaging in physical activity that are attributable to their provinces of residence,
age, weight, educational level, and the nature of the profession.

Sayyd, Zainuddin, Zulaika, and Altowerqi in [12] discussed the current state of
physical activity and sports activities in the Kingdom of Saudi Arabia (KSA) compared
to other countries in the world. The authors also examined the issues that hinder the
success and development of physical and sports activities development in KSA. The
researchers conducted their review of the literature using ScienceDirect, Springer, the
Journal of Health Sciences, and Google Scholar databases. A total of 58 articles were
included in their research. The study revealed that the main factors hindering the success
of physical and sports activities in the KSA’s universities among males were lack of
energy,motivation, self-confidence, and time,while among females, the factorswere lack
of social support and resources. The researchers concluded that there was no motivating
environment that encouraged sports participation. They also found that there is limited
action and initiative in termsof sports activities and sports participation inKSAcompared
to many other countries worldwide.

The research undertaken by Al-shahrani [13] aimed to determine the extent of sports
practices among women in Saudi society by identifying the associated motives and
obstacles to participation. Moreover, the researcher sought to develop suggestions and
solutions to advance the culture of sports practice among women in Saudi society. The
study focused on answering three questions. First, what are the motives for practicing
sports for Saudi women in society? Second, what are the obstacles to women’s sports
in Saudi society? Third, what are the proposals and planning indicators for activating
sports for women in Saudi society? The researcher conducted a questionnaire with 432
Saudi women in Riyadh. The study was based on a descriptive approach. Al-shahrani
concluded that Saudi women are generally eager to maintain their fitness and increase
their motivation for sports practice. The high cost of using fitness centers was one of the
obstacles identified for women’s sport participation in society. In addition, the absence
of school curricula for sport reduces Saudi women’s awareness of the importance of
practicing sport.

Notably, several methods were used in the studies mentioned in this literature review,
but none has applied sentiment analysis. Therefore, we found it worthwhile to apply
sentiment analysis to analyze Arabic tweets in order to study Saudi society opinions pre
and post permitting women’s sports.

3.2 Arabic Sentiment Analysis

Al-Twairesh, Al-Khalifa, Al-Salman and Al-Ohali in [3] aimed to define a methodology
that could be used in collecting and constructing a large dataset of Arabic tweets. Their
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research was motivated by the lack of sufficient resources that allow the application of
Arabic sentiment analysis. The extracted dataset contained almost 2.2 million tweets
and was used to generate an Arabic corpus of tweets. The researchers cleaned and
preprocessed the collected dataset by first filtering retweets, URLs, and mentions, and
then by removing Arabic letters using normalization and tokenization. After manual
annotation, the corpus was reduced to 17,573 tweets. Four labels were used: positive,
negative, neutral, and mixed. The corpus included tweets written in Modern Standard
Arabic (MSA) and the Saudi dialect. Three annotators were recruited to resolve the
conflicts in annotation through majority voting. A list of guidelines for annotation was
defined. After completing the annotation, a questionnaire was developed to evaluate
the methodology. The results showed that two annotators stated that the guidelines
were clear. The annotators were asked if the annotation of tweets was clear; all three
annotators chose sometimes. The annotators were also asked which label was the hardest
to determine; two annotators said mixed and one annotator said neutral.

Another study on Arabic sentiment analysis undertaken by Alqmase, Al Muhtaseb,
and Raabaan [14] aimed to build a classification model using sentiment analysis by
formulating sports Arabic text into fanatic and anti-fanatic contexts. Anti-fanatic text
was defined as text that helps to decrease sports-fanaticism, while fanatic text increased
sports-fanaticism. This was achieved by formalizing the social text into 21 fanatic and
anti-fanatic contexts using proposed indicators. Fanatic indicators were aggression, agi-
tation, hatred, and passion, whereas anti-fanatic indicators were adaptation, knowledge,
respect, affections, and intimacy. Then, the authors developed a fanatic lexicon with
1,780 terms. After that, 919,000 domain-specific tweets were collected and labeled. To
build a classification model, machine learning algorithms were applied. As a result, the
best-built classifier achieved 91% accuracy. The proposed classification model can help
governments to measure the impact of their efforts to reduce sports-fanaticism.

Ali in [15] aimed to conduct a comprehensive emotion mining and sentiment analy-
sis task during the pandemic by collecting Arabic tweets related to online learning. The
author extracted data using Twitter APIs, where the collected tweets were associated
with seven different hashtags related to COVID-19. Then, the data were prepared for
intensive preprocessing. This included removing hashtags, URLs, identifying emoti-
cons, user mentions, and extra spaces. Also, punctuation was replaced with a single
space. Spelling correction was applied to prepare the dataset for stemming. In addition,
specific letters were normalized and stop words were removed. All emojis and emoti-
cons provided by Twitter were kept and considered as a part of the texts. The most
frequent emojis were defined, after which every emotion was replaced with its typical
weight using the NRC lexicon. The different emotion annotations for a target term were
consolidated by selecting the emoji with the highest weight. Two different datasets were
used for the experiment. The datasets were collected between 20 September 2020 and 15
October 2020, and the total number of records across both datasets was 10,487. Finally,
different classification algorithms were applied, including Naïve Bayes (NB), Multino-
mial NB (MNB), K-Nearest Neighbor (KNN), Logistic Regression (LR), and Support
Vector Machine (SVM). The results showed that the proposed model performed well in
analyzing people’s perceptions about the coronavirus, achieving an accuracy of 89.6%
using SVM classification. As for emotion analysis, anger was found to dominate the
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tweets, followed by the fears surrounding the first attempt to engage in distance learn-
ing. This was mostly due to the lack of face-to-face communication, network system
failure, ambiguity.

4 Methodology

This section presents the research methodology, which consisted of three phases: data
collection, data preparation, and sentiment analysis, as shown in Fig. 1.

Fig. 1. The applied Arabic sentiment analysis methodology.

4.1 Data Collection

Data were retrieved from Twitter using the Python Tweepy library and an API key.
12,000 Arabic tweets were extracted using four different hashtags. For each hashtag,

Table 1. Hashtags used to form dataset
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tweets were collected over a different period in order to compare the society opinions
pre and post permitting Saudi women’s sports, as well as changes in sentiment over time.
The dataset size and period for each hashtag were identified as shown in Table 1.

4.2 Data Preparation

Since the text in tweets is known to be noisy, it should be cleaned and pre-processed
before being analyzed. We started by removing the noisy tweets that contained ads,
coupons, political materials, and unrelated tweets. We also excluded tweets that were
posted on a date outside the covered period specified in this study. To accomplish the
preparation and preprocessing tasks, we used a variety of tools, which are detailed in
this section.

Microsoft Excel
Wefirst cleaned the collected data usingMicrosoft Excel formulas. This involved exclud-
ing retweets and tweets containing URLs or media, as well as removing user mentions
(@user) from the tweets along with hashtags (#), emojis, and punctuation. Then, we nor-
malized several Arabic letters that have different shapes, including ( ), by converting
them into a single shape. For example, the different forms of “alif” ( ) were converted
into ( ), and the letter ( ) was converted to ( ).

RapidMiner
The second step involved using the RapidMiner tool. RapidMiner is a software plat-
form developed by the company that integrates machine learning, data and text mining,
predictive analytics, and business analytics into a single platform. It is a sophisticated
offering with over 1,500 drag-and-drop operators, allowing for the most efficient and
quick data mining operations [16].

For our work, we utilized the “Nominal to Text” operator to convert all nominal
attributes to string attributes, after which we used text processing techniques. “Tok-
enization” was applied, which breaks a document’s text into a sequence of tokens. “Filter
stopwords” was also used to filter Arabic stopwords from a document by removing every
token which matched a stop word in the built-in stop word list. The stemming process
was excluded due to its poor outcomes, which works to reduce the inflectional forms of
each word into a common base word or root word or stem word. The authors in [17]
demonstrated that using the stemming operator produces unsatisfactory results in the
Arabic language.

After data preparation, the quantity of tweets across all four hashtags was reduced
from 12,000 to 7,500. Then, a limited sample was randomly constructed for the initial
study, consisting of 1,999 tweets covering all hashtags. It is worth referring to [18],
which proved that the performance of a classification algorithm does not depend on the
size of the datasets used.

4.3 Sentiment Analysis Process

Sentiment analysis is a technique of recognizing and extracting subjective information
from source materials by Using NLP, computational linguistics, and text analytics. It
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involves calculating people’s perceptions, attitudes, and emotions regarding entities, per-
sons, situations, events, themes, and their characteristics [19]. This study used a lexicon-
based approach to extract sentiments from tweets. An Arabic lexicon was required to
label the data before applying the classifier algorithm.

Lexicon-Based Classification
Lexican-based classification is a method of assigning labels to documents based on
the number of words in two contrary lexicons, such as negative and positive sentiment
[20]. Lexicon-based approaches require the manual collection of opinion words, and so
they have been criticized for requiring too much human effort. Furthermore, the Arabic
language is dialectically rich and its diverse structural properties in the various dialects
need to be fully captured in order to derive maximum benefit from Arabic sentiment
analysis, particulary for less formal channels such as social media [21].

It was challenging to find a lexicon that included Saudi dialects related to sports for
this study. Two prior studies have constructed Arabic lexicons with the Saudi dialect [22,
23]. Accordingly, a lexicon was built for this study. First, we collected data from Twitter,
particularly from the sport context, focusing on the Saudi dialect. Then, we tokenized
these data. In turn, we classified the most important words into positive and negative. In
the classification process, all authors participated, and then their results were compared
to assure the polarity of the classification. Lastly, duplicated words were removed.

As a result of this process, 4,765 were the total number of words in the dictionary.
2,701wordswere positive and2,062were negative. The dictionary is available onGitHub
[24] for other researchers to use in future work.

Experimental Setup
The classification process was performed using the Python programming language
(specifically, Jupyter notebook in Anaconda navigator). First, the built lexicon was
applied on the dataset to assign the polarity of each word in the tweets to either positive
or negative. Each tweet was then labeled based on its maximum polarity by counting the
number of positive and negative words in the tweet. For example, if the tweet contained
three positive and one negative word, it would be classified as a positive tweet (and vice
versa); if the number of the negative words is greater than the positive words, the tweet
would be classified as positive. Moreover, if the number of positive and negative words
is equal, the tweet is classified as neutral. An illustration is shown in Table 2.

Once the dataset is labeled, Support Vector Machine (SVM) was applied to build
the sentiment classifier model. SVM is a collection of supervised learning algorithms
used for classification, regression, and outlier detection [25]. We used SVM due to its
effective performance in Arabic sentiment analysis, according to [26].

We applied the train-test split() function to split that dataset into 70% training data (to
train the classifier) and 30% test data. Moreover, to ensure accuracy and prevent overfit-
ting, 10-fold cross-validation was performed on the SVM. This process was undertaken
on all three datasets mentioned in Table 2.
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Table 2. Sample of tweets labeling

5 Results and Discussion

To evaluate the performance of SVM methods for each dataset, we used different eval-
uation metrics: Accuracy = (TP + TN)/(TP + FP + TN + FN), Recall = TP/(TP +
FN), and Precision = TP/(TP + FP).

In these three equations, TP (true positive) is the number of correct positive predic-
tions, TN (true negative) is the number of correct negative predictions, FP (false positive)
is the number of incorrect positive predictions, and FN (false negative) is the number of
incorrect negative predictions [27].

Table 3 shows the results for the SVM model for each dataset. As indicated,
SVM demonstrated superior performance in 3-class classification, since it is able to
differentiate between sentiment polarity.

Table 3. Results of SVM model

Classifier Dataset ID Accuracy Recall Precision

SVM S01 0.91 0.90 0.90

S02 0.85 0.85 0.85

S03 0.72 0.71 0.71

In the next subsection, further results are discussed for each dataset, where each
dataset represents a certain hashtag during a specific period, as shown in Table 1.

5.1 Pre-hashtag (S01)

To evaluate and confirm the sentiment analysis for society toward Saudi women’s
sports at the beginning of the decision of permitting sports in female schools.
670 tweets were randomly selected from our dataset as a balanced sample
from the hashtag ( , which is translated as (#Offi-
cially_female_sports_in_schools). This was a trending hashtag on Twitter in July 2017
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when the Ministry of Education (MoE) in Saudi Arabia announced that sports classes
would soon be introduced officially in female schools.

Table 4 shows that 90% of the sample was satisfied with the introduction of sport
and physical activity in female schools, with 604 positive tweets. By contrast, only 10%
of the tweets showed negative or neutral sentiments.

Table 4. Comparison of positive, negative, and neutral tweets for pre-hashtag

Dataset ID Size Positive Negative Neutral

S01 670 604 36 30

According to the results above, it is confirmed that there was a need for female
sports classes in schools, referring to [9], which proved that there is support for women
to participate in sport and physical activity. However, most of the tweets agreed that
women’s participation in sport should be undertaken in accordance with the teachings
of Islam, sex-segregated, and occur in private settings. On the other hand, the authors in
[13] proved that women are interested in maintaining their fitness and increasing their
motivation for sports practice. The main obstacle that women face was the high cost
of participating in the gym, with the absence of school curricula for sport having been
overcome by the decision of the MoE.

5.2 Pre and Post Hashtags (S02)

In this hashtag, 660 tweets were randomly selected from the dataset as a balanced sample
in order to evaluate and confirm the sentiment analysis for the pre and post hashtag (

), which translates to (#Female_Sport #Women_Sport). To
compare societal opinions over time, two separate periodswere selected (2017 and2021).
The results show that 85% of the sample was classified as positive, where some were
supporters of women participating in sports, while others were female athletes already
participating in sport.

Table 5. Comparison of positive, negative, and neutral tweets for pre and post hashtags

Dataset ID Size Positive Negative Neutral

S02 660 575 53 32

According to the results in Table 5, women in general are interested in sports partic-
ipation in the case of the availability of facilities, a suitable environment, and necessary
supplies and materials.

As mentioned in [12], that there is no motive environment that encourages sports
participation, Therefore, it is noteworthy that in this study, the results suggest otherwise;
in particular, comparing 2017with 2021,women are becomingmoremotivated to engage
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in sport, and the environment is increasingly becoming encouraging. Referring to [10],
the study proved that physical fitness, social experience, and formal competition had
a positive effect on physiological experience, which in turn positively influenced the
attitudes of female students towards sports.

5.3 Post-hashtag (S03)

To evaluate and confirm the sentiment analysis for the post hashtag ( ),
which translates to (#Tahani _Alqahtani), 669 tweets randomly were selected from the
dataset as a balanced sample.

72% of the results were supporters of Tahani’s participation in the Olympics, while
the rest criticized her. The results in Table 6 show unrealistic responses arising from the
high level of rejection of Tahani’s participation owing to religious and political factors,
which results in getting out of context in a way that is not related to sport.

Table 6. Comparison of positive, negative, and neutral tweets post-hashtags

Dataset ID Size Positive Negative Neutral

S03 669 442 118 109

Another study conducted in 2020 [12], which mentioned that females lack social
support and resources, is proved by the results above. TahaniAl-Qahtani, a SaudiWomen
who participated in the Tokyo Olympics in 2021, received different points of view on
her participation: some were supporters, while others attacked her due to religious and
political affiliations and motivations.

Additionally, some tweets mentioned that Saudi women’s activities must be
improved. For example, one tweet stated: “There is very little action in sports activities
in the KSA compared to other countries in the world.” The supportive tweets showed
that women are inspired to participate if they have the opportunity and a suitable place,
which was mentioned in [11].

6 Conclusion and Future Work

The aim of this study was to compare the society opinions pre and post permitting Saudi
women’s sports. We collected a dataset of 12,000 tweets that were prepared, consisting
of text related to Saudi women’s sports from Twitter. The tweets reduced to 7,500
across all four hashtags after data preparation. For the initial study, a limited sample was
randomly constructed consisting of 1,999 tweets covering all hashtags. For the analysis
process, we performed sentiment analysis using the SVM classifier, which showed a
good performance. The highest accuracy was for the Pre-Hashtag with a score of 0.91,
followed by the Pre and Post Hashtag with a score of 0.85. Finally, the Post Hashtag has
the lowest score of 0.72.

Our results, which compared people’s opinions towardwomen’s sports fromprevious
years with nowadays (2017 vs. 2021), in addition to the progress between these years.
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The pre opinions dataset showed that people previously wanted women to engage in
sport, as well as participate in physical activity during education; therefore, most of the
opinions agreed with this decision, suggesting that this would be helpful and healthy for
society. In contrast, as of 2021, citizens and residents across Saudi society have already
engaged in many kinds of sport. They are also in agreement, support, and are proud
of this engagement. This trend is reflected in the result of the third dataset, which is
related to a Saudi woman, Tahani Alqahtani, who participated in the Olympics 2021.
However, the outcome of the second dataset, concerning pre and post opinions sentiment
in 2017 vs. 2021, showed that the societal interest has moved toward greater women’s
engagement in sport. Moreover, the available data suggest that sport is becoming amajor
aspect of Saudi women’s lifestyles.

This paper is an initial study that analyzes opinions in Saudi society toward women’s
sports. Future work will continue to consider more hashtags that are recent, as well as
comparing them with older dates, to find better results. Another recommendation is to
use more general hashtags that target the society more. Also, include thematic analysis
to be able to provide recommendations that improve women’s sports in Saudi Arabia.
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Abstract. A relevant concern of Java programming and mathematics
instructors is that first-year college students usually have difficulties in
grasping the abstract concepts of these two disciplines. Consequently, a
meaningful part of students may fail to pass their core exams in BIT,
Business Information Technology. To overcome this issue, two maths
and programming instructors and a researcher in psychology of edu-
cation, implemented the so-called exploratory video-based instructional
intervention, through which BIT students were asked to explain specific
Java programming concepts and to describe how to solve three maths
exercises using self-produced videos. From a diagnostic perspective, the
instructors were able: a) to recognise the correctness of the syntactic
knowledge, the conceptual knowledge and the strategic knowledge of
Java programming and b) to distinguish whether students were correctly
applying the foundations of mathematics, which are essential skills for
becoming a good programmer. The results of this experimental study
showed that first-year students appreciated the production of these self-
explaining videos, resulting in mastering complex abstract concepts in
mathematics and in programming.

Keywords: Programming · Mathematics · Self-explaining · Teaching ·
Student video · Transfer learning

1 Introduction

Programming and mathematics are two essential disciplines for learners who
study Business Information Technology (BIT) at the FHNW University of
Applied Sciences and Arts, based in Northwestern Switzerland. Furthermore,
being a BIT student also means becoming a future qualified expert, able to
professionally communicate and work professionally with diversified clients and
specialists within the two fields of Business and Information Technology. How-
ever, in the past years, as a trend in our BIT programme, approximately half of
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the first-year students do not pass their programming exam. One of the prob-
lems we encountered, as instructors, was the difficulty for many students to relate
new abstract concepts to existing knowledge. One of the characteristics of our
students are their diversified academic and professional backgrounds. Not all of
them have a strong foundation in mathematics and almost many of them never
experienced programming before enrolling in the study program.

The focus of this paper is to show how instructors (two program-
ming/mathematics instructors – the second and the third authors of this paper
– together with an instructor of psychology of learning, didactics and business
communication) introduced in two courses (programming and mathematics) the
so-called exploratory video-based instructional intervention, through which stu-
dents were asked: a) for the programming course, to explain a specific program-
ming concept, and b) for the mathematics course, to describe how to solve three
maths exercises, using – in both courses – self-produced videos.

The instructional aim of this exploratory video-based instructional interven-
tion (which was for students an optional task to earn additional learning points,
added to their final grade) was threefold: first, to promote the choice of using mul-
timedia in self-explaining (and explaining to other peers) specific concepts and
procedures that are rather abstract and theoretical. Second, we, as instructors,
wanted to analyse in which ways the multimedia modality could promote a shift
– from a concrete to an abstract transfer of concepts – in student learning. We
used the video-transfer-task methodology, through which students were asked to
explain (in business mathematics) linear algebra exercises and (in programming)
some Java programming elements. Moreover, this instructional intervention pro-
vided a basis for understanding how we can better design our instruction, using
multimedia videos as an additional learning output. In fact, from a diagnostic
perspective these videos can help us recognise the correctness of the syntac-
tic knowledge, the conceptual knowledge, and the strategic knowledge of Java
programming and understand whether students are grasping the foundations of
mathematics and programming. Thirdly, we believe that promoting the com-
munication techniques of the so-called procedural discourse could be beneficial,
considered that in the future, these BIT students will need to communicate and
to collaborate with diversified clients and business professionals using informa-
tion technology.

2 Theoretical Insights from Computing Education
Research

Within the so-defined computing education research, based on the thoroughly and
insightful literature review on student misconceptions and mistakes in introduc-
tory programming courses, Qian and Lehman [25] provided an insightful explana-
tion about the types of difficulties students are usually encountering while learn-
ing the foundations of programming. As early as the 80ies, scholars in education
and cognitive psychology started to focus on understanding the quality student’s
thinking while learning programming, including the analysis of misconceptions,
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their “alternative conceptions”, preconceptions and others. Specifically, in com-
puter science education and programming, series of pivotal studies [1,2,16–19,26]
were conducted to comprehend students’ incomplete understanding when learn-
ing computer programming. These studies are still very insightful nowadays,
while today’s instructors are searching for the right balance between designing
the pedagogical teaching strategies and structuring the programming teaching
content.

One aspect is the possibility to offer to novice learners more concrete-abstract
transfer instructional opportunities to novice learners [17]. In fact, Qian and
Lehman [25] (p. 1) underscored that “many sources of students’ difficulties have
connections with students’ prior knowledge.” The most common difficulties were
found in encountering unfamiliar syntax, natural language, maths knowledge,
inaccurate mental models, lack of strategies, programming environments and
teachers’ knowledge and instruction. More specifically, scholars including Qian
and Lehman [25] recognised three main types of students’ difficulties, based on
general types of programming knowledge: first, syntactic knowledge (referred to
knowledge of language features, facts and rules); second, conceptual knowledge
(meaning how programming constructs and principles work and internal com-
puter mechanisms) and third, strategic knowledge, especially the application of
syntactic and conceptual knowledge of programming to solve novel problems,
such as tracing and explaining code [25] (p. 16; see also [2]).

Specifically, for Qian and Lehman [25] (ibid.) syntactic knowledge referred
to frequent errors, namely: the mismatched parentheses, brackets and quotation
marks; using irresolvable symbols, because failing to declare a variable before
using it, missing semicolons, using illegal start of Java expressions, which hap-
pens, because of unfamiliarity with the Java expressions; or the mistakenly use
of the assignment operator (=) instead of the comparison operator (==). These
mistakes are easily detectable and straightforward to address. The conceptual
knowledge denotes the errors in the basic mechanics of programming languages,
which can also lead to students’ misconceptions that are related to student’s men-
tal models of code execution and computer systems (examples are the concept
of variable, variable scope, conditionals, the looping construct, program execu-
tion, and object-oriented programming concepts and principles). The strategic
knowledge is defined as the “conditional knowledge in cognitive psychology” [25]
(p. 6), which is denoting the expert level of knowledge on planning, writing,
debugging programs for finding solutions to new problems by applying syntactic
and conceptual knowledge.

The authors emphasised that “students’ difficulties in strategic knowledge
are highly correlated to their difficulties in syntactic knowledge and concep-
tual knowledge” [25] (p. 6), caused by the inexact mental model of reference.
Therefore, it is not enough to know only syntactics and semantics is not enough
to be a good programmer; being able to understand the problem to solve and
how to decompose it, is also paramount. In fact, “When a novice programmer
debugs a program, he or she typically reads and traces code in a local manner
– line by line – without a holistic view about programming ... (in) debugging
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novices usually is not fixing the error but rather comprehending the program
and locating the error” [25] (p. 7). Furthermore, Qian and Lehman [25] (ibid.)
reported on the factors that contribute to these difficulties, such as: task com-
plexity and cognitive load, natural language, existing maths knowledge, flawed
mental models, inadequate patterns and strategies, environmental factors, and
teachers’ instruction and knowledge. For example: novices, which are learning to
program, might be not familiar with all the requested programming languages’
syntax, forgetting some elements, such as parenthesis, braces, semicolons, etc.,
therefore, task complexity and cognitive load might be a common error condi-
tion. In addition, the own natural language knowledge might hinder the use of
the specific programming language, as the terms do not match.

Another related aspect is the level of proficiency in English, which can con-
tribute to the success in learning to program (an example is the use of then
in the if-then-else programming construct). The existing maths knowledge is
an indispensable precondition of being able to program. If the levels of prior
maths knowledge are low, this situation could become a source of misconceptions
and of potential errors. Other related factors are flawed mental models, which
could cause incomplete and inaccurate execution of coding and the tracing of
the code. Consequently, inadequate patterns and strategies for solving problems
might develop, due to the fragmentary mental model instead of a well-organised
structure. In such cases, patterns and strategies for solving programming prob-
lems might be applied, failing “to reason at an abstract level when comprehend-
ing, writing and debugging code ... the programming knowledge gained by novice
programmers usually is not organised into meaningful patterns and the connec-
tions between pieces of knowledge are not well established.” [25] (p. 9). The
environmental factors are language features related to the programming envi-
ronment, which are supporting the debugging activities. Finally, the teacher’s
instructional and knowledge is referring to a type of instructor that teaches rules
rather than reasons, promoting the memorisation of syntactic knowledge, rather
than understanding and reason, thereby – unintentionally – fostering the devel-
opment of incorrect mental models, which are then difficult to change.

Qian and Lehman [25] underlined that the dissemination of new instructional
approaches and tools to overcome these issues have been limitedly researched and
studied. In fact, they warmly advised going beyond simply documenting and
addressing students’ difficulties and incorporate the conceptual change theories
and also consider the pedagogical content knowledge (PCK). They refer to two
theoretical perspectives within the learning science and the scientific disciplines,
which apply this scientific knowledge in everyday life. These two theoretical
perspectives are: knowledge as theory and knowledge as elements [24] (p. 351).

Historically, the knowledge as theory has been the predominant approach, and
it refers to a student’s knowledge accurately represented as a coherent unified
framework of a theory-liked knowledge, involving a student’s interpretation of
subordinate models and ideas. It refers to the Piaget’s concepts of assimilation
and accommodation [24]. “If a learner’s current conception is functional and if
the learner can solve problems within the existing conceptual schema, then the
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learner does not feel a need to change the current conception” [24] (p. 352). The
learner needs to be dissatisfied with this initial conception, to abandon it and to
accept a conceptual change, and often novices are not equipped to do so.

Knowledge as elements, on the other hand, refers to an ecology of quasi-
independent elements, “where a combinatorial complexity of the system con-
straints students’ interpretations of a phenomenon ... student’s understanding
in terms of collections of multiple quasi-independent elements” [7] (pp. 352–354)
This definition was proposed by diSessa [7], “the knowledge structures of novices
consist primarily of unstructured collections of many simple elements that he
calls p-prims (phenomenological primitives) ... developed through a sense-of-
mechanism that reflects our interactions with the physical world ... do not have
a status of a theory ... are generated from a learner’s experiences, observations,
and abstractions of phenomena... have more exploratory power than conceptual
framework theory.” [7] (p. 355).

Summarising, through the knowledge as elements, composed by facts, nar-
ratives, concepts, and mental models at various stages of development, novices
connect and activate these knowledge elements, based on the relevance of the sit-
uation. During the conceptual change process, which resembles a piece-by-piece
progression of knowledge building, these elements find their way to learning and
to making sense, compared to the theory-liked knowledge process. Therefore,
these two models of knowledge define different ways of designing curricula, with
the focus on helping students organise and reorganise their learning process.

3 Practical Insights from Cognitive Psychology

The knowledge as elements theory has some elements in common with the gen-
erative learning theory. In fact, according to Fiorella and Mayer [10], there are
eight ways to promote generative learning and conceptual change in learning,
which means when learners are actively making sense of the information to be
learned. These are: learning by summarising, by mapping, by drawing, by imag-
ining, by self-testing, by self-explaining, by teaching to others, and finally by
enacting. The self-teaching technique, using videos to explain concepts in math-
ematics and in programming (as in our cases), has been scientifically proven to
be very effective in previous research cases (see [9,12]).

Additionally, based on his four decades of research in the establishing his
science of instruction, Mayer [16] (p. 121; see also [1]) defined meaningful learn-
ing the process by which the learner combines the new learning material with
their schema (the already existing knowledge), through the process of assimi-
lation. As early as the early 1980s, he asked himself whether concrete models
– advance organiser – for novice programmers could support the meaningful
learning of computer programming, while promoting more understanding than
memorisation, because “the payoff for understanding comes not in direct appli-
cation to the newly learned material, but rather in the transfer to new situa-
tions.” [16] (p. 123). The same conclusions were reached by Soloway [26] (p. 852),
when he differentiated the difficulties, novices had between syntax and seman-
tics of programming. Based on the recent scientific contributions of Fiorella and
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Mayer [11] and by Bétrancourt and Benetos [3], important criteria for designing
instructional videos were considered and shared within the instructional design
research community. An instructional video “is intended to help people learn tar-
geted material ... it is a form of multimedia instruction” [11] (p. 465), including
visual material (video) and verbal material (voice and/or onscreen text). Bene-
ficial is the segmenting, being able to break down the multimedia presentation
in meaningful segments, to provide learners with a control of their own learning
process. Hindering aspects of instructional videos are faces on screens, adding
practice without feedback and inserting pauses [11] (p. 465).

Soloway [26] stated that a program has two audiences: the computer, because
the instructions in a program turn the computer into a mechanism that dictates
how a problem can be solved and the human reader. Therefore, the programmer
needs to have an explanation as to why the program solves the given problem,
“learning to program amounts to learning how to construct mechanisms and
how to construct explanations. In teaching programming and problem solving in
general a key objective is to develop useful methods of abstraction. A hallmark of
expertise is the ability to view a current problem in terms of old problems, so that
solution strategies can be transferred from the old situation to the current situ-
ation.” [26] (p. 853). Programming is a design discipline, which is producing an
artefact that performs desired functions. Being an artefact leads to the concept of
mechanism, which specifies a chain of actions that promotes some desired effects.
In these processes change is the norm and not the exception; therefore, program-
mers need to provide the evidence of how and why the artefact was designed in
a certain way, to ensure that the next programmer can effectively modify the
artefact, if needed. This complexity also includes being able to explain, because
programming processes are basically mechanism and explanations. Nevertheless,
syntax and semantics are not enough; on the contrary, being able to break prob-
lems down into sub problems, and knowing their interconnections, this is also
important for mastering problem-solving-programming tasks.

This exploratory video-based instructional intervention provided a basis for
how we can better design our instruction, using these multimedia videos, as an
additional learning output. In fact, from a diagnostic perspective, through these
videos help us: a) to recognise the correctness of the syntactic knowledge, the
conceptual knowledge, and the strategic knowledge of Java programming and to
understand whether students are grasping the foundations of mathematics; b)
to understand how students elaborate their contents from a procedural discourse
communication, and how to teach this skill. Another aspect that we wanted to
understand is the level of the so-defined procedural discourse, which the students
intuitively used to create and to comment their videos.

Procedural discourse means the how to do-to perform definite communica-
tion’s procedures [8,22]. According to Farkas [8] (p. 42) procedural discourse
relates to written and/or spoken discourse guiding people in the performance of
a certain task. Procedural discourse is more than a logical and structured infor-
mation. Based on two recognised perspectives: a) human problem solving in the
context of systems theory [23] and b) rhetoric and the source of credibility [6],
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procedural discourse stems from the purposeful human behaviour, intended as
the “telling someone who is in one set of circumstances how to transition to
another set.” [8] (pp. 42–43). Procedural discourse implies four steps: 1. a desire
state, which is the goal of the user; 2. the prerequisite state, as a condition for
moving towards the goal; 3. the interim state, referring to the milestones and
sub-goals to reach through our actions; and finally, 4. the unwanted states, which
the user wants to avoid. This type of communication, rhetorical by nature, is
procedure-based, and guided through tasks to accomplish. By analysing the way
how students explained their programming and maths videos, we learn how to
integrate this procedural discourse component, as a communication added value
skill to be develop.

In the next section, we will provide more context about the two courses: its
instructional design and the methodology used, students’ results and how they
approached the exploratory video-based instructional intervention.

4 The Two Courses: Programming and Business
Mathematics 2

4.1 Participants

The two courses Programming and Business Mathematics 2, were held in the
second semester of 2019. Two different classes were enrolled in the two courses.
17 students participated in the programming course, which covers the basics of
Java programming, including object-oriented programming. In the mathematics
course, 18 students were enrolled, learning the basics of linear algebra with an
emphasis on computational approaches.

4.2 Method

Based on the instructor’s motivation to drastically reduce the gap between stu-
dents who are successful in programming and maths exams and those who fail,
and based on the fact that programming is strongly related to maths, the instruc-
tors of this paper designed and applied the exploratory video-based instructional
intervention, offering students the option of producing self-video-based expla-
nations of programming and maths concepts, together with a flipped classroom
intervention, using the E.Tutorial, which will be explained later. The foremost
instructional aim was to understand how students can represent maths and pro-
gramming concepts and exercises, using multimedia explanations and whether
they would gradually undergo cognitive change through these video-based inter-
ventions from a concrete to an abstract transfer of programming and maths
concepts [4,13,14].

In the programming class, a 4-step-model, a blended learning concept, called
E.Tutorial and developed by the ETH Zurich, was used. First, students read
short text documents of the most important definitions, concepts, and tasks
(referred to the SEE part). Second, guided by an electronic tutorial, the con-
cepts of the SEE part were applied (referring to the TRY part). Third, these
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concepts were then applied individually to a problem-based task, transferring of
the knowledge (the so-called DO part). Fourth, individual solutions of the DO
part were presented and discussed in a face-to-face meeting with the instructor
(the EXPLAIN part). Some topics were extended with traditional lecturing. It
can be sustained that the exam’s outcomes improved, compared to the previous
years, with a failing rate of 30% and an average grade of 4.25 (maximum grade
6). Although a rather traditional teaching approach was used in the maths class,
approximately half of the in-class time was invested to solve maths problems.
The failing rate was 0% and an average grade of 5.5 (maximum grade 6) was
achieved.

To keep track of their own learning experience and to engage students in
this process, we asked them to produce the exploratory video-based instructional
interventions. In the programming class, they explained a concept of Java pro-
gramming and how to program it. In the mathematics class, they were asked to
create three videos explaining how to solve three exercises. The creation of the
videos was rewarded with additional learning points.

5 Results

5.1 The Programming Course

Using a post-questionnaire, students expressed their opinions about the entire
course. The E.Tutorial was very much appreciated, because of the freedom it
provided to study alone, at their own pace, introducing one Java concept at
the time to promote understanding of specific concepts and methods. Corre-
spondingly, self-learning was perceived correspondingly as a challenge for other
learners as they appreciated the teaching option of experiencing a live-coding
explanation on a screen in the classroom. In terms of exam performance, the
programming and maths instructor appreciated the fact that the exam’s out-
comes improved, compared to the previous years, reaching an average grade of
4.25 (maximum grade 6). Certain exam questions were easily accessible, because
students could have solved these even applying rote learning. However, one ques-
tion was designed as a transfer knowledge one. Students received a description
in a non-programming terminology of what a program should do, and they had
to implement its functionality in the form of a method. They were aware of the
exam format.

From the video production perspective, no student complained about pro-
ducing a video with their own tools. On the contrary, 16 out of 17 students took
the chance to earn learning points by creating a video, where they needed to
explain a particular Java programming element and, if possible, to relate the
abstract concept to a familiar and concrete object. The duration of these videos
ranged from 30 s to 5 min. To analyse the videos, we used the three-part frame-
work of Bétrancourt and Benetos [3]: the representational approach, the cognitive
approach, and the instructional approach (see also Carliner’s physical, cognitive,
and affective information design framework [5]).

From the cognitive information design approach, the instructor analysed the
presented content for correctness: 12 out of 16 were correct. For only five out of
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16 there was a relation to concrete objects; and finally, only in three cases (out
of 16) abstraction was mastered.

From the instructional approach, the programming videos showed the fol-
lowing features: two out of 16 introduced a definition; 13 out of 16 provided an
explanation; 12 out of 16 introduced an example; two out of 16 used highlighting
features, such as arrows, to let the audience follow the content presented within
the videos; four out of 16 used rhetorical questions, like: what is a variable?

From the representational approach, six out of 16 addressed themselves to the
audience, either with using I, you or we; 11 out of 16 used background music;
students represented themselves, using animated-anonymous personas provided
by the software they used; or they represented students in a classroom at the
blackboard, personas with names, personas in stressful situations, like being a
procrastinator and needing to deliver the programming homework, or creating
a funny Christmas story, where a student needed to solve a programming prob-
lem, before being able to finally buy a gift for his girlfriend. Some students added
slides with explanations from educational material, without commenting or elab-
orating on these contents. Some used their own words in explaining concepts.
Some video-animations were completely disconnected, as if these presented their
own mental schema, completely full of useless elements, disordered, superficial
and with no context or relations to the instructional content.

Summarising, we were not fully satisfied with the video-based contents pro-
duced by the students. These were merely descriptive contributions, somewhat
superficial, and not highly relevant to the course. Nevertheless, only the one
contribution really surprised us. In fact, one out of 16 created a serious, but also
intriguing and humorous video, featuring three students, becoming themselves
examples of Java code and its explanation (Fig. 1). As mentioned previously,

Fig. 1. A screenshot of an example video explaining abstract programming concepts
on the basis of a concrete story and concrete objects.
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according to Fiorella and Mayer [10], there are eight ways to promote genera-
tive learning, which means when learners are actively making sense of the to be
learned information. These eight ways are: learning by summarising, by map-
ping, by drawing, by imagining, by self-testing, by self-explaining, by teaching to
others, and finally by enacting. In this one case we considered this one video as a
combination of self-testing, self-explaining, teaching to others, enacting, through
a sort of theatrical representation, through which students became Java cod-
ing and Java programming concepts actors and actresses. The students, who
engaged themselves in such a theatrical representation filmed on a video, were
good students. One student started with no programming knowledge but was
intrinsically motivated and matched with a student with considerable program-
ming knowledge. Already in the class, they immediately selected the topic and
started to sketch a story, based on clear instructional contents to communicate
and to personally embed, representing Java objects, like people working in an
office, as Fiorella and Mayer would define as “embodied cognition” [11] (p. 466).

This choice embodies how to transform abstract Java codes and Java concepts
into concrete actors and actresses, finding relationships between Java codes and
Java concepts. For example, in programming it is possible to copy an object;
consequently, these students produced a copy of objects, presenting an assis-
tant in an office represented by themselves. Additionally, they chose the topic:
objects and classes, which is the most abstract and fundamental topic in the
Java object-oriented programming language. These students applied a humor-
ous approach to represents themselves as Java codes and Java concepts, covering
from very basic to more advanced Java programming topics. Through the enact-
ment, they tried to transform an abstract programming concept to a concrete
one, and promoting the transfer: from a concrete to an abstract, through a seri-
ous storytelling theatrical representation [15]. As instructors we asked ourselves,
if showing this excellent video example would help novice students to understand
these programming concepts.

5.2 The Business Mathematics 2 Course

The final grades were showing that all students successfully passed the exams.
16 out of 18 students took the chance to earn learning points in creating three
videos, where they needed to explain one exercise per video. Also, in this case,
no student complained to produce a video with their own tools.

A total of 48 (16× 3) videos were produced by the students, with approxi-
mately a total of 167 min distributed over 16 students, ranging from a maximum
of 21 min to a minimum of three minutes for each student explaining the three
exercises. The instructor analysed the videos considering the three categories:
syntactic knowledge, conceptual knowledge and strategic knowledge [25]. In terms
of these three categories, all the 48 videos were correct. But a no audio expla-
nation in own words hypothesis was suggested. In fact, a total of three student
videos were produced without audio explanation. The instructor was not able to
understand whether the procedures shown in these videos were correct or not.
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In the good videos, students showed how to work with clear, orderly pro-
cedural writing, combined with clear explanations. For example, one student
copied from the book all the elements to solve the exercises, giving context to
the exercises before solving these and defining the work to be done, and after-
wards explaining in their own words the beginning of the problems to be solved.
Another provided solutions with their own words; someone else added their own
insights and their own context to arrive at the correct result. Other students were
able to link the solutions to the formulas and theorems on a formula sheet pro-
vided by the instructor during the exam. Some students enhanced the explana-
tion with own content (summarised on cards), which was not explained in class,
other used predefined screens and one student also corrected himself during the
explanation, reaching the correct solution even if the exercise was challenging.
Some spoke very freely and confidently. Others suggested hints on how to solve
problems, using alternative strategies.

The less good videos reflected the behaviour of certain students in class. For
example, distracted students produced videos without context or explanation,
not mentioning the type of exercise he/she was dealing with, showing a lack
of involvement, adding music to the video explanation instead of thoroughly
explaining the exercise. When music instead of oral explanation was used, it
became a difficult task for the instructor to verify whether the video-content
was clearly understood or not.

It is interesting to note that the maths explanations required an abstract-to-
concrete shift, since abstract concepts had to be defined first and then elaborated
through concrete cases, e.g., calculations with concrete values. This shift was only
recognisable if students used their own words to explain what they did and if
they provided context or their own insight.

According to the adagio of the media philosopher Marshall McLuhan “The
medium is the message” [20,21], he provocatively proposed to focus on the
medium and not just the content. The medium impacts the content (the mes-
sage) to be delivered, also becoming also the message itself. The videos were
very insightful from an instructional point of view, because students were able
to produce their videos without any technical difficulty. No one showed their
own face, but they worked with their own voice. This way of creating the videos
mirrored their own behaviour and personality features as students in classroom.

6 Limitations and Discussion

We are aware that our exploratory studies present several limitations. First,
we had two experimental groups for both courses: Students were exposed to the
same amount of content. Organising a control group was beyond the scope of the
present study. Second, the two classes (Programming and Business Mathematics
2 ) were not the same ones. For a next educational experiment, we plan to work
with a class that covers mathematics and programming instructional contents, to
understand how students may combine the two disciplines. Third, the production
of the videos was an optional and non-mandatory task, designed to help students
with greater difficulties.
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Through these videos, we learnt that the exploratory video-based instruc-
tional intervention could greatly improve the understanding of where students
are in their learning processes. We do believe that the conceptual change theories,
especially the knowledge-per-element could promote a beneficial aspect in design-
ing learning activities within the curriculum. For a next round of instructional
experiments, a suggestion is using a content analysis methodology, considering
the following analysis lenses: a) the three levels of explanation, according to
the representational approach, the cognitive approach, and the instructional app-
roach, developed by Bétrancourt and Benetos [3], b) the logical and rhetorical
construction of procedural discourse, designed by Farkas [8] and finally c) the
Morain and Swarts [22] research questions, which are: With which convectional
forms of instructional discourse, do students use sound, text, still images and
moving images? How do these modal forms of content help the viewers to access,
understand, stay engaged with the instructional message? How do these usages
of content differ in these videos that other students can rate good, average, poor?
If these good videos were shown to weaker students, would they represent help-
ful learning tools for them? If yes, why, and how? How could we measure this
additional video-enhanced understanding (the shift from concrete to abstract)?

Additionally, we plan the creation of a multimedia accessible collection of
all students’ self-produced videos to be stored on the Moodle platform. The
instructor will provide “an assessment grid”, together with a vote system. During
the last lesson of the course, the class will be looking at all the videos, voting these
and give students the chance to promote more discussion around programming
and maths concepts.

Summarising, through the knowledge-as-elements, composed by facts, nar-
ratives, concepts, and mental models at various stages of development, novices
connect and activate these elements, based on the relevance of the learning sit-
uation. During these conceptual change processes, which may be perceived as a
piece-by-piece progression of knowledge creation, first-year students could find
their way to enhance their programming and mathematics understandings and
skills, improved through the procedural discourse communication skill, which
represent another vital competence for becoming a competent BIT professional.
As mentioned, for Fiorella and Mayer [11], there are eight ways to promote
generative learning. Through the exploratory video-based instructional interven-
tion, students experienced four of the eight strategies (summarising, self-testing,
teaching to others, and enacting). Providing students with more opportunities
to learn by using more media that is spiced with creativity could make program-
ming and abstract mathematics concepts more accessible to novice students.

Acknowledgement. We are grateful to the students of the programming and math-
ematics classes for their work and their active engagement in helping us to enrich our
didactics and teaching strategies.
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24. Özdemir, G., Clark, D.B.: An overview of conceptual change theories. Eurasia J.
Math. Sci. Technol. Educ. 3(4), 351–361 (2007). https://doi.org/10.12973/ejmste/
75414

25. Qian, Y., Lehman, J.: Students’ misconceptions and other difficulties in intro-
ductory programming: a literature review. ACM Trans. Comput. Educ. (TOCE)
18(1), 1–24 (2017). https://doi.org/10.1145/3077618

26. Soloway, E.: Learning to program = learning to construct mechanisms and explana-
tions. Commun. ACM 29(9), 850–858 (1986). https://doi.org/10.1145/6592.6594

https://www.routledge.com/How-to-Be-a-Successful-Student-20-Study-Habits-Based-on-the-Science-of/Mayer/p/book/9781138319851
https://www.routledge.com/How-to-Be-a-Successful-Student-20-Study-Habits-Based-on-the-Science-of/Mayer/p/book/9781138319851
https://www.routledge.com/How-to-Be-a-Successful-Student-20-Study-Habits-Based-on-the-Science-of/Mayer/p/book/9781138319851
https://doi.org/10.1037/0022-0663.79.3.269
https://doi.org/10.1037/0022-0663.79.3.269
https://doi.org/10.1080/10572252.2012.626690
https://doi.org/10.1080/10572252.2012.626690
https://dl.acm.org/doi/abs/10.5555/162580.162585
https://dl.acm.org/doi/abs/10.5555/162580.162585
https://doi.org/10.12973/ejmste/75414
https://doi.org/10.12973/ejmste/75414
https://doi.org/10.1145/3077618
https://doi.org/10.1145/6592.6594


Design of Enterprise Economic Dynamic
Management System Based on Spark

Technology

Lu Zhang and Yipin Yan(B)

Faculty of Management, Chongqing College of Architecture and Technology,
Chongqing 400000, China

zl13452873019@163.com

Abstract. Aiming at the problem that the currently used dynamic management
system based on Hadoop and B/S architecture is affected by the slow data min-
ing rate, resulting in low efficiency of data dynamic management, a design of
enterprise economic dynamic management system based on Spark technology is
proposed. Deploy the physical architecture of the Spark-based economic dynamic
management system, and build a data warehouse in this architecture to facilitate
users to quickly view data in real time. The B/S (browser/server) model is adopted
to design data collection modules, business service modules and performance
modules to meet the needs of big data analysis and decision-making. When using
Spark technology to dynamically adjust the difference data in the database, the
rule base needs to be updated in time to convert the automatic conversion system
to a detection system. Use the optimization algorithm of Spark Join operator to
optimize the entire connection operation, filter out the project data without specific
categories in the bank flow data, reduce the data entering the shuffle stage, and
design a dynamic management process. It can be seen from the test results that the
system has a maximummanagement efficiency of 92% in a safe environment. In a
non-interference environment, the highest management efficiency is 0.95, which
has an efficient management effect.

Keywords: Spark technology · Enterprise economy · Dynamic management ·
Data warehouse · Spark Join operator

1 Introduction

At present, the enterprise finance department does not have a data management and
analysis platform. It mainly relies on general office software such as ERP software and
UFIDA financial management system to process data. However, general office software
such as ERP has problems such as huge system, multiple functions, information redun-
dancy and poor information sharing. In terms of function, such software is mainly used
to input data and store data, Instead of collecting and analyzing data, the company’s
leaders cannot view the enterprise’s financial data and understand the current company’s
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operation through the visual information management platform in a timely, accurate
and real-time manner. In addition, such software usually has high cost, complex sys-
tem upgrade, difficult system maintenance and slow data migration. These problems
greatly affect the enterprise’s office efficiency. Therefore, the dynamic management of
enterprise economy is necessary. The previously proposed enterprise economic dynamic
management system based on Hadoop uses clusters to complete high-speed operation
and storage of data. At the same time, it is transparent to developers and supports agile
development. It is mainly composed of HDFS and MapReduce. HDFS not only has
high fault tolerance, but also has low hardware requirements and high throughput, You
can also access the data in the file system as a stream. MapReduce implements task
fragment processing, distributes fragments to multiple nodes through map, and then
synthesizes data sets through reduce and loads them into the data warehouse, which
truly realizes parallel computing [1]; The economic dynamic management system based
on B/S architecture and data warehouse technology are used to realize data query and
analysis, so as to ensure that the management can view the analysis results in real time
and accurately understand the overall operation of the company [2]. However, the above
two systems read the disk and file system more frequently, which makes the data min-
ing speed slower. Therefore, the design of enterprise economic dynamic management
system based on spark technology is proposed.

2 System Hardware Structure Design

According to the demand analysis of the economic dynamic system and the character-
istics of the big data platform, the physical architecture of the Spark-based economic
dynamic management system is shown in Fig. 1.

As can be seen from Fig. 1, in the whole process of designing the system, designers
and developers do not need to care about the specific physical environment, but only need
to know how to collect the data source. The economic dynamic management system is
mainly composed of big data platform, data analysis management platform andMySQL
database [3]. The big data platform runs on multiple servers in parallel, which is used to
complete the standardized and structured processing of customer transaction behavior,
details and other log information, conduct data analysis, and then store the results in
the database, so that users can easily query and analyze the results. The data source of
the big data platform comes from its own HDFS distributed file system. HDFS is used
to store persistent log information, that is, all log information is stored in HDFS, while
the corresponding analysis result database only stores the information of the day, which
not only ensures the data mining of long-term accumulated big data, but also reduces
I/O operations, So as to improve the overall efficiency of the system. The data analysis
management platform provides external web services to facilitate users to query the
analysis results more clearly and intuitively [4].

2.1 Data Warehouse Design

The traditional data warehouse is combined with the Spark big data platform to expand
the real-time analysis function of big data to meet the original business needs. Figure 2
shows the architecture design of the system data warehouse.
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As can be seen from Fig. 2, this architecture increases the number of types in the
source data layer compared with the traditional data warehouse and expands the data
source. In the data warehouse layer, spark is integrated with the traditional data ware-
house layer, in which spark is responsible for processing real-time, batch and unstruc-
tured data; Other unstructured data is processed by traditional data warehouse. At the
same time, the connection between the data source layer and the data warehouse layer
has also been changed accordingly. If it is integrated into the big data platform, it needs
to be processed by ETL (extraction, conversion and loading) [5]. In the data warehouse
layer, identify the data informationmode, fractal compress the image and video informa-
tion [6], extract the initial additional error value, abstract the distribution of error value,
save database memory and realize effective data compression [7]. In the design of data
warehouse of the whole system, the design of database occupies a key position, and the
conceptual structure design of database is the core of the whole database design. E-R
diagram is the basic method of conceptual model design. E represents entity and R rep-
resents relational model. It is composed of entity, relationship and attribute. If the system
function module design gives the specific function module and behavior implementation
of the developer, the data structure of the system provides the data storage mode and the
correlation between data [8]. Although the system uses HDFS to store unstructured data
such as logs, real-time data and data analysis result files, the final normalized analysis
results will still be stored in the relational database for users to view the data in real time
and quickly.

2.2 Data Acquisition Module

The economic dynamic management system adopts the B/S (browser/server) model.
The B end is responsible for generating various requests to the S end, and the S end
responds to related requests to complete data collection, which is sorted and stored in
a database or file [9]. The data collection layer specifically corresponds to the initial
input and business function modules of the system. The initial input mainly enters some
basic company information such as organizational framework, employee files, bank
files, etc. and some data directly related to the project at the initial stage of the project,
such as the owner Files, supplier files, etc., can be entered in the form of direct entry
through the browser form input box, or by importing the corresponding existing Excel
file. Manual entry ensures the real-time performance of system data, while file import
provides convenience for initial batch entry of data [10]. The business module divides
different business scenarios according to the different positions of the employees, and
enters real-time dynamic business data. Because the business data entered is complex
and diverse, there are also many types of entry forms provided [11]. The direct input and
file import are the same as those described above. At the same time, in order to meet the
needs of big data analysis, it also provides a way to read files from the distributed file
system and import batch data from the database. The composition of data acquisition
module is shown in Fig. 3.
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2.3 Business Service Module

The business service module is located on the S side, receives requests from the B side,
and uses Java Bean, Servlet, SparkStreaming, and SparkSQL technologies to complete
the corresponding processing of each request. The business service layer mainly corre-
sponds to the three business analysis modules of the system’s project status, integrated
cockpit and capital status [12]. Among them, the project status and funding status belong
to the analysis of the data in the traditional data warehouse to get the specific situation of
a certain project, and the detailed analysis of the funding status of a certain project in the
time dimension; while the integrated cockpit mainly combines large-scale analysis. The
data platform analyzes the unstructured data from the file system or the batch structured
data in the database to obtain the macro operation of the entire company, such as the
geographical distribution of projects in the spatial dimension and the contract time of
projects in the time dimension. The system business service module is shown in Fig. 4.
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Fig. 4. Composition of business service module

2.4 Performance Module

The presentation module is mainly located at the B end. The data analysis results and
data query results are dynamically refreshed and displayed on the page through the
web page. It mainly applies HTML and CSS for page layout, jqueryeasyui for page
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beautification, jQuery for page logic processing, and Ajax for asynchronous submission
and refresh. The core of the presentation layer is the data query module, which mainly
includes intelligent query, graphical report, formatted report and image query. Of course,
it provides operation interfaces for project status, comprehensive cockpit, fund status,
initial entry andmybusiness. The systemdisplays various data processing results through
the beautiful and easy-to-use operation interface to meet the final analysis and decision-
making requirements.

2.5 Real-Time Data Processing Module

Facing the new challenge of fast real-time streaming data calculation and fast batch
calculation, the system needs to find a non-complicated implementation solution instead
of combining frameworks for various computing scenarios to ensure concise data in the
systemFlowdirection, so as to better ensure the high responsiveness of the system.Based
on the distributed framework Spark and the distributedmessage queue Kafka as themain
data transmission medium, a fast data processing module with two major functions of
real-time computing and offline computing is constructed, as shown in Fig. 3.
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Fig. 5. Schematic diagram of the structure of the real-time data processing module

As can be seen from Fig. 5, the system mainly includes ETL module and real-
time processing module. Kafka message queue can be regarded as an internal data
transmission bus, which is connected between the two large modules to buffer data and
distribute consumption data, so that the system will not go down due to excessive load
when a large amount of data is generated by the data source, Kafka is also connected to
historical data storage external disk devices and side input data sources.

(1) ETL module obtains the data to be processed by establishing a connection with
external data sources. It can adapt to a variety of heterogeneous data sources and
data in different formats, and support offline data and stream data, such as mysql,
HDFS, Kafka, network socket, etc. one or more data sources can be selected for
connection according to business scenarios. The received original data is cleaned,
converted and sent to Kafka message queue.
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(2) Kafka message queue is a distributed high-performance message queue system.
Data receiving and distribution is to receive the converted data from ETL mod-
ule through publish and subscribe (producer consumer) mode, classify these data
according to business topics, facilitate applications to realize business functions,
and also play the role of data buffer. In addition, it is also connected with a historical
data storage device and a side input data source, which can be extended according
to the actual needs of users.

(3) The purpose of storing historical data is to facilitate the tracing of historical data,
to be able to analyze the complete and large-scale historical data in the past, and to
output the specified range of historical data incrementally to the real-time process-
ing module, thereby enabling data “replay” And the “recording and broadcasting”
function, generally use a distributed storage system like HDFS.

(4) The side input data source is to save some metadata transferred from external
application systems, because generally metadata changes and updates are not too
frequent, these metadata are sometimes indispensable when processing data, so by
establishing a side Save these metadata by inputting the data source, which saves
the bandwidth of data transmission, and only updates when it needs to be updated.
Redis or HDFS can be used as the storage device.

(5) The real-time processing module pulls data through the Kafka message queue for
calculation in the manner of consumers, and provides calculation methods such as
statistical analysis, complex aggregation, and machine learning. Users can imple-
ment their own calculation logic according to business needs. The calculated results
are stored in the local file system or database, and provide an interface for external
applications to quickly query and view the results in real time.

3 System Software Part Design

3.1 Enterprise Economic Data Mining Based on Spark

Spark is a fast and universal cluster computing platform for large-scale data processing. It
provides services in the form ofWeb Service. Users can access the service by calling the
relevant Web Service interface, or perform two operations on the WebService interface
provided by the system. Development to provide richer services.

Emphasis is placed on the analysis of dynamically changing business economic
data, and the detection of dynamic change data is regarded as a data analysis process.
This process requires mining and analysis of massive data in order to obtain dynamic
changing business economic data under the normal mode. When the mining process
reaches a state of dynamic data changes, the automatic conversion system needs to be
converted to a detection system. The rule base needs to be updated in time during this
process, as shown below:

Let R = {r1, r2, · · · rm} be a collection of projects, and F = {f1, f2, · · · fn} represent a
collection of database projects. Each transaction T has a separate project subset F ⊆ R,
and has a unique identifier. The association rule is the logical implication formula of the
formal term A ⇒ B, and A ⊂ F , B ⊂ F , A ∩ B = ∅.
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The support of the logical implication formula A ⇒ B in the rule base includes the
percentages of both A and B transactions. The condition concept is P = (B/A), which
can be expressed as:

sup part(A ⇒ B) = P(A ∪ B)

confidence(A ⇒ B) = P(B/A) (1)

Confidence is responsible for measuring the accuracy of relevant rules, and support
is responsible for measuring the accuracy of relevant relationship matrix. Through con-
fidence and support, we can evaluate how representative the rule is in the whole mining
process. Obviously, the greater the support, the more tense the relationship rules.

When using Spark technology for dynamic data mining, it is necessary to com-
bine the characteristics of dynamic data in large differential database. The specific
implementation process is as follows:

Step 1: Obtain interest
Through the query of related data, themining target and the reference set are collected

into the related database. According to the above association rules, the percentage of
all things is regarded as the expected confidence level, and comparative analysis is
performed. The obtained interest level W is:

W=confidence(A ⇒ B)

sup part(A ⇒ B)
(2)

The interest degreeW in formula (2) can include the correlation degree of all logical
implication formula A ⇒ B.

Step 2: Set the minimum limit matrix
At the level of rough calculation, themining target is set as theminimum limitmatrix,

and the corresponding matrix values are all stored in the database, where the attribute
value is a single value.

Step 3: Calculate the matrix support
There are different degrees of support between different matrices, the calculation

method is:

confidence{A,B} = W × confidence(A) × confidence(B) (3)

The support degree of the minimum threshold is obtained according to formula (3),
and the minimum database is formed through the expenditure degree.

Step 4: check the matrix relationship
Check the matrix relationship between common databases, eliminate the data

inconsistent with the actual relationship, and form a topology.
Step 5: form a new topology
The topological relations obtained in the above contents are generalized to form a

new topological structure, so as to realize the mining of enterprise economic dynamic
management data.
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3.2 Join Operation Based on Spark Join Operator

Data connection is a key step, so the optimization algorithm of Spark Join operator is
used to optimize the entire connection operation. The specific analysis process is as
follows:

Step 1: Use Kafka to receive real-time messages from external systems in real time;
Copy real-time bank log data to HDFS file system;

Step 2: Use the hdfsutii toolkit to read the data in the HDFS file system; Use the data
generator to generate simulation data to verify the reliability of the program;

Step 3: Convert data to RDD; Call rddoperatorutils class to group RDD and
aggregation operations; Call bfjoin to perform RDD connection operation;

Step 4: Store the result set in MySQL; Read the data in MySQL and display the
analysis results.

Bank flow data has the characteristics of complex payment types, which makes it
impossible to accurately count many subtle types of payments. At this time, they can be
classified into the same type of data. Generally, users pay more attention to certain data,
such as a certain item in a certain period of time. The total income, total expenditure,
the proportion of certain types of funds in the total expenditure/income of the project
and other macro information, etc., therefore, six types of data are divided.

In the specific processing, when the RddBFJoin is processed, the BF Join algorithm
designed in the previous section is used. In this business, before the connection of rddl
and rdd2 is executed, the item data that does not have a specific category in the bank
flow data can be filtered out. Reduce the data entering the Shuffle stage.

3.3 Dynamic Management Process Design

Spark provides a very direct way for users to submit compiled Spark applications, spark-
submit scripts. Users only need to package the application and its dependencies together,
and then use the script to submit to the cluster, and set the application deployment mode,
program entry, parameters and other information to complete the submission, and start
the application task on the cluster. Enter the cluster management interface, the first is the
list of data types to be created, including data type name, brief description, jar package
name, jar package location, creation time, etc. The list is sorted by the data type creation
time. Buttons for creating, updating, and deleting data types are provided at the top of
the list, and pagination components are provided at the bottom of the list. When creating
a data type, click the Create button to pop up a window, enter the name of the data type
(check the name), click the upload button, select the corresponding jar package, and
upload, or you can briefly describe the data type.

Dynamic management process design, as shown in Fig. 6.
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Fig. 6. Dynamic management process

When updating the data type, select the data type to be updated, and click the update
button to pop up a window. The window type is the same as the pop-up window for
creating the data type, but the data type information already exists in the window. You
can modify the information to be updated. If you need to modify the corresponding
jar package, re upload the jar package, and the original jar package will be deleted
automatically. When deleting a data type, select the data type to delete and click the
delete button to delete it. After deleting the data type, the corresponding data type
information in the data type information table in the database will be deleted, and the
corresponding data type jar file in the file system will be deleted automatically.

4 System Test

This test is derived from the ATL data processing analysis system project test report. The
purpose is to summarize the test phase of the enterprise economic dynamic management
system based on Spark technology and analyze the test results, evaluate whether the
system meets the requirements, and at the same time, discover the system as much as
possible Bugs and defects to ensure product quality.

4.1 Test Data

The data used in this experiment are nearly 300W bank journal data of a company. The
following information is extracted. The specific data set format is shown in Table 1.
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Table 1. Bank flow data field information

Field description Type

Abstract String

Borrow Float

Loan Float

Balance Float

Bank account Int

Transaction type String

Transaction hour String

Based on the data in Table 1, the system test and analysis are carried out.

4.2 Test Results and Analysis

Use theHadoop-based enterprise economic dynamicmanagement system, theB/S-based
economic dynamicmanagement system, and the Spark technology-based enterprise eco-
nomic dynamic management system to compare and analyze the management efficiency
in a safe environment and a disturbed environment. The result is shown below.

Safety Environment
In a safe environment, the management efficiency of the three systems is compared

and analyzed, and the results are shown in Fig. 7.
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Fig. 7. Comparative analysis of the management efficiency of the three systems in a safe
environment
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As can be seen from Fig. 7, the management efficiency of the management system
based on Spark Technology under the security environment is alwaysmaintained at more
than 90%; The management efficiency of Hadoop based management system is 46%–
70%; Themanagement efficiency of the management system based on B/S is 46%–56%.
It can be seen that the management efficiency of the management system based on spark
technology proposed in this paper is higher than that of the other two systems.

Interference Environment
In order to verify the actual operation performance of the system designed in this

paper, the management efficiency of the three systems under different concurrency is
analyzed, and the results are shown in Fig. 8.
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Fig. 8. Comparison and analysis of management efficiency of three systems under interference
environment

As can be seen from Fig. 8, when the concurrency of the three systems increases, the
management efficiency gradually decreases. The management efficiency of the manage-
ment system based on Hadoop fluctuates between 42% and 74%, and the management
efficiency is low; The management efficiency of the management system based on B/s
fluctuates between 25% and 68%, and decreases greatly when the concurrency is 500–
900, so the system is relatively unstable; Although the management efficiency of the
management system based on spark technology proposed in this paper has been declin-
ing, it can always be maintained at more than 80%; It shows that the management system
proposed in this paper can maintain 80% management efficiency under the condition of
1000 concurrency.

5 Conclusion

Based on the new management and analysis requirements of enterprises for financial
data, an economic dynamicmanagement system integratingmulti-source data collection,
statistics, analysis and management is constructed. The hierarchical design idea is used
in the construction of the whole system, the mature spark architecture is used to build
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the server side of the system, and the spark big data technology is used to complete the
basic development of the system.

This paper mainly designs and develops the economic dynamic management system
based on spark technology, studies the impact of data connection operation in spark on
data processing and analysis in the economic dynamic management system, and opti-
mizes the large table equivalent connection algorithm in spark. However, at present, the
system has only completed independent development, and cannot interact with exter-
nal systems. At the same time, some functions have not been migrated from traditional
platform to large number platform. In addition, there are still many deficiencies in the
optimization of data connection algorithm. Here, we put forward our prospects for the
future:

Although the proposed optimization algorithm BF join improves the connection
performance by effectively filtering the data that does notmeet the connection conditions,
the pre filtering ofRDDpartitionsmay lead to data skewing of datawith roughly the same
size due to different matching degrees of filtering conditions, resulting in the decline
of connection performance. Therefore, the optimization of data skewing connection
algorithm needs to be further studied.
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Abstract. The conventional system has the problems of low recall rate, accuracy
rate and high false positive rate of financial data classification. Therefore, an
accurate classification management system of enterprise financial and economic
data based on random forest is proposed. In the hardware, the front end, middle
layer, server end and enterprise financial and economic data display end are used
to form the overall architecture of the system, optimize the data memory of the
server end, and transform the serial communication circuit of the development
board; In the software design, abnormal financial data are filtered, a decision tree
is established for each sample data, the utility function value is learned through the
membership of the decision tree, and the optimal classification category is selected
for the data through the random forest classifier. The experimental results show
that the designed system improves the recall and accuracy of data classification,
reduces the false positive rate, and the financial data classification results are more
accurate and reliable.

Keywords: Random forest · Financial data · Management system · Data
classification

1 Introduction

Reasonable classification is the basis for in-depth mining and analysis of financial data.
However, due to the large scale and weak regularity of enterprise financial and economic
data, the problemof data imbalance has become the key problemof financial datamining.
Unbalanced data leads to the decline of the accuracy of financial data classification and
the actual effect of data. Therefore, it is necessary to accurately classify financial data
[1]. The research on the accurate classification management system of financial data is
conducive to improve the classification management and information analysis ability of
financial data, and is of great significance to the safe operation of enterprises [2].

With the rapid development of big data and information technology, foreign data
classification management systems have achieved good development. Through the fea-
ture extraction and fusion clustering processing of financial data, the internal association
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rule feature information of financial data is extracted, and then the automatic classifica-
tion and identification of financial data are carried out according to the distribution of
feature information, so as to realize the adaptive fusion processing of financial data, It
can improve the business process management ability of financial data [3]. The domestic
data classification management system has also made great progress. The software is
designed in the embedded environment, the multiple regression analysis method is used
to analyze the statistical characteristics of financial data, the retrieval structure model of
financial database is constructed, and the statistical analysismethod is used for automatic
statistics of financial data to realize the optimal classification of financial data [4].

Liu et al. Proposed to design a text classification method of distributed financial
data based on multi neural network fusion. This method designs a multi-element neural
network path including word embedding layer, convolution layer, bidirectional gating
cycle unit layer, attention mechanism layer and softmax layer; On this basis, the demand
effect resource classification strategy is adopted to complete themapping transformation
from the demand of qualitative science and technology resources to the solution of
quantitative resource service effect, and then to the output of qualitative science and
technology resources. It focuses on solving the significant long-distance dependence
characteristics of distributed text, obtaining effect knowledge quickly and accurately,
and improving the analysis effectiveness of financial data. Liu et al. Proposed to design a
financial data classificationmethod based onwidth learning system.Thismethod extracts
the deep features of financial data through simple structure to speed up the classification
speed The input data is constructed by using the time series of voxel mean of the region
of interest in the data, the shallow and deep features of the financial data are extracted
respectively, mapped into feature nodes and enhancement nodes of width learning, and
the model framework is constructed. The connection weight of the classification model
is calculated by inverse ridge regression to classify the financial data and greatly reduce
the training time.

However, the data classification of conventional systems mostly presupposes the
uniform distribution of the number of samples in different categories, resulting in insuf-
ficient data classification. In response to this problem, combined with existing research
theories, a random forest-based accurate classification management system for corpo-
rate financial and economic data is proposed.. Random forest is to artificially synthesize
new minority samples to reduce the imbalance of data categories, and perform linear
difference between neighboring minority samples to synthesize new minority samples.

2 Design of an Accurate Classification Management System
for Enterprise Financial and Economic Data Based on Random
Forest

2.1 Hardware Design of Accurate Classification Management System
for Enterprise Financial and Economic Data

The Overall System Architecture Design
The overall architecture of the system is composed of four parts: front end, middle layer,
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server end and enterprise financial and economic data display end. The server side adopts
micro server, uses database to transmit information, provides business interface through
middle tier architecture, and connects the front end and server side. The front end and
server side exchange information with the middle tier through interfaces respectively,
uses the front end to control enterprise financial and economic data, and outputs enter-
prise financial and economic data at the display end. The overall architecture of the
system is shown in Fig. 1:
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Fig. 1. The overall architecture of the accurate classification management system for corporate
financial and economic data

The front-end adopts a component-based development method, using chart cus-
tomization, file segmentation and uploading and other components to form reusable
universal components, abstract processing of element event-related libraries to form a
universal tool library, and the front-end routing layout components adopt a skeleton
structure. All business components are embedded in the layout components to ensure
that the business can be reused. According to different business functions, switch differ-
ent business components, select front-end routing configuration, front-end environment
configuration, packaging tool configuration, multi-national language configuration, and
form a framework configuration file, Corporate financial and economic data includes
static resources, image resources, etc. When classifying corporate financial and eco-
nomic data, each business component independently references label resources inter-
nally. The middle-tier architecture uses the middleware organizational framework to add
user authentication, log, and exception handling middleware to the middle-tier to check
the login status requested by the interface, record the corporate financial and economic
data classification program behavior, and handle the wrong program behavior in a timely
manner. The interface request is mapped to the tool module through routing, the encap-
sulated business component is used to forward the request, and the configuration of the
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framework environment is formed through the server address, deployment environment,
and external device address [5]. The server adopts a B/S structure, including multiple
controllers and filters, as well as multiple business entities and database entities, to check
and process different interface requests and business logic. The enterprise financial and
economic data display terminal adopts the secondary micro-control method. The single-
chip microcomputer and the development board are respectively used as the primary
and secondary master controllers. The development board is regarded as the corporate
financial and economic data motherboard, equipped with Wi-Fi modules, The power
conversion module, etc., convert the communication protocol to realize the communi-
cation between the primary control node and the PC end and the APP end. The PC end
uses serial communication and the APP end uses wireless communication. At this point,
the overall system architecture design is completed.

Optimize the Storage of Corporate Financial and Economic Data
Optimize the enterprise financial and economic data memory on the server side of the
system, and expand the storage capacity of the memory for enterprise financial and
economic data. Firstly, the input and output interfaces of the memory are optimized. The
optimized interfaces are shown in Fig. 2:
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Fig. 2. Schematic diagram of enterprise financial and economic data storage interface

LDPC decoder, Q hard decision message memory, buffer buffer, decoding result
memory and cyclic shift coefficient memory are selected as the configuration devices
of server-side memory. Firstly, the enterprise financial and economic data meeting the
security level is written into the buffer, the buffer is full, the data is read out, it is input into
the Q hard decision message memory, the corresponding column address of the network
information is read, the corresponding cyclic shift value is taken out from the address, the
information is cyclically shifted left by the same digit according to the value, and the left
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shift results are transmitted to the LDPC decoder in turn, Update the information node
repeatedly, obtain the latest decoding message, output the decoding results of enterprise
financial and economic data, and finally store the decoded information in the memory
[6]. Define the interface form of memory input and output, as shown in Table 1:

Table 1. Memory input and output interface

Port Input/Output Bit width Explain

DRVDD Enter 1 Input from outside, system clock

AVDD Enter 2 Information input enable terminal, input the quantized
data to be decoded

VINA Enter 1 Reset terminal, ensure low level is valid

CAPT Enter 1 Information input terminal, to ensure high level
effective

AVSS Enter 1 Bit rate selection input

SENCE Output 8 Decode data output terminal to ensure high level is
effective

AVDD Output 2 Output enable indicator

The 0.5 code rate represents the low level of the code rate selection input, and the 0.8
code rate represents the high level. For the output enable indicator, the parallel output
mode is adopted, the decoding result is set to 1 bit, and 8 decoding results of informa-
tion are output at one time, so as to increase the size of system memory and improve
the maximum processing number of user access requests. So far, the optimization of
enterprise financial and economic data memory has been completed.

Optimize the Main Board Structure of Corporate Financial and Economic Data
Optimize the main board structure of the display end of the financial and economic data
of the enterprise, and transform the serial communication circuit of the financial data
development board to reduce the interference of data collection, update, and communi-
cation. The development board uses EEPROM chip as the core chip, and the main board
uses STM32F103ZET6 signal microprocessor, equipped with 512 KB Flash memory,
provides high-density code instructions, efficiently stores business tag data, and inte-
grates comparators and timers in the peripheral modules of the microprocessor., Power
supply, etc., the external power supply adopts AMS1117 power conversion core, and
provides 3.3VDCvoltage for themain board through the positive and negative interface.
Configure the network access point inside the development board, use the 433MHzwire-
less communication module, and use the TCP communication protocol to communicate
with the APP and the first-level main controller, set the wireless communication module
parameters, and maintain the APP-side communication channel and the first-level main
controller The communication channels are the same, and the 433 MHz frequency band
is selected [7]. Use serial communication to connect the corporate financial economic
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data mainboard and PC upper computer, and the optimized serial communication circuit
is shown in Fig. 3:
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Fig. 3. The serial communication circuit of the main board of enterprise financial economic data

The serial communication circuit of the development board is divided into amplifi-
cation circuit and filter circuit. AD620 differential amplification chip is selected as the
amplification circuit, and the amplification factor of the chip is 7 times. Set the zero
point of the output end of the amplifier, ground the 6 pins, and connect with the polar
capacitor and ceramic capacitor to reduce the signal noise. AD8676 amplifier is selected
as the filter circuit to connect the 6 pins of the amplification circuit, The circuit is dis-
assembled into low-pass filter and high pass filter, and the voltage following method
is used to realize the main stage amplification and band-pass filter of the signal. The
optimized serial communication circuit includes data collector signal processing circuit,
power supply circuit and serial port circuit. The financial data development board adopts
3.3 V power supply, configures the power monitoring reset chip for the power supply
circuit, integrates a certain capacity of serial memory, and connects the reset signal to
the reset pin of the reset chip, so that the power supply circuit has the function of power
down protection. In order to keep the output signals of each data collector consistent, a
differential processing chip is configured for the signal processing circuit of the collector,
the original signal is input into the differential processing chip, and the three differential
electrical signals are converted into three single ended electrical signals, in which the
two signals of x-axis and y-axis are processed into single ended signals, the signal of
z-axis is processed into zero clearing signals, and then the three signals are inverted,
Ensure that the signal matches the voltage of the differential processing chip pin. After
the differential processing chip outputs three logic electrical signals, it transmits the
signals to the serial port circuit, configures a voltage stabilizing chip for the serial port
circuit, performs pulse counting processing on the three logic electrical signals, installs
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a static register and a clock backup register at the serial port, and uses the two registers
to obtain voltage from the pins of the voltage stabilizing chip to provide reliable power
supply for the serial port circuit, Parallel capacitors are connected to the output of the
core controller to filter the three signals, so as to improve the transient response and
stability of the signal. So far, the optimization of the structure of the main board of
financial data has been completed, and the hardware design of the accurate classification
management system of enterprise financial and economic data has been realized.

2.2 Software Design of Precise Classification Management System for Enterprise
Financial and Economic Data

Preprocessing Enterprise Financial and Economic Data
Through abnormal identification, find the source of weak data, and correct the abnormal
financial and economic data of the enterprise. Obtain the financial and economic data
files of the system enterprise, simplify and merge the data, and keep the data format
consistent. Traverse all data files, treat each sample data as a two-tuple, including sample
observations and sample labels, and checkdata integrity. Through time-effect correlation,
test the data relevance of different time series, consider the existence of small-scale
statistical samples in the system, and use statistic Z for testing. The statistic calculation
formulas for normal samples and test samples are:

Z = z1 − z2√∑
u21+

∑
u32

W1+W2−2 × W1+W2
W1W2

(1)

Among them, z1 and z2 are the mean value of the data, u1, u2 is the standard deviation of
the data, andW1, W2 is the data capacity. The larger the Z value, the greater the degree
of difference between the normal sample and the test sample. Through the completeness
and correlation test, the abnormality of the financial and economic data of the enterprise
can be obtained [8].

Identify the sample data that is significantly different from the normal sample as the
abnormal data in the financial and economic data of the enterprise. Using a clustering
algorithm based on the density of clustered data groups, clustering analysis of emergency
repair data, for the multi-dimensional big data of the power distribution system, the
normal sample is taken as the core point, the array to be tested is V = {v0, v1, · · · , vn},
the core point is v0, and the inspection data is v1, · · · , vn, n is the number of arrays, and
the formula for the distance between the normal sample and the test sample is:

U
(
vj, v0

) =
√(

sj − s0
)2 + (

wj − w0
)2 (2)

Among them, U
(
vj, v0

)
is the core distance of the two sets of data, sj is the observation

value of the inspection data, j = 1, 2, · · · , n and s0 are the observation values of the
core points, and wj and w0 are the types of the inspection data and the core points
respectively. Set the ideal core distance S and the reachable distance T , when U

(
vj, v0

)
is less than the ideal core distance, it is judged that the test sample is in the same cluster
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as the normal sample, and when U
(
vj, v0

)
is greater than the ideal core distance, it is

judged that the two sets of samples are of different clusters. Regarding the core distance
and the reachable distance as the neighborhood and density of the array, respectively,
they are used as the measurement standard for the clustering of the sample data, and the
clustering constraint conditions are obtained. The expression is:

{
S
(
vj, v0

) = {
U

(
vj, v0

) ≤ S
}

S
(
vj, v0

) ≥ T
(3)

where S
(
vj

)
represents the data in the cluster with v0 as the cluster center. After the

enterprise financial and economic data is classified into clusters, calculate the statistics
Z
(
vj, v0

)
of each test data and the normal sample, sort the statistics in the same cluster,

and use the sample data with the largest Z
(
vj, v0

)
value as the abnormal data, and filter

the abnormal data to obtain the revised data set. At this point, the preprocessing of
corporate financial and economic data has been completed.

Accurate Classification of Corporate Financial and Economic Data Based on Ran-
dom Forest
For the preprocessed corporate financial and economic data, a random forest classi-
fier composed of multiple decision trees is used to accurately classify data categories.
The classification results of the random forest classifier include quick ratio, current
ratio, accounts receivable turnover ratio, market-sales ratio, price-to-book ratio, cost-
to-interest ratio, total asset growth rate, asset-liability ratio, shareholder equity ratio,
equity ratio, etc., Establish a decision tree for each financial and economic sample data,
and select the best classification result for each decision tree among all the classifica-
tion results. Analyze the membership degree of each decision tree to the data category,
set the membership degree of the i decision tree to the b data category as Bib, and the
replacement accuracy of the membership degree Bib as C(Bi), calculate the node purity
d(Bib) of the membership degree Bib, and the formula is:

d(Bib) = D(Bib)log
E

ei
(4)

where D(Bib) is the ratio of the sum of membership degrees of Bib and i decision tree
to all data categories, E is the number of categories of the random forest classifier,
b ∈ [1, E], ei are the personalized parameters of the i decision tree, and the actual
sample data Semantic correlation [9]. Calculate the membership reliability ci of the i
decision tree, the formula is:

ci = C(Bib)

A
d(Bib) (5)

where A is the total number of financial and economic sample data, and i ∈ [1, A].
The larger the value of ci, the higher the credibility of the membership Bib of the i
decision tree to the b data category. According to the credibility ci, the decision trees of
all sample data are arranged in descending order. When the system when adding new
enterprise financial and economic data, the membership reliability of each decision tree
is dynamically adjusted, and the new decision tree is ranked in descending order.
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Arrange the results in descending order of the decision tree, match the weights of
the weight set in turn, set the weight set to {k1, k2, · · · , kA}, and assign a weight value
ki to the membership Bib of the i decision tree. Use the learning utility function K to
evaluate the sample set, make each enterprise financial and economic data learn a utility
function, assign a utility score for each data, and keep the constraint conditions of all
the effective scores consistent. The expression of the learning utility function Q is:

Q = m
A∑
i=1

C(Bib)

A
M (Bib)d(Bib)ki (6)

Among them, m is the utility score, and M (Bib) is the priority of membership Bib [10].
The Q value is closely related to the accuracy of the membership degree of the sample
data. Set the high and low thresholds of the function Q. When Q is greater than the
high threshold, the decision tree’s membership of the data category must be accurate.
When Q is less than the low threshold, the decision is determined the membership of
the tree to the data category must be inaccurate. If Q is less than the high threshold and
greater than the low threshold, the membership of the decision tree to the data category is
judged to be a fuzzy number.When the learning utility function value of the membership
degree of the decision tree is inaccurate or fuzzy value, the membership degree of the
decision tree to the data category is re-selected, and the above process is repeated until
the Q value of the membership degree is greater than the high threshold. Count the
accurate membership degrees of each decision tree to all categories of the random forest
classifier, and select the classification categorywith the highestmembership degree as the
classification result of the financial data. So far, the accurate classification of enterprise
financial and economic data based on random forest is completed, the system software
design is completed, and the hardware design and software design are combined to
realize the accurate classification and management system design of enterprise financial
and economic data based on random forest.

3 Experiment and Analysis

The designed system is compared with two conventional enterprise financial and eco-
nomic data accurate classification management systems to compare the recall rate, false
positive rate and accuracy of the three systems.

3.1 Experimental Data

The experiment is built on the Matlab platform. In order to verify the effectiveness of
the system, the data set uses the quarterly financial statements of all listed companies
from 2015 to 2020, including income statements, cash flow statements, and balance
sheets. The statistical information sampling scale of financial data is 1000 MBit, the
data set contains abnormal samples of abnormal financial conditions of enterprises, and
normal samples of normal financial conditions. The random forest classifier starts from
six different dimensions of capital structure, cash flow, operating capacity, development
capacity, debt clearing capacity, and profitability. The classification categories of all
financial and economic data included are shown in Table 2:
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Table 2. Classification categories of financial and economic data

Type Primary coverage

Capital structure Asset liability ratio, long-term applicability of assets, dynamic
liabilities, shareholders’ equity, proportion of fixed assets and current
assets

Cash flow Cash recovery rate of total assets, sales revenue, cash proportion of
operating income, and capital expenditure

Service power Total asset turnover rate, fixed asset turnover rate, current asset
turnover rate, accounts payable turnover rate, accounts receivable
turnover rate, inventory goods turnover rate

Development ability Growth rate of total assets, growth rate of net assets, net amount of
cash held by enterprise operation, growth rate of net profit, total profit,
growth rate of operating profit, growth rate of income from single share

Debt clearing capacity Current cash-liability ratio, net operating current cash, net operating
current cash, profit before amortization, depreciation and tax, property
right ratio, overspeed moving ratio, current ratio

Profitability Cost profit margin of capital, operating profit margin, asset
impairment loss, total operating cost, net profit, net interest rate of
assets, return on assets, return on equity

3.2 Analysis of Experimental Results

The three systems divide the categories of each sample data, and manage enterprise
financial and economic data sets. Compare the data classification behavior recall rate
R of the three systems to measure the proportion of normal samples that are correctly
classified. The formula for calculating the R value is:

R = x1
x1 + x2

(7)

Among them, x1 is the number of normal financial data classified correctly, and x2 is
the number of normal financial data classified incorrectly. The comparison result of the
recall rate experiment is shown in Fig. 4:
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Fig. 4. Comparison results of the financial data classification recall rate experiment

It can be seen from the above figure that the average recall rate of data classification of
the design system is 95.0%, the average recall rate of data classification of conventional
system 1 is 86.8%, and the average recall rate of data classification of conventional
system 2 is 78.9%. The recall rate of the design system has increased by 8.2% and 16.1%
respectively, which improves the proportion of normal samples correctly classified.

Compare the misreport rate ξ of data classification behaviors of the three systems
to measure the misclassification ratio of abnormal samples. The formula for calculating
the value of ξ is:

ξ= x3
x3 + x4

(8)

where x3 is the number of abnormal financial data classified incorrectly, and x4 is the
number of abnormal financial data classified correctly. The experimental comparison
result of false alarm rate is shown in Fig. 5:
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Fig. 5. Experimental comparison results of the false alarm rate of financial data classification
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It can be seen from the above figure that the average false alarm rate of the design
system is 0.05%, and the average false alarm rates of the other two systems are 0.11% and
0.19% respectively. The false alarm rates of the data classification behavior of the design
system are reduced by 0.06% and 0.14% respectively, reducing the misclassification
proportion of abnormal samples.

Compare the accuracy rate β of the data classification behavior of the three systems,
and measure the proportion of the normal sample and the abnormal sample that are
correctly classified. The calculation formula of the β value is:

β= x1 + x4
x1 + x2 + x3 + x4

(9)

The comparison result of the accuracy rate experiment is shown in Fig. 6:
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Fig. 6. Experimental comparison results of the accuracy of financial data classification

It can be seen from the above figure that the average accuracy of the design system is
97.8%, the average accuracy of the other two systems are 95.1% and 92.3% respectively,
and the accuracy of data classification behavior of the design system is increased by 2.7%
and 5.5% respectively, which improves the proportion of correct classification of normal
data and abnormal data.

4 Conclusion

In order to improve the classification effect of financial data, this paper designs an
accurate classification management system of enterprise financial and economic data.
Classify the financial and economic data of enterprises, and the classification results
of financial data are more accurate and reliable. In the hardware, the front end, middle
layer, server end and enterprise financial and economic data display end are used to form
the overall architecture of the system, optimize the data memory of the server end, and
transform the serial communication circuit of the development board; In the software
design, abnormal financial data are filtered, a decision tree is established for each sample
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data, the utility function value is learned through the membership of the decision tree,
and the optimal classification category is selected for the data through the random forest
classifier. The experimental results show that the designed system improves the recall
and accuracy of data classification, reduces the false positive rate, and the financial
data classification results are more accurate and reliable. However, there are still some
deficiencies in this design system. In the future research, the characteristic parameters
of financial data will be filled in the thing characteristic table. Through the intelligent
filling of characteristic parameters, the data of classification management will be more
accurate.
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Abstract. As a part of the whole enterprise system function, marketing man-
agement always runs through the beginning and end of the enterprise operation
process. Its running status determines whether the whole enterprise system oper-
ates effectively. With the increasingly complex and changeable internal and exter-
nal business environment, enterprises are facing more and more uncertain factors
and more marketing risk events. Facing the increasingly prominent marketing
risk problems, enterprises lack enough attention and effective preventive mea-
sures and means, which makes many enterprises fall into the dilemma of loss
or even bankruptcy. Therefore, it is of great practical significance to strengthen
the research on enterprise marketing risk management in complex environment.
Therefore, a newmarketing risk assessment method for industrial and commercial
enterprises is designed based on convolutional neural network. Firstly, the mar-
keting risk management objectives of industrial and commercial enterprises are
analyzed. Secondly, the risk index system is constructed based on convolutional
neural network, so as to realize the marketing risk assessment of industrial and
commercial enterprises. The results show that the evaluation effect of the designed
marketing risk assessment method is good, It has certain application value.

Keywords: Convolutional neural network · Industrial and commercial
enterprises · Marketing · Risk assessment

1 Introduction

With the continuous deepening of China’s economic system reform, the gradual devel-
opment and improvement of the market economic system and the gradual integration
of the domestic market with the international market [1], the institutional environment
and business environment of Chinese enterprises have also undergone extensive and
profound changes, such as the increasingly fierce market competition, the acceleration
of the pace of industrial structure adjustment, the fast-paced change of market demand,
the continuous emergence of new technologies and products [2–4], the change of public
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consumption habits, etc. All these make the internal and external environment of the
enterprise more complex and uncertain. This complex and uncertain business environ-
ment not only brings unlimited market opportunities to enterprises, but also brings huge
risks [5]. The first is that the marketing management of enterprises will face great risks
and challenges. Because, as a part of the whole enterprise system function, marketing
always runs through the beginning and end of the enterprise operation process, and is
contained in the enterprise functions such as strategy, brand, quality, advertising plan-
ning, public relations image, channel, after-sales service and so on [6]. The function of
marketingmanagement not only highlights the importance of its position, but also shows
the risk and complexity of marketing management. Looking back on the development
process of Chinese enterprises in recent ten years, behind the abnormal marketing phe-
nomena such as price war, advertising war, brand extension war and diversification war
that once prevailed in themarket, howmany once brilliant enterprises fell downovernight
and even withdrew from the historical stage [7]. The painful market outcome tells us
that the marketing management of Chinese enterprises generally lacks the awareness of
risk prevention. This not only directly caused the confusion of market competition and
irreparable huge losses to enterprises, but also had an adverse impact on the development
of the whole national economy.

Marketing risk is a common phenomenon inmarket economy, and it is the possibility
of causing damage to enterprises randomly due to the influence of various factors in enter-
prise marketing activities. Enterprises in market economy, as market subjects [8–10],
should participate in market activities independently in the fierce market competition,
fully capture market opportunities and avoid market risks. However, due to various rea-
sons, many enterprises are often unable to effectively evaluate, analyze and even make
decisions when facing marketing risks. For example, the enterprise risk avoidance man-
agement organization is not perfect, the operation procedures are not standardized, the
implementation of the system is not strict, the management of loopholes. Marketing per-
sonnel lack the ability to analyze and identify risks, lack of awareness of risk prevention,
enterprise marketing risk prevention measures ineffective, marketing behavior does not
adapt to the rapidly changing market demand. How to avoid marketing risk has become
an important factor for the development of enterprises. Chinese enterprises should first
have a deeper understanding of marketing theory, and then establish a set of advanced
theoretical system of marketing risk analysis, prediction and prevention, and also need
a set of standardized, practical and efficient technical means and methods. Gradually
establish the corresponding close to the market, flexible operation of the marketing sys-
tem, so as to avoid marketing risks. At present, Chinese enterprises are generally in a
complicated marketing environment with high risks and many opportunities. However,
enterprises lack sufficient understanding of the increasingly serious risk problems, and
lack of effective preventive measures and means, resulting in many enterprises facing
losses and even bankruptcy.

Therefore, it is necessary to deeply reflect on the marketing management links of
enterprises under the new environment and further analyze the marketing management
mechanism of enterprises. Based on this, this paper designs a newmarketing risk assess-
ment method for industrial and commercial enterprises. This paper analyzes the market-
ing risk management objectives of industrial and commercial enterprises, constructs the
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risk index system based on convolutional neural network, and realizes the marketing risk
assessment of industrial and commercial enterprises. The experimental results show that
the designed marketing risk assessment method has good evaluation effect and certain
application value.

2 Design of Marketing Risk Assessment Method for Industrial
and Commercial Enterprises Based on Convolutional Neural
Network

2.1 Analyze the Marketing Risk Management Objectives of Industrial
and Commercial Enterprises

Risk is a kind of uncertainty, which is manifested in that it may bring losses to the people
facing risks and huge benefits. Marketing risk means that in the process of enterprise
marketing, due to the influence of various unpredictable uncertain factors, the actual
income of enterprise marketing deviates from the expected income, so that there is the
opportunity or possibility to suffer losses and obtain additional income. The meaning
of marketing risk is similar to that of risk. The difference is that he emphasizes that
the subject of risk is the participants and competitors of marketing activities. Its loss is
the punishment suffered due to violation of market laws or their own mistakes, mainly
refers to the reduction or loss of economic interests.Most of its risks arise frommarketing
activities or related aspects, The risk condition is the uncertain event caused by themarket
behavior or marketing event of the business entity.

Marketing risk is a kind of complex risk form, which has many contents and forms.
According to the different degree of risk, marketing risk can be divided into several
levels. The first level is fatal marketing risk, which refers to the risk of large loss and
serious consequences. The direct consequences of such risks often threaten the survival
of marketing subjects and lead to heavy losses, which means that they can not recover or
suffer bankruptcy for a time. For example, major changes have taken place in the market
situation, and the enterprise fails to fully predict, resulting in major market behavior
mistakes. This makes the frustrated enterprise products have no market and no further
development, so that the enterprise falls into serious difficulties. The second level is
the general marketing risk, which is all kinds of risks with moderate loss and obvious
consequences but does not pose a fatal threat. The direct consequences of such risks
have certain sequelae. If part of the enterprise’s accounts receivable cannot be recovered
on time, the enterprise still has a large amount of bad debt losses after efforts and invalid
legal procedures, and the enterprise suffers economic losses, which makes it difficult to
turnover working capital. The third level is the slight enterprise risk, which makes the
loss small, the consequences are not obvious, and does not have an important impact
on the marketing activities of the marketing subject. Generally, such risks do not affect
the overall situation and only cause local and minor harm to the marketing subject.
For example, the enterprise caused some product losses during transportation due to
packaging problems, resulting in events affecting customer distribution and customer
claims, which had an adverse impact on the enterprise. The division of these three
levels of risk is not absolute. Under certain conditions, general marketing risk and slight
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marketing risk will be transformed into special fatal risk, especially after a certain period
of accumulation, there will be qualitative changes. If the accounts receivable cannot be
recovered for a long time and are illegally occupied by other enterprises for a long
time, the consequences will be disastrous for the enterprise, and the general risk and
minor risk will be transformed into fatal risk. Therefore, the understanding, analysis,
prediction and control of marketing risk is mainly aimed at fatal marketing risk and
general marketing risk, because this is the main aspect of the contradiction and the main
task ofmarketing riskmanagement. At the same time, it is also necessary to pay attention
to minor marketing risk and prevent it.

In economic activities, in addition to the irregular changes in the natural and social
environment, the complexity of marketing activities, and the continuous changes in
consumer demand and power, but also due to the limitations of the experience and
ability of marketing subjects, they do not fully understand and grasp the generation,
development and consequences of risks, or fail to take timely and effective measures
to prevent them, And cause all kinds of losses. The most common is the marketing
staff’s own mistakes, that is, the risks and losses caused by the marketing staff’s sense of
responsibility and work quality problems. Under what circumstances should marketers
take the initiative to bear part of the risk losses and avoid some risk losses, which risks
must be borne bymarketers, which can and should be avoided, andwhether the avoidance
is due to cost considerations or strategic and strategic considerations, correct decisions
and arrangements should be made, otherwise improper bearing or avoidance will lead
to new risk losses, The actual loss will be much greater than expected, that is, a risk
will lead to a new risk, and a small risk will lead to a large risk. For example, if the
enterprise plans to sell at a lower price and make profits, that is, it will first make some
financial sacrifices to defeat its competitors. However, due to improper deployment and
implementation, the enterprise has suffered significant economic losses and not only
failed to occupy the expected market. However, they were caught by their opponents,
denounced as unfair competition and sued in court. The enterprise was not prepared
enough to lose the lawsuit, and new economic losses occurred. In the communication
between enterprises and other business entities or competitors in the market, if they are
careless, they will be used by the other party, forming the risk of their own loss, which
is common in the complex market economy.

After the marketing loss of an enterprise, a problem that marketing managers are
very concerned about is the impact of the loss event on the profitability of the enterprise.
Generally speaking, an enterprise will have a minimum reward string. It is not only
the standard to judge whether a marketing activity is feasible, but also the standard to
formulate the marketing risk management plan. Marketing risk managers must control
the loss within a certain range, in which the profitability of the enterprise will not be
lower than the minimum rate of return. The stability of income is very important for
enterprises, because it can help enterprises establish a good image of normal development
and enhance the investment confidence of investors. For most investors, an enterprise
with stable income is more attractive than an enterprise with high income and high risk.
Stable incomemeans the normal development of enterprisemarketing; In order to achieve
the goal of stable income, enterprises must increase risk management expenditure.
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The production and operation of the enterprise is like “sailing against the current,
if you don’t advance, you will fall back”. With the increasing competition in modern
society, enterprises can firmly attract customers only by constantly introducing newer
and higher quality products. Only by constantly exploring new markets can enterprises
occupy a leading position in the market. If the enterprise stagnates and lingers on the
original performance, the competitorswill ruthlessly take away its customers and squeeze
it out of the market through strength expansion. Therefore, the enterprise must continue
to develop in order to obtain permanent survival. However, the existence of risk has
become a potential resistance to the development of enterprises, because the losses
caused by risk accidents will have a great impact on the development of enterprises. In
order to achieve the development goal, themarketing riskmanager must establish a high-
quality marketing risk management plan to deal with all kinds of loss results timely and
effectively, so that the enterprise can survive the loss. It can quickly obtain compensation
and create good conditions for the continuous development of the enterprise. As stated
in the pre loss goal, the enterprise can timely and effectively deal with the losses caused
by marketing risk accidents and reduce the adverse impact of losses, which can reduce
the impact on the national economy and protect the interests of personnel and economic
organizations related to the enterprise, which is conducive to the enterprise to bear social
responsibility and establish a good social image.

There is a certain connection between all these pre loss goals and post loss goals.
For example, in order to achieve the safety factor goal, the marketing risk should be
transferred before loss, so as to reduce the loss and make up for the loss to a certain
extent, so as to reduce the impact on enterprise marketing. However, it is difficult to
achieve all pre loss and post loss goals at the same time. Because there are various
conflicts between pre loss objectives and post loss objectives, the realization of any
post loss objective requires a certain amount of capital investment. Moreover, with the
improvement of the post loss target level, the amount of funds required is also rising,
which obviously conflicts with the economic target in the pre loss target. In addition,
the safety factor goal in the pre loss goal also conflicts with the economic goal. In
order to obtain greater security, marketing risk managers need to make more use of
some high-cost marketing risk treatment technologies and increasemarketingmanagers’
measures to control risks and risk guarantee, so as to reduce losses and obtain timely
and sufficient economic compensation after losses, which will inevitably lead to a sharp
rise in marketing risk management costs. Marketing risk managers should properly
handle the conflict between objectives, take the overall objective of the enterprise as
the commander, widely solicit the opinions of relevant departments, and formulate a
marketing risk management objective suitable for the specific situation of the enterprise.

2.2 Risk Index System is Constructed Based on Convolutional Neural Network

Convolutional neural network is generated on the basis of modern neuroscience, biology,
psychology and other scientific research achievements, reflecting the basic characteris-
tics of biological nervous system, is a kind of abstraction, simplification and simulation
of biological nervous system. The convolutional neural network is composed of many
parallel interconnected same neuron models, and the signal processing of the network
is realized by the interaction between neurons. The neuron model and structure of a
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convolutional neural network describe how a network transforms its input vector into
output vector [11]. This transformation process is a computational process from a math-
ematical point of view, that is to say, the essence of convolutional neural network reflects
a functional relationship between network input and its output. By selecting different
model structures and activation functions, different convolutional neural networks can
be formed to obtain different input/output relations, and achieve different design objec-
tives and complete different tasks. Therefore, before using convolutional neural network
to solve practical application problems, it is necessary to first master the model struc-
ture and characteristics of convolutional neural network as well as the calculation of its
output vector. Therefore, it is necessary to design the neuron model when constructing
the risk indicator system, as shown in Fig. 1.

W F(x)

Neuron

Fig. 1. Schematic diagram of neuron model

It can be seen from Fig. 1 that the model is generally a multi input and output nonlin-
ear element. The neuron output is not only affected by the input signal, but also affected
by other factors inside the neuron. Therefore, in the modeling of artificial neuron, an
additional input signal is often added, which is called deviation, sometimes called thresh-
old. At this time, it is necessary to calculate the column vectors of different matrices, As
shown in formulas (1) and (2).

W = [w1w2...wr] (1)

P = [
p1p2...pr

]r (2)

In formulas (1) and (2),w1w2...wr and p1p2...pr represent the array vector set, which
need to be integrated to build the neuronmodel and output the vector, as shown in formula
(3).

A = f (W × P + b) (3)

In formula (3), B represents the deviation. Activation function is the core of a neuron
and network. In addition to the network structure, the problem-solving ability and effi-
cacy of the network depend largely on the activation function adopted by the network.



306 Y. Li and S. Wang

At this time, the relationship between the activation function and neurons is shown in
formula (4).

A =
{
1 W × P + b ≥ 0
0 W × P + b ≤ 0

(4)

At this time, the neuron relationship meets the risk assessment criteria, that is, the
constructed index is shown in formula (5).

f = 1

1 + exp[−(n + b)]
(5)

In formula (5), n represents the number of indicators. Using this index, we can
accurately carry out risk assessment and reduce the difficulty of risk assessment.

2.3 Realize Marketing Risk Assessment of Industrial and Commercial
Enterprises

Convolutional neural network has a very outstanding performance in the image classi-
fication data set. Due to the large normal image information, a large number of weights
need to be set if the fully connected neural network is used, and the neural network
evaluation model needs to be built to realize the marketing risk assessment of industrial
and commercial enterprises, as shown in Fig. 2.
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Fig. 2. Neural network evaluation model

According to the neural network evaluationmodel in Fig. 2,marketing risk evaluation
can be further carried out. Due to the complexity of the marketing system, the indicators
reflecting the marketing risk of enterprises are also quite complex. Therefore, we should
follow certain principles to select early warning indicators. It is not only the goal of risk
early warning management, but also can comprehensively and truly reflect the operation
effect and existing problems of the early warning system, and really play the role of
early warning. This is especially reflected in the definition and calculation method of
indicators.
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Sensitivity of indicators to system changes. That is, the indicators are required to
not only quickly reflect the subtle changes of the system, but also advance the actual
fluctuations, sensitively predict and reflect the generation and development of enterprise
marketing activities, and timely reflect the real state of enterprise marketing, which is
pioneering or universal.

The more indicators are not the better. The main, basic and representative compre-
hensive indicators should be selected as quantitative calculation indicators to facilitate
horizontal and vertical comparison. At the same time, the quantification of indicators
and the difficulty and reliability of data acquisition should be considered; The evaluation
model and method shall be easy to master, the required data shall be easy to statistics,
and the existing statistical data shall be used as much as possible. Relevance requires
that each index included in the index system can correctly reflect the content and status
of marketing risk from a certain angle, so as to make the index and index become an
organic whole connected with each other; Independence means that the overlapping area
between indicators should be minimized when designing indicators. At the same time,
the relationship between indicators is not contradictory, but dialectical and unified.

Independence makes the interrelated indicators have their own characteristics, and
relevance makes the independent indicators become a whole and serve the marketing
risk early warning system. In the long run, the internal and external environment of the
enterprise is developing and changing. Specifically, marketing risk early warning man-
agement is not only a goal, but also a process. This determines that the index system
should have dynamic characteristics. That is, with the development of enterprises, the
index system should be amended correspondingly, and the contents of new monitor-
ing should be supplemented to ensure the advanced nature of the risk early warning
monitoring system. Meanwhile, the contents of the index system should not be changed
frequently, and should be relatively stable in a certain period.

In addition to quantitative indicators, some indicators can not be measured by accu-
rate data, but can only be described and evaluated qualitatively. However, they are very
important for marketing risk early warning management, so they must be used in order
to comprehensively reflect the current situation and trend of enterprise marketing. The
establishment of the rating index system should conform to the objective facts and cor-
rectly reflect the real appearance of the rating object. The index system and calculation
method shall not be biased towards any party of the rating object or rating subject. Rating
agencies and rating personnel must be fair, objective and based on facts, and must not
arbitrarily change the index items, calculation methods and evaluation standards accord-
ing to personal preferences. Credit rating must comply with relevant national policies,
laws and regulations. The index system should reflect the guidance of national macro
policies. Some economic benefit indicators and risk supervision indicators should reflect
the specified requirements if the government stipulates standard values. In the deter-
mined evaluation indicators, it is mainly divided into objective quantitative indicators
and subjective qualitative indicators.

Enterprise external marketing risk is determined according to four major indexes:
market risk, customer risk, supplier risk and competitor risk. The range of index range
can be determined according to the general situation of Chinese enterprises, relevant data
and the results of marketing questionnaire survey. In the specific evaluation, we should
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adjust these indicators according to the marketing situation of enterprises, and set the
weight of specific enterprises. Some objective indicators that are difficult to obtain can
be regarded as qualitative indicators to evaluate. Therefore, the establishment of indica-
tors is for external risks, and according to the competition risk, customer risk, supplier
risk, competitor risk four modules. The determination of index range can be based on
the current general situation of Chinese enterprises, relevant data and the results of mar-
keting questionnaire survey as the demonstration of setting index range. In the specific
evaluation, these indicators should be adjusted according to the marketing situation of
enterprises, and the weight of specific enterprises should be set. Some objective indexes
that are difficult to obtain can be evaluated as subjective fuzzy indexes.

3 Case Analysis

3.1 Overview

An industrial and commercial enterprise is selected for marketing risk assessment. It has
been proved theoretically that the BP neural network with only one hidden layer using
sigmoid function can approach any rational function. Considering that the scale, training
time and complexity of the system are reduced as much as possible, a three-layer BP
network structure is adopted in this example, that is, a hidden layer is adopted. According
to the basic principle of neuron selection and common empirical formula, combinedwith
the specific situation, the number of neurons in the hidden layer is determined through
trial calculation. The output layer establishes the neural network model according to the
classification of marketing risk level. At this time, the initial data of risk indicators are
shown in Table 1.

Table 1. Initial data of risk indicators

Indicators x1 x2 x3

1 0.55 0.27 0.95

2 0.47 0.22 1.0

3 0.43 0.13 0.75

4 0.40 0.18 0.11

5 0.42 0.10 0.06

6 0.45 0.15 0.26

7 0.44 0.12 0.76

8 0.37 0.09 0.87

9 0.40 0.04 0.88

10 0.60 0.09 0.74

(continued)
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Table 1. (continued)

Indicators x1 x2 x3

11 0.60 0.14 0.69

12 0.75 0.19 0.92

13 0.65 0.36 0.90

14 0.52 0.25 0.95

15 0.63 0.20 0.83

It can be seen from Table 1 that there are differences among various risk indicators
at this time, which meets the subsequent evaluation needs, and the risk evaluation test
can be carried out.

3.2 Application Effect Analysis

The enterprise marketing risk assessment method designed in this paper and the tra-
ditional enterprise marketing risk assessment method are used for risk assessment
respectively. The application effect is shown in Table 2.

Table 2. Application effect

Index Accurate
strength

This paper designs
a risk assessment
method to assess
the intensity

The assessment
intensity of
traditional risk
assessment
methods

1 3 3 3

2 2 2 1

3 1 1 1

4 1 1 1

5 2 2 2

6 3 3 3

7 2 2 2

8 1 1 1

9 3 3 2

10 2 2 1

11 1 1 1

12 3 3 2

(continued)
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Table 2. (continued)

Index Accurate
strength

This paper designs
a risk assessment
method to assess
the intensity

The assessment
intensity of
traditional risk
assessment
methods

13 2 2 1

14 1 1 2

15 2 2 2

Among them, 3 indicates high accuracy intensity of marketing risk grade, 2 indi-
cates medium accuracy intensity of marketing risk grade, and 1 indicates low accuracy
intensity of marketing risk grade.

It can be seen from Table 2 that the marketing risk level evaluated by the method
designed in this paper is more accurate, which proves that the evaluation effect of the
designed method is good and has certain application value.

4 Conclusion

By designing the marketing risk evaluation index system, the marketing risk evaluation
model based on BP neural network is designed according to the theoretical knowledge
of neural network. Among them, the marketing risk model based on neural network
established in this paper has the function of self-adaptation and self-learning. Therefore,
it has practical and extensive application in the monitoring and prevention of enterprise
marketing risk. The evaluation result of this method is good and has certain application
value.

Marketing risk management is a complex system engineering, limited by knowledge
and theoretical foundation, the study of this paper is only a preliminary theoretical
framework, and only provides a research perspective and method. The requirements and
operation methods in practical application still need to be further improved in practice.
In addition, there are still many deficiencies in this paper, such as the effectiveness of the
enterprise marketing index system and the relevance and independence of each index,
whether the scope of grade division meets the requirements of practice, the established
index system and model has not been effective practice test, etc., all these need to be
further studied and discussed.
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Abstract. Traditional methods have some problems in evaluating the effective-
ness of enterprise economic management model, such as low evaluation accuracy
and long time-consuming. An evaluation method of enterprise economic man-
agement model effectiveness based on deep data mining is proposed. According
to the screening principle of the effectiveness evaluation indicators of enterprise
economic management mode, screen the effectiveness evaluation indicators of
enterprise economic management mode, refer to the characteristic attributes of
candidate indicators, analyze the dimension of candidate indicators, quantify the
evaluation indicators, and calculate the index weight by using deep data mining
technology to realize the effectiveness evaluation of enterprise economic man-
agement mode. The example analysis results show that the evaluation method
effectively improves the accuracy of the effectiveness evaluation of enterprise
economic management model.

Keywords: Deep data mining · Economic management mode · Effectiveness
evaluation · Weight determination · Evaluation system · Index screening

1 Introduction

With the analysis of social and economic development and reform process, the ulti-
mate pursuit of enterprises in the development process is to maximize profits. After the
long-term practice of modern enterprise economic management, the standardized devel-
opment of enterprise economic management model has a long way to go [1]. Enterprise
economic management is to realize the value of enterprise resources and the actual
management of the enterprise economy. At the same time, in the process of economic
development, enterprises conduct scientific and reasonable management, organization,
planning and monitoring of economic activities, and realize the sustainable develop-
ment of the enterprise economy by improving the economic benefits of the enterprise
[2]. Therefore, the process of developing economic management is mainly divided into
two aspects: First, according to the company’s own characteristics and the development
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law of production and operation, through a reasonable method, the company’s product
pricing and a reasonable salary system for employees are set to ensure.

In domestic research, Liu Zhenhua et al. [3] considered that the environmental pol-
lution caused by heavy polluting enterprises in the process of production and operation
has become one of the important factors restricting the healthy development of China’s
economy and society, and built a performance evaluation system for heavy polluting
enterprises to identify the existing problems of enterprises and provide reference for
the formulation of improvement measures. Firstly, based on the sustainability theory,
the performance evaluation index system of heavy polluting enterprises is established
from the perspective of economy, society and environment. Then, the performance index
weighting model of heavy polluting enterprises is constructed based on COWA operator.
Finally, The performance evaluation model of heavy pollution enterprises is constructed
based on the cloud model. In addition, the feasibility of the performance evaluation
system is verified by case analysis; Zhang Yulan et al. [4] established an investment
efficiency evaluation system for manufacturing enterprises from the perspective of tech-
nological innovation, and used DEA model to evaluate the investment efficiency of 158
Manufacturing Listed Companies in Beijing, Tianjin and Hebei from 2016 to 2018.The
study found that the average investment efficiency of listed companies in the Beijing-
Tianjin-Hebei manufacturing industry is between 0.75 and 0.79, and the investment effi-
ciency is low. From the perspective of manufacturing industry segments, the investment
efficiency of companies related to the petrochemical industry is the lowest, and from the
perspective of property rights. The investment efficiency of state-owned enterprises is
above 0.8, which is always higher than that of private enterprises. From the perspective
of regional distribution, the investment efficiency of listed manufacturing companies in
Beijing is the highest, followed by Hebei Province, and Tianjin is the lowest. In addition,
the Malmquist index model is used for investment efficiency. The dynamic change value
was measured and found that the average total factor productivity change was 0.944,
indicating that the overall investment efficiency of the Beijing-Tianjin-Hebei manufac-
turing industry has declined. Based on this, suggestions for improving the investment
efficiency of manufacturing enterprises are put forward from the perspectives of both
the enterprise and the government.

The process of enterprise economic management mode reform is reflected through
the change of economicmanagement level, and to comprehensively strengthen enterprise
economic management, we should start with reforming the operation mechanism of
economic management mode and improve enterprise economic operation and financial
management system [5]. Thus, it is of great practical significance to change the extensive
economic management mode of enterprises in the past, improve enterprise operation
efficiency, reduce costs, realize fine management, mobilize the enthusiasm of enterprise
staff, and return to public welfare.

Based on the above research background, this paper uses deep data mining technol-
ogy to design an evaluation method of enterprise economic management mode, so as to
improve the economic benefits of enterprises.
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2 Design of Effectiveness Evaluation Method of Enterprise
Economic Management Model

2.1 Screening Evaluation Indicators of Enterprise Economic Management Mode

Since this article is only for the evaluation of the economic management model of the
enterprise, not the overallworkdevelopment of the enterprise, it is necessary to screen and
analyze the evaluation indicators of the economic management mode of the enterprise.
The following principles must be followed when selecting the indicators: 1. Integrity; 2.
Relevance; 3. Statistics; 4. Independence. “Integrity” emphasizes that the indicator must
be aimed at the entire enterprise rather than some employees, “relevance” emphasizes
that the indicator is closely related to the economic management of the enterprise, and
“statistics” emphasizes that the indicator can be quantified and easily obtained and cannot
be a rigid absolute value., “Independence” emphasizes that the indicator is not interfered
by subjective factors of statisticians and objective factors that are not the enterprise itself.
The indicators that meet the above conditions will be included as candidate indicators
into the final screening range [6].

The focus of enterprise financial management is emphasized from the six dimensions
of budgetmanagement, balance and riskmanagement, asset operation, costmanagement,
revenue and expenditure structure and development capacity, plus a total of 25 indicators
of the depreciation life of fixed assets. The specific screening results are as follows
(Table 1):

Table 1. Evaluation and screening indicators of enterprise economic management mode

Indicator name Concrete content

Budget management Budget revenue implementation rate. Budget expenditure
implementation rate. Implementation rate of special
financial appropriation

Balance and risk management Balance rate of business income and expenditure. Asset
liability ratio. Current ratio

Asset operation Total asset turnover. Days sales outstanding. Inventory
turnover

Cost control Single product revenue of production department. Single
product expenditure. Production cost rate

Revenue and expenditure structure Personnel expenditure ratio. Public expenditure ratio.
Cost management rate

Development capacity indicators Personnel expenditure ratio. Public expenditure ratio.
Cost management rate

Development capacity Growth rate of total assets, net assets and fixed assets
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2.2 Analysis of Candidate Index Dimensions for Enterprise Economic
Management Model Evaluation

According to the tasks and objectives of the enterprise economic management model
evaluation system, that is, taking economic management as the entry point, further
strengthen the construction of enterprises in improving the level and capacity of eco-
nomic management, and ensure that enterprises give full play to the important work
of economic management characteristics and advantages. At the same time, refer to the
candidates The characteristic attributes of the indicators and their role in the evaluation of
enterprise economic management models have finally determined eight dimensions [7],
namely: budget management, financial capital management, cost management, produc-
tion expensemanagement, production efficiency, and production quality, Comprehensive
satisfaction, special services.

Budget management: these indicators are mainly based on the requirements of mod-
ern enterprise management. The enterprise needs to gradually establish a comprehensive
budget management system. According to the long-term plan and operation objectives
formulated by the enterprise, the scientific and standardized budget method should be
used to reasonably arrange the funds required for various business work of the enter-
prise, and all fund arrangements should be supervised, accounted, evaluated, rewarded
and punished in the whole process.

Financial fundmanagement: these indicators aremainly aimed at themanagement of
enterprise financial fund use, financial fund risk and financial burden. They are the main
aspects of economic management. They are the comprehensive control and evaluation of
enterprise economic operation and business development, which can effectively reduce
financial fund risk and reduce enterprise economic loss, it is of great significance to
improve business operation efficiency.

Cost management: Cost management is of great significance for companies to effec-
tively use the company’s productionmaterials, reduce or even eliminatewaste, accurately
measure business consumption, and rationally purchase equipment. Enterprisemanagers
can strengthen cost management, timely grasp the specific situation of cost changes, ana-
lyze the reasons, strengthen rectification, and summarize the key nodes of cost control,
so as to continuously improve operational efficiency.

Production cost management: Although enterprises are under tremendous pressure
for survival and development, they try to improve economic efficiency, but this is contrary
to the public welfare attributes of enterprises. Therefore, enterprises must put the man-
agement of production costs to a certain level, continuously adjust the income structure
of the enterprise, and ensure the sustainable development of the enterprise.

Production efficiency: the overload work of enterprise staff in China has become
a norm, and the construction mode of “no holiday enterprise” has been popularized
throughout the country.However, there is still a huge gapwith the huge service demand of
the people, which requires enterprises to strengthen management, continuously improve
production efficiency, narrow the gap as much as possible and meet the service demand.

Production quality: production quality is not only the basis for the survival of enter-
prises, but also the core competitiveness of enterprises in the fierce market competition.
The consequences of low production quality are very serious, which will directly endan-
ger the economy and life of the people. Therefore, every enterprise regards production
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quality as the “lifeline” of the enterprise, and strictly manages it to ensure the safety of
staff.

Comprehensive satisfaction: comprehensive satisfaction mainly refers to the enter-
prise’s satisfaction with the expectations of employees in many aspects. Satisfaction is
mainly aimed at production service level and attitude, service quality and safety, pro-
duction cost burden and so on. Employee satisfaction mainly focuses on the working
environment and atmosphere, employee treatment and welfare, comprehensive strength
of the enterprise and logistics support. The comprehensive satisfaction index can enable
enterprisemanagers to grasp the enterprisemanagement status in time, constantly rectify
various problems, ensure the stability of employees, and ensure the orderly development
of various work.

2.3 Determine the Weight of the Evaluation Index of the Enterprise Economic
Management Model

The evaluation of enterprise economic management model is a complex process. The
indicators involved are qualitative indicators, which are difficult to quantify. Due to dif-
ferent views on evaluation problems, different categories of people will have different
ideas when determining the index weight [8]. The given index weight is usually in the
real number interval. Therefore, it is suggested to use deep datamining technology to cal-
culate interval number to evaluate the effectiveness of enterprise economic management
model.

In the decision-making process, the enterprise economic management information
based on deep data mining technology has the advantages of convenient operation, sim-
ple, intuitive and easy to understand. Therefore, deep data mining technology is widely
used in the field of economic management model evaluation of various enterprises.
Assuming that ã = [a1, a2] = {a1 ≤ x ≤ a2, a1, a2 ∈ R} represents a closed interval
obtained by data mining technology, if ã satisfies ã = {x|0 ≤ a1 ≤ x ≤ a2}, then ã is a
positive interval number. Let ã = [a1, a2], b̃ = [b1, b2], k ≥ 0, then we can get the two
interval number arithmetic rules, namely:

Number multiplication : kã = [ka1, ka2]

addition : ã + b̃ = [a1 + b1, a2 + b2]
subtraction : ã − b̃ = [a1 − b2, a2 − b1]
Number multiplication : kã = [ka1, ka2]
multiplication : ã · b̃ = [min{a1b1, a1b2, a2b1, a2b2} ,

max{a1b1, a1b2, a2b1, a2b2}]

(1)

In order to make up for the insufficiency of the in-depth data mining technology in
the evaluation index weight determination process, the method of replacing the point
value is used to calculate the validity evaluation index weight of the enterprise eco-
nomic management model, and then the original data and results are calculated. Assum-
ing that ˜A = (

ãij
)

n×n represents a judgment matrix for evaluating the effectiveness

of an economic management model, and the expression of ãij is ãij=
[

aLij , a
U
ij

]

, mark
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(

aLij

)

n×n
, AU =

(

aUij

)

n×n
, Ã=[

AL,AU
]

, and the evaluation index vector x̃ can be
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expressed as x̃ = (x1, x2, · · · , xn)T. Assuming that Ã=[

AL,AU
]

is given, then the steps
of using in-depth data mining technology to calculate the effectiveness evaluation index
weight of the enterprise economic management model are as follows:

Step 1: use the deep data mining technology to calculate the economic management
mode eigenvectors xL and xU corresponding to the maximum eigenvalues of AL and AU

[9];
Step 2: calculate α and β according to the maximum eigenvalues of AL and AU, and

the formula is:
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In formula (2) and formula (3), α and β both represent the optimal vector values of
different indicators, and n represent the number of index optimization.

Step3: Calculate the weight vector ω̃ = [

αxL, βxU
]

of the effectiveness evaluation
index of the enterprise economic management model.

In the process of collecting opinions from enterprise employees and economic man-
agers, according to the calculation and evaluation method of index weight based on deep
data mining technology, statistical management is adopted to form a unified standard for
the effectiveness evaluation of enterprise economic management model, and the interval
number weight vector of primary evaluation index in the effectiveness evaluation system
of enterprise economic management model can be calculated [10], For the same reason,
the weight of each secondary evaluation index can be obtained, as shown in Table 2.

Table 2. Validity evaluation index weight of enterprise economic management model

Indicator name Weights Indicator name Weights

Budget revenue implementation
rate

[0.20, 0.24] Consumption of sanitary
consumables

[0.36, 0.40]

Budget expenditure execution
rate

[0.25, 0.29] Consumables ratio [0.10, 0.14]

Implementation rate of special
fiscal appropriations

[0.14, 0.18] Production settlement rate [0.51, 0.55]

Assets and liabilities [0.27, 0.31] Single line cost [0.52, 0.56]

Current ratio [0.18, 0.23] Daily production quantity [0.22, 0.26]

(continued)
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Table 2. (continued)

Indicator name Weights Indicator name Weights

Accounts receivable turnover
days

[0.28, 0.32] Sales volume per day [0.44, 0.48]

Depreciation period of fixed
assets

[0.20, 0.25] Utilization rate of production
equipment

[0.29, 0.34]

Inventory turnover [0.14, 0.18] Rate of qualified products [0.38, 0.43]

Due to the complexity of the effectiveness evaluation of enterprise economic man-
agement model, it is difficult to quantify the qualitative evaluation indicators. Theweight
of the effectiveness evaluation indicators of enterprise economic management model is
calculated by using deep data mining technology, and the weight of the effectiveness
evaluation indicators of enterprise economic management model is determined.

2.4 Establish the Effectiveness Evaluation System of Enterprise Economic
Management Model

According to the weight of the effectiveness evaluation index of enterprise eco-
nomic management mode, the effectiveness evaluation system of enterprise economic
management mode is established, as shown in Table 3.

Table 3. Effectiveness evaluation system of enterprise economic management model

Target layer Criterion layer Index layer

Effectiveness Evaluation
System of Enterprise
Economic Management Model

Budget management Budget revenue
implementation rate

Budget expenditure execution
rate

Implementation rate of special
fiscal appropriations

Financial Fund Management Assets and liabilities

Current ratio

Accounts receivable turnover
days

Cost management Depreciation period of fixed
assets

(continued)
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Table 3. (continued)

Target layer Criterion layer Index layer

Inventory turnover

Consumption of sanitary
consumables

Production cost management Consumables ratio

Production settlement rate

Single line cost

Productivity Daily production quantity

Sales volume per day

Utilization rate of production
equipment

Production quality Rate of qualified products

Staff quality

Through the establishment of the effectiveness evaluation system of enterprise
economic management mode, the effectiveness evaluation of enterprise economic
management mode is realized.

3 Case Analysis

3.1 Sample Source

The case analysis takes the economic management data of an enterprise in 2018 and
2019 as the research object, and the specific samples are shown in Table 4.

Table 4. Experimental samples

First level indicator Secondary indicators 2018 2019

Budget management Budget revenue
implementation rate

94% 97%

Budget expenditure
implementation rate

96% 97%

(continued)
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Table 4. (continued)

First level indicator Secondary indicators 2018 2019

Implementation rate of special
financial appropriation

99% 99%

Financial fund management Asset liability ratio 62% 66%

Current ratio 56% 61%

Days sales outstanding 53 days 55 days

Cost control Depreciation life of fixed assets - -

Inventory turnover 262 times 357 times

Consumption of sanitary
consumables

19 yuan 18 yuan

Production cost management Consumable ratio 12.4% 12.2%

Production settlement rate 76.32% 76.41%

Cost of single pipeline 9016.5 yuan 9220.5 yuan

Production efficiency Daily production quantity 803900 867400

Daily sales quantity 25518 26039

Utilization rate of production
equipment

91.7% 91.7%

Production quality Product qualification rate 99.9% 99.9%

Staff quality high high

3.2 Evaluation Method

The evaluation indicators of this study are quantitative indicators, which are convenient
for calculating the relative ratio score. However, due to the existence of proportion, value
and negative value, in order to organically combine the evaluation results and facilitate
comparative analysis, the index results need to be normalized. The processing principles
and sequence are as follows:

Step 1: direct use of quantitative indicators;
Step 2: divide each indicator by the sum of each indicator in two years;
Step 3: according to the accounting system, the depreciation life of fixed assets of

enterprises has different types and different types have unified provisions. Therefore,
this item is not counted and replaced by “0”;

Step 4: the higher the value of some indicators, the higher the priority (high priority),
and the lower the value, the higher the priority (low priority). For high-quality indicators,
use the results directly, and for low-quality indicators, use “1” minus the results of “(2)
above;

Step 5: multiply the processing score of each evaluation index for two years by the
weight of each index to obtain the final comparison score.
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Although the index weights in this study total 100 points, the calculation of relative
scores is used in specific applications rather than the calculation of absolute values, so
the index system is suitable for comparative analysis.

3.3 Evaluation Results

The evaluation results of the effectiveness of the enterprise’s economic management
model in 2018 and 2019 are shown in Table 5.

Table 5. Effectiveness evaluation results of economic management model

Primary index Secondary index 2018 2019

Budget management Budget revenue implementation rate 2.8637 2.9541

Budget expenditure implementation rate 1.1430 1.1548

Implementation rate of special financial
appropriation

3.2756 3.2756

Financial fund management Asset liability ratio 2.7133 2.5511

Current ratio 1.5424 1.6776

Days sales outstanding 1.1707 0.1289

Cost control Depreciation life of fixed assets 0.0000 0.0000

Inventory turnover 0.9302 1.2680

Consumption of sanitary consumables 1.5436 1.6248

Production cost management Consumable ratio 1.1368 1.1554

Production settlement rate 1.7188 1.7204

Cost of single pipeline 1.4249 1.3935

Production efficiency Daily production quantity 1.4069 1.4589

Daily sales quantity 1.2260 1.3229

Utilization rate of production equipment 3.3733 3.3733

Production quality Product qualification rate 0.9800 1.9800

Staff quality 1.9438 1.9438

It can be seen that the evaluation score of the effectiveness of the enterprise’s eco-
nomic management model in 2018 was 47.0339 and that in 2019 was 50.0017. Overall,
the economic management in 2019 has improved and improved compared with that in
2018.

In order to further verify the effectiveness of the proposed method, experiments have
compared the accuracy of this method, literature [5] method and literature [6] method
in evaluating the effectiveness of enterprise economic management model. The results
are shown in Fig. 1:
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Fig. 1. Accuracy analysis of effect evaluation of different methods

By analyzing the experimental curve in Fig. 1, it can be seen that there are some
differences in the accuracy of evaluating the effectiveness of enterprise economic man-
agementmode by using themethods of this paper, literature [5] and literature [6]. Among
them, the accuracy of using this method to evaluate the sample data is always higher
than 90%, and the accuracy of literature [5] method and literature [6] method to evaluate
the effectiveness of enterprise economic management model is always lower than this
method, which verifies that this method is feasible.

3.4 Result Analysis

Budget management mainly assesses the budget implementation rate. On the one hand,
the budget implementation rate reflects the scientificity andoperability of budget prepara-
tion, and it also reflects the changes in the budget implementation process. The company
prepares a budget every year. Because the local permanent population is relatively stable,
the income and expenditures of the company have not changed much over the years, and
it adopts a relatively safe way of budgeting revenue. In terms of budget expenditures,
considering that the company borrowedmoney for plant construction in 2015, there were
bank loans of more than 100 million yuan, and some of the loans were due. Therefore,
active expenditure budgeting was adopted when preparing the budget. Financial special
appropriation has always been a concern of enterprises. In 2018 and 2019, the govern-
ment special appropriation was about 7 million yuan, which is a drop in the bucket for
enterprises with production income of 438 million. In terms of special financial appro-
priations, the company generally prepares budgets for special financial appropriations
based on the annual budgets of the higher-level departments, so the implementation rate
is 100%, but it is necessary to pay attention to the practical problem of the government’s
special appropriations being too low.

The balance rate of business revenue and expenditure was −1.63% in 2019 and −
1.57% in 2018, indicating that when the sales revenue of the enterprise in 2019 increased
compared with that in 2018, the range of production expenditure was greater than that
in 2018. The two-year data are negative, indicating that the enterprise has no balance
of business revenue and expenditure in the past two years, and also indicating that the
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operation cost of the enterprise is high. This can also be reflected from the data of asset
liability ratio. The asset liability ratio was 63% in 2018 and 67% in 2019, which has
reached the warning value. We need to pay close attention to the economic operation.
Current ratio indicates the ability of current assets to be realized and used to repay
current liabilities before the maturity of short-term liabilities. The main factors affecting
the current ratio include production cost receivables and product turnover speed. Based
on the unit nature of the enterprise, appropriate liabilities can be considered, but it is better
to keep the current ratio at about 200%. Although the current ratio of the enterprise has
improved in the past two years, it is still low on the whole, even lower than 1, indicating
that the enterprise is short of cash flow and has prominent debt problems. The turnover
days of accounts receivable in the two years are 54 days and 56 days respectively. There
is no significant difference between the data, but it also reflects that the realization time
of accounts receivable in 2019 is longer than that in 2018.

In 2019, the company’s inventory turnover rate increased significantly comparedwith
2018, indicating that there have been major improvements in cost management such as
consumables and production. Basically “increasing revenue and reducing expenditure”.
The company introduced a consumable management system, and many production pro-
cedures adopted an outsourcing model, which greatly reduced The cost of consumables.
The production revenue cost rate in 2019 has increased compared to 2018, indicating
that the sales revenue is greater than the production expenditure, and the cost of the com-
pany’s staff is higher. It is necessary for managers to further strengthen cost management
in the production process or develop new high value-added products project.

4 Conclusion

This paper proposes a research on the effectiveness evaluation method of enterprise eco-
nomicmanagementmodel based on in-depth datamining. The results of the case analysis
show that the evaluation method can find the dilemma faced by the enterprise economic
management model. However, there are still many shortcomings in the research of this
article. In future research, while enterprises continue to strengthen their own economic
management, government departments must carefully calculate production income and
operating costs, and the establishment of price charging standards must be scientific and
reasonable, and reflect the staff. Labor value; the production settlement must be timely
and in full, and the enterprise must not be held responsible for insufficient production
expenditure funds; financial compensation must be made for the difference between the
income and expenditure of the enterprise, and the funds must be in place in time to
prevent the enterprise from breaking the capital chain. At the same time, enterprises
must strengthen their own standardized management to ensure strict implementation of
price and charging standards, careful calculation and use of special fiscal funds. At the
same time, they must conscientiously do a good job in cost control, reduce losses, and
eliminate waste, so that the enterprise can embark on sustainable development.
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Abstract. The traditional quality control method of the whole construction pro-
cess is lack of process quality evaluation, which leads to the low overall quality
score of the project after the completion of the project construction. A whole
process quality control method of water conservancy and hydropower construc-
tion based on BP neural network is designed. First, set up water conservancy and
hydropower construction site monitoring, and design data acquisition equipment
for the whole construction process according to different construction positions;
According to the acquisition equipment set above, collect the water conservancy
and hydropower construction data at different locations and use them as the control
data; On this basis, the framework structure of BP neural network is established,
the control network level is determined, the back propagation function is deter-
mined, and the collected data of the whole process of water conservancy and
hydropower construction are trained to complete the whole process quality con-
trol of water conservancy and hydropower construction. The example analysis
results show that the whole process quality control of the project using the design
method can effectively improve the construction quality.

Keywords: BP neural network · Water conservancy and hydropower projects ·
Whole process quality control · Data acquisition

1 Introduction

The construction of small and medium-sized water conservancy projects is generally
small in scale, simple in structure, few key technical problems, and the construction
is not difficult, so the quality problems become particularly prominent. Quality is the
lifeline of small and medium-sized water conservancy projects, but often due to the lag
in planning and design, the quality of the preliminary planning work is not high; the
project volume is small, the unit price is low, and there are many local contradictions;
the quality control system is not perfect, the evaluation mechanism is not perfect, and

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022
Published by Springer Nature Switzerland AG 2022. All Rights Reserved
S.-H. Wang and Y.-D. Zhang (Eds.): ICMTEL 2022, LNICST 446, pp. 327–339, 2022.
https://doi.org/10.1007/978-3-031-18123-8_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18123-8_25&domain=pdf
https://doi.org/10.1007/978-3-031-18123-8_25


328 M. Yu and Q. He

the management is not in place [1, 2]; The quality awareness is weak. The front-line
construction workers generally have low quality and high mobility, which cause the
project quality to fail to meet the standards, and some even have serious consequences
such as quality defects and quality accidents. These problemsThe control of construction
quality brings great difficulties [3, 4]. With the advent of the Twelfth Five-Year Plan,
Daxing water conservancy has become a key task for the country to protect people’s
livelihood and promote development, especially the rapid development of a large number
of small and medium-sized water conservancy projects that serve the “agriculture, rural
areas, and farmers” such as small and medium-sized river management, drinking water
safety, and water-saving irrigation.. Therefore, strict quality control is both a technical
task and a political task. It is necessary to combine quality control and quality evaluation
to promote efficient, comprehensive and in-depth implementation of quality control
through quality evaluation to ensure that the quality of the project meets the design
standards and specifications., To enable small and medium-sized water conservancy
projects to give full play to economic and social benefits in accordance with quality and
quantity, and to ensure the safety of people’s lives.

Therefore, this paper designs the whole process quality control method of water con-
servancy and hydropower construction based on BP neural network. The main technical
route of this method research is as follows:

(1) Set up water conservancy and hydropower construction site monitoring, and design
data acquisition equipment for thewhole construction process according to different
construction positions;

(2) According to the above set acquisition equipment, collect the water conservancy
and hydropower construction data at different locations as the control data;

(3) On this basis, the framework structure of BP neural network is established, the
control network level is determined, the back propagation function is determined,
and the collected data of the whole process of water conservancy and hydropower
construction are trained to complete the whole process quality control of water
conservancy and hydropower construction.

2 Research on theWhole Process Quality Control Method of Water
Conservancy and Hydropower Construction Based on BP Neural
Network

2.1 Layout of Water Conservancy and Hydropower Construction Site
Monitoring

The construction site based on hydropower project is usually in a remote place, and there
is usually no suitable office place around it. Therefore, the office place is often located at
a certain distance from the construction site. It is usually troublesome to check the con-
struction situation on the construction site. Setting up surveillance cameras to remotely
monitor the construction situation is a good solution. Cameras shall be arranged at the
construction site to transmit the working conditions of the construction site in real time
in the form of video to the office away from the construction site through wired network.
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Cameras shall be set at the construction sites of various concealed works to control and
manage the construction of concealed works Video data shall be stored according to the
needs of the project for post observation. In the field monitoring of this paper, wireless
network transmission technology is generally used for monitoring, and wireless video
monitoring system is used to monitor the whole construction site and key positions in
the project construction, so as to comprehensively and timely understand the construc-
tion dynamics, respond quickly to unexpected situations, eliminate potential safety and
quality hazards in time, and provide analysis basis for existing problems, So as to further
improve the safety management and quality management of engineering construction,
and greatly improve the modern, scientific and standardized level of engineering con-
struction site management and construction technology. The video monitoring system
consists of three parts:

1) remote part (monitoring point): mainly composed of camera and video server.
The camera collects video information and transmits it to the video server, which
converts, encodes and compresses the video signal [5, 6].

2) Data transmission part: responsible for transmitting the remote video signal to the
monitoring center, and transmitting the control commands of the monitoring center
to the remote. There are two transmission methods: wireless and wired. Wireless
transmission includes analog microwave and digital wireless networks, and wired
transmission includes cables or optical cables.

3) Monitoring center: All remote monitoring signals are gathered here for informa-
tion browsing, storage, conversion and interactive control operations. It is mainly
composed of video server, computer, monitoring terminal and other equipment [7,
8]. Due to the temporary nature of project construction, the deployment of wired
or optical cables in the data transmission link part is costly and has a long period.
However, wireless transmission is in line with the needs of project construction due
to its flexible system construction and short construction period.

In the process of the deployment of no onlinewebcams, in addition to the deployment
of wireless webcams on the construction site of the dam, for hydropower plants, spillway
tunnels and other projects, the cameras are added or moved at any time according to the
actual project.

After the installation is completed, in the surveillance video storage and subsequent
use, in addition to real-time monitoring video screens of the construction site, it also
provides the current monthly construction data video. The camera data that needs to be
retained such as key processes and concealed projects are stored in the monitoring center
On the server of, for those who need to inquire about the recording.

2.2 Data Acquisition Equipment in theWhole Process of Design andConstruction

In the process of quality control, data collection in the construction process is also an
important link. For the signal acquisition in the construction process, the secondary
voltage and current signals in the experimental process of the acquisition point are
generally used. The method adopted in this paper is to obtain the voltage and current
signals at the secondary side of the acquisition point at the same time, and then calculate
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the dynamic resistance of the acquisition point according to Ohm’s law. The advantage
of this method is that the measurement is direct and high measurement accuracy can be
obtained. However, due to the large secondary side current, a large range current sensor
needs to be used. This chapter will introduce the coil sensor and other data acquisition
equipment used for high current sensing in detail.

Since there are many factors that affect the quality of water conservancy and
hydropower construction, it is necessary to carry out various combinations of these
factors for testing to fully reflect the quality changes in various situations. In order to
combine various influencing factors and reduce experimental workload, the designed
data acquisition equipment is shown in the figure below:

Single phase AC 
spot welder

com
putercoil Acquisition

card

Voltage
acquisition

Fig. 1. Schematic diagram of the composition of data acquisition equipment

The main components of data acquisition are shown in Fig. 1. The system consists
of a single-phase AC spot welder, secondary side current air-core coil current sensor,
inter-electrode voltage sampling wire, A/D signal acquisition card, PC, and sampling
software.

The air-core coil current sensor can output the differential waveform of the secondary
side current and convert it into a voltagewaveform thatmeets the amplitude requirements
of the A/D signal acquisition card. This signal is sent to the A/D signal acquisition card
together with the voltage signal between the electrodes. The A/D signal acquisition card
in the experiment can perform 16-channel 12-bit analog-to-digital conversion, which
can meet the accuracy and rate requirements of the measurement.

The traditional transformer with iron core has a very narrow frequency band, and the
secondary signal waveform is seriously distorted when themagnetic saturation is used as
relay protection, the reaction speed lags behind and is easy to cause relay misoperation.
Air core coil current sensor can overcome a series of problems brought by traditional
electromagnetic transformer. Its characteristics are simple structure, no direct circuit
connection with the measured current, no iron core, no hysteresis effect and no magnetic
saturation. The coil is mainly composed of annular hollow coil. As shown in Fig. 2.
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A
cquisition

card

resistance

Fig. 2. Schematic diagram of coil structure

Connect a suitable resistor in parallel with the output terminal of the sensor coil
to obtain a suitable output voltage amplitude. In order to obtain the original waveform
of the welding current, it is necessary to integrate the waveform on the sensing coil
and calibrate the integrated amplitude. The parameters of the sensor coil used in this
article are as follows: the number of turns is 1200, the wire diameter is 0.4 mm, the
size of the flexible skeleton is 3 × 25 mm, and the output resistance is 100 �/0.25 W.
This test needs to collect two analog signals: the differential waveform of the secondary
current and the voltage between the electrodes. The differential waveform of the spot
welding current is an alternating signal with a maximum amplitude of about 4 V. The
voltage between the electrodes is also an alternating signal, the maximum amplitude is
about 3 V. Therefore, select the 0 channel and 1 channel of the A/D signal sampling
card to perform spot welding current differential waveform and inter-electrode voltage
sampling respectively, and the range is set to± 5 V. Start AD1674 for conversion. When
A/Dcurrent channel conversion is completed, it can be shorted to PCbus interrupt request
signal RQ5 through jumper SX1 1–2. A/D occupies 4 consecutive port addresses: 310 H
– 313 H. The A/D input range is selected by the 4-digit DIP switch SW2. The A/D input
signal is accessed by the XS1 25D socket. Pins are No. 1 and No. 14, which are voltage
and current signals respectively, and the input voltage range is ± 5 V. This completes
the design of the data acquisition equipment.

2.3 Design a Quality Evaluation Model Based on BP Neural Network

BP neural network is also called multilayer feed forward neural network. The network
has input layer, output layer and one or more hidden layers. The network is composed
of several layers of neurons. It is a multilayer perceptron structure.

Figure 3 shows a very typical BP neural networkmodel with input, output and hidden
layers. The figure shows the topology of a BP network with only one hidden layer,
and there is no feedback connection between neurons.. The non-linear function is the
activation function generally used in the hidden layer, and the S-type function is the most
commonly used. The output layer of the network can use linear functions as activation
functions and non-linear functions as activation functions [9, 10], which depends on the
mapping relationship between the input and output of the specific situation.

In the learning process of the BP neural network, the working signal is propagated
forward, and the error signal is propagated back, so it is repeated to train the neural
network.
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Fig. 3. Frame structure of BP neural network

Table 1. Meaning of letters

Letter Meaning Letter Meaning

P Network input s2 Number of neurons in output layer

r Number of neurons in input layer f2 Output layer activation function

s1 Number of hidden layer neurons S Network output

f1 Hidden layer activation function T Target vector

Table 1 shows the letters and their meanings, which will be used in the following
description.

The sequential propagation of working signal along input layer, hidden layer and
output layer is called forward propagation. In the process of signal transmission, the
weight of neural network is fixed, and the state of neurons in any layer only determines
the state of neurons in the next layer. When the output layer does not get the expected
output, this process will turn into the back propagation process of error signal.

The output of the i neuron in the hidden layer is:{
a1i = f1

(∑T
j=1 w1ija1i + b2k

)
i = 1, 2, · · · , s1

(1)

The output of the k neuron in the output layer is:⎧⎨
⎩a2k = f2

(∑ s1
j = 1

w1kja1i + b2k

)
k = 1, 2, · · · , s2

(2)

The error of the function is defined as:

E(W ,B) + 1

2

∑ S2
K = 1

(tk − a2k)
2 (3)
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Back propagation of error signal: the error signal is the difference between the actual
output and the expected output of the neural network. The back propagation of error
means that the signal is transmitted from the output layer to the input layer through the
hidden layer. In the back propagation process, the weight of the network is adjusted by
error feedback.

The weight of the output layer changes from the i input to the k output as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

�w2ki = −η ∂E
∂a2k

∂a2k
∂a2ki

= η(tk − a2k)f ′
2a1i

= ηδkia1i
δki = (tk − a2k)f ′

2
= ek f ′

2ek f
′
2

ek = tk − a2k

(4)

The same can be obtained: ⎧⎪⎪⎪⎨
⎪⎪⎪⎩

�b2k = −η ∂E
∂b2ki

= −η ∂E
∂a2k

∂a2k
∂a2ki

= η(tk − a2k)f ′
2

= ηδki

(5)

The weight of the hidden layer changes. From the j input to the i output weight, the
amount of change is: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

�w1ki = −η ∂E
∂w1ij

= −η ∂E
∂a2k

∂a2k
∂a1i

∂a1i
∂w1ij

= η
∑ S2

k=1(tk − a2k)f ′
2wkif ′

1Pj

= ηδijPj

δij = ef ′
1 , ei

∑ S2
k=1δijw2ki

�b1i = ηδij

(6)

When dealing with problems such as non-linear classification, it is achieved by adjusting
the scale of the BP neural network (the number of input nodes, the number of output
nodes, the number of hidden layers and the number of hidden layer nodes) and the con-
nection weights in the network. The BP neural network can Approximate any nonlinear
function with arbitrary precision.

The determination of the number of layers of the network, the number of neurons in
the hidden layer, the selection of the transfer function, the training method and the selec-
tion of parameters are the main contents of the network structure design. The reliability
of the evaluation results is directly affected by the designed network performance.

(1) Determine the number of layers of the network

A neural networkmust have at least one input layer and one output layer, which is the
premise. The selection and design of a reasonable hidden layer will directly determine
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the performance of the neural network. The complexity of the problem to be solved
determines the number of hidden layers. Research shows that if you want to strengthen
the solution to more complex problems, you can achieve it by increasing the number of
hidden layers.

(2) Number of neurons in the hidden layer

In BP neural network, the reasonable setting of hidden layer neurons is very impor-
tant, which directly determines the realization of the function of the network model.
The number of neurons should be appropriate, not too much or too little. Too much will
make the learning time of the network longer. If it is too short, it is difficult to deal with
complex problems. Repeated comparison is the main method to determine the number
of hidden layers, because there is no effective and scientific method to determine the
number of neurons.

(3) Training method and parameter selection

For dealing with different problems, BP neural network has many training methods,
as well as how to select the training function and its parameters.

First, we must establish a sound and reasonable high-rise building construction site
safety evaluation index system and neural network evaluation model. Then carry out the
application of safety evaluation and ensure the accuracy of the mathematical model of
safety evaluation according to the actual situation of the high-rise building construction
site. The steps for the safety evaluation of high-rise building construction site based on
neural network are as follows:

1) Determine the number of hidden layers, the number of nodes in the input layer,
output layer and hidden layer;

2) Establish a safety evaluation index system;
3) Collect appropriate learning samples and determine a reasonable neural network

training method;
4) Choose a suitable transfer function;
5) Training the BP neural network model as a knowledge base for enterprise safety

evaluation;
6) Use the trained BP neural network to obtain the evaluation result by using the learned

knowledge through the MATLAB simulation technology;
7) The evaluation results obtained can be used as training samples of BP neural net-

work, and can enrich and strengthen the performance of enterprise safety evaluation
knowledge base.

3 Case Analysis

In the experiment, firstly, the basic situation of the experimental project is analyzed,
the experimental scheme is set according to the situation, the water conservancy project
construction data acquisition system is designed in detail, and the quality of water con-
servancy project facilities is detected according to different modules set in the system.
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Finally, the experimental results are analyzed to reflect the effectiveness of the proposed
method through the analysis of experimental data.

3.1 Project Overview

The experiment selects a large-scale water conservancy and hydropower project in the
middle reaches of the river where a hydropower station is located, which mainly focuses
on power generation and has comprehensive utilization benefits such as flood control
and sediment blocking. The dam controlled drainage area of the hydropower station is
68512 km2, accounting for 88.5% of the whole drainage area. The power station has 6
installed units, single unit capacity of 550 MW (maximum capacity of 600 MW), total
installed capacity of 3300 mw, guaranteed output of 926 mw, and multi-year average
annual power generation of 14.58 billion kw. H.

The hydropower station selected in the experiment is composed of river blocking
dam, water diversion and power generation structure, flood discharge tunnel, emptying
tunnel, Niri river water diversion project and so on. The river retaining dam is composed
of gravel soil straight core rockfill dam and 3 spillways with a width of 12 m; The crest
elevation of gravel soil straight core rockfill dam is 856m.The damcrest is 14mwide, the
damaxis is 573.5m long, and themaximumdamheight is 186m.Thewater diversion and
power generation structure is composed of bank tower water intake, 6 pressurized water
diversion tunnels, underground powerhouse, underground main transformer chamber,
underground Tailrace Gate Chamber and 2 pressureless tunnels. Niri river diversion
project consists of head hydroproject and diversion tunnel.

The normal storage level of the power station reservoir is 850.00 m, the operating
limit water level during the flood season is 841.00m, the deadwater level is 790.00m, the
drawdown depth is 60 m, and the total storage capacity is 5.390 billion m3, of which the
flood regulation storage capacity is 1.056 billion m3 and the regulation storage capacity
is 3.882 billion m3, which is an incomplete year. Regulate the reservoir. The maximum
Kui water height in front of the dam is 173 m, and the main stream backwater reaches
the Shimian County Town Crossing River Bridge. The backwater length is 72 km and
the reservoir area is 84.14 km2. The river course of the reservoir is 72 km, involving 3
counties including Hanyuan, Ganluo and Shimian.

3.2 Experimental Scheme

The experimental selection of hydropower stations also used remote video monitoring,
electronic document management, and the use of three-dimensional models to express
the appearance of the dam body for management. However, the various subsystems are
not well integrated, and an integration needs to be established. This chapter mainly takes
the GPS real-time monitoring system established in this mode as an example to build a
unified platform for similar large-scale projects in the future.

In the Pubugou Dam construction process, if conventional inspection methods that
rely onmanual on-site control of rolling parameters (such as rolling speed and number of
passes) and manual digging test pit sampling are still used to control construction qual-
ity, it is different from large-scale mechanized construction. It is also difficult to meet
the corresponding construction quality requirements. Therefore, it is necessary to study
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a dam filling and rolling construction quality monitoring system with the characteris-
tics of real-time, continuity, automation, and high precision, to adapt to the experimental
selection of the river where the hydropower station is located. The experiment selects the
construction quality of the main dam of the hydropower station. Management require-
ments. Accumulate experience for the construction of gravel soil dams similar to core
walls in the future.

3.3 Experimental Data Acquisition

The experiment developed by the research institute selects the river where the
hydropower station is located. The experiment selects the GPS real-time monitoring
system for the construction quality of the dam of the hydropower station. With the GPS
system, wireless network communication system and computer hardware as the core, it
has developed a filling and grinding system for the dam. The software platform for real-
time, high-precision, continuous, and automatic monitoring of the construction quality
of the compaction project, realizes the highly automatic operation and operation moni-
toring of the rolling compaction construction, and can grasp the location and operation
execution status of the rolling construction vehicle in real time, The system can record the
trajectory, speed and direction of each vehicle, and calculate the thickness and number
of passes of the paving layer, providing a basis for accurate construction and inspection
judgments.

The GPS real-time monitoring system for dam filling construction quality adopts
C/S (client/server) architecture to realize mutual communication and service between
mobile remote end and monitoring center. In addition to the traditional keyboard and
mouse operation, the mobile terminal is equipped with touch screen operation to realize
man-machine dialogue. The communication adopts GPRS/CDMA wireless network to
realize network data transmission through public Internet network. The acquisition and
setting of GPS data are realized through RS232 serial port. The server side of the system
uses broadband static IP address to access the Internet. The system operation principle
is shown in Fig. 4 below:

System server

internet

System Monitoring 
center

GPS reference station

Regulatory authority

GPRS network

Inspection end of rolling machinery

Inspection end of supervision vehicle

Mobile monitoring section

Space satellite

Monitoring center

Fig. 4. GPS real-time monitoring system for dam construction and rolling
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The GPS real-time monitoring system for dam filling construction quality is mainly
composed of three parts (as shown in Fig. 1):

Reference station part, mobile monitoring part and monitoring center. The mobile
monitoring part is composedof variousmobilemonitoring terminals, including all rolling
machinery and engineering supervision vehicles. It navigates the operators, requires the
operators to operate according to the specifications, reports to the operators, provides
parameters and information to the server, and receives server instructions. The bench-
mark station is mainly used to set the engineering measurement parameters and provide
differential information. Considering the long-term site stability, simplicity of setting
and diversity of environmental conditions, a separate part is established. The system
server provides data channel and data storage, and provides services to supervisors and
management departments.

The GPS mobile monitoring terminal installed on the quality supervision vehicle is
mainly composed of GPS and industrial computers. According to the needs of project
monitoring and at the same time, in order to further improve the accuracy of GPS
observation, the system is specially equipped with quality supervision work vehicles for
construction supervision units. The main task is to carry out GPS mobile observation.
The main observation item is to measure the thickness of the paving soil after the soil
is paved, and to provide data for calculating the compaction rate; save the data in the
industrial computer in the car and save it in real timeThe observation results are sent back
to the monitoring center, and the monitoring center receives the positioning data of the
GPS mobile monitoring terminal sent by the mobile monitoring terminal (including the
data of controlling the number of rolling passes of the rolling machine and the thickness
of the rockfill layer before rolling, and the data of the rolling range, etc.) At the same
time, it can request the monitoring center to receive the results of its further analysis,
and guide the on-site construction from the perspective of quality management.

The GPS mobile monitoring terminal installed on the rolling machinery is similar
to the GPS mobile monitoring point installed on the quality supervision vehicle. The
hardware configuration is also composed of GPS and industrial computers. The obser-
vation items are mainly the rolling passes and driving of the rolling machinery. The
speed, driving direction and the final rolling thickness of the paving soil are stored in
the industrial computer in the car and displayed on the touch screen, and the observation
results are sent back to the monitoring center in real time. The computer’s touch screen
also reflects the rolling situation in real time, and guides the construction work of the
rolling truck operator.

3.4 Results and Analysis

Through the investigation and investigation of the bidding documents and the early stage
of the construction site of the project, based on the communication with the project man-
agement personnel, this paper comprehensively analyzes the preparation control mea-
sures before the construction of the project, classifies and arranges the collected data
and documents, and lists the specific indicators of the construction quality prediction of
the project, The research results of traditional water conservancy and hydropower con-
struction whole process quality control method and water conservancy and hydropower



338 M. Yu and Q. He

construction whole process quality control method based on BP neural network are
shown in Table 2:

Table 2. Data of construction quality prediction indicators for high-rise buildings

Influence factor ➀ ➁

People Technical proficiency of construction personnel U11 0.12 0.10

Comprehensive quality of management personnel U12 0.41 0.50

Training proportion of construction personnel U13 0.73 0.76

Material Science Concrete U21 0.34 0.50

A steel bar U22 0.35 0.50

Template U23 0.08 0.10

Mechanics Working condition inspection of mechanical equipment U31 0.65 0.63

Repair and maintenance of machinery U32 0.52 0.37

Allocation of construction machinery and equipment U33 0.09 0.10

Method Construction technical scheme U41 0.87 0.90

Construction organization design U42 0.41 0.37

New technologies and methods U43 0.76 0.90

Environment Construction environment U51 0.69 0.67

Construction quality management environment U52 0.57 0.63

In Table 2, ➀ represents the traditional method, ➁ represents the quality control
method designed in this paper based on the BO neural network, and the data obtained
from the quality prediction in the BP neural network model. Enter the evaluation results
obtained in the above table into the software. After the traditional method is calculated,
the score obtained under a certain weight is 70 points, that is, the construction quality of
the proposed building predicted according to the prior control measures is qualified. If
the quality target of this project is not reached, it indicates that there are problems with
the preventive measures for these factors that affect the construction quality in advance,
so strict improvement is needed.

Using the BP network model to change the data of each factor, the evaluation score
obtained is 83.7 points. Under the evaluation of this score, the predicted value can reach
the quality target of the project. When changes are made to the factors of concrete, steel
bars, and on-site construction environment, the predicted value can meet our quality
requirements, indicating that there are problems with the control measures in these
aspects during the pre-construction preparation stage. Therefore, the quality control
method of the whole process of water conservancy and hydropower construction based
on BP neural network is better than the traditional method of quality control of the whole
process of water conservancy and hydropower construction.

The source of concrete and reinforcement in the project is purchased by the con-
struction party. When selecting the source of material supplier, it is easy to buy some
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materials with poor quality because the information of material market and manufac-
turer is not comprehensive enough. Therefore, it is suggested to use the bid inviter to
purchase important materials, The quality requirements of engineering materials can be
met through the review of manufacturers and the assessment of field investigation and
research. In addition, the construction environment control measures have not been done
well. We should pay attention to the improvement of the plane and working environment
conditions of the construction site, plan the roads on the site, stack materials reasonably,
and have good flood control and drainage capacity, construction lighting, safety protec-
tion facilities, etc., so as to ensure the construction quality of the project. This result can
be used as an important reference for the construction unit to control the construction
quality of the project in advance.

4 Conclusion

Combinedwith the specific examples ofwater conservancy and hydropower construction
projects, starting from the factors affecting the construction quality, this paper analyzes
the specific measures of construction quality prior control, uses the BP neural network
model to predict the water conservancy and hydropower construction quality level, and
proves the objectivity and superiority of BP neural network in water conservancy and
hydropower construction quality prior control.

References

1. Yang, N., Dai, Z.: Estimation and simulation of indoor convective heat transfer in green
ecological high-rise buildings. Comput. Simul. 38(3), 442–446 (2021)

2. Wang, Y., Zhang, X., Lu, L., et al.: Estimation of crop coefficient and evapotranspiration of
summer maize by path analysis combined with BP neural network. Trans. Chin. Soc. Agric.
Eng. 36(07), 109–116 (2020)

3. Liu, Z., Zhang, J., Deng, F.: Monitoring and identification of state of opening or closing
isolation switch based on BP neural network. Power Syst. Prot. Control 48(05), 134–140
(2020)

4. Wang, L., Li, X., Cao, B., et al.: Prediction of leakage current on insulator surface of
transmission line based on BP neural network. High Voltage Apparatus 56(02), 69–76 (2020)

5. Zhang, C., He, C., Liu, X., et al.: Magnetic barkhausen noise technology for surface hardness
evaluation in steel shaft based on BP neural network. J. Exp. Mech. 35(01), 1–8 (2020)

6. Cui, S., Li, S., Wang, X.: Joint de-noising method of seismic data via BP neural network and
SVD algorithm. J. Electr. Meas. Instrum. 34(02), 12–19 (2020)

7. Li, G., Liu, Z., Jin, G., et al.: Ultra short-term power load forecasting based on randomly
distributive embedded framework and BP neural network. Power System Technology 44(02),
437–445 (2020)

8. Liu, S., Fu, W., He, L., Zhou, J., Ma, M.: Distribution of primary additional errors in fractal
encodingmethod.Multimedia Tools Appl. 76(4), 5787–5802 (2014). https://doi.org/10.1007/
s11042-014-2408-1

9. Huang, S., Chen, G., Wu, C., et al.: Construction of evaluation index model of scientific
research project database based on improved AHP-BP neural network. Inf. Sci. 38(01), 140–
146 (2020)

10. Liu, S., Liu, G., Zhou, H.: A robust parallel object trackingmethod for illumination variations.
Mob. Netw. Appl. 24(1), 5–17 (2018). https://doi.org/10.1007/s11036-018-1134-8

https://doi.org/10.1007/s11042-014-2408-1
https://doi.org/10.1007/s11036-018-1134-8


Intelligent Recommendation Method of Sports
Tourism Route Based on Cyclic Neural Network

Xiangyu Xu(B) and Zhiqiang Wang

Sports Center, Xian Eurasia University, Xian 710000, China
xuxiangyu1456@163.com

Abstract. Due to the low matching degree between scenic spot characteristics
and tourists’ interests, the accuracy of route recommendation is low. Therefore,
an intelligent recommendation method of sports tourism route based on cyclic
neural network is designed. On the premise of determining the recommendation
target of sports tourism route, the characteristics of sports tourism attractions and
routes and tourists’ interest are extracted. After clustering, the recommendation
list is collaborative filtered from the perspective of tourists. Finally, the circular
neural network is used to optimize the recommended route. The test results show
that the MAE of the design method opinion results is basically within 0.1, which
has high accuracy.

Keywords: Recurrent neural network · Sports tourism route · Intelligent
recommendation · Clustering processing · Collaborative filtering

1 Introduction

The World Tourism Organization and the United Nations Statistical Commission have
made a scientific explanation of “tourism”: people leave the environment of daily life
for leisure, business or other purposes, go to certain places and stay there, but do not
continue activities for more than one year. Most people think that travel is just for enter-
tainment, vacation, and relaxation of their lives. In fact, it has other purposes, including:
leisure, visiting relatives and friends, business, professional visits, health care, reli-
gion/pilgrimage, etc. [1–3]. Tourism has become an indispensable part of people’s lives.
It brings the baptism of both body and mind to busy people. At the same time, it allows
us to feel the beauty of nature, feel the customs of exotic folk customs, and feel the
joy of traveling together with relatives and friends. In recent years, my country’s travel
industry has developed rapidly [4, 5]. According to the “Communiqué on the Statistical
Survey of National Travel Agencies in the Fourth Quarter of 2013” published by the
National Tourism Administration on February 21, 2014, my country’s tourism industry
revenue reached 223.3 billion during theNovember long holiday last year, a year-on-year
comparison of 2012. The Mid-Autumn Festival and National Day holidays increased by
6.1%. In the fourth quarter of 2013, national travel agencies and domestic tourism orga-
nizations had 35,737,500 person-times, 114,798,100 person-days, received 40,040,400
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person-times, and 92,446,900 person-days. Numerous data show that the tourism indus-
try has become one of the industries with the strongest development momentum and the
largest scale. On the contrary, the problems that people encounter during the tourism
process are also endless. The most important ones are the planning of tourist routes and
the navigation of tourist attractions. And the real-time conditions in the scenic area, etc.
[6, 7]. In the past, the solution to these problems was to use paper maps and scenic
spots announcements, etc., which had strong limitations and could not meet the needs of
tourists. With the development of science and technology, electronic technology posi-
tioning and navigation has brought fresh blood to the tourism industry, and they influence
each other and develop in coordination. The navigation equipment we use now gener-
ally has a GPS antenna placed inside it. In addition, there are 24 global satellites in
the sky above our earth. Generally, at least 3 of them can be received at any time. The
GPS antenna receives the data information transmitted by the satellites and combines
the stored electronic map to determine the position coordinates for positioning., And
then display a route for tourists’ reference. The positioning accuracy deviation of the
positioning equipment on the market today does not exceed 3 to 5 m. There are many
types of positioning systems. Among them, the most commonly used one is similar to
car GPS, and its terminals can be smart phones, Pads, and so on.

In the traditional tourism industry, the tour guide tools used by tourists are basically
paper maps, which can be used to tour the scenic spot by manually drawing the route
from the starting point to the destination. The main disadvantages of manually drawn
tourism route map are: first, it has unreasonable use and low efficiency in terms of time
and money. Because tourists must first determine a path from the starting point to the
target point, and then piece together the maps containing these scenic spots into a set
of paper maps covering scenic spots for navigation and play; Second, it can not give
tourists real-time scenic spot change information, whichwill bring a lot of inconvenience
to tourists’ playing process.

With the continuous development of computer technology, electronic navigation
technology has become more and more mature. More and more tourists are used to
querying their travel routes through positioning and navigation in the process of playing.
However, most mobile terminal navigation software on the market only provides a route
based on a single tourist preference, for example, a shortest time route, a shortest distance
route and so on. These methods often can not provide tourists with a route that is really
suitable for their current actual situation, and usually do not provide alternative routes
[8, 9]. In order to solve these problems, a circuitous route system is proposed, which
provides another route when tourists deviate from the predetermined route. However,
this type of system requires the tourist guidance system to recalculate and generate
routes, rather than automatically generate alternative routes. Another disadvantage of
the currently available navigation system is that when tourists choose a route to play, the
situation in the scenic spot may change. For example, the performance of a scenic spot
is about to begin. It is wise to change the route at this time.

Based on this, this paper designs an intelligent recommendation method of sports
tourism route based on cyclic neural network. Based on the route of sports scenic spots
and the preference characteristics of tourists, the optimization is realized, the most qual-
ified tourism route is obtained, and it is used as the recommended route. Finally, the
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effectiveness of the design method is verified by experimental tests. Through this study,
in order to provide a valuable reference for the development of tourism industry.

2 Recommended Goals for Sports Tourism Routes

The recommendation of tourist route information is highly subjective and plays a decisive
role in the overall evaluation. The recommended information cannot be absolute. It can
only provide touristswith a tourist route that ismore satisfactory than the current situation
and other helpful tourist routes. Information [10]. Therefore, most of the recommended
content of this article is subjective. Let us study the subjective and objective evaluation
criteria used in similar topics below:

(1) Subjective evaluation criteria

The subjective evaluation standard is that tourists compare the given route infor-
mation and then give feedback. Obtain the value of the information from the feedback
information, and then make corresponding changes, forming an iterative and continuous
improvement of the recommended information. The value of information is a subjective
evaluation standard, and the positive feedback given by most tourists is the basis.

(2) Objective evaluation criteria

The objective evaluation criterion is to study the best path method, take the factors
in the current scenic spot into consideration, and combine the path generated by the
best path method. This path is the best path. After that, we reasonably compare our
recommendation information with the path information, and finally get an evaluation.
However, the difficulty of this standard is how to study the best path method. There are
different opinions on this method, and there is no standard answer. Therefore, objective
evaluation is difficult to achieve in similar subjects.

3 Feature Extraction

3.1 Extraction of Sports Tourist Attractions and Route Features

This paper does not consider the self characteristics of tourists, but focuses on the domain
characteristics of scenic spots and routes in the field of sports tourism, and then extracts
the feature points of tourists’ interest from the domain characteristics. Therefore, before
the extraction of tourists’ interest features, we must extract the interest feature points of
scenic spots and routes in the field of sports tourism. The characteristics of sports tourist
attractions are extracted from the existing data of sports tourist attractions. When ana-
lyzing the content of the crawled original web page, keyword matching and information
extraction are carried out according to the attribute description of sports tourist attractions
on the web page. Finally, it is concluded that the interest characteristics of sports tourist
attractions are divided into provinces, districts and counties, categories, stars Devel-
opment time and ticket price. According to the classification of China’s sports tourism
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resources, sports tourism attractions are divided into eight categories: geographical land-
scape, water scenery, biological landscape, ruins, astronomical and climatic landscape,
buildings and facilities, sports tourism commodities and cultural activities.

Based on this, for the feature extraction of sports tourism routes, this paper selects
sports tourism route data as the basis, combined with the principles of sports tourism
route design: sports tourism purpose, physical conditions of the sports tourism subject,
tourists’ economic conditions and travel time, tourists In terms of hobbies, special sports
tourism subjects, etc., with the introduction of sports tourism classification as a reference,
the characteristics of sports tourism routes are summarized into six categories: travel
days, reference costs, route types, departure cities, and destination cities.

The interest characteristics of sports tourism routes are mainly summarized for
tourists, because for the characteristics of sports tourism routes, this article only cares
about the correlation between sports tourism routes and tourist interest characteristics.
The types of routes are divided into: self-view.

Light sports tourism, humanities sports tourism, leisure and vacation sports tourism,
shopping sports tourism, and experience sports tourism.

3.2 Extraction of Tourist Interest Features

In this paper, the understanding of tourists’ interest characteristics has two aspects: on the
one hand, based on the integration of sports tourist attractions and route characteristics,
tourists extract the types of interest points of recommended content; on the other hand,
it analyzes the historical records of tourists who have selected sports tourist routes as an
input factor of recommendation methods. On the other hand, it is a static and attribute
standard, The latter aspect is dynamic and attribute content. According to the previous
analysis of the attribute characteristics of sports tourist attractions and sports tourism
routes, in the field of sports tourism, the interest characteristics of tourists include the
above two characteristics. Because the sports tourism industry is originally oriented to
tourists, the feature extraction of the first two is based on tourists’ hobbies.

Therefore, this paper concludes that the common interest characteristic attributes
of tourists and scenic spots are: Province, district and county, category, star, opening
time and ticket price. Thus, the measurement of tourist attraction correlation can be
quantified as the feature vector of tourist attraction common interest: (province, district
and county, category, star level, opening time and ticket price). Similarly, the common
interest feature vector of tourist sports tourism route: (travel days, reference cost, route
category, departure time, departure city, destination city).

Based on this, the feature vector is quantized. The feature vector quantization types
designed in this paper are divided into three categories: 0–1 relationship, single threshold
range relationship, and double threshold range relationship. The specific quantification
method is as follows:

(1) 0–1 relationship

Some characteristic relationships between tourists and sports tourism routes are
0–1 relationships, such as provinces and departure cities. The interest characteristics
of tourists are either completely consistent with the characteristic attributes of the
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sports tourism route, and the corresponding characteristic relationship value in the
tourist-tourism route characteristic vector is recorded as 1; or completely different, the
corresponding characteristic relationship value is recorded as 0 at this time.

(2) Single threshold range relationship

There is a single threshold range relationship between tourists and somecharacteristic
relationships of sports tourism routes, such as the number of days spent playing, star
ratings, and so on. Suppose the tourist wants to play m day, then the tourist’s play days
feature value is m, and the sport tourism route’s play days is n, then the sport tourism
route’s play days value n. At this time, the relationship between the number of play days
in the feature vector of the tourist and the sports tourism route The value λ is written as:

λ=min(m, n)

max(m, n)
(1)

(3) The relationship between the dual threshold range

There is a dual-threshold range relationship between tourists and some characteristic
relationships of sports tourism routes, such as ticket prices and opening hours. Assuming
that the fare range that the tourist wants to pay is mi − ma, and the fare of the sports
tourism route is n, then the fare relationship value δ in the feature vector of the tourist
and the sports tourism route is recorded as:

δ=
{
0, n > ma‖n < mi
|avg(mi,ma)−n|
avg(mi,ma)

,mi < n < ma
(2)

In this way, visitors’ interest characteristics are obtained. The specific tourist interest
feature extraction process is shown in Fig. 1.
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Fig. 1. Tourist interest feature extraction process

According to the analysis of Fig. 1, this paper obtains the categories of sports tourist
attractions and routes through network crawling technology. Through measurement and
quantification, according to the common interest feature vector of tourists and scenic
spots, the interest feature types of tourists are divided into three categories through
feature vector quantization, 0–1 relationship, single threshold range and double threshold
range, and the relationship between double threshold range determines the ticket price
relationship value in the feature vector of sports tourist routes, Finally, tourists’ interest
feature extraction is realized.

4 Route Recommendation Method Design Based on Recurrent
Neural Network

4.1 Sports Tourist Attractions and Routes and Feature Clustering of Tourists

Based on the features extracted from sports tourist attractions, routes and tourists’ inter-
ests, the above section clusters the features of tourist attractions, routes and tourists
respectively. The clustered sports tourist attractions, routes and tourists are quickly
indexed to speed up the query based on the similar set of interest features, so as to
improve the recommendation efficiency.
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The above extracted features cluster sports tourist attractions, sports tourism routes
and tourists respectively, which greatly improves the data reading speed. The feature
clustering of sports tourist attractions is divided into two parts. One part is to cluster the
existing scenic spot database, and the other part is to analyze the features of new sports
tourist attractions and add them to the corresponding feature cluster set. Here, a scenic
spot may have multiple features, so a scenic spot may be clustered into multiple feature
sets. The similarity of features is defined as:

p =
∑
i

DiYi (3)

Among them, i respectively represent the existence strength of different features, Di

represents the fixed factor of the feature, and Yi represents the non-fixed factor of the
feature. This method is used to analyze the extracted data results.

And through formula (3), the clustering criterion between the features of scenic spots
is judged, which can be expressed as:

C = p

E
(4)

where, E represents the sum of the intensity of the factors that occur in the scenic spot.
When the similarity of features determined by fixed and non fixed features is greater,
the degree of clustering is higher.

The clustering of sports tourism routes and tourist information is similar to that of
scenic spots.

4.2 Build a Recommendation List

After clustering the features of scenic spots, routes and tourists, the corresponding fea-
ture clustering table is established in the database to reduce the time occupied by the
recommendation method in data search and improve the recommendation efficiency. It
can be seen from the discussion in the previous section that in real life, tourists think
more about what is the most suitable next scenic spot at the current location, and don’t
care too much about others. Although the neural network method can also be used to
solve the problem of route selection, the neural network method can not be directly used
in the problem solving of this paper, because our scenic spot scoring is a dynamic pro-
cess. Every time a tourist arrives at a scenic spot, he will re score the other scenic spots
based on the scenic spot, so as to make a choice. In addition, the most important thing
is that the direct use of greedy method can only get one path, which can not meet the
requirements of multi-objective, that is, it can not provide tourists with multiple paths
for tourists to choose. However, in our problem, if the order of sports tourist attractions is
different, the scores of sports tourism paths are also different. At the same time, we hope
to provide tourists with multiple alternative paths based on the use of cyclic neural net-
work. Therefore, we propose a cyclic neural network to solve the problem of generating
multiple paths. The method is described as follows:

Each time a tourist arrives at a scenic spot, based on their location, they select the next
top N scenic spot with the highest score to form N paths. When N > K , by calculating
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the TPS of each path, keep the first K TPS values larger Paths, after cutting out N − K
paths, and following this, keep the first K paths with the largest TPS each time. The final
method obtains K paths, and then through the diversity evaluation of the K paths, the
best path is obtained. Youlu recommended to tourists. The specific execution process is
as follows:

Input: the current latitude and longitude position of the tourist uL(lat, lon), departure
time st, end time et, budget b. The number of scenic spots expected to be visitedM .

Output: k paths with higher scores and each path score TPS[].

1) Initialization: VT [] = ∅, mark the scenic spots SS[] = 0 visited by each path.
2) Calculate SS of each scenic spot at time t according to tourist uL(lat, lon).
3) For the current scenic spot, select the first l points with higher scores as the scenic

spots to be expanded in the next step, that is, extend l paths.
4) Choose the first N path with the highest score and add them to VT [0] to VT [k]

respectively. If N > k, then cut the N − k paths with lower TPS. Reserve the first
k paths with higher TPS. l represents the length of the path, and N represents the
number of scenic spots that can be selected in the next step each time the method is
executed based on the current point.

5) Determine whether each path meets the time constraint et− st and budget constraint
b. If not, delete the path.

6) For the reserved path, repeat steps 2 ~ 4 based on each current point.
7) When M = 1, or t > st or TPC > b. End the method, and finally get k paths and

TPS scores for each path.

According to actual needs, the multiple routes before the score are taken as the basic
recommendation list.

4.3 Collaborative Filtering Based on the Recommendation List of Tourists

Collaborative filtering recommendations based on the recommendation list of tourists.
First, use the correlation between tourists to obtain a group of “neighbors” similar to the
target tourists, and then calculate the target tourists’ predicted scores for unrated items
based on the historical preferences of this group of tourists. And recommend to the target
tourists based on the predicted score.

The basic principle of collaborative filtering based on tourists: Assume that tourist
A likes scenic spots 1 and 3, tourist B likes scenic spots 2, and tourist C likes scenic
spots 1, scenic spots 3 and 4. From the historical information, we can see that tourist
A and tourist B do not Commonly liked scenic spots, but both tourist A and tourist C
like scenic spot 1 and scenic spot 3. That is to say, tourist A and tourist C have greater
similarity, and tourist C likes scenic spot 4 in addition to scenic spot 1 and scenic spot
3, so it is speculated Tourist A may also like scenic spot 4, so we recommend scenic
spot 4 to tourist A. User CF, a collaborative filtering recommendation method based on
tourists. Based on this, the main steps involved in the process of using this method to
achieve collaborative filtering of recommendation lists are as follows:

(1) Tourist data preprocessing
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Using the methods of data mining and preprocessing, the original data of tourists,
including tourist attribute data, behavior data and scoring data, are preprocessed and
modeled to form a tourist item scoring matrix, so that it can be processed and calculated
by using the recommendation method, and the recommendation results can be quickly
obtained in combination with the characteristics of sports tourist attractions and routes
obtained above.

(2) Calculate the nearest neighbor set

The calculation of the nearest neighbor set is a particularly important step in the
recommended method, and it is also a key point that affects the performance of the
method. It is generally believed that similar tourists are also more similar in preference.
First, calculate the tourist set R = (r1, r2, ...ri) that is most similar to the target tourist
A, then calculate the score of the target tourist A for the unrated items through the scores
of the items in the similar tourist set R, and finally recommend the target tourist from
high to low according to the predicted score.

There are three existing methods for calculating similarity: cosine similarity, modi-
fied cosine similarity and Pearson correlation coefficient. This article adopts the method
of cosine similarity to realize this process. The tourist item rating matrix is regarded as
a vector in an n-dimensional space, where the value of the unrated item is initialized to
0, and the similarity between tourists is calculated by calculating the cosine of the angle
between the vectors. Let vector �u represent the score of tourist u in the space, and vector
�v represent the score of tourist v in the space, then the similarity formula between tourist
u and tourist v is shown in formula (5):

sim(u, v) = �u • �v
‖�u‖ ∗ ‖�v‖ (5)

(3) Calculate forecast score

On the basis of the nearest neighbor set, the non scored items of the target tourists are
calculated according to the similarity between the nearest neighbor set and the target
tourists. User CF selects formula (2.46) to predict the score of non scored items:

p(u, i) =
∑

v∈M (u,k)
SuvRvi (6)

Among them, p(u, i) represents the predicted score of tourist u on item i, Suv repre-
sents the tourist similarity between tourist u and tourist v, Rvi represents the real score
of tourist v on item i, and M (u, k) represents the k nearest neighbors of tourist u.

Thus, the collaborative filtering of recommendation list based on tourists is realized.

4.4 Intelligent Selection of Recommended Routes

When using the recurrent neural network to search the initial population, this paper
adopts the coding method of real number matrix, and carries out a separate real number
coding for each filtered route. A single route map is regarded as a matrix chromosome,
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routemap is used as a vector, route type, route location, route opening time, route number
attribute map is used as a gene location, a represents the number of recommended routes,
b represents a route attribute, and the chromosome matrix is expressed as (a + 1)(b +
1). Then the route coding matrix model is⎛

⎜⎝
X11 . . . X1b
...

. . .
...

Xa1 · · · Xab

⎞
⎟⎠ (7)

In the above route coding matrix model, the fitness function is set to screen the
recommendation results and obtain the optimization of the optimal solution. The larger
the fitness function value, the stronger the individual’s ability to adapt to the environment
and the greater the opportunity to reproduce. On the contrary, the smaller the individual
function value, the smaller the individual’s ability to adapt to the environment and is
likely to be eliminated.

This article uses a piecewise function to design the fitness objective function, B
represents the attribute of the target, and ε represents the maximum allowable error.
Then the calculation method of the objective function value is:

fa =
{∣∣∣ b−B

B

∣∣∣, b−B
B ≤ ε

1, b−B
B > ε

(8)

Suppose the corresponding value of the route attribute is λa, and the number of routes
included in the initial population is A, then the fitness objective function of the entire
route can be expressed as:

f = fmax =
A∑

a=1

λafa (9)

In this way, the continuous optimization of the recommendation results is real-
ized, and the degree of fit between the route and the recommendation requirements
is improved.The recommendation process of specific tourist routes is shown in Fig. 2:

According to the analysis of Fig. 2, the characteristics of sports tourist attractions,
routes and tourists are obtained through data clustering, and the tourist data is prepro-
cessed; Calculate the nearest neighbor set and calculate the route recommendation pre-
diction score; The recommendation list of tourists is determined based on collaborative
filtering, and the circular neural network model is constructed to realize the intelligent
screening of recommended routes; The fitting degree of fitness objective function is
calculated by piecewise function, and the recommendation effect of tourism route is
obtained.
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Fig. 2. Recommendation process of tourist routes

5 Experimental Results and Analysis

5.1 Experimental Design

The paper chooses to test the recommendation effect of the scenic spot recommendation
method from the aspect of accuracy. In order to ensure that the experiment is true and
effective, the design crawler grabbed the real score data and basic information of 2389
scenic spots through the network as experimental data. Since the paper sets a loop

Fig. 3. Experimental scene
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parameter when building the tourist preference model, the loop parameter value 0 is
analyzed experimentally.The specific experiment is shown in Fig. 3.

5.2 Experimental Index

Assuming that the true value of a group of time series is y = {y1, y2, ..., yn} and the
predicted value is y′ = {y′

1, y
′
2, ..., y

′
n}, the mean absolute value deviation (MAE) is

taken as the experimental index,

MAE = 1

n

n∑
i=1

∣∣y′
i − yi

∣∣ (10)

The value of MAE is between [0,+∞], and the greater the error, the greater the
value of MAE.

5.3 Result Analysis

(1) When conducting experiments, under different values of N in the recommended
list Top N, set the cycle coefficient 8 to 0, 0.3, 0.5, 0.7, and judge the influence of
different cycle coefficients on the accuracy of the method, as shown in Fig. 4.
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Fig. 4. Different cycle coefficients for the accuracy of the method

It can be seen from Fig. 4 that the accuracy of the method changes greatly under
the influence of different cycle coefficients. When the circulation coefficient is, that is,
tourists’ preference is not affected by time, the high Mae value means that the accuracy
of themethod is not high. The greater the circulation coefficient, the greater the influence
of time on tourists’ preference. It can be seen from the experimental results that nomatter
what value n is, the greater the cyclic coefficient, the higher the accuracy of the method.
When the cycle parameters are 0, 0.3 and 0.5, the MAE value decreases greatly. When
the cycle parameter changes from 0.5 to 0.7, the MAE value decreases, but the range
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is small. That is, when the cycle parameter is 0.7, the recommendation accuracy of the
recommended method is high.

When the loop parameter is constant, and the value of N is 10, the MAE value is too
high, that is, the accuracy of the method is not high. As the value of N increases, the
value of MAE gradually decreases, and the accuracy of the method gradually increases.
When the value of N changes from 60 to 70, the change of the MAE value tends to be
stable, that is, the accuracy of the method does not change much.

(2) In order to verify the performance of the improved method, when the cycle param-
eter is 0.7, the paper method is compared with the method proposed in literature
[8] and the method proposed in literature [9], and the performance of the paper
method is verified from the aspect of MAE value. For the three methods, the MAE
values are compared when the values of N in the top n of the recommendation list
are 10, 20, 30, 40, 50, 60 and 70 respectively. The experimental results are shown
in Table 1.

Table 1. Mae comparison of recommended results of different methods

N value Reference [8] method Reference [9] method Paper method

10 0.75 0.66 0.12

20 0.69 0.58 0.08

30 0.62 0.56 0.07

40 0.60 0.52 0.05

50 0.58 0.49 0.05

60 0.76 0.63 0.05

70 0.69 0.70 0.05

It can be seen from Table 1 that the MAE value of the general collaborative cycle
method is significantly higher than that of the other three methods, and the MAE value
decreaseswith the increase ofN, that is, the accuracy of themethod continues to improve.
There is little difference inMae value between themethod in literature [8] and themethod
in literature [9].The MAE value of the method in document [8] is not affected by N,
that is, the accuracy of the method does not change significantly when n is taken, while
the MAE value of the method in document [9] decreases with the increase of n. The
MAE value of the scenic spot recommendation method in this paper is much smaller
than that of the other three methods, and the MAE value of this method decreases with
the increase of n value. When the n value changes from 40 to 50, the MAE value tends to
be stable.That is, the accuracy of the scenic spot recommendation method in the paper is
higher than the other three comparisonmethods, and with the increase of N, the accuracy
of the scenic spot recommendation method will gradually stabilize.



Intelligent Recommendation Method of Sports Tourism Route 353

6 Conclusion

This paper designs an intelligent recommendation method of sports tourism route based
on cyclic neural network. Determine the recommendation target of sports tourism route,
extract the characteristics of sports tourism attractions and routes and tourists’ interest,
collaborative filter the tourism recommendation list through data clustering, and finally
optimize the recommended route by using cyclic neural network. The experimental
results show that the MAE value of the recommended route of this method decreases
continuously, and the MAE value tends to be stable when the n value changes from 40
to 50. It shows that the route recommendation effect of this method is good.

However, there are still some deficiencies in thismethod. The unified time calculation
method between scenic spots is adopted in this paper, but in practice, there may be traffic
jams and other problems between scenic spots, which will lead to the scenic spots of one
day can not be visited in the original time period. Therefore, according to the preferences
of tourists when playing in different types of scenic spots, the fluctuation of playing time
and the consideration of traffic conditions between scenic spots when designing sports
tourism routes will be the next research content of the paper.

Fund Project. Special scientific research plan project of Shaanxi Provincial Department of
education in 2021: Research on promoting the integrated development of sports and tourism
industry in large-scale sports events -- Taking the 14th National Games of China as an example
(Project No.: 21JK0263).
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Abstract. With the acceleration of urbanization and the continuous expansion and
construction of cities, more and more cities in China are facing increasingly seri-
ous urban rainwater problems. As a rainwater management measure under the low
impact development system, rainwater garden can manage and utilize rainwater
resources. Therefore, a plant landscape configuration method of regional charac-
teristic rainwater garden based on in-depth learning is proposed. By analyzing
the types and characteristics of rainwater landscape facilities; Constructed rain-
water garden runoff management system; Design the plant configuration scheme
of wet area, semi-humid area, arid area and semi-arid area of rainwater garden;
The plant landscape characteristic parameters are calculated based on the deep
learning algorithm to complete the plant landscape configuration. Experiments
show that the waterlogging tolerance index D of this rainwater garden landscape
configuration method for different kinds of plant landscape is higher than that of
the traditional configuration method, which can manage rainwater and improve
the ecological environment at the same time.

Keywords: Deep learning · Area · Rain garden · Plant landscape · Configuration
method

1 Introduction

As a traditional best management measure, the rain garden is a rainwater management
facility under a low-impact development system. The common form is a shallow recessed
green spacewith landscape effects for planting shrubs, flowers, grass, and trees. It absorbs
from urban roofs. Rainwater in impervious areas such as roads, sidewalks, parking lots,
and impervious lawns, and through the purification, filtration and infiltration of soil and
plants to manage rainwater runoff [1]. After more than two decades of development,
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related research and applications of rainwater gardens have become more abundant.
The form and structure of rainwater gardens have also evolved and expanded with the
continuous enrichment of application ranges and scales. The original more primitive
rain garden was a kind of planting and land injection around the building. Its effect
was mainly about the retention of rainwater, the purification of rainwater by plants and
soil, and the infiltration of groundwater. The form and effect were relatively simple and
single [2, 3]. With more and more abundant practice and exploration, modern rainwater
gardens are becoming more and more efficient, scientific and reasonable in the function
of rainwater management, and more flexible and rich in application scales, which in
turn brings more changes in the form of landscape expression, landscape art The design
space has also been greatly improved. Today’s rainwater gardens are more scientific in
the control of rainwater volume andwater quality, and the rainwater management system
surrounding rainwater gardens is also more systematic [4].

The rich application scale and changeable expression forms also expand the land-
scape expression space of today’s rainwater garden. Therefore, the rainwater garden
has developed from an engineering measure for site development of simple rainwater
management to a landscape infrastructure,which has been greatly improved in both func-
tionality and artistry. It can be said that the original rainwater garden is a site rainwater
management measure with certain landscape value, while today’s rainwater garden is
more landscape design works integrated with the concept of rainwater management [5].
During the operation of rainwater garden, rainwater is collected from the site and treated
in combination with its own soil, vegetation and related facilities. Deep learning (DL)
is a subset of machine learning (ML). Inspired by human brain, DL adopts multi-layer
interconnected artificial neural network algorithm.Modern deep learning usually adopts
tens or even hundreds of layers of neural network structure. Each layer is gradually
abstracted on the basis of the previous layer, and finally features are extracted from the
training data. The deep learning algorithm is used to realize the automatic design of plant
images, and the algorithm is embedded in mobile app and applied to the configuration
of garden plant landscape [6–8].

In summary, this article proposes a deep learning-based method for configuring
the landscape of regional rainwater garden plants. By using the multi-media effects of
vegetation, microorganisms and soil, it provides storage space for rainwater runoff in
and around the site to achieve collection and purification. The purpose of rain. In terms
of ornamental value, the landscape form of the rain garden presents the beauty of nature.
The appearance of the rain garden has the beauty of the traditional garden. It provides
citizens with a comfortable place to relax, relax, and relieve fatigue. It can also use the
power of nature to change the previous rainwater gathering. The phenomenon of water
deterioration and mosquitoes in the land has promoted the closeness of the citizens to
the natural environment.
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2 Regional Featured Rainwater Garden Plant Landscape
Configuration Method Based on Deep Learning

2.1 Analysis of the Types and Characteristics of Rainwater Garden Landscape
Facilities

From the perspective of the functional objectives of rainwater management, rainwater
garden is firstly an engineering measure. Technically, the construction of rainwater gar-
den is a very specific and detailed work. Excellent and outstanding rainwater garden
design requires the close cooperation between landscape designers and environmental
engineers, and the engineering and landscape should be combined with each other [9,
10]. Reasonable engineering design and construction is the basis of exerting the effi-
ciency of rainwater management and landscape optimization design. Firstly, taking the
ground part of the main structure of the rainwater garden as the reference, this paper
summarizes and divides the elements that have an important impact on the design of the
rainwater garden.

Topography
The topography ismanifested as the undulating changes of the topography on the surface.
The topography is closely related to the formation of surface runoff. The topography
and landform determine the natural drainage mode of the site. Rainwater that falls to the
ground will form surface runoff when it has not evaporated and penetrated into the soil.
Rainwater runoff, runoff direction and runoff speed are closely related to topography [11,
12]. Regulating surface drainage and guiding the direction of water flow are an important
and inseparable part of the garden landscape design. Therefore, for the construction of
rainwater gardens, the topographical planning and design is the key to the effective
collection and management of rainwater. A comprehensive analysis and research of the
site topography is an important prerequisite for deciding what rainwater management
measures to take and the planning and layout of corresponding facilities in the site. From
the perspective of runoff collection and management, the vertical design of the site and
the planning and layout of rainwater management related facilities are also carried out
based on the original topography of the site.

Rainwater Garden Facilities
Facilities are themain structural support of rainwater garden and themain carrier of rain-
water runoff guidance and collection. The facilities in the rainwater garden are mainly
divided into structural facilities and rainwater management functional facilities. The
structural elements are mainly the main body of the form of the rainwater garden and
the landscape functional facilities, such as the form boundary of the rainwater garden
and the facilities for visitors and maintenance personnel to enter the garden. Stormwa-
ter management functional facilities include relevant facilities that can collect, guide,
retain and overflow runoff, such as transmission facilities, overflow facilities, etc. In the
construction of rainwater garden, the construction of facilities is first based on meeting
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the functional requirements, and then combined with the landscape design of materials
and forms to achieve the effect of optimizing the landscape quality.

Rainwater Garden Vegetation
The growth forms of plants that cover most of the ground are diverse. Plants are the
most important landscaping element in garden landscape design. Different regions have
different plant varieties and plant communities. The shape, color, fragrance, habits and
habits of plants are Seasonal landscape performance is themain ornamental characteristic
of plants. Plant design and configuration are also an important part of site landscape
construction. In addition to the value of landscape, the selection and configuration of
plants in rainwater gardens also have important rainwater management functions.

Plants in rain gardens can alleviate many environmental problems, such as air purifi-
cation, soil and water conservation, water conservation, temperature adjustment, and so
on. The surface vegetation has the function of intercepting and conserving precipitation.
The leaves and roots absorb part of the moisture from rainfall, dew and fog, and the
remaining part of the precipitation penetrates through the soil to maintain the ground-
water level or supplement the mouth of the underground aquifer. Plants have a variety
of effects on the ecological environment of the site. The respiration of plants can absorb
moisture in the soil and then dissipate it into the air in the form of water vapor through
transpiration, replenishing air moisture; plants can also improve the microclimate in
summer. Can resist the drying effect of wind and sun to maintain a cool environment.

Rainwater Management Function Layer
The rainwater infiltration and purification function layer refers to the structural layerwith
purification effect experienced by the rainwater in the rainwater garden in the process of
infiltration before groundwater supplement or collection and utilization. The common
corresponding structural functional layers include planting soil layer, filling layer and
rolling stone layer.

Due to different regional characteristics and rainwater management objectives and
systems, there are certain differences in the composition of specific functional layers and
the main structural components of each layer. In the area with good soil permeability,
the filler layer does not need to add artificial materials to improve the permeability, and
its main components are generally consistent with the planting stop layer. For sites with
poor soil permeability, the surface planting soil should be mixed and improved to ensure
that it is suitable for plant growth and has certain permeability. The filler layer needs to
be filled with natural or artificial materials to ensure the timely infiltration of rainwater.

The characteristics of rainwater runoff also affect the structural composition of the
functional layer of rainwater garden.The rainwater gardenwith large amount of rainwater
resources to be collected and managed or heavy rainwater pollution needs a larger scale
and deeper functional layer to prolong the infiltration time of rainwater and fully filter
and purify the rainwater. At this time, the composition and thickness of the filler layer are
very important design elements. The growth characteristics of plants directly affect the
thickness of planting soil layer. In rainwater gardens, vegetationwith relatively developed
roots is often selected to improve the purification effect of plants on rainwater. Therefore,
the corresponding thickness of planting stop layer should ensure the normal growth of
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plants. Generally, the minimum thickness of planting King layer in rainwater gardens
with trees is 120 cm, The minimum thickness of planting stop without trees is 60 cm.

2.2 Build a Runoff Management System for Rainwater Gardens

In the early stage of the design, the rainwater runoff management system of the rain-
water garden should be constructed according to the site characteristics. The runoff
management system of the rainwater garden constructed in this paper is shown in Fig. 1.

Fig. 1. Runoff management system structure of rainwater garden

As shown in Fig. 1, the rainwater garden mainly collects runoff from building roofs,
ground paving, and surrounding green spaces. Part of the rainwater runoff from these
areas flows directly into the rainwater garden, some directly into the municipal pipe net-
work facilities, and most of the runoff directly or Indirectly combined with the guidance
of the corresponding rainwater transmission facilities to flow to the rainwater garden,
and the rainwater exceeding the treatment limit of the rainwater garden will also be
discharged into the municipal pipe network facilities by the overflow facilities.

Therefore, the first step in the design of rainwater gardens needs to be combined
with the runoff management system to determine the corresponding facilities and the
horizontal position distribution of the rainwater garden in the site, so as to build a
complete stormwater runoff control system in the site. The layout of facilities should
follow the process of surface runoff conforming to the current terrain flow, and arrange
transmission facilities, rainwater gardens and overflow facilities in sequence according
to the runoffmovement process, so as to gradually realize the orderly control of rainwater
runoff in stages. Determine the location and distribution of the facilities and gardens.
Further work is to clarify the design goals of the rainwater garden and the scale and scale
of the garden based on the related characteristics of the site’s rainwater runoff. Finally,
before construction, the soil characteristics of the site should be carefully inspected, and
the soil-related characteristics should be tested to determine the soil improvement plan.

The site selection of rainwater garden design should first consider the area that
can conveniently and fully collect and utilize the rainwater runoff around the site. The
location of rainwater garden should be located between the source of rainwater runoff
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and the area where it naturally ends in the landscape, rather than the farthest point that
rainwater runoff can reach, because the main purpose of rainwater garden is to collect
rainwater as much as possible before rainwater runoff reaches the farthest point, and the
farthest point of runoff often means that the regional catchment energy is strong but the
drainage performance is poor. In general, the site selection of rainwater garden should
pay attention to the following aspects: make sufficient research on the underground
pipe network facilities in the site to avoid the harm of rainwater infiltration to the pipe
network facilities. The rainwater garden around the building shall be at least 2.5 m away
from the building foundation to prevent infiltration runoff from affecting the building
foundation. Rainwater from the roof of the building can be guided into the rainwater
garden by downpipes; The rainwater garden should not be built in the area close to the
water supply system or around the well, so as not to pollute the water source by the
rainwater that is not purified in time; The rainwater garden is not a wetland and should
not be located in the low injection land with frequent ponding. If the rainwater garden
is selected on the site with poor soil drainage, a large amount of rainwater will gather
in the rainwater garden, and the rainwater cannot infiltrate in time, which is not only
unfavorable to plant growth, but also easy to breed mosquitoes; Choosing a flat site to
build a rainwater garden will be easier and easy to maintain; Try to keep the rain garden
on the sunny side, which is conducive to the growth of plants and the evaporation of
rain; Coordinate the relationship between the location and landscape performance of the
rainwater garden and the surrounding landscape environment.

The area and scale of the rainwater garden is determined by many factors, and the
rainwater runoff that the site needs to collect and manage is the most critical factor that
affects the scale of the rainwater garden. Generally speaking, the designed rainwater
garden needs to absorb all the rainwater runoff that may reach it, so the drainage area
of the entire drainage runoff into the rainwater garden can be estimated, and then the
approximate area of the rainwater garden to be designed can be estimated.

The area of the drainage basin that collects rainwater runoff from the surface of
the building should be determined by the distance between the rainwater garden and
the building and the amount of water discharged from the downpipe into the rainwater
garden. If the rainwater garden is less than 10 m away from the building, when all
downpipe water is discharged into the rainwater garden, the approximate area of the
building itself should be regarded as the basin area. If only part of the downpipe water is
discharged into the rainwater garden, only the amount of runoff will be estimated Part of
the roof area. If the distance between the rainwater garden and the building is greater than
10m, the drainage surface is not only the roof area, but also the approximate drainage
area of the runoff formed. The area value can be estimated by measuring its length and
width. There are many calculation methods for more accurate size calculation at home
and abroad. The commonly used methods for calculating the area of rainwater gardens
abroad are: infiltration method based on Darcy’s law, effective aquifer volume method
and proportional estimation method based on catchment area.
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2.3 Landscape Configuration Design of Rainwater Garden Plants

Configuration of Runoff Control Plants in Humid Areas
The pollutants contained in rainwater are as follows: suspended solids (SS), organic
pollutants (COD), chlorine, total phosphorus (TP), dissolved phosphorus, total nitrogen
(TN), ammonium nitrogen, total iron, lead, zinc, etc., and are mainly suspended solids
(SS) and organic pollutants (COD). It has the following characteristics: the variation
range of pollutants is large and the randomness is strong; The pollutant concentration
shows a downward trend with the duration of rainfall, and the initial rainwater quality
is poor, especially the SS, COD and other indicators exceed the standard seriously; D.
There is a good linear correlation between Pb, Zn and SS. SS is not only a pollutant
itself, but also the particle surface that makes up it provides attachment conditions for
other pollutants.

Due to the large rainfall in the humid area, a certain catchment area will be formed.
Therefore, special consideration should be given to the decontamination capacity of
wetland plants and aquatic plants. Some studies have shown that the purification ability
ofwetlandplants towater is generally submergedplants>floating andfloating leaf plants
> emergent plants. Wetland plants with nitrogen and phosphorus removal function in
the wet area of rainwater garden are shown in Table 1.

Table 1. Wetland plants with nitrogen and phosphorus removal function in humid areas

Plant type Plant name

Emergent plants Cress, Rush, Calamus, Canna, Water onion, Calamus, Yellow calamus
Cattail, Di, Lythrum chinensis, Flat stalk recommended grass, Zaili
flower, Papyrus, Carex,
Luzhu, Barracuda, Cigu, Shilongwei, Alisma, Rumex sorrel, Feng
Car grass, Vetiver, Saccharum, Broadleaf cattail, Reed, Wattle, Duck
Commelina, Rice, Cattail, Wild rice

Floating plants Water lily, Yellow water dragon, Gold anemone, Dadang, amphibians,
Sophora japonica,
Water Turtle, Nymphaea, Manjianghong, Ziping, Eichhornia crassipes,
Hydrilla verticillata,
Potentilla vulgaris, Potentilla glabra

Submerged plants Ceratophyllum, Vallisneria, Potamogeton crispus, Hydrilla verticillata,
Myriophyllum sp
Pickled vegetables

As shown in Table 1, calamus and elephant grass have the best nitrogen removal
effects, and windmill grass and calamus have the best phosphorus removal effects.
Considering the decontamination ability, stress resistance and ornamental properties
of wetland plants, calamus, elephant grass, windmill grass, cattails, jasmine rice, yam,
spring yam, pike grass and red eggs are suitable for planting in humid areas. Terrestrial
plants should also be matched with plants with strong decontamination ability as much
as possible. Such as weeping willow, hibiscus, triangular maple, etc., have a certain
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adsorption effect on sulfur dioxide. Ficus microcarpa, Cinnamomum camphora, Luan
tree, etc. which are resistant to oxygen fluoride, Ailanthus altissima, ash tree and Populus
chinensis, etc., which are resistant to chlorine gas.

Reasonable matching design according to the purification effect of different plants
can enhance the purification effect of plants. For example, plants with vigorous roots and
good oxygen transport capacity are the best plant choices for removing BOD and N from
water; for the purification of pollutants such as N, P, heavy metal ions and other organic
matter, it is necessary to select plants with rapid growth ability and Plants with strong
accumulation ability; the composition of urban precipitation becomes very complicated
due to the different pollutants in the air. Therefore, when selecting plants, it is necessary
to match plants with different root growth depths, so as to perform more comprehensive
rainwater. Treatment: Plant density is directly proportional to the infiltration time of
rainwater runoff. High-density planting will slow down the runoff speed and also help
improve the purification effect. This kind of rain garden is suitable for selecting plant
species that can grow quickly, have a well-developed root system, luxuriant branches
and leaves, and have more sprouting peaks a year.

The rainfall in the humid area is large, so it is necessary to effectively control the rain-
water runoff through the configuration of rainwater garden plants, increase the rainwater
infiltration time and avoid siltation. Therefore, trees and shrubs with developed roots and
flood resistance should be selected as the main plants. Such as Metasequoia, weeping
willow, duying, mulberry, triangular maple, etc. Tall fescue, Pennisetum, iris, horseshoe
gold and other waterlogging resistant plants with developed roots can be selected as
the ground cover, which can not only slow down the runoff speed, but also achieve the
natural connection with the surrounding environment and roads.

The rainwater collection tank can be in the form of a reservoir, i.e. a precast concrete
tank. The reservoir collects rainwater in the rainy season, and the plants planted in it can
be used as an ornamental planting tank outside the rainy season. The two plants planted
in the house, flat rushes and multi flower blue fruit grass, have the habit of moisture and
drought tolerance. The root system of Juncus latifolia is developed, which can slow down
its flow rate in the process of rainwater flow and facilitate the infiltration of rainwater in
the rainwater garden area.

Plant Landscape Configuration in Semi-Humid Area
Judging from the existing rain garden engineering practice, in winter, except for plants
in warm areas that did not appear to die due to low temperature, wet plants in most areas
of my country will suffer from the problem of above-ground die. The basic reason for the
problem is that the currently used rain garden plants aremainly single herbaceous aquatic
plant types such as reed, canna, windmill grass, cattail, water onion, water axe, ginger
flower, calamus, and barracuda. In the cold and low temperature season in winter, most
herbaceous plants will inevitably die in winter. Due to the loss of winter plant effect, it
will affect thewater purification and landscape effect of thewinter rain garden. Therefore,
the selection of cold-tolerant wetland plants is very important for this area. According to
research, the purification capacity of wetland plants is mainly divided into the following
three categories: The first category has strong purification potential, including canna,
reed, windmill grass, water onion, Zai Lihua, Lythrum chinensis, Canna Canna, etc.;
The purification potential of the major categories is medium, including Pueraria lobata,
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Arundina striata, Cattails, Barracuda, etc.; the third category has a weak purification
potential, includingwild taro, warbler tail, rush, green onion, Alisma sinensis, and flower
head According to their attributes, these wetland plants can be used in humid and semi-
humid areas.

The selection of runoff control plants in semi humid area mainly considers their cold
resistance, drought resistance, water humidity resistance and deep root, such as weeping
willow, metasequoia, Populus microphylla, maple poplar, juniper, Ligustrum lucidum,
etc. The ground cover can be tall fescue, ryegrass, iris, etc.

Plant Landscape Configuration in Arid and Semi-Arid Areas
Since the rainfall in semi-arid areas is not suitable for ponding, the purification of water
quality is mainly through the purification of rainwater by trees, shrubs and terrestrial
plants in the process of runoff and infiltration. The purification effect of xerophytes needs
to be considered. At the same time, most plants are not suitable for survival in winter.
In order to ensure the purification effect in winter, evergreen plants must be properly
matched to ensure the purification function and landscape effect in winter. The optional
plants in arid areas include weeping willow, metasequoia, triangular maple, Bauhinia,
small leaf boxwood and other plants, which have a certain adsorption effect on heavy
metal elements in rainwater.

In the semi-arid area, plants with drought tolerance and developed roots are mainly
selected, trees can be strange willow, Platycladus orientalis and juniper, shrubs and
ground covers can be Lespedeza, iris, Amorpha fruticosa and Sabina mongolica, which
have developed roots, have good water conservation effect and delay the flow rate of
rainwater. At the same time, it can be properly matched with Begonia and Tianmu
Qionghua to increase the landscape color.

As one of the most important elements in the design of sponge city, rainwater garden
should firstly focus on its functional benefits. After the water purification and runoff
control are optimized, its aesthetic benefits should be considered on this basis, because
rainwater gardens are used as urban green spaces., Need to bring people entertainment
and sensory feelings. In short, the rain garden is an urban green space design that takes
functional benefits as the main and aesthetic benefits as a supplement, and combines the
two perfectly.

2.4 Calculating Plant Landscape Feature Parameters Based on Deep Learning
Algorithms

Plant Landscape Data Collection and Preprocessing
Firstly, 1000 common garden plants were photographed to collect data. Because the
shape, color and texture of plants change in different periods, it is necessary to select
cloudy and sunny days in spring, summer, autumn andwinter, and take 50 photos of each
plant every day, a total of 1000 × four × two × 50 = 400k original photos. Then ask
landscape plant experts to screen the original photos, eliminate the photos that do not
meet the requirements, mark each photo, and finally form about 300K photos of 1000
kinds of plants. These photos are stored on the hard disk in JPEG format. Each plant has
a directory, and the directory name is the name of the plant.
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The labeled data is divided into three sets: training set, verification set and test set.
The training set accounts for 60% of the total data and is used to train the deep learning
model; The validation set accounts for 20% of the total data and is used to adjust the
super parameters. The adjustment process needs to use the performance of the model
on the validation set as feedback; The test set accounts for 20% of the total data and is
used to evaluate the training results.

Since the data set is limited, over-fitting may occur during training, resulting in
poor generalization performance. In order to reduce the over-fitting phenomenon in the
neural network training process, the data is preprocessed. Preprocessing will randomly
generate more data from the training set data. There are 5 steps in preprocessing, and the
parameters of each step are randomly generated. Among them, the first step of image
rotation, the parameters include rotation center and rotation angle; the second step of
image cropping, the location of the cropped area is randomly selected, and the size after
cropping is 80% of the original image; the third step is mirroring, including X Axis
mirroring and Y Axis mirroring; Step 4 γ correction, γ correction is performed on each
of the three color channels of RGB; Step 5 Gaussian white noise, add Gaussian white
noise of N

(
μ, α2

)
, where (μ = 0, α = 10); Finally, format the data as a tensor.

Calculate the Characteristic Parameters of Plant Landscape
The separable convolution of deep learning decomposes the standard convolution into
deep convolution and a 1 × 1 point-by-point convolution. The deep convolution uses
1 filter for each input channel to filter, and the point-wise convolution uses a 1 × 1
convolution operation to combine the outputs obtained by all the deep convolutions. The
depth separable convolution divides the convolution into 2 layers. This decomposition
can effectively reduce the amount of calculation and the size of the model. Set the
convolution kernel to K , and the calculation formula for the size of the convolution
kernel is:

K = DK × DK ×M × N (1)

Among them,DK is the spatial dimension of the convolution kernel;M is the number
of input channels; N is the number of output channels, and the plant landscape output
characteristic parameter G is:

G =
∑

Kij × Fk+i−1,l+j−1 (2)

Among them, i and j respectively represent the input space dimension; k represents
the space dimension constant. The calculation formula of the deep learning convolution
feature parameters of the plant landscape is:

GT =
∑

Kij×i
Fk+i−1,l+j−1

j
(3)

i = Ki+1

DK
· Fk+i−1 (4)

j = Kj+1

NG
· Fk+j−1 (5)
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The output of depth convolution is linearly combined by convolution. In deep learn-
ing, most problems are difficult to calculate the global optimal solution, so the iterative
optimization method is usually used to calculate the local optimal solution. Applying
deep learning technology to the subject of plant landscape configuration and training by
using a large number of labeled data can not only effectively solve the number of species
identified in plant landscape configuration, but also greatly improve the efficiency of
plant landscape configuration in rainwater garden.

3 Experiment and Analysis

3.1 Experiment Preparation

In order to verify the effectiveness of the regional feature rain garden plant landscape
configurationmethod based on deep learning proposed in this paper, the following exper-
iments were carried out. The plants selected in the experiment belong to 8 common gar-
den ground cover plants in 8 families and 8 genera. Among them, 4 kinds of herbaceous
plants are water ghost banana, fragrant color finch, four season begonia, and purslane;
4 shrubs, namely Brazilian wild male, red banana, dragon boat flower, hibiscus. The
native grass is 0.5-year-old seedlings, and the shrubs are 1–2 year-old seedlings. The
test materials were purchased from the market. Plants with healthy growth, no pests and
diseases, and uniformity were selected. They were planted in plastic flower pots with a
height of 20 cm, a pot diameter of 25 cm, a bottom diameter of 15 cm, and a hole at the
bottom. The planting soil was loess and peat. Soil 7:3 is mixed with a layer of ceramsite
at the bottom; the seedlings of the test materials are slowed for 3 months after changing
pots. The waterlogging tolerance test was carried out in a rain garden test base in Jiangsu
Province using the potted water control method. For each plant, 4 pots of plants with the
same morphology and growth are selected. Starting from June 10, 2019, the plants and
flower pots are placed in large plastic pots, with the water surface 2cm above the upper
edge of the plant pot as the benchmark. During the treatment, the water was changed
every six days. At 0, 7, 14, 21, and 28 days of flooding stress, the morphological changes
of plants were observed and physiological indexes were measured, and each index was
repeated 3 times. The growth performance of 8 plants during the stress period, such as
flowering, leaf yellowing and new leaf sprouting, were recorded every 7 days. At the
same time, the leaves with normal growth and the same size were randomly selected
for sampling. The OPTI-SCIENCESOS1p fluorometer was used to determine the PSII
original light energy conversion efficiency of the plant leaves (Fv/Fm) value; the relative
water content of the leaves is measured according to the saturated water content method;
the relative conductivity is measured by a conductivity meter; the content of malondi-
aldehyde (MDA) is measured by the thiobarbituric acid method; the content of proline
(Pro) Measured with sulfosalicylic acid method. The obtained data was analyzed by
SPSS one-way analysis of variance, and the average value, standard error and difference
significance of each physiological index data were obtained, and the Excel software was
used for drawing. Principal component analysis is used to obtain the contribution rate
of the comprehensive index. At the same time, the membership function method is used
to calculate the membership function value of the comprehensive index. Finally, the
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comprehensive evaluation index D value is calculated to comprehensively evaluate the
waterlogging tolerance of 8 plants.

3.2 Result Analysis

Set the plant landscape configuration method of regional characteristic rainwater garden
based on in-depth learning proposed in this paper as the experimental group and the
traditional landscape configuration method as the control group. Compare the D value
of plant waterlogging tolerance index of the two methods. The comparison results are
shown in Table 2.

Table 2. Plant waterlogging tolerance index D values of the two methods

Plant species Test group Control group

Hibiscus 5.034 2.058

Water ghost banana 8.549 3.649

Fragrant finch 8.319 6.157

Four seasons begonia 10.057 6.199

Dragon boat flower 12.308 9.628

Brazilian wild peony 6.628 3.336

Purslane grandiflora 7.023 4.152

Zhu Jiao 4.168 2.058

As shown in Table 2, the plant landscape configuration method of regional charac-
teristic rainwater garden based on in-depth learning proposed in this paper has higher
waterlogging tolerance index D values for different types of plant landscape than the
traditional configuration method, indicating that the plant landscape has less litter, the
plant landscape growswell in the rainwater garden, and beautifies the environment while
managing rainwater, Promote balanced ecological development.

In the experiment, the management efficiency of the runoff management system
in this paper is analyzed. By comparing the management time cost of this method,
traditional method 1 and traditional method 2, the results are shown in Table 3:

By analyzing the experimental data in Table 3, it can be seen that there are some
differences in the time cost of management using this method, traditional method 1
and traditional method 2. Among them, the management efficiency of this method is
the shortest, and the shortest time cost is 1.2 s. The time cost of traditional method 1
and traditional method 2 is longer, and is always greater than that of this method. This
is because this paper systematically analyzes the types and characteristics of rainwater
landscape facilities in the design;Construct rainwater garden runoffmanagement system;
Design the plant configuration scheme of wet area, semi-humid area, arid area and
semi-arid area of rainwater garden; The plant landscape characteristic parameters are
calculated based on the deep learning algorithm, the plant landscape configuration is
completed, and the efficiency of system management is improved.
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Table 3. Management time overhead of different management systems (s)

Iterations/time The method of this paper Traditional method 1 Traditional method 2

20 1.2 1.3 1.5

40 1.3 1.5 1.8

60 1.2 1.9 2.0

80 1.3 2.1 2.3

100 1.3 2.3 2.5

4 Conclusion

This paper studies the design of rain garden with regional characteristics from the per-
spective of deep learning, and focuses on the methods and approaches of landscape
environment construction in rain garden design and application. Analyzed the influential
elements of rainwater garden design, and detailed analysis of the influence relationship
between each element and rainwater garden design, which provides a solid foundation
for the rational design of rainwater garden. Building a runoff management system and a
landscape design system, and focus on the landscape design system. From the aspects of
site planning and topography design, plant landscape design, construction and construc-
tion of facilities, and the use of rainwater elements, the design of the rainwater garden
guided by the landscape is studied. The method and approach are of great significance
to the landscape configuration of the regional rainwater garden.
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Abstract. With the increasing importance of human resource management in
project process management, human resource scheduling and control methods
also need to keep pace with the times. Continuing to use the traditional human
resource scheduling control method will waste a lot of potential value of human
resources. Therefore, a human resource scheduling control method based on deep
reinforcement learning is proposed. By constructing the human resource schedul-
ing control model, theminimumhuman cost expenditure under various constraints
is obtained; Design the deep reinforcement learning algorithm, and design the
scheduling algorithm for specific scheduling objectives for the human resources
scheduling control center; Create a model-based human resource scheduling man-
agement and control evaluation system, and improve the relationship between the
comprehensive evaluation value and the advantages and disadvantages of multi
project human resource scheduling. Experiments show that this human resource
scheduling control method can guide different problems to allocate goals. Con-
sidering the time factor, the optimal solution of human resource scheduling and
control can be obtained.

Keywords: Deep reinforcement learning · Human resources · Dispatching
control

1 Introduction

Resource management generates a resource list for a single resource or a group of
resources. Resource allocation strategies for various tasks can be configured, but the
complexity of human resources is not considered. At present, scholars at home and
abroad have many research schemes about human resource scheduling. These studies
regard the human resource scheduling problem as a combinatorial optimization problem,
and can roughly divide the methods to solve the human resource scheduling into three
categories: heuristic algorithm, local search and optimization algorithm [1]. In recent
years, scholars at home and abroad have expanded based on the above three solutions and
developed more theoretical and practical results. In China, there are solutions to solve
the human resource model according to the genetic algorithm to obtain the optimal
solution, and there are also solutions to using the input scheduling strategy. The relevant
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human resource models can obtain a probability distribution of the project cost, and
the corresponding resource adjustment solution can be obtained by using the stochastic
optimization. Or the human resource scheduling method based on process agent is used
to model human resources, and the task and consortium bidding model are described
and defined [2, 3].

The scheduling plan is generated according to the user’s preference for the target.
In foreign countries, one kind of modeling is based on dividing the software process
into four stages: coding, rework, testing and project closure to construct the resource
model and design the algorithm to solve the scheduling [4]. Another model scheduling
strategy is to set personnel as fuzzy variables based on their professional skill level
and uncertain activity cycle, and solve the scheduling for such a resource model. The
time constraint grid model of task relationship is established, the model is modeled
with mathematical formula, the relationship between tasks is judged according to the
time constraint conditions, and finally the conclusion of whether resources conflict is
obtained [5–7]. The resource conflict is detected based on the rule conflict of bit vector
intersection operation. The algorithm is based on asbv algorithm and uses the divide
and conquer idea and bit vector technology. Only one bit vector intersection operation
is required for one-dimensional rule component processing, which greatly improves the
processing efficiency [8].

Reinforcement learning, also known as reinforcement learning, is one of the
paradigms and methodologies of machine learning. It is used to describe and solve
the problem that agents maximize rewards or achieve specific goals through learning
strategies in the process of interaction with the environment. The common model of
reinforcement learning is the standard Markov decision process [9]. According to the
given conditions, reinforcement learning is divided into model-based reinforcement
learning (model-based RL) and model-free reinforcement learning (model-free RL).
Reinforcement learning also includes more complex research directions, such as reverse
reinforcement learning, hierarchical reinforcement learning andMulti-Agent Reinforce-
ment Learning. The basic principle of reinforcement learning is to let the agent interact
with the environment continuously, update the strategy by using interactive samples and
feedback information, and use the strategy to finally obtain the optimal strategy [10, 11].

To sum up, this paper proposes a human resource scheduling control method based
on deep reinforcement learning, which combines human resource scheduling with deep
reinforcement learning to improve the management efficiency of enterprises.

2 Human Resource Scheduling Control Method Based on Deep
Reinforcement Learning

2.1 Construction of Human Resource Scheduling Control Model

The purpose of human resource management is to improve production efficiency, reduce
enterprise costs and increase profits. In order to achieve the establishedproduction indica-
tors, it is necessary to assignmanpower to each stage of task implementation, and allocate
manpower scientifically and reasonably. The optimal allocation and effective utilization
of manpower need to carry out targeted training to improve the ability of employees
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to deal with various professional management work and improve their comprehensive
quality. In terms of quantitative overall arrangement and application analysis of various
resources, many industries have been using linear programming to realize the optimal
allocation of limited resources such as human, financial and material resources in the
economic management system. Among the research branches of operations research,
linear programming has the characteristics of early exploration, rapid progress, easy
understanding, universal application and mature algorithm research [12, 13].

As long as we engage in economic activities such as economic management, trans-
portation, industrial and agricultural production, there will be a need to improve eco-
nomic benefits. There are usually two ways to improve economic benefits: first, techno-
logical improvement. For example, select new materials, new equipment and improve
the production process. Second, scientifically allocate human, financial and material
resources and optimize production plans.

As amathematical method to assist scientificmanagement of practical problems, lin-
ear programming studies how to complete the optimal allocation of various resources and
improve economic benefits according to the limitations of various conditions. Objective
function, decision variables and constraints are the three elements of linear program-
ming. Usually, the linear programming problem is to solve the maximum or minimum
value of the objective function under linear constraints. The feasible solution is the solu-
tion that meets the linear constraints. A feasible region is a set containing all feasible
solutions. Integer programming usually needs to round the set variables (part or all).
If the variables in the linear model are limited to integers, the integer programming is
called integer linear programming. Its general form is: list the objective function and
constraints; Draw the feasible region (when there are many variables, it can be analyzed
with the help of programming software). The model is established and solved within the
feasible range to obtain the optimal value and optimal solution of the objective function.
The calculation formula is as follows:

Maxz =
n∑

j=1

cjxj (1)

where, z represents the optimal solution of the programming function; j represents lin-
ear variable of objective function; c represents integer linear programming vector; n
represents the feasible region constant.

Establishing a mathematical model to solve practical problems usually has the fol-
lowing three steps: first, put forward assumptions, find decision variables, and determine
them according to the factors affecting the purpose to be achieved; Determine the objec-
tive function, which is determined by the functional relationship between the decision
variable and the goal; The constraints to be satisfied by setting the decision variables are
determined by the constraints on the decision variables. Before the application and pop-
ularization of electronic computers, the solution and calculation of linear programming
were quite complex. With the maturity of computer application technology, it is more
and easier to use the powerful computer processing systems to solve linear problems.
As a tool for solving linear and nonlinear optimization problems, LINGO software itself
has a simple and easy to learn built-in modeling language. It can express complex logical
relations with the help of various internal functions, making it possible to round decision
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variables (i.e. integer programming), which is convenient to use and has high running
speed. In terms of data interaction, the connection between the model and external data
(such as Excel spreadsheet) can be realized by using input and output interface functions.

Enterprises adapt to the fierce competitive market, formulate real-time, accurate
and reasonable personnel allocation schemes, and optimize the allocation of personnel,
which all put forward practical requirements for the application of linear programming
knowledge. In the past, the planning of enterprises was more complex. On the one hand,
it was necessary to comprehensively consider the needs of customers of the construc-
tion party, on the other hand, it was also necessary to balance the profits of enterprises.
Manual calculation was inaccurate and time-consuming. It was much easier to use lin-
ear programming and then use computers to complete the calculation and solution,
which could improve the reliability and scientificity of enterprise decision-making. The
decision-making theory is formed on the basis of strict theory, which can be obtained by
analyzing and applying large-scale accurate basic data and strict mathematical solution.
This model introduces the human capital theory, based on the concept of project man-
agement, divides the supervision projects of a certain scale, and realizes themulti project
management under the restriction of human resources. Next, we use linear programming
to obtain the optimal scheme for personnel scheduling from the aspects of the company’s
human resources arrangement in the cost standard of professional supervisors, project
progress, project scale and customer needs, and the relationship between projects and
supervisors, so as to achieve the goal of reducing the human cost of supervision projects.

In order to ensure that the model framework of this study is in line with practical
application and scientific and reasonable, the following assumptions are put forward:
due to the different supervision work contents and supervision contract requirements,
different project supervision work needs to be carried out, and different supervision per-
sonnel need to be configured. The time is in months. The number of project personnel
per month will change due to the progress plan of each project. It is necessary to use
linear programming software to solve all kinds of supervisors required by the enterprise.
The enterprise supervisors have the background of civil engineering, electromechan-
ical or other housing and municipal public works, have learned relevant professional
knowledge, and the work content is consistent with their major. For unrestricted work,
all supervisors can exchange posts without obstacles, and there are only differences in
work execution efficiency. It is necessary to assume that similar supervisors have the
same monthly cost and work output value, calculate the monthly cost of various super-
visors and the monthly output value of each type of supervisors respectively, and then
summarize the total labor cost. The supervision work of this model does not consider
the difference of project benefits and overtime factors. If it is necessary to refine this
aspect, new constraints shall be added. If the parameters or constraints change due to
irresistible factors, it is necessary to set new conditions to replace the human resource
scheduling.The flow chart of human resource scheduling control model is shown in
Fig. 1.
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Fig. 1. Flow chart of human resource scheduling control model

The objective function expression of the human resource scheduling control model
constructed in this paper is:

Minz =
n∑

j=1

cjxjzj (2)

WPij(i, j, k) = WPi(i, k) × Ujk(j, k) (3)

XPij(i, j, k) = WPij(i, j, k)/Wj(j) (4)

Xij(i, j) =
e∑

k=1

XPij(i, j, k,) (5)

where, i refers to the i month of planned work execution; j refers to the j supervisor; k
refers to e projects in total in the k project, and e refers to the total number of supervision
projects to be implemented within the planned time; Xij refers to the total number of
supervisors of type j required for all projects in the i month; XPij refers to the number
of j supervisors required for the k project in the i month. The constraint expression for
building the model is:

Xi(i) =
n∑

j=1

Xij(i, j) (6)

Xj(j) =
n∑

i=1

Xij(i, j) (7)
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The purpose of this study is to find theminimum labor cost under various constraints.
In order to carry out the supervision work of each project, different kinds of supervisors
must be dispatched to carry out different supervisionwork under the condition ofmeeting
various constraints.

2.2 Algorithm Design Based on Deep Reinforcement Learning

After the completion of the human resource scheduling controlmodel constructed above,
in terms of the agent, the required status information includes the agent type and whether
the agent has selected the target. Here, considering the time factor, when the agent has
selected the target, it is assumed that the movement of the agent has been completed. The
agent’s non motion attribute value is 1 and the already motion attribute value is 0. The
status information required by the target includes the target type, target residual value
and whether the target currently has obstacle areas. The target obstacle area attribute
value is 1, and the non-existent attribute value is 0. In this way, there are 8 agents in
total, each agent needs 2 values to represent the state, there are 9 targets in total, and
each target needs 3 values to represent the state.

Considering the time factor, the definition of action selects the m-th target for the
current n-th agent andmoves, where n ∈ [1, 8] andm ∈ [1, 9], so the size of action space
is 72.Because this action space is too large, the design here is divided into two actions.
The space size of action 1 is 8, indicatingwhich agent selects the target, and the space size
of action 2 is 9, indicating which target the agent selects. In this way, the size of action
space can be reduced from 72 dimensions to 17 dimensions, reducing the parameters
of deep reinforcement learning, making the calculation of deep reinforcement learning
network faster and making the design of action more meaningful [14]. After each action
decision, the environment needs to use the path planning intelligent decision model for
decision-making, calculate the arrival success rate according to the determined path, and
then interact according to the environmental success rate. Therefore, the success rate and
value coefficient cannot be directly used to calculate the score, and the real score under
the current episode can only be calculated according to the real environment interaction.
According to the success rate, when the agent can reach the specified goal, the reward
is set to obtain a score multiplied by 100, and when it cannot reach the specified goal,
the reward is set to - 10. Considering the time factor, there will be a special case, that
is, the agent determined by the current action has selected the target and completed the
motion, so the current action is meaningless. When the decision makes such an action,
set the reward to - 10. In this way, actions are continuously selected according to the
state, and each episode ends until all agents move.

Fitness function is the evaluation of individuals. An individual is a set of objective
allocation solutions. Therefore, the final score obtained by the agent is directly used as the
fitness function to evaluate the individual. The score is calculated by the target allocation
scheme corresponding to the individual, the movement success rate of the agent and
the value coefficient. Deep reinforcement learning combines the perception ability of
deep learning with the decision-making ability of reinforcement learning, which can be
controlled directly according to the input image. It is an artificial intelligence method
closer to human thinking mode. It can solve more complex tasks that are closer to the
current situation. It uses a depth network to represent the value function. According to
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Q-learning in reinforcement learning, it provides the target value for the depth network
and updates the network continuously until convergence. A fixed target network with
better training stability and convergence.

The flow based on the deep reinforcement learning algorithm is shown in Fig. 2.
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environment and create 
a neural  network model
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Calculate individual  
fitness of populat ion

Generation of new 
species by Roulette

Optimal allocat ion 
scheme of output 
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Y

Fig. 2. Flow chart of deep reinforcement learning algorithm

As shown in Fig. 2, input population size, population size, crossover rate, mutation
rate, genetic algebra, DNA size, disease and gene location boundary. Optimal solution
of output allocation scheme; Initialize the environment, and create a neural network
model according to the parameters of the environment initialization algorithm; Initialize
the population pop, forGeneration = 1, translate the individuals in the population into
allocation scheme, calculate the score in the environment according to the allocation
scheme corresponding to the individuals as the fitness of the population individuals, and
record the optimal individual fitness of the population; According to the fitness function,
the roulette method is used to select and generate a new population pop, generate random
numbers, and randomly select cross loci; Output the current population pop optimal
individual corresponding allocation scheme. The policy trajectory of scheduling all job
sets is obtained through the initialization model; Calculate the baseline at each time of
all job sets; The difference between baseline and score function is used to update the
parameter weight of the model. Next, the implementation details of imitation learning
are described in combination with the code.
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Time register level (void * ARG)
struct multiboot_ uinfo*mb= struct multiboot_ Uinfo *) parameter;
EDF_ uregister_ ulevel EDF_ Uenable all); / / level 0: EDF
CBS_ uregister_ ulevel CBS_ Uenable all, 0); / / level 1: CBS
RR_ uegister_ ulevel RRTICK RR_ .MAIN_ Yes, MB); / / level 2:
loop
dummy_ uregister_ Ulevel(); / / Level 3: Virtual
Register module ();
1 / resource access protocol
CABS_ uregister_ umudule
//Resource access protocol
Warning sound;

Themulti project scheduling problemwith limited human resources involves several
parallel projects and a shared human resource database, which contains human resources
with limited supply (a kind of renewable resources). Due to the complexity of several
projects involved, it is assumed that the projects are independent of each other except
for sharing the human resource database, there is no tight relationship between projects
and between different project tasks, and there is no constraint relationship on other types
of resources except human resources, that is, Competition for limited human resources
is the only relationship between these parallel projects.

After the above implementation steps of in-depth reinforcement learning, the
scheduling algorithm of specific scheduling objectives can be designed for the human
resources scheduling control center.

2.3 Evaluation System of Human Resource SchedulingManagement and Control
Based on Model

The evaluation of multi project human resource scheduling based on the model refers
to the evaluation of multi project human resource scheduling based on the model and
suitable for the model. It is an evaluation matched with the model, which aims to find
the situation of enterprise multi project human resource scheduling. It is not difficult to
see that the evaluation is in the position of the supervisor of the implementation of the
model.

The scientific principle of the evaluation index system means that the evaluation
content should be scientific and standardized. The concept of each index should be sci-
entific, accurate, with accurate connotation and extension, and the calculation scope
should be clear without ambiguity; The index system should reflect the essential char-
acteristics of the evaluation object as comprehensively and reasonably as possible. It is
not a simple combination of indexes, but should reflect the overall effect and internal
relationship of the project and the quantifiable degree of each index; The establishment
of index system should minimize the subjectivity of evaluators and increase objectivity.
Therefore, expert opinions should be widely solicited; The establishment of the index
systemmust be guided by advanced scientific theory, which can reflect the objective and
actual situation of the evaluation object. No matter what evaluation method is adopted
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and what evaluation mathematical model is established, the index system must be an
abstract description of objective reality.

The principle of system optimization requires that the number of indicators and the
structural form of the index system should be based on the principle of comprehensively
and systematically reflecting the evaluation objectives, and the evaluation index system
should be established from the overall perspective. The indicator system shall be com-
posed of several indicators. Indicators of different types in the system structure shall
not be combined with each other, and the main indicators and accompanying indicators
shall not be juxtaposed. Systematization first requires to avoid the index system being
too complex to avoid the evaluation being difficult to implement, and to avoid too few
indicators ignoring some important factors and difficult to reflect the internal essence
of the project. Therefore, we should neither be all inclusive nor lose sight of one or the
other. We should build a reasonable index systemwith fewer indicators as far as possible
to achieve the purpose of optimizing the overall function of the index system. Secondly,
it is required to take into account the relationship between current and long-term, overall
and local, qualitative and quantitative.

The principle of comparability requires that the indicators must reflect the common
attributes of the evaluated items, and the quantities of different indicators must be trans-
formed into the same unit before they can be compared and calculated. The stronger
the comparability, the more credible the evaluation results will be. In order to make the
evaluation indicators universal, the designed evaluation indicators should adopt domes-
tic and international standards or recognized concepts as far as possible. In the first mock
exam, the factors that should be eliminated and the influence of environmental factors
under specific conditions should be eliminated. The factors that can not be compared
to the factors can be transformed into comparable factors, and the data of evaluation
can be transformed into a unified equivalent value or dimensionless value, so that the
evaluation indexes can be compatible with the same model and make them comparable.

The principle of practicability requires that the index system must have clear mean-
ing, standardized data, moderate complexity and easy calculation. The requirements
specified in the evaluation index shall conform to the actual situation of the evaluated
object, that is, the specified requirements shall be appropriate, that is, they shall not be
too high or too low. In order to facilitate practical use, a specific and measurable index
system must be designed to characterize the main aspects of the goal. There should be
enough information for the contents specified around the indicators, and there must be
practical quantitative methods for use. The practicability also requires that the estab-
lished indicators should have levels and key points, the qualitative indicators can be
quantified, and the quantitative indicators can be measured directly, so as to make the
evaluation work simple, save time and cost, and facilitate computer processing.

The independence of evaluation indexes means that the indexes in the evaluation
index system should be independent of each other and can not be subordinate to and
overlap with each other. This is because if the two indicators in the index system reflect
the same attribute of the evaluated object, it will cause the repetition of the evaluation
content, increase the workload of the evaluation, and even reduce the feasibility of the
evaluation. Moreover, the repeated calculation of the content indicators twice is equal
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to increasing the weight of the evaluation indicators of the project, which will naturally
affect the scientificity of the whole evaluation.

The goal oriented principle means that the designed evaluation index system must
fully reflect the evaluation objectives and fully reflect the basic principles based on the
goal center, which requires that all indicators in the evaluation index system should be
consistent with the objectives.

The core ofmulti projectmanagement is how to reasonably allocate various resources
amongvarious projects; The goal ofmulti projectmanagement is to solve the competition
betweenmultiple projects in terms of capital, time and resources by allocating enterprise
resources and optimizing enterprise resource allocation, so as to reduce the project cost
and improve the profitmargin of the enterprise. The goal ofmulti project human resource
scheduling in software development enterprises is to reasonably schedule all kinds of
human resources among multiple projects to maximize the interests of the enterprise. In
order to keep consistent with the model, the goal of maximizing enterprise interests is
still adopted here.

From the four elements of modern project management, the goal of enterprise multi
project human resources scheduling should cover three elements: quality, progress and
cost, and satisfy all stakeholders. Therefore, the criterion layer of the evaluation index
system is: quality, progress, cost and stakeholders, as shown in Fig. 3.

quality Speed of 
progress Cost

Mult i project 
human resource 

scheduling

Stakeholder

Fig. 3. Original index architecture

As shown in Fig. 3, it is the original index system structure established in this paper.
The progress goal of the model established in this paper is the progress goal on the
premise of ensuring the quality: the rankingof the relative importance ofmultiple projects
makes the relationship between the main stakeholders (customers, teams, governments
and enterprises) and some expenses (breach penalty) It is also included in the progress.
Here, the indicators of multi project human resource scheduling evaluation of software
development enterprises are simplified to the progress indicators that include the relevant
interests of the enterprise (reflected in the different relative importance ofmulti projects).
Comprehensively considering the relative importance ofmultiple projects and themodel,
the following evaluation scales are determined, as shown in Table 1.
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Table 1. Evaluation items and corresponding symbols

Evaluation items Corresponding symbol

Proportion of completed projects with weight coefficient of 9 to the
total number of projects with weight coefficient of 9

N9

Proportion of completed projects with weight coefficient of 8 to the
total number of projects with weight coefficient of 8

N8

Proportion of completed projects with weight coefficient of 7 to the
total number of projects with weight coefficient of 7

N7

Proportion of completed projects with weight coefficient of 6 to the
total number of projects with weight coefficient of 6

N6

Proportion of completed projects with weight coefficient of 5 to the
total number of projects with weight coefficient of 5

N5

Proportion of completed projects with weight coefficient of 4 to the
total number of projects with weight coefficient of 4

N4

Proportion of completed projects with weight coefficient of 3 to the
total number of projects with weight coefficient of 3

N3

Proportion of completed projects with weight coefficient of 2 to the
total number of projects with weight coefficient of 2

N2

Proportion of completed projects with weight coefficient of 1 to the
total number of projects with weight coefficient of 1

N1

As shown in Table 1, each evaluation item is replaced by corresponding symbols, and
each value corresponding to each evaluation item is the lower bound of the completion
proportion range corresponding to the corresponding evaluation scale. After the evalu-
ation scale of the evaluation project is determined, the weight of the evaluation project
needs to be calculated. Here, the weight is calculated by the pair by pair comparison
method. Like the determination of evaluation scale, the weight of evaluation items also
has a certain subjectivity. The evaluation of comprehensive evaluation value is divided
into two cases: one is the evaluation of single multi project comprehensive evaluation
value, and the other is the evaluation of multiple multi project comprehensive evaluation
values. The evaluation of single multi project comprehensive evaluation value refers to
the evaluation of the scheduling results of a group of multi projects with human resource
conflicts. The evaluation system is set as follows: if all projects are completed on sched-
ule, the comprehensive evaluation value is 6.507. If 90% of all projects are completed on
schedule, the comprehensive evaluation value is 5.508. If 80% of all projects are com-
pleted on schedule, the comprehensive evaluation value is 4.536. If 70% of all projects
are completed on schedule, the comprehensive evaluation value is 3.591. If 60% of all
projects are completed on schedule, the comprehensive evaluation value is 2.7.

The comprehensive evaluation value can be associatedwith the advantages and disad-
vantages of multi project scheduling. Due to the great difficulty of multi project practice
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management, in order to encourage enterprises to adopt more suitable scheduling meth-
ods, 4 + 1 evaluation indexes are adopted here: excellent +, excellent, good, medium
and poor, as shown in Table 2.

Table 2. Correlation between comprehensive evaluation value and multi project schedule

Serial number Comprehensive evaluation range Advantages and disadvantages of multi
project team progress

1 5.508–6.507 Excellent +
2 4.536–5.508 Excellent

3 3.591–4.536 Good

4 2.7–3.591 Medium

5 0–2.7 Subalternation

As shown in Table 2, it is the correlation table between comprehensive evaluation
value andmulti project progress. The evaluation ofmultiplemulti project comprehensive
evaluation values can be completed by comparing their comprehensive evaluation values.
Themulti project human resource scheduling with large comprehensive evaluation value
is better than that with small comprehensive evaluation value.

3 Experiment and Analysis

3.1 Experimental Preparation

In order to verify the effectiveness of the human resource scheduling and control method
based on deep reinforcement learning, the following experimental operations are carried
out. In this experiment, the depth reinforcement learning PPO algorithm is used, the
attenuation rate is 0.99, the target KL divergence parameter is 0.01, game lambda is
0.97, and the shear objective function parameter is 0.2. The experimental algorithm
model is divided into actor network and critical network. In this paper, a 4-layer fully
connected neural network is used to build the actor network. The size of the state space of
the input layer and the model is the same as 43 dimensions. The hidden layer has 2 layers
and 64 neurons. The relu6 activation function is used. Because there are two actions in
action modeling, the output layer of actor network has two outputs with dimensions of
8 and 9 respectively. Four layers of fully connected neural network are used to build
a critical network. The input layer is the same as 43 dimensions, the hidden layer is
the same as actor network, and the output layer is only 1 dimension. The output value
estimates the value of the actions output by actor network. During network update, both
actor network and critical network are optimized by Adam optimizer. The learning rate
of actor network is 0.00002 and critical network is 0.00005. In this experiment, 10000
epochs are trained, and 1000 decisions are made in each epoch, so the batch size of the
neural network is 1000. During the training, the reward sum of each episode and the
loss function at each update are saved. After the trained intelligent decision model is
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obtained, because the score expectation cannot be calculated directly, the environment
is allowed to interact as much as possible and use the model for decision-making to
calculate the score expectation of the decision model.

3.2 Result Analysis

The experiment in this paper adopts the deep reinforcement learning PPO algorithm,
which does not plan according to the model, but trains the model through the sam-
ples generated by the environment. The score expectations of the deep reinforcement
learning algorithm proposed in this paper are compared with those of ergodic method,
genetic algorithm and microbial genetic algorithm. All the experimental results of
target allocation are shown in Table 3.

Table 3. Comparison of experimental results of target allocation

Method Is time taken into account Score expectation

Ergodic method No 5.3895411

Genetic algorithm No 6.1582693

Microbial genetic algorithm No 6.0214698

Deep reinforcement learning algorithm Yes 4.1023458

As shown in Table 3, the following conclusions can be obtained by comparing and
analyzing the experimental results of genetic algorithm and deep reinforcement learning.
Genetic algorithm is very fast and can find the optimal solution of target allocation.
However, the time factor is not considered, so there may be a better solution when the
time factor is considered. Secondly, the genetic algorithm directly calculates the optimal
solution according to the problem.When changing a problem, it needs to be recalculated,
so it can not generate a general intelligent decision model. Deep reinforcement learning
can save the decision model through neural network. When the state modeling includes
location information, it can train a general intelligent decision model to guide different
problems for target allocation. Considering the time factor, it can obtain a better solution,
the number of samples required for training is less, the time is shorter, and the ideal effect
is achieved.

In order to further verify the convergence of this method to human resource schedul-
ing, test the performance of the algorithm, and the comparison results are shown in
Table 4.

It can be seen from the above table that the number of iterations of this method is
only 4 and 5, and the response time is 1.36 s and 2.45 s. Under different experimental
conditions, this method can always respond in a short time. It shows that the optimization
time of human resource scheduling in this method is short and the response ability is
improved.
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Table 4. Comparison of algorithm results

Method Parameter performance Experiment 1 Experiment 2

Ergodic method Number of iterations
Response time/s

14
3.56

15
12.45

Genetic algorithm Number of iterations
Response time/s

11
3.86

14
13.45

Microbial genetic algorithm Number of iterations
Response time/s

17
5.56

18
18.45

Deep reinforcement learning
algorithm

Number of iterations
Response time/s

4
1.36

5
2.45

4 Conclusion

The human resource scheduling and control method based on deep reinforcement learn-
ing proposed in this paper not only helps project managers identify the key human
resources that determine the success or failure of the project, but also enables project
managers to understand the overall ability level of existing human resources and formu-
late corresponding training and development plans. Build the human resource scheduling
control model, set new conditions and replace the human resource scheduling. Con-
sidering the time factor and based on in-depth reinforcement learning, the scheduling
algorithm with specific scheduling objectives can be designed for the human resource
scheduling control center.When managing each link of optimal allocation of human
resources in multi project environment, the more mature management model in each
link is used for reference, which improves the efficiency and operability of manage-
ment. In the evaluation of project priority, the index value established in this paper is
limited, and there is no index of financial dimension. In the actual project management,
capital is also an issue that must be considered. Therefore, in the future research, the
index database will be continuously enriched to make the project priority management
more perfect.
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Abstract. Traditional data vulnerability detection technology has low detection
accuracy in practical application. Therefore, this study designs a network per-
sonal data vulnerability detection technology based on deep learning. Firstly, the
personal data set of network dynamic link library is established. In the data set,
the vector characteristics of network personal data vulnerabilities are extracted by
using deep learning network, and the vulnerability detection process is optimized.
The test results show that this technology has high detection accuracy and low
loss rate in the same data set. In the comparison of F value, this technology is also
better than the traditional detection technology, which verifies that the network
personal data vulnerability detection technology based on deep learning has high
reliability in practical application.

Keywords: Deep learning · Network personal data · Data vulnerability
detection · Vector features

1 Introduction

In the era of big data, the use of computers has greatly facilitated people’s daily life
and made people’s communication more unimpeded. The utilization of online banking
account, game account, credit card account and e-mail account has greatly improved
people’s quality of life, enabled people to enjoy the fun of life without leaving home,
and the services of many network operators on the network have become richer [1]. But
at the same time, it also brings opportunities for criminals.

As we all know, when registering an account, users need to fill in their own real
information, which is often interrelated. It has great application value for both businesses
and criminals, which enables some criminals to steal the user’s account information
through security holes, This will bring great security risks to the user’s account security,
resulting in the loss of user’s account theft, credit card theft and so on.

The computer is the crystallization of the continuous development of human beings.
The stability of the computer system is directly related to the user’s experience of using
the computer. However, it is precisely because the computer is invented by human beings
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that the computer system will inevitably produce some security vulnerabilities, which
will bring convenience to criminals, Many criminals will use the security vulnerabilities
in the system to attack the user’s computer, and then unknowingly obtain the user’s
personal information account accessed in the computer, which will undoubtedly pose
a great threat to the user’s personal information security [2]. At the same time, some
criminals do not want to obtain illegal interests, and even attack the user’s computer
with the psychology of revenge, which will even implant viruses in the user’s computer.
These viruses will not only seriously affect the stability of the computer system, but also
cause serious consequences such as computer system collapse and hardware burning.

Nowadays, in the era of big data, people no longer rely solely on computers to obtain
data. The use of new intelligent terminal tools such as smart phones and industrial pads
not only enriches people’s daily life, but also lays a huge hidden danger for personal
information security, Criminals or hackers often steal the user’s personal information
through security vulnerabilities in the intelligent terminal. For example, some software
installation packages from unknown sources may contain various viruses. Once the user
installs, these viruses will attack the intelligent terminal and steal the personal privacy
stored in the intelligent terminal.

Against the above background, the relevant scholars have designed a web-based
situational data mining leak detection technology, the technology by analyzing the
data preparation, mining and evaluation shows three steps to do clustering process-
ing data, provide help for vulnerability of data mining, the computation, and clustering
results association mining method is applied to make tracking, clear scope of loopholes.
Then design the overall structure framework of the technology, establish the detection
database, and realize the design of the vulnerability detection technology from three
aspects of static module, vulnerability scanning and page display module. Based on
traditional research, this paper designs a network personal data vulnerability detection
technology based on deep learning.

2 Detect Network Personal Data Vulnerabilities Based on Deep
Learning

2.1 Establish Personal Data Set of Network Dynamic Link Library

Data set is a key and difficult point for personal data vulnerability mining based on deep
learning. First of all, we often encounter the problem of unbalanced sample collection,
because the number of vulnerable samples is much smaller than that of normal samples
[3, 4]. Secondly, different types of data sets have different contributions to deep learning
models. Data sets that perform well are often complex in the extraction process and
expensive in time.

Aiming at some of the shortcomings of the current data set, this research proposes
a data set with the granularity of assembly basic blocks and gives an idea of extraction.
Aiming at the problem that there may be a large number of loops in the code block
sequence, a descending loopmethod based on basic block clustering is proposed. Finally,
a random oversampling method is proposed to alleviate the problem of unbalanced
sample collection.
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In the research of vulnerability mining based on machine learning for binary pro-
grams, the granularity of data sets used by predecessors includes program level, function
call sequence level and function level. Different data sets will also have different effects
on the performance of vulnerability mining models. The fine-grained data set is more
conducive to the identification of the location of the vulnerability, and it also increases
the difficulty of calculation and processing. In the process of establishing the dynamic
data set of the personal link library, the format of each feature is set to “function name:
parameter index = the parameter status at runtime” [5, 6]. First, store the declaration
information of a large number of API functions locally, including information such
as function names, parameter types, and function return value types. When a function
breakpoint is captured in the process of tracing the program, the state type is subdivided
according to the type of each parameter. If it is a pointer parameter, it is subdivided into a
more precise pointer type through memory mapping information, such as Heap pointer,
stack pointer, global pointer, etc.; if it is a data type parameter, the parameter x in the
data set is represented by Num32Bn, and the value that meets the following conditions
is required:

2n ≤ x < 2n+1 (1)

After calculating the value of n in Eq. (1), it can be used as the basis and basis of
vulnerability detection according to the actual situation.

2.2 Extract Vector Features of Network Personal Data Vulnerabilities

After feature vectorization, for a binary file, each word in the underlying language
instruction becomes an N dimensional vector, and this binary file is composed of many
N dimensional vectors [7–9]. However, the number of words contained in binary files of
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Fig. 1. Binary feature vector extraction process
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different sizes is not the same, so the dimensionality of the feature vector representing
each binary file is also different. Subsequent machine learning algorithms for vulnerabil-
ity classification require that the feature vector of each sample has the same dimension,
so this article divides the underlying language of the binary file according to the integer
multiple of the sentence, and finally uses a mean pool to divide the characteristics of
each binary file The vectors are unified into a fixed-size dimension.

The main solution to the problem is shown in Fig. 1.
Through the research on the construction of binary feature vector, this paper extracts

the program information containing the context of words (in the underlying language
instructions) from the binary file. Next, this paper selects the appropriate deep neural
network to further extract the program information based on the context relationship
between sentences (underlying language instructions).

With the segmentation of the underlying language, a binary file can be thought of
as a text composed of serialized words. The process of extracting semantic information
from such an article can be regarded as a natural language processing process. There-
fore, the neural network suitable for natural language processing is also suitable for the
vulnerability detection system in this paper. According to the characteristics of low-level
language serialization, this paper first thinks of a cyclic neural network RNN that can
learn sequence information [10]. However, RNN can not solve the problem of long-term
dependence and can not remember the information of long-term sequence.

The propagation of vulnerability related data stream in the program may be a long
process, especially the assembly code after binary disassembly is much larger than the
source code, so a neural network that can remember long-term sequence information
is needed. Therefore, this paper selects a variant of RNN that solves the long-term
dependence problem, the long-term and short-term memory network LSTM, for feature
extraction.

However, there is still a problem when using LSTM network. LSTM is a one-way
network. It can well learn the front to back information in the sequence, but it can’t learn
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the back to front information. However, usually, the vulnerable part of a function may
be affected by the previous program or the later program. Figure 2 shows a typical stack
overflow vulnerability.

Figure 2 shows a typical UAF (Use After Free) vulnerability. The key to understand-
ing this vulnerability is the system’s memory management. After buf 1 is freed, the
memory management will consider the address of buf 1 when it allocates buf 2 again.
If the memory at the location is no longer useful, the memory will be allocated to buf
2, that is, the address of buf 2 points to the previous address of buf 1. The problem is
that after the memory of buf 1 is released, no operation is performed to make the pointer
of buf 1 NULL, which causes buf 1 to become a “wild pointer” and still point to the
original memory address. In this way, if the pointer to buf 1 can be manipulated later,
unexpected results can be produced.

The former is because there is no parameter check before calling the string copy
function, and the latter is because there is no pointer nulling operation after calling the
memory release function, which indicates that the forward and backward information of
the program is related to the vulnerability, so It is not enough to use a one-way LSTM
network. This article finally chooses to use a two-way LSTM network (BLSTM) for
vulnerability feature extraction.

BLSTM is actually an extended structure of LSTM. Combining a forward LSTM
and a backward LSTM network generates a BLSTM network. The BLSTM network
can remember context information in both directions at the same time. Since the stan-
dard LSTM can only remember the above dependent information when processing the
sequence, and the vulnerability may be related to the previous program or the subsequent
program, it is necessary to add the following information of the program to the feature
extraction training. BLSTM adds a reverse LSTM layer on the basis of the standard
LSTM, and the information flow direction of the reverse LSTM layer is opposite to that
of the standard LSTM layer. The schematic diagram of the BLSTM network is shown
in Fig. 3.
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Splicing

Fig. 3. BLSTM network principle diagram
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Forward LSTMF input “STM”, “1”, “9”, “0” in turn to get four vectors
{VF1,VF2,VF3,VF4}. Input “0”, “9”, “1”, and “STM” in the following LSTMR to
get four vectors {VR1,VR2,VR3,VR4}. Finally, concatenate the forward and backward
vectors to get:

{[VF1,VR1], [VF2,VR2], [VF3,VR3], [VF4,VR4]} (2)

Which is:

{v0, v1, v2, v3} (3)

In this paper, the training of the feature extraction model based on BLSTM is a
supervised training. By training the BLSTM network to predict the next sequence of a
long-term sequence in the underlying language to learn the context relationship between
each assembly instruction of the underlying language, the purpose is to generate a repre-
sentative The feature vector of each sample containing program semantic information.
The feature extraction model diagram based on BLSTM is shown in Fig. 4.
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Fig. 4. The feature extraction model diagram based on BLSTM

Binary files of different sizes contain different numbers of words, so the dimen-
sionality of the feature vector representing each binary file is also different. Some large
binary files also contain a large number of words, which cannot be sent to the BLSTM
network all at once. Learn. Therefore, this article first divides each binary sample. Each
sentence of the underlying language contains 4 words, so this article divides each binary
sample into pieces of data according to an integral multiple of 4, that is, in units of 4 ×
L words.
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For each piece of data, 4 × L is used as the window size of the sliding window, and
the data obtained by sliding back one grid is used as the label of this piece of data. Then
according to the word embedding dictionary trained based on the feature quantization
model of the underlying language, the word vector of each word in each data is searched
in sequence order, and then sent to the BLSTM network layer for learning. The word
vector corresponding to the label is sent to the Softmax layer, and the Softmax layer
compares the predicted sequence with the label, calculates the deviation and optimizes
the BLSTM network. Finally, the BLSTM network will output the state vector of each
word, and splice the state vectors of these words together, which is the feature vector
extracted from this piece of data that contains the context relationship between the
underlying language instructions.

2.3 Optimize the Vulnerability Detection Process

The flow of the whole experiment is described from the perspective of the overall flow,
as shown in Fig. 5.
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Fig. 5. Flow chart of vulnerability mining based on code block



390 L. Ma and Y. Li

The whole process involves the acquisition, preprocessing and training of data sets.
The core idea is to convert the program into code block sequence, and then into recogniz-
able word vector. In this way, vulnerability mining can be carried out through machine
learning. The specific scheme is as follows:

(1) Collect normal programs and vulnerability programs, obtain the program execution
process through the tracking program, and obtain the assembly code block sequence
of descending cycle through static analysis as the characteristics of corresponding
samples;

(2) The training set and test set are divided, and the improved random oversampling
method is used to expand the vulnerability samples in the training set;

(3) Use Doc2Vec to learn the word vectors in assembly language, to B1ock2Vec rep-
resentation of the assembly code blocks in the sample, and to unify the vector
dimensions of the sample;

(4) The RNN-LSTMmodel and the Text-CNNmodel are used for training respectively,
and the two models are tested on the test set, and evaluation indicators are given.

3 Experimental Test

In order to verify the practical application performance of network personal data vul-
nerability detection technology based on deep learning, the following experiments are
designed.

3.1 Deep Learning Model Training

In the training process, this article uses Google’s deep learning library TensorFlow
and deep learning top-level library Keras as tools to build deep learning vulnerability
detection models. Keras is an independently developed deep learning library, which
encapsulates commonly used neural network layers, simplifies the model building and
training process, and lowers the threshold of deep learning. Keras is a high-level neural
network API, written in pure Python and based on Tensorflow, Theano and CNTK
backends. Keras was born to support speedy experiments, simple and fast prototyping.
Keras has the characteristics of highmodularity,minimalismand scalability, and supports
CNN and RNN or a combination of the two. Due to the excellent performance of Keras,
this study chooses Keras to construct and train the deep learning model.

Since vulnerability detection is a binary classification problem, this article uses
binomial cross loss as the objective function:

L(Y ,P(Y |X )) = −logP(Y |X ) (4)

In addition, this article uses an efficient Adam optimizer to optimize the model. In
each training step, 32 small batches of sampled data are randomly selected from the
data set to update the model, so that the training process can be stabilized. In addition,
this article uses the glorot uniform function to initialize the weights of the convolutional
layer and LSTM layer.



Research on Network Personal Data Vulnerability Detection Technology 391

The experimental training process runs on a computer with 4G Hz Intel i5-8250U
CPU and 8 GB memory. After each vulnerability detection model is constructed, in
order to better analyze the performance of the model, this paper compares the detection
performance of the traditional multi-layer perceptron (MLP) model. The multi-layer
perceptron (MLP) model used in this study has three hidden layers, and the number of
neurons in each hidden layer is 1024, 512, and 128, respectively. The number of specific
parameters and output dimensions of each network layer of the multilayer perceptron
model are shown in Table 1.

Table 1. The structure and parameters of the MLP model

Network layer Output size Number of parameters

Fully connected layer 1 (None, 1024) 208245

Discard layer 1 (None, 1024) 0

Fully connected layer 2 (None, 512) 548020

Discard layer 2 (None, 512) 0

Fully connected layer 3 (None, 128) 66645

Discard layer 3 (None, 128) 0

Fully connected layer 4 (None, 1) 192

Active layer (None, 1) 0

The prediction accuracy curves in the training process of different models are shown
in Fig. 6. It includes four deep learning models and a traditional multi-layer perceptron
model.
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Fig. 6. The prediction accuracy curves of different models during the training process

In the first iteration, the accuracy curve of the deep learning model rises very fast.
After training once on the training set, the prediction accuracy can reach more than 90%.
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In the later iteration, the accuracy curve rises slowly and remains basically unchanged
after the second iteration. Finally, the average prediction accuracy of the four deep
learning models in this paper is about 90%.
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Fig. 7. Loss value curves of different models during training

Figure 7 shows the potential curves of loss function in the training process of dif-
ferent models. In this paper, the loss function bit of the deep learning model decreases
significantly in the first iteration, reaching 0.2–0.3. In the following training process,
the value curve of loss function decreases slowly and converges gradually, and finally
stabilizes at about 0.18.

3.2 Test Results and Analysis

In order to avoid the uniformity of experimental results, the performance of the proposed
method is compared with that of the traditional data vulnerability detection method
based on network situation mining (Traditional method). The prediction accuracy and
loss function values of the training set, verification set and test set in the whole training
and testing stage are shown in Table 2.

Table 2. Experimental results of different detection technologies

Data set Technology of this article Traditional technology

Training set accuracy 1.0000 0.8261

Validation set accuracy 0.9865 0.746

Test set accuracy 0.9722 0.7366

Training set loss 0.2865 0.61

Validation set loss 0.4446 0.8349

Test set loss 0.5119 0.7068



Research on Network Personal Data Vulnerability Detection Technology 393

According to the data in Table 2, after many iterations, the prediction accuracy of
traditional detection technologyfinally reached 0.7366.Comparedwith the deep learning
vulnerability detection technology proposed in this paper, the prediction accuracy is
about 24% points lower, and the value of loss function is much higher than that of
this method. According to the above experimental results, the detection accuracy of the
traditional vulnerability detection technology in practical tasks is far lower than that of
the technology in this paper. In conclusion, the application effect of the network personal
data vulnerability detection technology based on deep learning designed in this paper is
better.

In addition, the test data are divided into two categories: vulnerability (positive
example) and no vulnerability (negative example), and the above vulnerability detection
models are used to test the two types of test sets. The test results of the proposed technique
and the traditional technique are shown in Table 3.

Table 3. Experimental results of different test data sets

Detection technology There are loopholes (positive
example)

No loopholes (counter-example)

Technology of this article 0.87 0.89

Traditional technology 0.72 0.59

According to Table 3, it can be seen that the detection results of the method in this
paper are better than the traditional methods on the test sets with loopholes and without
loopholes. In order to fully describe the performance of the model, it is not necessarily
reliable to describe the detection accuracy and loss alone in the binary classification
problem. Therefore, this paper calculates and compares the false positive rate (FPR, also
known as false positive rate) of the model, in this paper Uniformly use “true and false,
positive and negative” to express) and true rate (TPR, also called recall rate), and F-score
(F-Score) as shown in Table 4, false positive rate (FPR) and true rate (TPR) It is a pair
of elements that check and balance each other, and merge them into F-Score.

The specific calculation process of each result is as follows:

(1) True example (TP): The positive example predicted by the model to be positive,
that is, the example whose label is positive and the predicted result is also positive.

(2) True Negative Example (TN): A negative example predicted by the model to be
negative, that is, the label is negative and the predicted result is also negative.

(3) False positive example (FP): A negative example predicted by the model to be
positive, that is, an example with a negative label and a positive prediction result.

(4) False Negative Example (FN): The positive example predicted to be negative by
the model, that is, the example whose label is positive and the predicted result is
negative.

(5) False positive rate (FPR): Solve by the above results, as follows:

FPR = FP/(TP + FP) (5)
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The number of negative sample results that are predicted to be positive accounts
for the proportion of the number of results that are predicted to be positive. The
lower the value, the better the performance of the model.

(6) True rate (TPR): The calculation result is as follows:

TPR = TP/(TP + FN ) (6)

The number of positive sample results that are predicted to be positive/the actual
number of positive samples. The higher the value, the better the performance of the
model.

(7) F-Score: As shown in formula 4.

F − Score = 2TP/(2TP + FP + FN ) (7)

Through the above calculation methods, the calculation results of different technolo-
gies are shown in Table 4.

Table 4. F-Score numerical calculation results

Detection method False positive rate(FPR) True rate(TPR) F value(F-Score)

Technology of this article 0.1329 0.8956 0.8642

Traditional technology 0.4337 0.6551 0.635

As can be seen from Table 4, the false positive rate of the detection technology in
this paper reaches 0.1329, and its true rate is also relatively high, reaching 0.8956. In the
comparison of F values, the test results of the proposed technique are also better than
the traditional technique, which highlights the application advantages of the proposed
technique.

4 Conclusion

In this paper, a deep learningmodel is optimized for vulnerability detection tasks, and the
network structure and hyperparameters of each layer of themodel are designed. Through
training on the collected 40000 data sets and finally testing on 5000 data sets, the deep
learning vulnerability detection model can achieve high detection accuracy. Compared
with the multi-layer perceptron model of traditional machine learning methods, the
accuracy of this paper is greatly improved. By comparing the true rate, false positive
rate and F value of different models on the test set, it can be seen that the F value of
convolutional neural network model is the highest.

By analyzing the prediction accuracy curve and loss function value curve of the
training process, it is found that the parameters of the deep learning model based on
convolutional neural network are generally less, and the training speed is significantly
faster than that based on long-term and short-term memory network. The comparison of
the final performance of each model shows that the convolutional neural network model
has the best comprehensive performance. To sum up, this paper has achieved effective
results.
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Abstract. In order to avoid problems in the process of innovation and
entrepreneurship, a competency model is created to help further development.
Therefore, this paper constructs and designs the college students’ innovation and
entrepreneurship competency model from the perspective of deep learning. Set
the goal of creating competency model under deep learning, build the competency
model matrix under deep learning, and SDNN algorithm realizes the construc-
tion of competency model. The test results show that the normalized completion
ratio of the designed deep learning competency application model test group is
relatively high, indicating that the effect of this innovation and entrepreneurship
competency model is relatively good, stable and comprehensive, and has practical
application significance.

Keywords: Deep learning · College students’ innovation and entrepreneurship ·
Competency model · Entrepreneurial competence · Model structure ·
Competency summary

1 Introduction

The rapid economic development urgently needs professionals with innovative think-
ing and entrepreneurial ability. Innovation and entrepreneurship has gradually become
a new engine and new driving force for regional economic development. Colleges
and universities undertake the important task of Cultivating College Students’ inno-
vation and entrepreneurship ability and talent incubation [1]. Cultivating innovative
and entrepreneurial professionals in Colleges and universities is an important mission
to actively support the adjustment of regional economic structure and complete the
supply of regional talents [2]. For college students of professional courses in China,
entrepreneurship is one of the possible choices of personal career [3]. By cultivating
college students’ entrepreneurial knowledge, entrepreneurial ability and entrepreneurial
quality in professional courses, students can master the law of identifying, evaluating
and utilizing entrepreneurial opportunities, which will not only help students broaden
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their vertical career path, make rational choices between employment and entrepreneur-
ship, and form a diversified and personalized career, It also helps students to plan the
internal talent resources of the enterprise prospectively in the workplace, and stimu-
late the sustainable innovation vitality and entrepreneurial power of the enterprise. It is
necessary to build the entrepreneurial competency model of college students in profes-
sional courses and improve the entrepreneurial competency of professional courses [4].
In terms of the current entrepreneurial practice of college students, with the support of
national policies, college students’ entrepreneurship has solved the employment prob-
lems of some college graduates and realized the combination of college education theory
and practice. There are numerous successful cases of College Students’ entrepreneur-
ship, but compared with 20% of the average entrepreneurial success rate of international
universities, The entrepreneurial success rate of college students in China is still at a
very low level. The reasons are as follows: the imprisonment of traditional culture, the
lack of support from parents, the backward employment concept of college students,
the lack of entrepreneurial education and the low entrepreneurial competence of col-
lege students [5]. To some extent, the most fundamental reason affecting the success of
entrepreneurial activities is the entrepreneurial competence of entrepreneurs, that is, the
very low entrepreneurial success rate of college students in China lies in the low level
of entrepreneurial competence of college students. Therefore, in the process of paying
close attention to college students’ entrepreneurship, we should focus on Improving
College Students’ entrepreneurial competence and strive to improve college students’
entrepreneurial competence, Solve the problem of low entrepreneurial success rate of
college students from the root [6].

For college students, innovation and entrepreneurship can help them know whether
they have entrepreneurial competence and which entrepreneurial competence they have,
so as to help them choose whether to start a business or to find employment. Rela-
tively, the innovation and entrepreneurship model can, to a certain extent, help them
rationally analyze their own competencies and enhance their comprehensive strength
[7]. If you have entrepreneurial intention but lack entrepreneurial competence, which
entrepreneurial competence should be improved? It can help students better plan their
career and improve the success rate of entrepreneurship [8]. For the school, it can under-
stand the competency characteristics required by college students in entrepreneurship, so
as to determine what kind of entrepreneurship education plan needs to be made accord-
ing to the specific situation [9], so as to help students improve their entrepreneurial
competence and ultimately improve the success rate of entrepreneurship.

For the society, it is convenient to know what support and services are needed to
improve the entrepreneurial competence of college students, so as to improve their
entrepreneurial enthusiasm and reduce the obstacles in the entrepreneurial process of
college students. However, in the process of practice, there are also some problems
and obstacles, so it is necessary to add some information technology to assist. Deep
learning is a widely used analysis and processing technology, which can quickly sum-
marize and integrate huge data and complete target analysis at the same time. It is often
applied in the construction of college students’ innovation and entrepreneurship com-
petency model [10]. In the model, entrepreneurial motivation, entrepreneurial charac-
teristics and self-recognition are also included, which are the intrinsic and deep-seated
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entrepreneurial potential of entrepreneurs, which cannot be easily changed by exter-
nal influence and difficult to measure. Therefore, the innovation and entrepreneurship
competency model of college students based on the perspective of deep learning is con-
structed. The competency model creation goal under deep learning was set up, the com-
petency model matrix under deep learning was constructed, and the competency model
was constructed by SDNN algorithm. In a more realistic environment, deep learning
technology is associated with the competency model to improve the overall level of
innovation and entrepreneurship.

2 Construction of Innovation and Entrepreneurship Competency
Model from the Perspective of Deep Learning

2.1 Competency Model Creation and Goal Setting Under Deep Learning

The construction of college students’ innovative entrepreneurial competencymodel, usu-
ally need to set the corresponding target, and combined with the corresponding require-
ments, combined with reaction time lenovo’s psychological changes, can be smoothly to
student’s comprehensive ability test, aptitude test, personality test, etc., to a certain extent
promote the development of individual psychology. The theory of individual difference
mainly focuses on cognitive difference, personality difference and gender difference.
Only with the corresponding knowledge, by differences in gender, age, reveal the dif-
ference of individual, can be gained by measuring the difference of the difference of
individual intelligence, for example through a survey of personality can be concluded
that the individual is more suitable jobs, can identify and evaluate leaders, managers,
employees in the work of personal qualities, In this way, the initial goal of competence
can be set.

First, you need to set the target hierarchy, as shown in Fig. 1:

Competency objectives 
and requirements

model
theory

model
structure

Model
content

Model
target

Fig. 1. Hierarchical structure setting of objectives
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According to the structural setting of the target in Fig. 1, the setting range of the tar-
get can be finally formed. On this basis, the leadership theory is added. Entrepreneurial
competency is not only related to leadership, but also essential for leadership in enter-
prise management. The entrepreneurial process of entrepreneurs is also the process of
leadership. The research on leadership and leadership theory in organizational behav-
ior provides a theoretical reference for competency modeling. The theory of leadership
characteristics, also known as the theory of leadership quality, focuses on the personal
characteristics or personal quality of leaders in order to find, cultivate and use qualified
leaders. The theory of leadership characteristics holds that the characteristics of leaders
are not innate, but acquired. In the long-term study and hard practice, the characteris-
tics of leaders gradually appear and finally become leaders. Foreign research on core
competitiveness includes coordination and integration view, knowledge view, resource
view, combination view and cultural view. Domestic research on core competitiveness
includes resource view, ability view, asset and mechanism integration view, consumer
surplus view, system view and culture and values. The research of foreign scholars
focuses on the core competitiveness of enterprises, which is at the organizational level;
Domestic researchers gradually focus on the individual level. The research on individual
abilities and skills has aroused people’s interest in competence. The core competitiveness
plays an increasingly important role in the development of enterprises and individuals,
and has attracted more and more attention.

When the research of competency develops to a certain stage, competency model
comes into being. Competency model is composed of multiple projects, and each project
has different dimensions. This paper holds that the competency model is the sum of
competency characteristics, which are required for a specific post and role.

Behavioral event interview is the most effective method to build competency model.
Its advantages include the following two aspects: first, it is an open questionnaire for the
respondents, and requires the respondents to describe the causes and consequences of
things in detail as much as possible, so the interviewers get more information and have
higher authenticity; Secondly, the interviewees are required to describe key events dur-
ing the interview, which are often the key factors affecting job performance. Behavioral
event interview also has some limitations. First, it requires high professional knowl-
edge and skills of model builders, and interviews need a large number of events and
the cooperation of respondents; Secondly, it is a review of the respondents’ past behav-
ior, without considering that the enterprise is in a changing situation; Third, it requires
respondents to describe key events, which may omit other relatively important respon-
sibilities. Therefore, on this basis, the relevant data of College Students’ innovation and
entrepreneurship can be described and analyzed, and the actual comparison coefficient
can be calculated, as shown in formula (1):

K = (2α + 1) − m (1)

In formula (1): K represents the actual contrast coefficient, α represents the compre-
hensive assignment, and m represents the actual action range of the model. Through the
above calculation, the actual contrast coefficient can be obtained. Bring the innovation
and entrepreneurship knowledge into the training goal of professional curriculum teach-
ing systematically, and promote the reconstruction of professional curriculum system.
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Organize the course content in the form of entrepreneurial projects, so that the design of
entrepreneurial projects emphasizes practicality, is close to life and work, and reflects
interest and operability. Taking tourism management as an example, the primary course
focuses on the basic knowledge and skill training of College Students’ Entrepreneurship
and computer, aiming to popularize universal science and technology and cultivate stu-
dents’ thinking ability, practical ability and professional quality. Intermediate courses
can introduce tourism marketing, tourism e-commerce and other projects with a cer-
tain professional foundation, in order to further improve students’ knowledge level and
practical ability. Advanced courses can be provided with comprehensive, innovative and
practical work problem-solving courses such as tourism planning, tourism commodity
development and design, tourism planning and development, so as to improve students’
ability of innovation and entrepreneurship and serve the industry. Based on the above,
it is also necessary to set the change limit value of the target, as shown in formula (2):

(2)

In formula (2): M represents the change limit value, represents the level change
conversion value, and α represents the change error. Through the above calculation, the
actual change limit value can be obtained. Take it as the change standard of the goal and
set it in the initial model to complete the setting of the goal of creating the competency
model.

2.2 Construction of Competency Model Matrix Under Deep Learning

For complex classification regression problems, the generalization ability is restricted.
Deep learning attempts to break the constraints of shallow learning on levels. It can
realize the approximation of complex functions by learning a deep-seated nonlinear net-
work, showing a strong ability to learn the essential characteristics of data in a small
number of samples [11]. Compared with the shallow learning structure, this kind of
neural network has a deep structure, so it is called deep learning. It is pointed out that the
deep learning structure can simply express the complex function mapping relationship.
Through the review of deep learning, this paper analyzes the necessity of introducing
deep learning, and points out that the shallow structure neural network has certain limi-
tations in the ability of network to express complex functions, which can not represent
high-dimensional complex functions, but can be expressed effectively by deep-seated
neural network, At the same time, the multi-level features obtained by deep learning can
be reused in similar or the same different classification predictions, which provides more
useful information for the solution of the objective function of new tasks. It is pointed
out that the high-level features learned in deep neural network do not change with the
change of actual data, and have stronger robustness to practical problems. On this basis,
the actual robustness can be calculated, as shown in formula (3):

P = χ + s (3)

In formula (3): P represents the actual robustness, χ represents the change value of
comprehensive processing, and s represents the range of neural network. Deep learning
still adopts the idea of neural network, but the middle layer contains multiple hidden
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layers, which forms a multi-layer network. The deep learning model has more hidden
layers, has stronger data fitting ability, and can mine the deep abstract meaning in the
data. Deep neural technology, convolutional neural network, recursive neural network
and other models are constantly proposed. Deep learning is one of the most cutting-
edge fields of machine learning and statistical learning methods. Deep learning learns
the features of each layer from the original data of College Students’ innovation and
entrepreneurship, and learns to express higher-level and more abstract features through
layer by layer feature transformation, so as to learn the complex laws in high-dimensional
complex data. Facing the challenge of today’s big data, college students’ innovation and
entrepreneurship deep learning, as a cutting-edge method of machine learning, has been
proved to significantly improve the effect compared with shallow learning.

In the above setting of hidden hierarchy, you also need to add DNN instruction. DN
N is an advanced deep learning method. It is a nonlinear combination of multi-layer
representation learning methods. Representation learning is a method to learn features
from data and extract useful information from data during classification and prediction.
Compared with shallow learning, DNN has better feature learning and prediction ability,
especially in complex classification and regression problems, it can create a matrix of
hierarchical model, as shown in the following formula:

(4)

(5)

(6)

In formulas (4), (5) and (6): P, Y and U represent the range of the normalized
level, χ represents the unbalanced vector, R represents the characteristic coefficient, and
represents the deep weight ratio. Through the above calculation, the actual normal-

ization level range can be obtained. Combined with the DNN model, through multiple
nonlinear fitting of the training data, it can mine the potential features in the data, and has
a strong learning effect in the complex big data environment. The key to the calculation
of DNN model is to minimize the loss function, and the weight of deep neural network
can be trained by random gradient descent. SGD learns by updating the weight through
error layer by layer back propagation, which can be divided into forward propagation
stage from input layer to output layer and top-down error back conduction stage. Forward
propagation calculates the activation function of each layer through the training data.
During the error back propagation, the error between the actual output and the expected is
calculated from the top down, and the weight of each layer is updated from the top down
according to the gradient descent method. In the big data environment, deep learning
can have strong learning ability for features, but there are still many problems in CTR
prediction: there are many parameters, and parameter adjustment is a difficult problem.
The number of layers of DNN and the adjustment of neuron nodes in each layer, that
is, the setting of DNN model structure, is a difficult problem. To solve this problem,
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the research idea of this paper is to determine the model structure first, then determine
the key parameters, and carry out comparative experiments with various methods on the
basis of optimal combination. Long training time. DNN is a powerful machine learning
model, and the weight of the network can reach millions or more. It can learn the deep
meaning of data features through the deep-seated deepening of the model. However, the
deeper level means that the model needs to learn more weights, and the training time of
DNN will be very long. Firstly, the resampling technology of unbalanced data is used to
eliminate the impact of unbalanced characteristics on the prediction effect, and then the
data features after resampling are deeply studied by DNN to calculate the feature depth
neuron, as shown in formula (7):

q = ℵ + 1

2
− η (7)

In formula (7): q represents feature depth neurons, ℵ represents the number of deep
nodes, and η represents the number of mining systems. Through the above calculation,
the actual characteristic depth neuron can be obtained. It is used as the implementation
standard of the deep learning model. At the same time, DNN can mine the complex
information that can not be simulated by shallow learning. Finally, two neural nodes
are used as the prediction neurons of the overall model. The DNN model is constructed
on the resampled data set that eliminates the influence, and the output of SDNN is
obtained, that is, the prediction value probability and the corresponding prediction label.
The core idea of SDNN is to construct a DNN model to eliminate the data imbalance,
which can not only eliminate the impact of data imbalance on DNN, but also have the
learning ability of high-level abstract features in DNN model, and finally complete the
construction of competency model matrix under deep learning.

2.3 Implement the Competency Model Based on SDNN Algorithm

The construction experiment of deep classifier has been proved to be simple and easy to
parallelize, but its disadvantages are also obvious. In the face of more and more complex
massive data, the correlation between data features is also very complex. It is difficult for
us to usemanual feature selection and extraction to design an intelligent feature extraction
method - deep learning, and study the construction of classification predictionmodel and
the implementation of algorithm. Through the theoretical elaboration of SDNN model
in the above, SDNN model will be constructed and SDNN algorithm will be discussed.
SDNN model is different from DNN and can be considered as a lightweight balancing
algorithm of DNN. SDNN will be more effective for data with unbalanced categories.
The data predicted by CTR has been proved to have the imbalance of College Students’
Entrepreneurship and innovation data. According to the practical problems of College
Students’ entrepreneurship, an improved algorithm of DNN - SDNN will be designed
for the background of big data. Calculate the description range of the model and set the
algorithm, as shown in the following formulas (8), (9) and (10):

E = √
2W + 1.25 − κ (8)

G = √
4W + 1.25 − κ (9)
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D = √
6W + 1.25 − κ (10)

In formulas (8), (9) and (10): E, G and D represent the description range of the
model, W represents the execution instruction value of the model, and κ represents
the deep learning protocol coefficient. The above calculation shows the flow of SDNN
algorithm, and finally obtains the corresponding model processing results to complete
the construction of the model.

3 Model Test

The test is mainly to verify and analyze the application effect of College Students’
innovation and entrepreneurship competency model under deep learning. The test is
divided into twomodels. One is the traditional regression competency applicationmodel,
which is set as the test group of the traditional regression competency application model;
The other group is the competency model designed in this paper, which is set as the deep
learning competency application model test group. The two models are tested at the
same time, and the results are compared and analyzed under the same test environment.

3.1 Test Preparation

Select school a as the main target of this model test, and summarize and integrate the
innovation and entrepreneurship data information related to college students. Due to the
imbalance of the manually summarized data, the SDNNmodel is constructed according
to the redesigned experiment. After resampling, the label proportion of the training data
is approximately equal to 1:1. The validation set is divided by 10% on the training set,
and the parameters are optimized by cross validation. When the loss function value on
the validation set does not change or the change range is very small, the iterative training
process is terminated and the model training is completed. Since the data sampled each
time are different, so the results of the prediction model are different, we calculate
20 times and take the average value for each method. And set corresponding DNN
parameters, as shown in Table 1:

Table 1. DNN parameter setting

Parameter item Parameter setting Unit ratio

model structure 2022-1024-1024-800-2 1.25

objective function Mean_squared_error 0.25

Maximum number of training iterations 200 2

Activation function Relu 4.25
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According to the data information in Table 1, the DNN parameters can be set finally.
The depth neural network based on random undersampling of data O 25% of the samples
were randomly sampled, and the sampled balanced data set resample_ The DNN model
is established on data, and the parameter settings of DNN model are the same as those
above.

Based on the training data, random undersampling is carried out, gbdt is used for
feature selection, and then theDNNofm-500-500-2 structure is used tomainly represent
the feature dimension after dimension reduction. The depth neural network classification
prediction is carried out independently, and the parameter configuration of each stage is
the same as the above setting in this paper. The parameter setting of gbdt has not changed.
Table 1 shows the AUC of various DNNS and their improved methods. After random
sampling, the AUC of DNN has been improved. It can be seen that repeated sampling of
competency model is of great significance to eliminate the impact of data imbalance on
prediction model, and category balanced data can improve prediction performance. Due
to the large data scale of the innovation and entrepreneurship competency sample model,
only random samples are compared and analyzed this time. In reality, the sampling
method will consume computing memory and reduce the speed of the algorithm, so it is
not practical. The samplingmethod based on the similarity between sampleswill produce
a lot of computing work on the computer, which is time-consuming and inefficient.
Therefore, the method considering random undersampling is more suitable for the real
environment.

In addition, it is found that after the competencymodel in sampling is associatedwith
the initial processing and analysis model of deep learning, DNN is better than gbdt’s
DNN, which proves that the deep learning model can mine high-level abstract features
between features, and gbdt’s feature selection is slightly underperformed because its
shallow pattern can only mine shallow information. DNN has the performance of auto-
matically mining feature meaning. Due to its hierarchical feature abstract expression
ability, DNN shows strong feature mining ability, which is better than the prediction
effect of shallow learning.

After completing the construction of the above model test environment, it is neces-
sary to set the corresponding test equipment and corresponding index parameters. The
experiment runs in a 64g memory, 2.25 GHz processor, the operating system is random,
and the experimental programming tool is Python 2.6. In the construction experiment of
CTR college students’ innovation and entrepreneurship competency model with shallow
learning, the experiments of logistic regression, decision tree and gbdt are completed
based on Python’s scikit learn machine learning library, and the experiments of neural
network based on theano’s keras library. The sampling algorithm in the CTR prediction
experiment of deep learning is completed based on Python’s balanced learning library,
the design experiment of DNN is completed based on theano’s keras deep learning
framework, and the main experimental platform is GPU cluster. Complete the above test
preparation, check whether the test equipment and environment are in stable operation
state, and there are no external factors affecting the final test results. In order to ensure
the fairness of the experiment, it is necessary to set the same experiment to swap in, and
start the test after completion.
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3.2 Test Process and Result Analysis

Through the above built model detection environment and test equipment, then start
the test. Through exploratory factor analysis and confirmatory factor analysis, this paper
determines the entrepreneurial competencymodel of college students. The survey objects
of College Students’ entrepreneurial competency are college students, but these college
students also have more or less differences, such as gender, age, education and major. In
order to further explore the impact of different groups of college students on the evalua-
tion of College Students’ entrepreneurial competency, this chapter tests the difference of
the mean by taking the four factors of gender, age, education and major as independent
variables and the five factors of College Students’ entrepreneurial competency index as
dependent variables.

In school a, 100 boys and 100 girls are selected as the test objects to test whether
there are differences between men and women in the evaluation of College Students’
entrepreneurial competence, and set the corresponding test standards, as shown in
Table 2:

Table 2. Test standard setting table

Competency
standard
indicators

Mean difference DF Mean square
deviation

Significant range Change ratio

Conceptual
power

0.25 4.2 5 1– 2.5 0.32

Opportunity
power

0.34 4.16 4.5 1– 3.5 0.21

Organizational
power

0.42 5.21 5.05 0.21– 4.25 2.1

Innovation 0.51 4.15 4.31 1– 0.68 0.11

Achievement
ability

0.44 4.31 3 0 0.326

Guiding force 0.61 3.19 4.56 1.5–6.25 0.219

Comprehensive
analytical power

0.65 4.2 5.65 2 –10.25 0.3

Complete the settings inTable 2 above, conduct actual tests, and compare and analyze
the test results, as shown in Table 3:
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Table 3. Comparison and analysis of test results

Test group Normalized completion ratio of
traditional regression competency
application model test group

Normalized completion ratio of Deep
Learning Competency application
model test group

Test group 1 85.21 90.42

Test group 2 73.16 94.16

Test group 3 70.54 95.17

Test group 4 76.43 92.33

Test group 5 72.25 93.15

According to the data information in Table 3, the actual test results can be obtained,
as follows: in the same test environment, compared with the traditional regression com-
petency application model test group, the final normalized completion ratio of the deep
learning competency application model test group designed in this paper is relatively
high, indicating that the effect of this innovation and entrepreneurship competencymodel
is relatively good, At the same time, it has stronger stability and comprehensiveness,
and has practical application value.

4 Conclusion

To sumup, it is the design and analysis of College Students’ innovation and entrepreneur-
ship competency model from the perspective of deep learning. Through research, inves-
tigation and interview, this paper constructs the entrepreneurial competency model
of college students, and the research hypothesis is verified. The competency model
obtained in this study includes four competency characteristics: craftsman spirit, person-
ality characteristics, market potential and entrepreneurial spirit. The weight of the four
characteristics is determined. The results show that personality characteristics have the
most far-reaching impact on College Students’ entrepreneurial competency, followed by
entrepreneurial spirit.Market potential and craftsman spirit need to be strengthened. This
paper discusses the influencing factors of College Students’ entrepreneurial competence.
From the perspective of internal factors, gender, age and professional knowledge all have
more or less influence on the exertion of College Students’ entrepreneurial competence;
From the perspective of external factors, region, family support, socio-economic status
and school education have an impact on College Students’ entrepreneurial competence,
while family income has no impact on College Students’ entrepreneurial competence.
Improve the overall entrepreneurial quality level.
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Abstract. Based on the problem of the unreasonable allocation of labor resources
in my country, a modeling method for adaptive allocation of labor resources based
on deep reinforcement learning is proposed, combined with deep reinforcement
learning algorithms to calculate the distortion of labor resource allocation in my
country’s primary, secondary, and tertiary industries degree. Analyzed the chang-
ing trend of labor resource allocation in urban and rural areas, and proposed
an adaptive allocation plan of labor resources based on my country’s industrial
development structure in recent years to optimize the allocation structure of labor
resources. Finally, it was confirmed by experiments that the adaptive allocation
model of labor resources based on deep reinforcement learning It has high prac-
ticability and can better integrate the actual situation for effective allocation of
labor resources.

Keywords: Deep reinforcement learning · Labor resources · Self-adaptation ·
Resource allocation

1 Introduction

The labor resource market in China is severely fragmented. Before the reform and
opening up, it was mainly reflected in the segmentation of the urban and rural labor
resource market [1]. After the reform and opening up, with the continuous development
of the market economy and the flow of urban and rural labor resources, the segmentation
of my country’s urban and rural labor resource markets has weakened. Complex market
segmentation. The market segmentation of labor resources directly hinders the effective
flow of labor resources, causes distortions in the allocation of labor factors and resources,
and hinders the healthy development of the economy. Therefore, paying attention to the
segmentation of China’s labor resource market, the distortion of labor factor allocation,
and the impact on economic development is the meaning of the question [2]. Throughout
the existing relevant literature, it has conducted a certain research on the state of the
labor resource market segmentation in my country, the test of the existence of the labor
resource market segmentation, and the impact of labor resource allocation on total factor
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productivity, and the research on the degree of distortion of labor resource allocation in
my country Relatively weak, it is generally only involved in the overall research on the
distorted variables of labor resource allocation, and simple estimates are used tomeasure
and replace them. There is a lack of systematic research. Therefore, it is necessary to
explore the degree of distorted labor factor allocation in my country. Therefore, deep
reinforcement learning is proposed. Modeling method for adaptive allocation of labor
resources.

This paper firstly analyzes the labor resource allocation mechanism, adopts the labor
resource allocation distortion algorithm based on deep reinforcement learning to allocate
labor resources adaptively, and establishes a theoretical model of deep reinforcement
learning algorithm with reference to the deep reinforcement learning algorithm method
to allocate capital and labor. The static analysis of the situation is carried out, and the
adaptive allocation model of labor resources is constructed.

2 Modeling of Adaptive Allocation of Labor Resources

2.1 Labor Resource Allocation Mechanism

Themacro daily standard for the operation of the labor resource allocation mechanism is
an indicator system, not a single indicator. Theoptimal allocationof human resources is to
balance the total amount of human resources production and use, the production structure
of human resources is consistent with the demand structure, and the collocation of human
resources is reasonable. In order to better guarantee the rationality of labor resource
allocation, first, a comprehensive analysis of population resources, human resources,
labor resources, and the relationship between people and people is carried out, as shown
in Fig. 1:

resources
of talents

Labor
resources

human resources

Population resources

resources of 
talents

Labor resources
human

resources
Population resources

Fig. 1. Population resources, human resources, labor resources, and human relations
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Based on the research of the labor resource allocation mechanism of deep reinforce-
ment learning based on the above figure, some people in the theoretical circle believe that
only economic benefits can be used as the operating goal of the labor allocation mech-
anism, ignoring the positive significance of full employment [3, 4]. Under the socialist
planned commodity economy, the operating goal of the labor resource mechanism is not
a single index, but an index system composed of economic benefits and full employ-
ment. Full employment does not necessarily exclude economic benefits, there are many
combinations between them. Figure 2 shows the L-S relationship between economic
benefits and full employment:
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Fig. 2. The L-S relationship curve between economic benefits and human resources

In the figure, the x-axis represents human resources, the y-axis represents economic
benefits, point A is the full employment point, point B represents the best economic
benefit, and the L and S curves are the relationship between economic benefit and
employment under the conditions of two different labor resource allocationmechanisms.
For the combination curve, the point C is the employment point that can bring the lowest
benefit to the L curve, and the employment point that can bring the most benefit to the
S curve. The figure shows that there are countless combinations of employment and
economic benefits under each labor allocation mechanism. The best economic benefits
may be realized under the condition of less employment, and may also be realized under
the condition of full employment [5].

Society and enterprises also play an important role in the optimal allocation of labor
resources. The change of employment concepts, the emancipation of the mind, the cre-
ation of a cultural atmosphere, the emphasis on skills and knowledge by enterprises,
and the adoption of social organizations, non-profit organizations and even for-profit
organizations in society Provide employment services, training and recruitment con-
sulting activities, effectively increase employment services, and promote the optimal
allocation of labor resources during the transition period [6]. From the analysis below, it
can be seen that population management, employment services, training and education,
technological innovation, etc. also affect the allocation of labor resources. Government
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departments are constantly exploring new management methods and macro policies in
accordancewith the needs of economic development and the trend of population develop-
ment. Two-way interaction, making full use of the favorable factors provided by internal
and external conditions to promote the optimal allocation of labor resources [7]. The
specific influencing factors of the optimal allocation of labor resources are specifically
discussed from several aspects in Fig. 3.
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Fig. 3. Micro-influencing factors of optimal allocation of labor resources during the transition
period

Economic benefits and employment may be positively correlated or negatively cor-
related. The key depends on the choice of labor resource allocation mechanism. The
specific factors that affect this choice include: accumulation rate, current economic
structure and target economic structure, total population and population composition,
employment mechanism operation mode and adjustment system. If the employment
operation mechanism is temporarily withdrawn, then to achieve higher economic ben-
efits and full employment, it is necessary to choose the accumulation rate and target
economic structure suitable for employment according to the specific situation [8].

2.2 The Distortion Degree Algorithm of Labor Resource Allocation Based
on Deep Reinforcement Learning

The deep reinforcement learning algorithm is used to calculate the difference between
the marginal output of labor and the marginal cost to measure the efficiency of labor
resource allocation at the enterprise level. Use the ratio of the difference between the
marginal output of labor and the marginal cost to the marginal cost, namely:

MISAit = |MPLit − Bit |
Bit

(1)

Among them,MPLit is the marginal output of labor employed by firm i in year t, and
Bit is the marginal cost of labor hired by firm i in year t, where the sum of the average
wages and welfare expenditures paid by the enterprise to individuals is substituted [9].
When the resource allocation factors are in the optimal state, themarginal output of labor
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equals the marginal cost. When the relative difference between the marginal output of
labor and the marginal labor cost of an enterprise is greater, that is, the greater the
MSA, the higher the level of labor resource misallocation and the lower the efficiency of
resource allocation. Therefore, in this article, wemainly focus on the deep reinforcement
learning estimation model.

First, we must combine the deep reinforcement learning algorithm to calculate the
marginal labor outputm of enterprise i in them-th year. Here, suppose that the production
function of the company under the deep reinforcement learning algorithm is in the form
of Cob-douglas, and the logarithm on both sides is taken to obtain methods such as
deep reinforcement learning, and the theoretical model of deep reinforcement learning
algorithm is established to statically analyze the allocation of capital and labor., That is,
use the classic Solowmodel to measure China’s TFP, and calculate γ as the balance from
the known stock of labor resources and capital and the corresponding output level. Use i
to represent a specific area, that is, there are m areas, i = 1, 2, 3, . . . ,m respectively. To
facilitate analysis, this article assumes that all different provinces have the same output
elasticity. The specific output formula is:

Ym = AmK
αn
m Lβn

m ,Yn = AnK
αn
n Lβe

n (2)

Among them, the regression estimation coefficient of Am is βm. If βm is positive, it
means that the reduction of intermediate goods tariff L (increased trade liberalization of
intermediate goods) reduces the mismatch level of labor resources βn of the enterprise
and improves the efficiency of labor allocation Kαn

n , otherwise it reduces the efficiency
of labor resource allocation of the enterprise A.Kαn

n In order to obtain the labor resource
allocation efficiency of enterprise a in the nth year.

β =
∑

i

βi
γi

Y
(3)

βi represents the labor output elasticity of department i, and γi represents the output
of department i. The degree of distortion of department m salary wm with department n
salarywn as the reference frame [10]. Based on the above algorithm, the distorted degree
of labor resource allocation in the entire society is decomposed into the distortion con-
tribution of the internal labor resource market within each industry and the distorted
contribution of inter-industry allocation. Similarly, the degree of distortion in the allo-
cation of labor resources in urban and rural areas and cities can be decomposed into the
distortion of the internal labor resource market within the industry and the distortion of
the allocation between industries, which will not be repeated here.

2.3 Construction of an Adaptive Allocation Model of Labor Resources

Build an open regional labor resource optimal allocation model, analyze the changes in
the labor market supply and demand, so as to realize the effective allocation of human
resources.

With reference to the deep reinforcement learning algorithm method, the theoretical
model of deep reinforcement learning algorithm is established, and the allocation of
capital and labor is statically analyzed. That is, the classic Solow model is used to
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measure China’s TFP, which is based on the known labor resources and capital stock.
And the corresponding output level is calculated as Lai as the margin. Use i to represent a
specific province, that is, there are m provinces, i = 1, 2, 3, . . . ,m. For ease of analysis,
this article assumes that all different provinces have the same output elasticity, and the
specific output formula is

Yi = AiL
a
i K

(1−a)
i , 0 < a < 1 (4)

Among them: Ai and K (1−a)
i respectively represent the output GDP, total labor

resource status, capital stock, labor output share and TFP of province i, and the val-
ues of variables ωi and 1 − σ are real values. Because it is necessary to measure the
TFP of a specific province, for the convenience of analysis, it is assumed that the total
output of each province satisfies the constant substitution elastic function between the
total output and the total output, namely:

Y =
(

i=1∑

m

ωiY
1−σ
i

) 1
1−σ

(5)

Among them: σ is the substitution elasticity of different provinces, and σ is greater
than zero; ωi is the ratio of the output of province i to the total output, and A∗

i and Ki

represent the output level GDP of province i respectively. Capital and labor, which are
factors of production, satisfy the condition that the sum of the production factors of each
province is equal to the total production factors. The specific formula is:

{
�iLi = L∑
i
Ki = K (6)

Among them, Li,Ki,L and K represent the labor and capital stock levels of i province
and respectively. The resource configuration that meets the following conditions is called
effective resource configuration:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max
Li,Ki

Y
Li
L

= Ki

K
= πi

πi = ω
1
σ

i

(
A∗
i

) 1−σ
σ

i=1∑
m

ω
1
σ

i

(
A∗
i

) 1−σ
σ

A∗ =
[
i=1∑

m

ω
1
σ

i

(
A∗
i

) 1−σ
σ

] σ
1−σ

(7)

The industrial structure is an important factor that affects the changes in the structure
of labor resource allocation. When the level of economic development is at different
stages, the industrial structure and employment structurewill also be at the corresponding
stage. Although the changes in the employment structure lag behind the changes in
the industrial structure, the overall trend of the two shows a consistent trend [11–13].
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Changes in the industrial structure are the precedent for changes in the employment
structure, and adjustments in the industrial structure can lead to continuous optimization
of the distribution structure of labor resources among industries. The high-end industrial
structure can drive the transfer ofworkers from low-end industries to high-end industries,
and can drive the improvement of the quality of labor resources. The optimal allocation
model of labor resources in this paper is

S = f (R,E,C, J ,A,T ,Q,M ,P,Z,L,D) (8)

Among them: R is a comprehensive factor (factors not listed in the model), E is
economic growth, C is urban planning, J is employment policy, A is investment growth,
T is technological innovation, Q is reform and opening up, and M is market economy.
P is population migration, Z is comprehensive evaluation, L is industrial structure, and
D is talent policy. The research on the optimal allocation of labor resources needs to be
carried out in the context of economic and social transformation, which is the key point to
enhance the significance of the research. The labor resource market, the capital market,
and the transformation of government functions are all formed and perfected during the
economic and social transformation. Optimizing the allocation of labor resources has
the responsibility of the government, and it is inseparable from the role of the market.
If the optimal allocation of labor resources is regarded as a system, then the optimal
allocation of labor resources is inseparable from the coordination of its own system,
and it is also inseparable from the coordination of the external environment of the
system and the communication between the internal and external environments of the
system [14]. The external environment plays an important role in the optimal allocation
of labor resources. Internal and external factors such as economic growth, opening
to the outside world, talent policies, infrastructure, employment policies, population
policies, technological innovation capabilities, government organization coordination
capabilities, and industrial structure are all to a certain extent. The above restricts the
advancement of the optimal allocation of labor resources. Based on this, the framework
of the optimal allocation of labor resources in the open area is further analyzed as shown
in Fig. 4:

In Fig. 4, the influence of population on the quantitative relationship of human
resources is mainly manifested in its influence on ordinary labor resources—labor
resources. Because ordinary labor resources are the main manifestation of the num-
ber of human resources and constitute the main part of human resources. Special labor
resources, such as various talents, are a special part of human resources. Their knowl-
edge and talents can only be obtained through long-term accumulation and specialized
education and training, which is reflected in the further changes in labor resources.
Therefore, changes in the supply of human resources are mainly reflected in changes in
labor resources. The supply of labor resources is a major variable that affects the changes
in the relationship between supply and demand in the labor market. The supply of labor
resources includes actual labor resources and potential labor resources. In this way, the
effective allocation of human resources can be realized.
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Fig. 4. Model framework for optimal allocation of labor resources in an open area

3 Analysis of Experimental Results

The human resource allocation in a province’s statistical yearbook is used to affect the
data of various variables, and after standardized collation, it is brought into the model
for verification. Among them, human capital is expressed by the weighted product of the
laborer’s education level, average life expectancy, and skill level; the industrial structure
is expressed by the proportion of the tertiary industry; the degree of marketization is
expressed by the proportion of the number of employees in non-state-owned enterprises
in the total employees. The specific test results are as follows (Table 1).

Table 1. Departure model test of human resource allocation in industrial structure

Classification Coefficient Std. error T-Statistic Prob.

Human capital 0.039 0.009 9.856 0.000

Industrial structure 0.089 0.277 -7.757 0.000

Degree of marketization 0.356 0.019 5.786 0.001

The degree of distortion in the allocation of rural
labor resources

0.209 0.227 13.187 0.000

Table 2 reports the distortion degree of overall labor resource allocation, the degree of
distortionof labor resource allocation in urban and rural areas, and the degree of distortion
of labor resource allocation in cities in representative years. A further comparison of the
overall distortion of the allocation of labor resources, the distortion of the allocation of
labor resources in urban and rural areas, and the degree of distortion of the allocation
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of labor resources in cities shows that the degree of distortion in the allocation of labor
resources in my country’s urban and rural areas is relatively serious, which is the main
factor leading to the distortion of the overall allocation of labor resources; but this is
not the case. At the same time, the distortion of the allocation of labor resources in our
cities should also arouse great attention, and its influence on the degree of distortion of
the allocation of labor resources will be greater and greater.

Table 2. The degree of distortion of overall labor resource allocation, the degree of distortion of
labor resources in urban and rural areas, and the degree of distortion of labor resources in cities

Particular year 2017 2018 2019 2020

population 0.653 0.573 0.467 0.469

urban and rural 0.551 0.416 0.385 0.398

Proportion of urban and rural areas (%) 84.321 72.580 82.451 78.961

Within the city 0.103 0.158 0.083 0.100

Proportion in city (%) 15.680 27.420 17.550 21.310

Table 3 reports the decomposition factors of the distorted degree of overall labor
resource allocation. The distorted decomposition of labor resource allocation in urban
and rural areas and cities are similar andwill not be reported. It can be seen from the table
that the difference in the marginal productivity of labor between departments directly
reflects the distortion of the allocation of labor resources, and has become the main
factor of the distortion of the allocation. From an internal perspective of each industry,
the wages of labor resources are not determined by the marginal productivity of labor.
To varying degrees, it reflects the characteristics of the internal labor resource market
in the industry. The reflected labor resource allocation is distorted. For example, in the
representative years of the primary industry, the average wage is actually higher than
the marginal productivity of labor, while in the secondary industry, the wage is actually
lower than the marginal productivity of labor. To a certain extent, the amount of free flow
of labor resources between different departments caused by the marginal productivity
difference of labor is reduced, and the degree of distortion in the allocation of labor
resources is also reduced.

Furthermore, various distortions of labor resource allocation considering the human
capital situation are given. Compared with ignoring human capital, when considering
human capital, the degree of distortion of overall labor resource allocation, urban and
rural labor resource allocation, and labor resource allocation in cities has all decreased.
The human capital level of the secondary industry is higher than that of the tertiary
industry, and the human capital level of the secondary industry is significantly higher
than that of the primary industry, which means that the secondary industry actually uses
more labor resources. The primary industry actually uses more labor resources. Fewer
labor resources, therefore, the degree of distortion in the allocation of labor resources
decreases. Labor resources chase capital, and investment can effectively change the
existing industrial structure. Generally speaking, the labor resource allocation structure
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Table 3. Decomposition of contributing factors to the degree of distortion of overall labor resource
allocation

Particular year 2017 2018 2019 2020

Distorted contribution in the primary
industry

−2.085 −0.588 −1.049 −1.068

Proportion of primary industry (%) −43.521 102.760 −225.071 −228.341

Distorted contribution in the secondary
industry

−0.903 −0.777 −0.578 −0.555

Proportion of secondary industry (%) −138.231 −165.800 −123.891 −118.211

Distorted contribution in tertiary
industry

0.0002 −0.071 −0.449 −0.490

Proportion of tertiary industry (%) 0.030 −12.251 −96.411 −104.660

Intersectoral distorted contribution 1.839 2.009 2.539 2.582

Proportion of departments (%) 281.730 350.830 545.390 551.220

is subordinate to the industrial structure. From a regional perspective, due to different
development stages, the efficiency of resource allocation in different urban markets in
the province is also different, which can be clearly seen in the data in the table. In order
to better understand the impact of the distortion of the allocation of production factors
in the capital and labor market on TFP, the more efficient resource allocation is selected
as a reference. Using the model in this paper and the data used by Garofalo, etc., the
distortion of the allocation of resources in the capital and labor market was measured,
and the results of the calculation are shown in Fig. 5.
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The overall distortion of capital and labor allocation is relatively small. Based on the
above content, the efficiency of resource allocation has experienced a process of initially
deteriorating, slightly improving, and then deteriorating. Since the improvement in the
middle 10 years is small, the overall allocation efficiency is deteriorating. of. Based on
the above information, the data is summarized, and the method in this paper and the
traditional method are used for experimental comparison, and the configuration effects
of the two methods are recorded. The specific results are shown in Fig. 6.
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Fig. 6. Different methods of human resource allocation effect detection

Based on the analysis of the detection results in the above figure, it is not difficult
to find that, compared with traditional methods, the adaptive configuration modeling of
labor resources based on deep reinforcement learning proposed in this article can better
realize the reasonable allocation of human resources in the actual application process.
Fully meet the research requirements.

4 Concluding

This paper analyzes the impact of China’s capital and labor allocation distortions on total
factor productivity from1993 to 2017 by building amodel that includes different regions.
The current household registration system. The current household registration system
hinders the flow of labor resources and causes severe distortions in inter-provincial
distribution. On the other hand, the allocation of capital resources among provinces has
been deteriorating, mainly because my country’s current financial market is not very
developed. To solve the problem of distortions in the allocation of resources such as
labor and capital between regions in my country, it is necessary to intensify the reform
of the household registration system and create a favorable environment for the free flow
of labor and the market. Other factors of production.

In future research, it is necessary to further deepen the financial supply. Improve
the financing mechanism that meets the development needs of small and medium-sized
enterprises to improve the relative shortage of funds in eastern my country.
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Abstract. We address the task of real-time detection and recognition
for heterogeneous license plate images of diverse vehicles with charac-
ters arranged in multiple lines and captured in all day and night condi-
tions. This paper presents MixLPR (Mixed License Plate Recognition), a
framework to develop a real-time system deployable in dense urban traf-
fic to fill that gap. MixLPR consists of two components, a license plate
detector, and an OCR. The plate detector includes new Mish-enhanced
residual nets equipped with geometric transformations to deal with view-
induced distortions. The OCR component is a new segmentation-free
method based on the transformers, which work directly on the 2D char-
acter block. We trained and validated MixLPR on two large public and
private datasets. Our results exhibit both improvements in accuracy and
inference speed compared to state-of-the-art approaches.

Keywords: License Plate Detection and Recognition · Convolutional
neural networks · Attention mechanism and transformer

1 Introduction

Real-time, scalable Automatic License Plate Recognition (ALPR) is essential for
traffic monitoring in modern smart cities. A typical ALPR system first detects
the license plates which occupy only a very small proportion of the wide camera
view. Then each plates are run through an OCR subsystem which recognizes
the characters. The problems are highly challenging in real traffic monitoring
practice due to multiple vehicle types and variations in license plate formats
of moving vehicles captured by fixed monitoring cameras. The challenges are
also amplified by the low quality of images under different lighting conditions,
blurring due to fast motion, distortion due to camera angle, and occlusion in
typical dense urban traffic (Fig. 1).
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Fig. 1. Recognition of heterogeneous license plates in real-time under various lighting
conditions. Vehicle bounding boxes are computed by a module not reported in this
paper.

Many methods have proposed for recognising characters in single-line license
plates, using numerous segmentation-based [2,3,6,7] and segmentation-free with
CTC and attention mechanism [13,17,18,20]. However, there is no work on the
recognition of license plate characters in multiple lines for small vehicles like
motorbikes from live camera streams in crowded roads. Our main contributions
are two-fold. First, we propose a robust neural network using our Mish-based
residual blocks for accurate detection and rectification of license plates of cars,
trucks, buses and bikes in both daytime and nighttime. Second, we propose an
effective solution for the task of optical character recognition on multi-line license
plates using Transformers.

We trained and validated MixLPR on two public datasets (CCPD-2020 and
the Stanford-Cars) for cars only, and three large private datasets consisting of
more than 200,000 images for a mix of bikes, cars, buses and trucks in total.
Our results exhibit both accuracy and speed improvements over state-of-the-art
approaches. MixLPR serves as the basis for a real-time traffic monitoring system
for urban traffic in Vietnam.

The rest of paper is organised as follows. Section 2 reviews related works.
Section 3 presents our main contributions – the MixLPR framework that can
effectively work on mixed-type license plates. The effectiveness and efficiency
are then evaluated in Sect. 4 on public and private datasets. Finally, Sect. 5
concludes the paper.

2 Related Work

Our work draws on recent works in object detection and optical character recog-
nition (OCR) especially for license plate of vehicles.

2.1 License Plate Detection

Many ALPR are based on the state of the art object detection models [8,12,
15,21] that output rectangular bounding boxes for license plates. Our detection
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approach, on the other hand, works on skewed non-rectangular shapes. We are
inspired from recent works [5,13] which first detect four vertices of the quadrilat-
eral bounding boxes of license plates and then rectify them to the original rect-
angular ones. These CNNs are also more light-weight than the state-of-the-art
object detectors in license plate detection. However, these still produce high ratio
of false positive predictions especially at night where car lights are detected as
licences plates due to insufficient feature extraction of small objects. We improve
from these baselines by introducing deep residual blocks [4] and Mish activation
function [19].

2.2 Optical Character Recognition (OCR)

OCR has a long history. Early methods required character segmentation fol-
lowed by single character classification [2,3,6,7,10]. The recent combination of
CTC-based RNNs and CNNs have resulted in many efficient methods [21] for
recognizing characters from the entire single-line license plate images. Our app-
roach, on the other hand, tackles the problem of recognition of multi-line license
plates. We combined a CNN [14] with a transformer as this model uses the multi-
head attention mechanism over an unordered set, and thus in theory can handle
arbitrary spatial character arrangement.

3 Methods

Fig. 2. Detection of license plate.

Our goal is to detect and rectify heterogeneous license plates of vehicles and
then recognize their characters in urban traffic using fixed monitoring cameras.
We assume that appropriate image pre-processing has been done to detect vehi-
cles. Inspired by Vietnamese license plates, we develop generic methods for a
mixture of single and multiple-line plate formats. Here the physical plates are
rectangular metal panel containing a one-line or two-line character string. How-
ever, under the wide view angle from the cameras, plates appear non-rectangular.
Those plates of moto-bikes are two-line attached at the back in Vietnam1. Cars,
1 Plates can also be attached at the front of moto-bike in other countries.
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Fig. 3. Recognition of multi-line license plates.

buses and trucks carry both kinds of plates at both the front and back of the
vehicles. The plates have between 7 to 11 characters.

Our solution to the problem is a framework dubbed MixLPR (which stands
for Mixed License Plate Recognition), which is graphically illustrated in Figs. 2
and 3. MixLPR consists of two connected modules: License plate detection, and
multi-line character recognition.

The plate detection takes as input the vehicle bounding box and produces the
rectified licence plate image as output. The modules processes the input image
using a CNN to produce a feature map. The map then goes through a regression
network and a classification network to predict the bounding box of the license
plate and its geometrical transformation parameters. The parameters are then
used to rectify the license plate.

This is then followed by the recognition module which generates the string of
characters in the plate. A CNN is first applied to produce a feature map, which
is sequenced into a set of position-encoded feature vectors. This serves as input
for a transformer-based encoder-decoder architecture to generate the characters.

In what follow we present the two modules in more detail.

3.1 License Plate Detection

License plate detection can be considered as an object detection task but with
unique characteristics that demand special treatments. This is because most of
the license plate captured from camera at different angles are polygonal planar
which can not be precisely bounded by rectangular boxes used in current object
recognition models. Inspired from WPOD-NET [13], the quadrilateral shape of
captured license plates can be seen as affine transformation of their original
rectangular form. This is because the affine transformation can be built from
the basic transformations such as translation, scaling, rotation and shearing.

Affine Transformation of License Plates and Its Inverse. We consider a
point-to-point transformation resulting from a rotation and a translation. Given
a two-dimension point p(xp, yp), its affine transformed q(xq, yq) is as follows:

q = Rp + T (1)
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where T (xT , yT ) is the translation vector and R =
(
r1 r2
r3 r4

)
is the rotation matrix.

The reverse affine transformation from q to p is as follows:

p = R−1q − (R−1T ) (2)

where R−1 = 1
r1r4−r2r3

(
r4 −r2
−r3 r1

)
is the inverse of R.

In our models for license plate detection, the regression sub-network outputs
six parameters (r1, r2, r3, r4, xT , yT ). The affine transformation is used for train-
ing and the inverse is deployed for inference. In the training phase, an affine
transformation with the six parameters is applied on every rectangular cell of
the input image to propose quadrilateral license plates. The six affine parameters
are estimated by minimizing a square loss induced by the gap between the pro-
posed license plates and the ground truths. By contrast, in the inference phase,
an inverse affine transformation with the six output parameters is applied on
the predicted quadrilateral license plate to produce the rectangular one. Thus,
using this regression sub-network, we can both detect and align the distorted
license plates.

Mish-Based Residual Blocks. The backbone neural network plays the critical
role in license plate detection. A key parameter of the network is its depth – the
number of feature transformation layers, usually the more layers the more pow-
erful feature extraction. However, more layers can cause gradient vanishing, and
thus lower layers are not updated during training, and thus reducing the perfor-
mance of the networks. An effective solution is through skip-connections, which
have been found to work well in recent residual neural networks (ResNets) [4].
The network is built from multiple residual blocks using a connection that skips
several layers.

However, we found the rectified linear unit (ReLU) used in the original
ResNets to be less effective in noisy images often seen in traffic cameras, causing
overfitting. We propose to use a recent alternative activation function known as
Mish [9] to combat the noise. Mish is a non-linear monotonic function which
transforms the input as follows:

f(x) = x. tanh (ln (1 + ex)) (3)

We design our Mish-enabled residual backbone network as shown in Fig. 4.
The first three initial, intermediate and alignment blocks include 2D convolu-
tional filters, batch normalizations and Mish activation functions to extract the
features of the input but do not reduce its size. The intermediate block is formed
by adding a Mish function at the beginning. A convolutional filter and a batch
normalization layer are also inserted to the intermediate block to create an align-
ment one. The name of the block indicates where it is integrated to the whole
backbone network. Meanwhile, the feature of the input can be extracted and its
size is also twice reduced by the down-sampling block thanks to its 2D convolu-
tional filter with stride of 2. The last block also contains a maximum pooling at
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the shortcut connection so that it can be aggregated to the main one with the
same feature size.

Fig. 4. Mish-based residual blocks.

Simple Network for Heterogeneous License Plate Detection (SHELP).
Based on the proposed Mish-based residual blocks, we designed our Simple net-
work for HEterogeneous License Plate detection (called SHELP) as shown in
Fig. 5. Our SHELP takes as input an image containing a vehicle with a size
of 208× 208× 3 for training and of 416× 416× 3 for inference. The backbone
network contains two down-sampling residual blocks so that the size of input
will be four times reduced. It also consists of one initial, one alignment and four
intermediate blocks for efficient featuring. With these residual blocks, contextual
information can be aggregated via shortcut connections with the local receptive
field of license plate making the backbone network of SHELP more robust even
with less number of layers. For detection of license plates, SHELP ends with
regression and classification sub-networks and a concatenation layer with eight
output parameters including six affine transformation parameters and two for
{object, non-object} indicators.

Loss Function In the training phase, the input size is 208× 208× 3 and the
last output shape is 13× 13× 8. This means that the input’s size is 16 times
reduced to form a grid of 13× 13 cells. Given four corners pk(xk, yk), k = 1, 4 of
a ground truth license plate, they then corresponds to p′

k(
xk

16 ,
yk

16 ), k = 1, 4 in the
grid. Suppose that the center of a cell (i, j), i, j = 1, 13 can be seen as an origin
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Fig. 5. The architecture of SHELP.

of the coordinate axes, the four corners of the ground truth license plate will be
q
(i,j)
k (xk

16 − i, yk

16 − j), k = 1, 4.
Given four corners of an unit box uk, k = 1, 4 originated at the center a cell

(i, j, i, j = 1, 13), at each epoch of training, the regression sub-network proposes
six affine parameters which transform the unit box to a polygonal licence plate
v
(i,j)
k = Ruk + T, k = 1, 4.

Inspired from SSD and WPOD-NET, the difference between the two boxes is

l
(i,j)
loc =

∑4
k=1 smoothL1 (v

(i,j)
k − q

(i,j)
k ),where smoothL1 (x) =

{
0.5x2, if |x| < 1

|x| − 0.5, otherwise
.

We denote x(i,j) = 1, if the IoU (Intersection over Union) between the cell
(i, j) of size 16× 16 in the input image and the ground truth license plate is
greater than or equal to 0.3. Otherwise, x(i,j) = 0. The classification sub-network
outputs two parameters (c1, c2). Using softmax function, we have (o1, o2) where
ok = e−ck

e−c1+e−c2 , k = 1, 2. In this case, o1 + o2 = 1. Then, the confidence loss for

this sub-network is the binary cross-entropy function: l(i,j)conf = −x(i,j).o1 − (1 −
x(i,j)).o2

Finally, the loss function between the predicted and the ground truth license
plate to be minimized is as follows:

L =
13∑
i=1

13∑
j=1

(
x(i,j).l

(i,j)
loc + l

(i,j)
conf

)
(4)

This loss function is used for both SHELP and since they have the same end-
block. Both networks output 13× 13× 8 parameters – there are 169 cells, each
of which has six affine parameters and two probabilities of confidence.
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In the inference phase, the size of the input images is 416× 416× 3 which is
double of the training images. This is because the ground truth license plates
in the training images have been zoomed, centered and resized. After predict-
ing six affine parameters and two object/non-object probabilities for every cell,
the non-maximal suppression algorithm will be used to select the most accurate
predictions. Using the reverse transformation with the predicted affine param-
eters as in Eq. (2), the detected polygonal bounding boxes of license plate are
re-transformed to the rectangular ones and their inside characters are re-aligned
which are then fed to the optical character recognition model.

3.2 Recognition of Multi-line License Plates

Fig. 6. MCR model architecture.

We present the second module of our MixLPR called MCR (Multi-line
License Plate OCR), which translates an image of multi-line license plate into
a string of characters. MCR employs a CNN for feature extraction and a
transformer-based encoder-decoder for generation of characters.
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In what follows we present the components in more detail: The CNN in
Sect. 3.2, and the encoder-decoder and the loss function in Sect. 3.2.

CNN-Based Feature Extraction. As described in Fig. 6, all heterogeneous
license plate images are resized to 256× 128× 3. First, their heights are resized
to 64 and 128 for one-line and two-line ones, respectively. Second, their left and
right sides are all padded up to a width of 256. Third, the bottom of one-line
images is filled up with a box of size 256× 64× 3. The license plate images
with longer width than 256 are only resized to 256 without padding. In other
words, the CNN takes as input image of 256× 64× 3 and outputs a multi-channel
feature map of 29× 13× 288.

For CNNs we use the Inception-v3 [14] thanks to its state-of-the-art perfor-
mance on the ImageNet classification challenge [1,11]. The mixed-5d layer of
the network is chosen for feature extraction due to its fast processing and high
accuracy [16].

Encoder-Decoder and Loss Function. The core of our recognition network
is the transformer-based encoder-decoder architecture to map the 377 location
embedding of the source into characters in the target sequence of length 12. The
encoder computes the similarity between source locations and refines the location
embedding, making the features ready to be used in the decoder. This similar-
ity is computed through a multi-head self-attention mechanism. The decoder
produces one character at a time in the target sequence. At each decoding
position t = {1, 2, ..., 12}, the decoder pools relevant source features and the
previous decoded character embedding, also using the multi-head self-attention.
The pooled information is then used to compute the probabilities of 37 possible
characters (26 alphabet letters, 10 digits and a null):

y′
t,i =

eot,i∑37
j=1 e

ot,j
(5)

where ot,i is the output of the linear layer corresponding to the ith character in
the possible set at position t. This is depicted as the softmax layer in Fig. 6.

For training, the network uses the cross-entropy loss function for classifica-
tion:

LOCR = −
12∑
t=1

37∑
i=1

yt,i log(y′
t,i) (6)

where yt,i is the one-hot coding of the groundtruth character at position t.

4 Experiments

In this section we evaluate our proposed MixLPR on both public and private
datasets, and compare its performance against strong rivals reported in the lit-
erature.
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4.1 Experimental Settings

Datasets and Pre-processing. We use two public datasets for license plate
detection (CCPD-2020 and Stanford-Cars) and three private datasets for both
license plate detection and OCR. CCPD-2020 (Chinese City Parking Dataset
2020) containing over 10,000 car images, with license plate location annotations.
Similarly, Stanford-Cars is a dataset of cars with only 3,400 license plate anno-
tations. Since these datasets contain only cars, they do not represent the real
traffic in many Asian cities, which has many vehicle types, including bikes, cars,
buses and trucks.

For that reason, we collected three private datasets from monitoring cameras
in a densely populated Vietnamese city. The first dataset is for license plate
detection (uTVM-LP), the second is for license plate OCR (uTVM-OCR),
and the third is for end-to-end testing (uTVM-N2N). The uTVM-LP dataset
has 100,000 images of vehicles (bikes, cars, buses and trucks) annotated with
polygons of license plates. Similarly the uTVM-OCR dataset contains 100,000
images of license plates annotated with character strings. Lastly the uTVM-
N2N dataset consists of 6,000 vehicles images which are annotated with their
corresponding license plate characters, serving as a testbed for end-to-end sys-
tem evaluation. Unless otherwise specified, datasets are divided into 70/30% for
training and testing, respectively.

Evaluation Metrics. We measured the license plate detection and recognition
models using the average precision (AP) and the accuracy of sequence (AOS).

Average Precision is a popular metric for evaluating the object detection
models. This is the mean of precision values of the detector over multiple recall
rates from 0 to 1. The precision and recall are formulated as follows:

Precision =
TP

TP + FP
, Recall =

TP

TP + FN

where TP, FP, FN is the true positive, false positive and false negative value,
respectively. These values are determined according to an IoU threshold (inter-
section over union) between the detected polygonal bounding box and the ground
truth license plate.

Accuracy of Sequence (AOS) for license plate recognition is defined as follows:

AOS =
n− #error

n

where n, #error are the total number of tested license plates and of unrecognized
ones, respectively. If any of the characters in license plate string is not correctly
recognized then the license plate recognition is erroneous.
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4.2 Results on License Plate Detection

We trained, evaluated and compared SHELP and WPOD-NET on three datasets
Stanford-Cars, CCPD and uTVM-LP.

Table 1. Average Precision of license plate detection models.

Dataset IoU WPOD-NET SHELP

Stanford-Cars 0.5 81.2 82.3

Stanford-Cars 0.65 72.6 74.9

uTVM-LP 0.6 96.9 98.2

CCPD-2020 0.6 92.9 93.1

Accuracy of SHELP. The overall results on all datasets are presented in
Table 1. On all datasets and IoU thresholds, our proposed method (SHELP)
are better than WPOD-NET.

The results on uTVM-LP dataset partitioned into bikes and big vehicles in
daytime and nighttime are shown in Table 2. With IoU of 0.5 all methods per-
form exceptionally well on bikes, with more than 99.2% AP, where our proposed
method SHELP still show better accuracy. The high performance is because the
license plates account for a bigger ratio of area in unique bike images than in
unique four-wheel ones. Moreover, there are normally lots of noises in four-wheel
images such as the poster of advertisements, the reflection in the car mirror or
even the license plate images of the neighboring vehicles.

On the uTVM-LP dataset, the performance gap for big vehicles is wider
among methods. Again, our method is better than WPOD-NET with a margin
of 2.29 points in daytime and 6.74 points in nighttime. Interestingly, our methods
work better in nighttime than daytime, when SHELP can reach 98.09%. This
contrasts with the expected behaviour of WPOD-NET, which drops by 3 points
when going from daytime to nighttime.

Table 2. Average Precision of license plate detection models on uTVM-LP dataset
(IoU= 0.5).

Vehicle Time WPOD-NET SHELP

Big vehicles Daytime 94.32 94.20

Nighttime 91.35 98.09

Bikes Daytime 99.24 99.48

Nighttime 99.30 99.31
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Fig. 7. Mish versus ReLU activation functions in SHELP license plate detection with
various number of pair of blocks, evaluated on the CCPD-2020 dataset.

Contribution of Mish Activation Functions. Figure 7 shows the comparison in
Average Precision between the Mish and ReLU activation functions on the
test set of CCPD-2020. The x-axis represents the number of pair of residual
blocks (intermediate and down-sample) used in SHELP. It can be seen that
Mish achieves a higher accuracy that the ReLU.

4.3 Results on License Plate OCR

The multi-line OCR results on the uTVM-OCR dataset are reported in Table 3.
MCR achieved a very high AOS of 95.17%, 93.02%, 91.28% and 86.73% for
recognition of license plate of four-wheel vehicle images and of bikes captured in
day-time and in night-time, respectively. This accuracy is very significant given
the fact that 83.7% of these license plates are two-lines.

Table 3. Accuracy of MCR license plate recognition on uTVM-OCR dataset.

Vehicle Time No. of images AOS

Cars, trucks, buses Daytime 8,419 95.17%

Nighttime 1,579 93.92%

Bikes Daytime 8,538 91.28%

Nighttime 1,462 86.73%

4.4 End-to-End Results

So far we have evaluated MixLPR modules (license plate detection and OCR)
separately. Since MixLPR is evaluated by the end user, it is important to know
how license plate detection and recognition methods work in the joint system. We
combine WPOD-NET and MCR as a baseline for comparison. Table 4 reports
the results. As expected WPOD-NET + MCR is not as good as our MixLPR
option (SHELP + MCR).
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Table 4. Accuracy of sequence for end-to-end license plate detection and recognition
methods on uTVM-N2N dataset.

Method AOS

WPOD-NET + MCR 90.6

SHELP + MCR 93.5

4.5 Performance

For real-time systems, MixLPR uses SHELP (Sect. 3.1) for license plate detection
due to the smaller model size. The combination of SHELP and MCR also exhibits
higher accuracy for end-to-end recognition of license plate as shown in Table 4.
These models were developed in Pytorch and Keras and were then converted into
NVIDIA TensorRT for faster inference without loss of accuracy. In a workstation
of 24-core CPU, 64G RAM, 2 RTX 2080Ti GPUs, the inference time of the
models with different batch sizes is reported in Table 5. SHELP takes only 1.26,
15, 36 and 75 ms for inference with batch size of 1, 16, 32 and 64, respectively.
On these batch sizes, the inference time of MCR is 6.2, 22.8, 64.8 and 86.8 ms,
respectively. Together, these add up to the total running time of MixLPR of
7.46, 37.8, 100.8, and 161.8 ms, respectively. The speed of MixLPR is therefore
faster than the end-to-end RPNet which is about 16.4 ms on Quadro P400 GPU.

Table 5. Inference time (in ms) of models with different batch sizes.

Model Batch size

1 16 32 64

SHELP 1.26 15 36 75

MCR 6.2 22.8 64.8 86.8

SHELP+MCR 7.46 37.8 100.8 161.8

5 Conclusion

We have addressed the challenges of real-time detection and recognition of license
plates in intelligent transportation systems. The system has to operate reliably
in continuously changing contexts with high accuracy. Existing deep learning
methods based on the convolutional and recurrent neural networks can only
be efficient with grid and sequential data. Therefore, they are less effective or
even inapplicable in heterogeneous environments such as those traffic in many
of dense Asian cities, where license plates can be text block rather than a single
line. We have presented a new framework dubbed MixLPR, which has been
developed and validated in real scenarios. MixLPR is composed of a license plate



Red-Light Running Violation Detection 433

detector SHELP and a multi-line character recognizer (MCR). A comprehensive
suite of experiments on two public and three private datasets demonstrated that
MixLPR is fast and reliable, and it achieved competitive accuracy for both plate
detection task and OCR task compared to state-of-the-art rivals. The end-to-end
integration can also run fast at rate of 2.5 ms per image when run on a batch
size of 64.

We plan several future works. One is to study the accuracy and scalability of
MixLPR in the context of truly end-to-end traffic monitoring, starting from raw
images from cameras to licence plate recognition of every vehicle in the visual
field. It is also interesting to train the two modules of MixLPR in an end-to-end
manner, rather than separately as in the current work.
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Abstract. In view of the poor application effect of the traditional valve pressure
compensationmethod, this study designed an artificial intelligence-based pressure
compensation method for one-way valve of aircraft hydraulic system. Based on
the functional block diagram of aircraft hydraulic system, the pressure conflict
of aircraft hydraulic system is judged and the feasibility of pressure compensa-
tion is analyzed. Based on this, in order to analyze the fault conditions, the unified
modeling ofmultiple systems, including hydraulic energy system, integratedman-
agement control system and hydraulic user system, was completed based onMod-
elica. Then the supplementary design was completed by designing the pressure
compensation model of aircraft one-way valve. The experimental results show
that compared with the traditional method, the pressure compensation effect of
the proposed method is better, and it has higher practical application value.

Keywords: Artificial intelligence technology · Aircraft hydraulic · Check
valve · Pressure compensation

1 Introduction

With the continuous improvement of aviation design and manufacturing level, modern
aircraft flight tasks andflight conditions are gradually diversified,which alsoputs forward
higher requirements for aircraft power demandand safety.Thepower of aircraft hydraulic
system also increases, and the structure of hydraulic system is becoming more and more
complex [1].

The aircraft hydraulic system provides hydraulic energy for hydraulic users on the
aircraft, such as main flight control, auxiliary flight control, landing gear retraction and
retraction,wheel braking, frontwheel turning and engine backstepping. In order to ensure
the flight safety of aircraft, modern aircraft system usually adopts system redundancy
design to increase the safety and reliability of aircraft operation.

The hydraulic system of civil airliner is composed of multiple sets of independent
and backup hydraulic energy systems to provide hydraulic energy for hydraulic users.
Each set of hydraulic system is composed of hydraulic energy system and its correspond-
ing hydraulic users. At the same time, there is an integrated management controller to
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monitor and control the working state of the hydraulic system [2]. There will be some
differences in the design and layout of the hydraulic system of different types of aircraft
according to the passenger capacity and purpose of the aircraft.

The aircraft hydraulic system is closely related toflight control, landing gear, avionics
and other systems. The process from scheme design to integrated development is very
complex. It is necessary to comprehensively consider the influence of various aspects
such as mechanical electrical hydraulic control, as well as the interaction with various
systems [3]. In the design process of the hydraulic system, the traditional design method
mainly carries out physical experiments through the ground hydraulic test platform,
uses the system platform to carry out a large number of hydraulic component tests
and ground whole machine tests, and then modifies the design scheme through the test
data, iterates continuously, and finally completes the finalization of the scheme [4].
However, it is difficult to adjust parameters through this design method, and each test
requires a lot of time, capital and technical resources, which leads to the increase in the
cost of aircraft hydraulic system design and development, and the development cycle
becomes longer. At the same time, failure conditions such as single failure and double
failure cannot be evaluated at the initial stage of scheme design. Therefore, the use
of digital functional prototype technology and computer simulation technology in the
design and development of aircraft hydraulic system has a great advantage in reducing
test workload, reducing research and development costs, and improving the efficiency
of system research and development [5].

In recent decades, with the continuous advancement of digital functional proto-
type technology and multi-domain unified modeling and simulation technology, the
use of simulation models to simulate and analyze aircraft hydraulic systems has been
continuously applied in the design process of aircraft hydraulic system schemes. The
aircraft hydraulic system is a system involving different disciplines such as mechanics,
hydraulics, electrical and control. The simulation analysis of a single field or a sin-
gle hydraulic user cannot comprehensively consider the mutual coupling relationship
between the systems, and cannot analyze the simultaneous action of multiple hydraulic
users on the hydraulic system. The impact of the system, and it is difficult to verify the
impact of hydraulic user load changes on the hydraulic control logic [6]. With the con-
tinuous development of the multi-domain unified modeling language, the digital func-
tional prototype technology of multi-domain unified modeling has been widely used in
hydraulic, mechanical, electrical, control and other fields, and the complex synthesis of
multi-domain systems by simulation designers. The product can carry out overall system
design and analysis. Therefore, in the process of designing the aircraft hydraulic system
scheme, it is of great engineering significance to construct the functional prototype of
the aircraft hydraulic system based on the multi-domain unified modeling technology
[7].

With the rapid development of artificial intelligence, based on the idea of bionics, it
attempts to create an intelligent machine that can replace human work. At present, artifi-
cial intelligence technology has gradually matured in many industries. Among them, the
support vector machine, a classic method in machine learning, realizes the two classifi-
cation of data in a multi-dimensional space by creating a hyperplane. It can reasonably
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use the two classification capabilities of the support vector machine in machine learn-
ing, that is, over. The idea of categorizing the ADs-B data of the two aircraft realizes
the detection of flight conflicts. This method is also a classic in the pattern recognition
method. As the most widely used neural network in the field of artificial intelligence, it
has a working principle that is more in line with human brain thinking, memory and other
behaviors. Therefore, it has more powerful potential for decision-making, recognition
and learning issues [8]. In the traditional flight conflict detection, the model pays more
attention to whether the flight conflict occurs, but rarely pays attention to the severity
of the flight conflict and the future occurrence time, and the classification ability of the
neural network can be used to make short-term predictions of the time of the flight con-
flict. For decision-making problems such as giving flight conflicts to resolve solutions,
the neural network has shown its ability to quickly determine, and a reasonable design
classification model for the problem can provide a solution for the two aircraft at the
same time as the flight conflict occurs.

2 Method Design

2.1 Detect the Pressure Conflict of the Aircraft Hydraulic System

Aircraft hydraulic system is generally composed of hydraulic energy system, integrated
management control systemandhydraulic user system.Thehydraulic energy systempro-
vides hydraulic energy for hydraulic users according to the control signals of cockpit and
integrated management control system, and the integrated management control system
controls the main components of hydraulic energy system according to aircraft status
signals and hydraulic status signals, The hydraulic user completes the corresponding
flight function driven by the control command and hydraulic energy [9].

The aircraft hydraulic system is also equipped with a hydraulic integrated manage-
ment controller that can automatically control the main hydraulic components. During
the working process of the aircraft hydraulic system, HIMCwill continuously collect the
working status signal of the hydraulic system, and receive the aircraft flight status signal
at the same time, make judgments through the hydraulic control logic in the HIMC,
and analyze the current flow pressure demand and failure conditions of the hydraulic
system, so as to follow The flow requirements of different flight profiles of hydraulic
users automatically turn on or off hydraulic electric pumps or PTUs.

The hydraulic user system mainly includes: aileron, elevator, rudder and spoiler
actuation system, landing gear retractable system, front wheel turning hydraulic system
and wheel brake hydraulic system and other 7 sub-systems. The hydraulic user receives
the maneuvering instructions, and is driven by the hydraulic to realize the control of the
flight attitude and the related maneuvering of the landing gear. The aircraft hydraulic
system involves multiple fields such as hydraulics, machinery, control, etc.

The mutual coupling between each system must be considered comprehensively
when designing the system. Its functional block diagram is shown in Fig. 1.

As shown in Fig. 1, the hydraulic energy system is one of the important energy
systems on the aircraft, which mainly provides corresponding hydraulic energy for the
hydraulic users on the aircraft. The aircraft hydraulic energy system is composed of 3
sets ofmutually independent hydraulic energy systems,which are respectively connected
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Fig. 1. Functional block diagram of aircraft hydraulic system

with the corresponding hydraulic users to realize the reasonable distribution of hydraulic
load, and ensure that the pilot can still control the aircraft in the event of a single point
of failure to achieve a safe landing of the aircraft.

2.2 Feasibility Analysis of Pressure Compensation

The system reliability needs to be analyzed before the system design, and the experi-
mental data of the components that jointly constitute the aircraft system are calculated,
which can respectively ensure the completeness of the aircraft hydraulic system design
and serve as a reference for subsequent aircraft improvement. Functional reliability is
the content that the aircraft hydraulic system needs to be analyzed in order to realize its
function [10, 11].

This chapter analyzes the realization of pressure function, logic function and failure
rate parameters of aircraft hydraulic system. The test platform is mainly used to simulate
different pressure conditions of aircraft flight profile. Taking the aircraft flight process
as the time axis, the aircraft from take-off to landing can be mainly divided into several
stages: horizontal taxiing, take-off taxiing, rotary takeoff, take-off climbing, climbing,
normal flight, aircraft descent, aircraft approach, landing flight, landing taxiing and
aircraft taxiing. For different aircraft States, different pressure support is required under
normal conditions, and the pressure requirements at each stage are shown in Table 1.

As shown in Table 1, the pressure required during takeoff is generally large, and
the pressure is generally small during aircraft landing. In order to realize the above
changes, necessary pressure simulation is needed to meet the signal requirements. The
use of servo pressure control is not only a classic way of pressure control, but also a
common method of aircraft hydraulic system. In order to realize this mode, the pressure
and spool displacement are used as feedback in different states, and the pressure is
controlled through PLC signal acquisition. Analog pressure load control is to realize
the functional reliability of the aircraft. It is a semi physical simulation to simulate the
pressure required by eachhydraulic subsystemof the aircraft. It is an important premise to
ensure the demand of the whole flight state of the aircraft. At the same time, it also meets
the requirements of the aircraft hydraulic energy system for the pressure load simulation
of each hydraulic user of the aircraft [12]. By analyzing different aircraft flight profile
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Table 1. Definition of flight phase

Flight mission Pressure demand (N/min)

Smooth line 7.84

Take off 81.36

Spin and lift off 82.68

Climb 82.78

Cruise 71.12

Decline 62.81

Go around 82.95

signals, the aircraft pressure demand can be divided into general step response and
continuous change response. Different control parameters are used to simulate different
pressure signals.

The load module is used to simulate the load pressure during aircraft flight and
movement. Different pressure requirements need to bemet for various stages and actions
in the flight process of the aircraft. As the pressure simulation of actuator, on the one
hand, the load simulation module needs to realize the mutual backup of the system and
can be used. On the other hand, it needs to meet the given system pressure to carry out
the actual simulation of the system. Pressure simulation using servo valve.

Since the oil pressure of the aircraft hydraulic system rises very quickly, in order to
reduce the high temperature of the hydraulic system caused by the excessive temperature
rise and reduce the system reliability, the back pressure valve is returned to the rear of the
fuel tank and the logic is also required. Controlled temperature cooling control switch.

2.3 Design of Aircraft Check Valve Pressure Compensation Model Based
on Artificial Intelligence

At present, most of the handling methods for flight conflict resolution rely on the manual
operation of controllers and less use computer-aided system, which puts forward very
high requirements for the ability and quality of personnel [13]. In route flight, especially
in the complex airspace of the terminal area, it is difficult to carry out complex guidance
for the aircraft. Therefore, the controllers usually formulate some command standards.
Although the guidance for the aircraft is often not the optimal path, different controllers
ensure the safe operation of the aircraft to the greatest extent through unified and standard
command methods.

In the process of controller’s command, the command command of guiding the
aircraft is more intuitive, and the methods of adjusting altitude, speed and heading are
often used to solve the flight conflict.Adjusting the vertical distance between aircraft is an
importantmethod to solve flight conflicts. Through height adjustment, flight conflicts due
to the vertical distance less than the safety interval can be adjusted, and flight conflicts
on the horizontal plane can also be solved in three-dimensional space through space
expansion. Moreover, in the process of approach control, due to the close horizontal
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distance between aircraft and the large turning radius of aircraft, the method of adjusting
course to avoid flight conflict is difficult to achieve, and it is relatively easy to change
altitude. Therefore, the method of adjusting altitude is often used to solve the conflict.

In actual operation, it is important to pay attention to whether the adjacent altitude
is occupied by other aircraft. If it is not occupied, the altitude adjustment method can
be used. In addition, if there is a conflict between the ascending and descending aircraft
altitude changes, the aircraft can first move to a conflict-free intermediate altitude, and
then continue to ascend or descend after the conflict is resolved by related methods.
When the cause of the conflict is that an aircraft is rising or falling and the distance
between the aircraft is less than the safe interval, the conflict can be resolved by issuing
an instruction to stop crossing. At the same time, for conflict resolution instructions, it
is required to meet the one-step principle as much as possible to avoid the impact on
other fluctuations caused by multiple changes in height. In order to reduce the pressure
of aircraft hydraulic system, the pressure compensation model is constructed as follows:

B = HHT (1)

B′ = D ∧ DT (2)

HT
j = aDT (3)

a = HT
j D (4)

p =
k∑

i=1

λi (5)

In formula (1–5), B is the symmetric positive definite matrix; B′ is the decomposed
symmetric positive definite matrix; H is the matrix of m × n; T , a, and i are constants;
D is the eigenvector; DT is the T mutually orthogonal The characteristic vector of the
point; HT

j is the intelligent analysis vector of the j column of aircraft pressure; p is
the contribution rate of aircraft pressure; k is the pressure characteristic value; λi is the
characteristic principal component. This article standardizes the model data as follows:

Xi = Xi − Ximax

Ximax − Ximin
− 1 (6)

In formula (6), Xi is the calibration value; Ximax and Ximin are the maximum and
minimum values of calibration respectively. In this paper, let p = 1, then:

xi = aif1 + ai2f2 + ... + aiqfq (7)

X =

⎡

⎢⎢⎢⎣

x1
x2
...

xi

⎤

⎥⎥⎥⎦ (8)
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A =

⎡

⎢⎢⎢⎣

a11 a12 ... a1i
a21 a22 ... a2i
... ... ... ...

ai1 ai2 ... aip

⎤

⎥⎥⎥⎦ (9)

X = AB + ε (10)

In formula (7–10), xi is the common factor; f1, f2, fq, ai, ai2, aiq are observable
variables; X is the factor analysis formula; x1, x2, xi are the pressure variables of the
aircraft; A is the common factor pressure Load matrix; ε is the factor vector.

By constructing the model, the effect of pressure compensation needs to be further
improved. The coupling relationship between various systems should be considered in
the design process of aircraft hydraulic system. However, in the traditional modeling
and simulation design, two methods are generally used. One is to establish a model
of a single domain subsystem in a single software, fully analyze the subsystem, and
then modify the system according to experience or test data to consider the impact of
other systems. Its disadvantage is that the impact on other systems is not considered
comprehensively and it is difficult to calculate accurately. The second is to model and
simulate the aircraft hydraulic system through joint simulation [14]. This method first
needs to artificially separate the coupling relationship between various systems, then
establish simulation models in different software, integrate different models into one
software through the interface between various simulation software, and build a joint
simulation model to simulate the whole system. This method has high requirements for
designers. They should master the operation of each software and be familiar with the
interface between the software.

2.4 Realize the Pressure Compensation of the One-Way Valve of the Aircraft
Hydraulic System

The design of the aircraft hydraulic system not only needs to consider the working char-
acteristics of the hydraulic system under normal conditions, but also consider whether
the hydraulic system can realize the function of energy system reconstruction under fault
conditions. On the one hand, traditional design methods are difficult to analyze under
fault conditions; on the other hand, the current modeling simulation does not model the
system as a whole, and it is difficult to conduct a comprehensive analysis and evaluation
of fault conditions.

A complete aircraft hydraulic system model, including hydraulic power system,
integrated management control system and hydraulic user system, is required to analyze
the failure conditions. Its structure is shown in Fig. 2.

In this study, the unifiedmodeling of multiple systems is completed based onModel-
ica,which lays a foundation for the simulation analysis of fault conditions.Modelica is an
open, object-oriented, equation-based computer language that can easily model complex
physical systems across different domains, including: mechanical, electronic, power,
hydraulic, thermal, control, and process-oriented subsystem models. The open Model-
ica standard library includes 920 component models from different physical domains
with 620 functions.
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Hydraulic power system

Integrated management 
control system

Hydraulic user system

Aircraft hydraulic 
system model 

structure

Fig. 2. Complete structure diagram of aircraft hydraulic system model

Due to aircraft hydraulic system of the power demand is bigger, strict in the vol-
ume and weight of the pump at the same time, as a result, the aircraft hydraulic system
generally USES constant pressure variable piston pump as pump source, the constant
pressure variable pump usually USES the axial plunger pump, axial type constant pres-
sure variable piston pump with axial variable piston pump, the constant pressure valve
and the variable cylinder.

Workingprinciple of constant pressure variable pump: the settingpressure of constant
pressure variable pump is determined by the preload spring of constant pressure valve.
The setting pressure can be designed by changing the preload of spring. The pressure
of the hydraulic system is determined by the load and regulated and limited by the
constant pressure variable pump. When the system pressure is less than the set pressure,
the constant pressure variable displacement pump outputs the maximum flow; When
the system pressure reaches or exceeds the set pressure, the constant pressure variable
pump enters the constant pressure model. In the constant pressure mode, the high-
pressure hydraulic oil output by the pump controls the movement of the variable cylinder
through the constant pressure valve. The change of piston displacement of the variable
cylinder can change the inclination of the swashplate, so as to adjust the change of pump
displacement. After the change of displacement, the output flow of the pump will also
change, and finally achieve the adjustment of output pressure.

The control of the displacement of the constant pressure variable pump is the basis
of constant pressure regulation. The displacement of the pump is controlled through the
variable cylinder, so that the output flow of the pump is always consistent with the load
flow demand, and the pressure of the regulating system is maintained near the working
pressure.

The air-to-ground signal is used to determine whether the aircraft is in the air-flight
state, and its high position indicates that the aircraft is in the air-state, including the
aircraft’s take-off, climb, cruise, approach, and preparation for landing stages. The signal
is obtained by the pressure sensor installed on the landing gear struts of the aircraft.
When the pressure of any sensor is not equal to zero, the wowC Weight On Wheels
signal is true, and the aircraft is considered to be on the ground. The WOW signal is
logically judged to produce the auxiliary signal of the aircraft hydraulic system, that is
the air-to-ground signal. The air-to-ground signal is mainly judged by the control logic
of the auxiliary hydraulic pump. Therefore, the actual working conditions of the aircraft
hydraulic system must be considered comprehensively. Landing roll phase: When the
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WOW signal changes from false to true, the aircraft hydraulic system is still in a high
flow condition at this time, and the air-to-ground signal needs to be kept high for a period
of time to ensure that the standby pump is turned on and the system has a large flow
output; 2#hydraulic System low pressure condition: At this time, PTU needs to be turned
on for pressure supply. If the aircraft is on the ground, PTU should not be turned on.
When the above two conditions are met, the falling edge of theWOW signal is triggered,
and the high bit remains for a period of time before it changes to the low bit.

The engine status signal is used to reflect the working status of the engine, including
the aircraft’s ground roll, take-off climb, cruise, approach and landing roll phases. The
engine state signal can be generated by judging the positions of the left and right engine
throttle levers. The engine signal is also the automatic control logic judgment of the
user’s standby pump. Therefore, the hydraulic system must be considered to meet the
flow requirements of the hydraulic user in different working conditions.

In the ground idle phase: when the aircraft slides from landing to ground idle, the
engine signal will change from true to false, but at this time, the hydraulic user is in the
high flow condition, so it is necessary to keep the falling edge of the signal and delay the
trigger for a period of time; Abort takeoff phase: when the aircraft needs to abort takeoff,
the engine signal will change from true to false, but at this time, the hydraulic user is in
high flow condition, so it is necessary to keep the falling edge of the signal and delay
the trigger for a period of time. When the above two conditions are met, the falling edge
of the engine status signal is triggered, and the high level remains for a period of time
before it changes to the low level. The main function of the hydraulic pump control logic
of the aircraft hydraulic system is to complete the energy reconstruction under the fault
state of the redundant system. At the same time, it also has a certain function of energy
optimal utilization, that is, it can automatically turn on or off the hydraulic electric pump
according to the flow demand of the flight profile User system.

HIMChydraulic pumpcontrol logic is composedofACMP1B,ACMP2B,ACMP3A
and ACMP3B control logic and PTU selection valve control logic_5. Due to the variety
of control logics, the implementation and working principles of each pump control logic
are the same. Therefore, the following mainly describes the automatic control logic
modeling of the ACMPIB pump in detail, and the automatic control logic modeling
process of other standby pumps is the same. The automatic control of the hydraulic
pump is to automatically turn on the standby pump under high flow conditions and fault
conditions, and automatically turn off the standby pump under low flow conditions and
normal conditions. Large-flowoperating conditionsAccording to the principle of aircraft
hydraulic system design, when the aircraft hydraulic system is in large-flow operating
conditions and the No. 1 system is working normally, the electric pump ACMPIB acts
as a backup pump to supplement the system’s flow and stabilize the system pressure.
When the aircraft is in the take-off or landing phase and the flap angle is not zero, the
hydraulic system is in a high-flow condition. When the aircraft hydraulic system is in
the normal flight profile, the system is under low pressure due to EDP 1. A failure, or
the left engine is shut down. At this time, if the oil volume and oil temperature of the 1#
fuel tank are normal, ACMPIB needs to be automatically turned on to supplement the
pressure and flow of the system, To ensure the normal flight safety of the aircraft.
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The electro-hydraulic servo valve is a key hydraulic component in the PCU. Its
main function is to control the flow and flow rate of the hydraulic oil according to the
electric control signal and the hydraulic servo signal, thereby controlling the extension
or retraction of the actuator. The working principle is: when the control current is input,
the control coil generates a deflection torque to make the jet tube deviate from the center
position, the pressure in the two jet receiving tubes changes, the pressure on one side
increases and the pressure on the other side decreases, so that the two ends of the main
spool The pressure difference is generated, and the spool is driven to move relative to
the valve body; meanwhile, the spool displacement generates a feedback torque through
the feedback rod to make the jet tube return to the center position. When the torque
generated by the control coil and the feedback torque are equal, the jet tube returns to
the jet receiver. At this time, the main spool is in a stable position, and the corresponding
flow and pressure control hydraulic oil are output.

3 Experiment and Analysis

In order to verify the practical effect of the one-way valve pressure compensationmethod
of aircraft hydraulic system based on artificial intelligence, the following experimental
process is designed.

3.1 Experimental Environment Parameter Design

In atmospheric air, even if the discharge voltage is up to 30 kV and the capacitor storage
energy exceeds 4J, the test piece still cannot be ignited.

In the pure oxygen environment, as the pressure increases, the energy required to
ignite the test piece decreases dramatically. Due to the limitation of test conditions, the
pressure can only be raised to 3 Mpa in the experiment.

In the actual oxygenation process of the aircraft high-pressure oxygen check valve,
the internal pressure of the valve can reach more than 10 Mpa, so it is estimated that the
energy required for ignition is very small. In this environment, electrostatic discharge is
easy to cause an explosion accident. In view of this situation, set the pressure parameters
of the aircraft as shown in Table 2.

Table 2. Aircraft pressure parameters

Oxygen pressure/MPa Falling pressure/MPa Capacitors store energy/mJ

0.1 123.7 2808.45

0.5 113.4 897.80

1.0 105.0 12.00

2.0 92.1 48.05

3.0 81.2 7.20
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In Table 2, the falling pressure of the aircraft will decrease with the increase of
oxygen pressure. Therefore, the safety of the aircraft falling can be guaranteed to the
maximum extent.

3.2 Experimental Results and Discussion

In the above experimental environment, the traditional method is compared with the
method designed in this paper. The experimental results are as follows.

Table 3. Experimental results

Number of experiments/time Compensation pressure by
traditional method/MPa

Compensation pressure/MPa

1 121.2 251.3

2 134.5 278.2

3 142.3 302.4

4 156.8 327.9

According to the results shown in Table 3, the compensation pressure of the tradi-
tional method is small, which will lead to the problem of insufficient supply of aircraft
hydraulic system, thus causing hidden trouble in flight. Compared with the traditional
method, the pressure value compensated by the method in this paper is larger and always
within the safety range, which proves that it can adapt to the supply effect of aircraft
hydraulic system and meets the research purpose of this paper.

4 Conclusion

Although the probability of a large civil aircraft crash is low, it still exists. The analysis
of the reliability of the aircraft hydraulic system can analyze the possible situations
of the hydraulic system. Through prevention and key maintenance, the probability of
aircraft crashes due to hydraulic system failures can be further reduced. The design of the
hydraulic system test bench is an important process to ensure the successful development
of the civil aircraft hydraulic system. It plays an important role in verifying whether the
principle layout of the aircraft hydraulic system is reasonable and whether the various
indicators meet the requirements. The necessary analysis can avoid unnecessary fatal
errors in the aircraft development process.

In this paper, the necessary analysis is carried out in terms of reliability. Through
the reliability analysis applicable to the general hydraulic system, the analysis is carried
out with a focus on the failure rate parameters of the hydraulic system. The reliability of
the aircraft hydraulic system should run through the entire aircraft design, not only the
simulation settings of some reliability parameters need to be completed before the aircraft
design, but also the reliability analysis of other parts during the aircraft installation
process, until the aircraft completes the hydraulic system In the functional design of the
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above, it is necessary to collect various parameters of the aircraft during the final flight
test phase and the normal operation phase of the aircraft, and reserve them for each
aircraft maintenance use. This analysis is a general analysis and use case. Generally, it
takes a long time to test the parts. This part of the design shows the parameters that need
to be paid attention to for reliability, provides comparison and certain standards for the
design of future civil aircraft, and improves the safety and professionalism of our civil
aircraft.
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Abstract. There is a large flow of people in the civil aviation security inspection
process, and the traditional face recognitionmethod is inefficient in synchronously
recognizing multiple faces. To this end, a synchronous recognition method of
multiple faces in civil aviation security check based on deep transfer learning
is designed. Collect multiple face image data, and perform face image feature
processing. Using deep transfer learning to build a multi-face synchronous recog-
nition model for civil aviation security inspection, and then realize the multi-face
synchronous recognition of civil aviation security inspection. The comparison
experiment is used to verify that the face synchronization recognition effect of the
new method is better, which is of great promotion value.

Keywords: Deep migration learning · Civil aviation security check · Multiple
faces · Synchronous recognition method

1 Introduction

Identity authentication technology is playing a very important role in modern society.
Especially with the rapid development of the Internet, information security has become
more andmore important. Identity authentication is widely used in finance, security, jus-
tice, network transmission and other application fields [1]. Currently, the most widely
usedmethods of identity authenticationmainly include logos (represented by keys, chest
cards, employee cards, identity cards, etc.), specific knowledge (such as passwords, pass-
words, passwords, etc.) and the combination of logos and specific knowledge (such as
bank cards passwords, access cards+ passwords, etc.) [2]. Identification numbers, mag-
netic cards, IC cards and other technologies have been widely used. Although these
technologies are technically mature and can be protected by information encryption and
other strategies, the essence of these technologies is to add additional distinguishing
information to the individual, which is easy to be lost, forged or stolen, and it is difficult
to distinguish who is the real user and who is the impostor of the system. Today, with
the rapid development of the information superhighway and the expanding influence of
cyberspace on human beings, the reliability and methods of traditional authentication
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methods are challenged in the fields of electronic commerce, human-computer interac-
tion, public security and network transmission, and the innovation of these technologies
also put forward higher requirements for authentication methods and methods [3, 4].

Compared with fingerprint, iris and other biometrics, face recognition has many
advantages, such as direct, friendly, convenient, stealthy, non-invasive, interactive and
so on. Users have no any psychological barriers, and through the facial expression and
posture analysis, they can get some information that other recognition systems can
not get. As a result, academia and industry have focused on face recognition over the
past 30 years [5]. Some scholars have used improved convolutional neural networks to
recognize faces. On the basis of improving the CNN network, the ensemble learning
strategy based on voting method is used to convexly combine the results of all individual
learners into the final result to achieve more face recognition. However, the performance
of this method in face recognition needs to be improved. There are also scholars who use
the local ternary mode to extract low-resolution facial features, divide them into several
blocks, and count the feature histograms of each sub-block. Face recognition is achieved
by measuring the similarity of the histograms of the training set and the test set by the
chi-square distance. However, the recognition of face details in this method needs to be
optimized.

Face is a kind of highly non-rigid target, and there are a lot of details that reflect
individual differences. First of all, the extremely complex face structure makes the face
imaging itself a difficult problem, and the movement of facial muscles makes the face
become a non-rigid object. Due to the influence of race, human face has different skin
color models, contour models, but this difference in the same race is also different [6].
In a word, face recognition is a complex technology involving many subjects such as
pattern recognition, computer vision, image processing, physiology and cognition. In
order to improve the effectiveness of civil aviation security, this paper fuses the depth
transfer learning with the multi-face synchronous recognition method.

2 Multi-face Image Preprocessing for Civil Aviation Security
Inspection

2.1 Collect Multiple Face Image Data

The first step in face recognition is to collect face images. The quality of the collected
face images directly affects the success or failure of subsequent face matching [7].
There are two types of image acquisition today: offline scanning and live scanning. In
vivo scanning refers to the direct acquisition of human faces. In recent years, there have
been many technological innovations in the sensors used in vivo scanning. The main
types of sensors are optical sensors, silicon crystal sensors and ultrasonic sensors. Offline
scanning, such as collecting the faces of criminals at the crime scene, collecting face
and facial information, etc.

Optical Sensor: Optical Sensor is based on the principle of total reflection of light,
light pressure on the face of the glass surface, CCD acquisition of reflected light to
draw the face image, the amount of reflected light depends on the face pressed on
the glass surface of the ridge and valley line depth and skin and grease between the
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glass [8]. Silicon crystal sensors are small in size and low in power consumption, but
are easily affected by static electricity, are easily damaged, and cost more than optical
sensors. Ultrasonic sensor: Ultrasonic sensor is considered to be a very good way of
face imaging technology, and its process is very similar to the laser in optical scanning.
In an ultrasound scan, the dirt and oil accumulated on the skin have little effect on the
obtained image, so such an image can be truly reflected. The face images collected by
the three sensors are shown in Fig. 1.

Ultrasound 
scan

Silicon 
crystal 
sensor

Optical 
sensor

Fig. 1. Images captured by three sensors

2.2 Face Image Feature Processing

The process of face recognition is actually the process of face feature comparison, so the
quality of face feature extraction determines the success or failure of the whole recog-
nition system. Feature extraction includes three questions: what feature to extract, what
method to extract feature, andwhether the extracted feature can represent the true feature
of the face [9]. Feature extraction is the core algorithm in the whole face recognition and
identification process. The traditional feature extraction algorithm extracts and processes
as many singular points and detail points as possible, because singular points are mainly
used for rough classification in face database, and detail points are used for distinguish-
ing different types of faces. In the face recognition process, we must first classify a face
according to its macroscopic characteristics, and then match it with the corresponding
face in the face database by using the detail feature parameters. Face feature extraction is
an important premise to ensure the matching performance of automatic face recognition
system. Face classification and matching are all based on face feature information. At
present, most of the popular automatic face recognition systems are based on minutiae.
This method simulates artificial face matching, determines the position of detail features
in the face image, and then determines whether the face matches by comparing the cor-
relations of features. Detail feature is the mutation of facial ridge, and its distribution
and proportion are not the same in the face image. Endpoint and bifurcation are the most
common detail features. Therefore, in most automatic face recognition systems, only
endpoint and bifurcation points are used as detail features, and the pattern matching or
point pattern matching is generally used.

Face image processing is a very important step in the whole automatic face recog-
nition system. All kinds of noises usually accompany the face images acquired. Part of
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it is caused by the picker, such as the stains on the picker, the parameter setting of the
picker is not appropriate, and the other part is caused by facial features. The first kind of
noise is relatively fixed error and is easy to recover. The second kind of noise is closely
related to the individual face features, so it is difficult to restore them. Therefore, face
image preprocessing is a key step in the face recognition process. It is unavoidable to
be disturbed in the process of collecting face images. Under the present condition, it
is impossible to ensure the quality of the captured face images. The aim of face image
preprocessing is to remove all kinds of noises in the face image, eliminate the defor-
mation of the face image and restore the clear and complete face feature structure. The
processing flow is shown in Fig. 2.

Face image 
normalization

Face image 
segmentation

Face image 
enhancement

Face image binarization

Face image thinning

Fig. 2. Face image feature processing flow

As shown in Fig. 2, preprocessing is to process the low-quality face images with
certain algorithms, so as to make the texture structure clearer and ensure the reliability
of feature extraction. The accuracy and stability of feature extraction are directly affected
by the processing results, which determines the performance of automatic face recog-
nition. In general, face image recognition includes image normalization, segmentation,
enhancement, binarization, thinning and so on.

Face image segmentation can not only reduce the processing time of redundant
information, but also improve the accuracy of its subsequent processing algorithm. So
far, many methods have been proposed for face image segmentation, which can be
divided into two categories: gray-basedmethod and direction-basedmethod. Themethod
based on gray level is to select an appropriate threshold to segment the foreground
and background of human face on the statistical feature distribution of gray level. The
direction based method mainly considers the consistency of the face texture direction.
Firstly, the face region andbackground region are distinguished according to the direction
of the texture on the face. In the face region with directional guidance, this method can
identify the face region more accurately. But for the regions with discontinuous ripples
and single gray level, and the regions around the center and triangle, the effect of this
method is not ideal. Both methods have their own advantages and get good results. For
the common face images with clear texture and uniform background, both methods can
segment the face images accurately.
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But the two methods also have some limitations: the gray-scale method is often too
wet or too dry for the face image segmentation results are not accurate, and the direction
based method for the face image of perspiration and other noise processing power is
not strong. Using the local gray mean, local standard deviation and local consistency as
features, the face image is segmented by line classification. Among them, local consis-
tency characterizes the consistency of local image texture orientation, but these features
are not enough to identify the fuzzy region. That is to say, the current method is not
ideal for the poor quality image processing, so we need to propose a low-quality image
segmentation method according to the actual needs.

At present, the face image enhancement methods are mainly based on the texture
characteristics of the face lines, including direction continuity, distance approximation
and so on. Firstly, a separation filter group is designed according to different grain
directions and grain widths. Then different filters are used to filter the images and a
group of filtered images are obtained. Finally, different filtered images are reconstructed
using local texture orientation to reconstruct filtered images. When the number of filter
banks is very large, the algorithm is very good, but the processing time is long, which
will cause the performance of the algorithm to decline, reduce the number of filter banks
and shorten the processing time, but the enhancement effect is not very ideal.

In order to enhance the face image, a filter is designed based on the pre-estimated
local ridge direction andwidth, and then the filter and local face direction are coincided to
achieve face image filtering. Therefore, if the actual grain width exceeds a predetermined
range, this method will fail. Poor image quality can enhance the image quality, but it
leads to a large number of false endpoints or bifurcation points. Feature extraction is
to extract the required features from the input image. It is responsible for expressing in
numeric form such features as the line orientation, line breakpoints, and intersections of
a face image, which can fully represent the uniqueness of the face. In order to compare
the accuracy, feature extraction algorithm is required to extract asmany effective features
as possible, while filtering out false features caused by various reasons.

2.3 Construction of Multiple Face Simultaneous Recognition Model for Civil
Aviation Security Screening Based on Deep Transfer Learning

Global optimization Deep belief networks with multiple hidden layers are often difficult
to deal with, and in order to achieve better optimization performance, greedy algorithms
can be used here, that is, optimization layer by layer, learning only two adjacent RBM
model parameters at a time, and by so greedy learning layer by layer to obtain the global
DBNs. As for why learning greedily is effective for learning DBNs. The DRN obtained
by DRN can be fine-tuned according to the final criteria of interest, that is, a DBNs
network is stratified, unsupervised learning is performed on each layer, and the whole
network is fine-tuned by supervised learning. Each module of a deep belief network
consists of a number of nodes (often hundreds or thousands). The RBMmodel is shown
in Fig. 3.

During the calculation, each layer learns the RBM parameters of this layer through
the learning method of RBM, according to the input data (usually the output of the
next layer), including the connection weights and the hidden layer node values. As the
lowest input, it usually comes from observation variables, i. e. the original training data
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Visible layer

Hidden layer

Fig. 3. Face image feature processing flow

of the object, such as the pixel gray of the image. That is, the visible layer (the training
data) and the h form a typical RBM, making the RBM achieve energy balance. Then
the output layer of the first RBM, the hidden layer, is used as the input of the second
RBM, and the parameters are adjusted separately to make the current RBM structure
energy tend to balance. Higher RBM’s are trained in the same way until the top RBM is
trained. This series of processes is called pre-training or pre-learning. After learning the
RBM layer by layer, we adjust the whole network according to the maximum likelihood
function using the original training data as the monitor data, which is called fine-tuning.
That is the process of deep transfer learning [10]. In order to ensure the accuracy of face
recognition and enhance the ability of multi-face recognition, this paper constructs a
multi-face recognition model for civil aviation security screening based on deep transfer
learning. The model is as follows:

Pi =
∑

j∈C
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In formula (1–4), it is the construction rule of the model. Among them, Pi is the
gradient of the random transformation of the face; Pij is the learning efficiency between
i and j; C is the identification label; f (A) is the partial derivative function of the random
data A; t is the learning time; xi and xj are training samples respectively; k is a constant;
exp is the function definition formula; P′

ij is the learning efficiency between i and j in
a specific area; dij is the Euclidean distance in the feature space; dij is defined, and its
relevant rules are:

dij = ∥∥F(xi;W ) − F
(
xj;W

)∥∥ (5)
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In the formula (5), F(xi;W ) is the multi-layer learning network of the weight vector
W parameterized to xi transition; F

(
xj;W

)
is the multi-layer learning network of the

weight vector W parameterized to xj transition. Let j = k, then:

P = ci

t∑

k=1

kPij (6)

In formula (6–7), P is the identification data point; ci is the label data. It is concluded
that the constraints in the model designed in this paper are as follows.

ONCA =
N∑

t=1

tPij (7)

∂ONCA = ∂F
(
xj;W

)
(8)

∂ONCA

∂W
= ∂ONCA

∂F
(
xj;W

) (9)

In the Eq. (7–9),ONCA is the objective function of NCA, NCA is the linear data point
for deep learning, and ∂ is the partial derivative parameter. Under the model design, the
simultaneous recognition of multiple faces can be performed.

3 Experiment and Analysis

In order to verify the effectiveness of the proposed method, the simulation platform is
MATLAB 2019a, the traditional method is reference [5], and the face database is Yale
B. The database, created by the University of Yale, contains more than 5,000 images of
individuals photographed in a single light, from different poses and lighting conditions.
The size of each picture is 640 × 480. Figure 4 shows some sample images of this
database. The experimental process and results are shown below.

Fig. 4. Examples of some images of Yale B’s face library
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3.1 Experiment Procedure

First, analyze the passenger information table of civil aviation security check, as shown
in Table 1 below.

As shown in Table 1, it is the passenger information table of civil aviation security
check. According to the research on face recognition in the article, deep learning and
face recognition are integrated, and the passenger information and face information are
compared to ensure the safety of passengers and civil aviation.

Table 1. Passenger information form for civil aviation security check

Name Type Comment

Id NUMBER Serial number

FlightNum VARCHAR Flight number

Name VARCHAR Name

Age VARCHAR Age

Photo Blob Picture

3.2 Experimental Results and Discussion

In the above environment, the method designed in this paper is compared with the
traditional method to verify the recognition effect of the two methods. The results of
partial face recognition are shown in Table 2.

Table 2. Experimental results

Number of experiments References [5] Simultaneous
recognition of the number of
faces/piece

The face recognition method
designed in this paper recognizes
the number of faces at the same
time/piece

1 25 50

2 30 55

3 35 60

4 40 65

As shown in Table 2, the traditional method can recognize up to 40 faces at the same
time. Under the same conditions, the method designed in this paper can recognize up to
65 faces at the same time, and the recognition effect is better, which is in line with the
research purpose of this paper.

On the basis of the above experimental environment, we conducted a comparative
test again. The experimental indicator of this test is the face information recognition
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Table 3. Face information recognition time comparison

The number of experiments Traditional method The method of this paper

1 7.23 2.35

2 7.21 2.21

3 7.26 2.58

4 7.26 2.64

5 7.14 2.57

6 7.23 2.76

7 7.35 2.72

8 7.41 2.46

9 7.25 2.26

10 7.47 2.62

time. Randomly select 100 face images in the database, each group of 10, and conduct
a total of 10 experiments. The experimental results are shown in Table 3.

It can be seen from Table 3 that the time for traditional methods to recognize face
information is all higher than 7s, while the time for this method to recognize face infor-
mation is all less than 3s. It can be seen that the method in this paper can realize
the recognition of multiple face information in a relatively fast time, and improve the
efficiency of civil aviation security inspection.

In order to further visually verify the effectiveness of the method in this paper, the
effect of using the method in this paper to identify the face identity is shown in Fig. 5.

Same 
identity

0.724 0.712

Different 
identitiy

0.115 0.110
Multi-face recognition renderings

It can be seen from Fig. 5 that the similarity between face pairs with the same identity
but different facial poses is high, while the similarity between face pairs with different
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identities and different facial poses is very low. It shows that the method in this paper
can extract highly recognizable face features from the multi-pose face images in the
surveillance scene.

4 Conclusion

With the continuous development of society, ensuring information security through iden-
tification has become a hot topic today, and face recognition technology has gradually
become a hot area of research. Based on the actual civil aviation security inspection
system, this paper studies the preprocessing of face images, image feature extraction
and image matching, and finally applies the research to actual projects.

Through the research of this article, we have a deep understanding of the field of face
recognition, and face recognition technology needs to be completed by many aspects of
cooperation. The algorithm also needs to be improved in practical applications to achieve
the best results. The processing of face images involves several steps to work together to
ensure accuracy. This paper completes the experiment of face recognition by extracting
local feature information and matching faces in polar coordinates. Finally, it is applied
through the inspection of the aviation security inspection system, and focuses on ensuring
the effect of facial synchronization recognition, providing convenient conditions for civil
aviation security inspection.

Fund Project. Characteristic innovation project (NATURAL SCIENCE) (Guangdong Provin-
cial Department of Education), Research on Innovation of Artificial Intelligence Passenger
Identification Technology for Civil Aviation Security Inspection, Project No. 2021ktscx193.

References

1. Liu, Z., Zhang, H., Wang, S., et al.: Reliability evaluation of public security face recognition
system based on continuous Bayesian network. Math. Probl. Eng. 2020(3), 1–9 (2020)

2. Wang, K., Hu, H., Li, L., et al.: Discriminative face recognition methods with structure and
label information via $$l_2$$l2-Norm regularization. Neural Process. Lett. 51(1), 639–655
(2020)

3. Zaman, F.: Locally lateral manifolds of normalised Gabor features for face recognition. IET
Comput. Vision 14(4), 122–130 (2020)

4. Wu, G.L.: Masked face recognition algorithm for a contactless distribution cabinet. Math.
Probl. Eng. 2021(2), 1–11 (2021)

5. Wu, Y., Hu, H., Li, H.: Age-invariant face recognition using coupled similarity reference
coding. Neural Process. Lett. 50(1), 397–411 (2019)

6. Chong, Y.L , Song, T., et al.: Feature fusions for 2.5D face recognition in Random Maxout
Extreme Learning Machine. Appl. Soft Comput. 75, 358–372 (2019)

7. Bala, A., Rani, A., Kumar, S.: An illumination insensitive normalization approach to face
recognition using locality sensitive discriminant analysis. Traitement du Signal 37(3), 451–
460 (2020)

8. Liu, S., Bai, W., Srivastava, G., et al.: Property of self-similarity between baseband and
modulated signals. Mobile Networks Appl. 25(4), 1537–1547 (2020)

9. Liu, S., Bai, W., Liu, G., et al.: Parallel fractal compression method for big video data.
Complexity 1, 1–16 (2018)

10. Yi, S., Zhu, J.S., Jing, H.: Face recognition technology applies in railway scene based on
MTCNN face occlusion technology research. Comput. Simul. 37(05), 96–99 (2020)



Big Data and Signal Processing



Design of Human Resources Multi-dimensional
Evaluation System Based on Big Data Mining

Haonan Chu1 and Junlin Li2(B)

1 School of Labor Relations and Human Resource, China University of Labor Relations,
Beijing 100048, China

2 Beijing Union University, Beijing 100101, China
bfgb545@163.com

Abstract. In order to improve the load quota and throughput performance of
human resources multi-dimensional evaluation system, this study proposes a
human resources multi-dimensional evaluation system based on big data mining.
The system includes four parts: data acquisition module, data preprocessing mod-
ule, evaluation module and feedback incentive module; According to the demand
of systemmining human resource data, the decision tree algorithm is used to mine
human resource data, and then according to the evaluation purpose, characteris-
tics and principles, the evaluation index construction steps are designed to build a
multi-dimensional evaluation index system. On the basis of determining the factor
set of evaluation indicators, calculate the weight of evaluation indicators, so as to
establish a multi-dimensional evaluation model of human resources and realize
the multi-dimensional evaluation of human resources. The experimental results
show that the load and throughput test indexes of the system are within the design
standard, which proves that the system has achieved the expected goal.

Keywords: Big data mining · Human resources · Multi-dimensional evaluation ·
System design

1 Introduction

In the final analysis, the competition between enterprises is the competition between
the pros and cons of corporate human resources. With the development of science and
technology, the economic rate of return of human resources is significantly higher than
that of other resources. Statistics in theUnited States in recent years show that the income
gap caused by human resources and physical capital investment is still widening. The
ratio of the two has reached 4:1, which fully confirms that the role of human resources
in economic development is much higher than other resources, and Plays a vital role in
the development of enterprises [1].

Organizational productivity depends on the use and control of three factors, these
three factors are capital,methods and human resources. Effectively organizing the system
requires information about what is happening, as well as a mechanism for correcting
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or adjusting inputs [2]. The productivity gains obtained by capital can generally be
measured through sophisticated accounting systems.Thebenefits obtainedby themethod
can be evaluated by a control system similar to this one. However, the contribution of
human resources to productivity is difficult to measure. This dynamic performance can
only be evaluated by the work output or work behavior of employees in a period of time.
Performance appraisal is to use productivity effects and efficiency criteria to assign
values to employee behavior or work output [3].

At present, the performance evaluation methods commonly used by most enter-
prises in China are still based on the traditional performance evaluation methods based
on empirical judgment. Therefore, there are some problems, such as large subjective
randomness, poor scientificity, single evaluation means, lack of objective evaluation
standards, closed, opaque and closed evaluation, resulting in large deviation in the eval-
uation results. It frustrates the work enthusiasm of managers and employees, resulting
in low organizational efficiency and difficult to achieve enterprise goals [4]. Therefore,
establishing and improving a scientific and reasonable performance evaluation system
is an urgent task for enterprise human resources development and management [5].

Therefore, in order to improve the CPU and memory occupancy rate, system load
capacity and throughput, this study designed a multidimensional evaluation system of
human resources based on big data mining, in order to provide better technical support
for human resources work.

2 System Design

2.1 System Overall Architecture Design

The design of the human resources multi-dimensional evaluation system is divided
into four parts: data acquisition module, data preprocessing module, evaluation and
assessment module and feedback incentive module, as shown in Fig. 1.

User

Mining HR 
Data

Evaluation and assessment 
module

Evaluation and 
assessment results

Feedback 
excitation module

Fig. 1. Overall framework of the system

As can be seen from Fig. 1, the system in this paper takes employees as the main
body of the system, and the final evaluation results will be fed back to employees, thus
forming a closed loop for the whole system.

Firstly, data mining technology is used to process and analyze the relevant data of
employees’ work, and key characteristic indexes are extracted; Then, after preprocessing
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the extracted key indicators, they are used as the input of artificial intelligence algorithm
according to the weight, and analyzed by artificial intelligence algorithm after training;
Finally, grade evaluation is given to employees’ work; Due to the transparency of the
algorithm, the evaluation process of the system can be output and used as a feedback
incentive to the evaluated employees.

2.2 Big Data Mining Human Resource Data

In data mining classification technology, there are mainly decision tree method, Bayes
method, neural network method and rough set method [6]. A decision tree is a tree
structure similar to a flowchart, in which each internal node of the tree represents a test
of an attribute (value), and its branches represent each result of the test; and each leaf
node of the tree It represents a category. The highest node of the tree is the root node.
Its core algorithm is ID3 algorithm. For this reason, the decision tree method of ID3
algorithm is adopted to mine human resource data.

Assuming that the data set S contains a collection of s data samples, the category
attribute can take m different values, corresponding to m different categories Ci, where
i ∈ {1, 2, · · · ,m}. Assuming that si is the number of samples in category Ci, then the
amount of information I required to classify a given data object is:

I(s1, s2, · · · , sm) = −
m∑

i=1

pi log(pi) (1)

In formula (1), pi = si
s represents the probability of belonging to category Ci for any

data object.
Assuming that an attribute A takes v different values {a1, a2, · · · , av}, the attribute

A can be used to divide the set S into v subsets {S1, S2, · · · , Sv}, where Sj contains the
data samples of the S sets of attributes A and aj values. If the attribute A is selected as
the test attribute (used to divide the current sample set), let sij be the number of samples
of the attribute Ci category in the subset Sj. . Then the information (entropy) h required
to divide the current sample set using the attribute A can be calculated as follows:

h(A) =
v∑

j=1

s1j + s2j + · · · + smj
s

I
(
s1, s2j, · · · , sm

)
(2)

In formula (2), item
s1j+s2j+···+smj

s is regarded as the weight of the j subset, which
is the sum of the sample data of attribute A and aj in all subsets divided by the total
number of samples in the S set [7]. The smaller the h(A) calculation result, the more
“pure” (good) the result of the subset division. For a given sub-set Sj, its information is:

I
(
s1, s2j, · · · , sm

) = −
m∑

i=1

pij log
(
pij

)
(3)

In formula (3), pij = sij
|Sj| represents the probability that any data sample in subset

Sj belongs to category Ci. The information gain obtained by using attribute A to divide
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the corresponding sample set of the current branch node is:

Z(A) = I
(
s1, s2j, · · · , sm

) − h(A) (4)

In formula (4), Z(A) represents the reduction of (information) entropy obtained by
dividing the set according to the value of attribute A.

The decision tree induction algorithm calculates the information gain of each
attribute, selects the attribute with the largest information gain as the test attribute of a
given set, and generates the corresponding branch node. The generated nodes aremarked
as corresponding attributes, and corresponding (decision tree) branches are generated
according to different values of this attribute, and each branch represents a divided
sample subset [8].

The sample subset of the data set divided by the above process is the human resource
data mined by the decision tree algorithm in the mass data. Next, based on these data, a
multidimensional evaluation index system of human resources is established.

2.3 Construct a Multi-dimensional Evaluation Index System

The main purpose of this system is to achieve the following 8 purposes: to provide
a basis for the promotion/demotion/transfer and resignation of employees, the organi-
zation’s feedback on employee performance appraisal, to evaluate the contribution of
employees and teams to the organization, and to provide a basis for employees’ compen-
sation decisions., Evaluate the decision-making of recruitment and selection and work
distribution, understand the training and education needs of employees and teams, eval-
uate the effects of training and employee career planning, and provide information for
work planning/budget evaluation/human resource planning.

Therefore, the system of this study needs to have five characteristics of conformity
to reality, sensitivity, reliability, acceptability and practicality.

Based on this, the research index u is mainly composed of three parts: evaluation
element a, evaluation mark b and status scale c, namely:

u = a + b + c (5)

In formula (5), a represents the basic unit of the evaluation object; b is mainly used
to reveal the key identifiable characteristics of the evaluation elements. It has a vari-
ety of forms. From the descriptive connotation, there are objective forms, subjective
forms, semi-objective and semi-subjective forms. In terms of expression, there are short
sentence, question, and direction indicators; c represents the degree of difference in eval-
uation elements or signs, and the state order and scale. It can be divided into quantifier,
quantitative, hierarchical, symbolic, and graphical, Definition formula, comprehensive
formula, etc. Therefore, multi-dimensional evaluation indicators have the functions of
materialized connection, unified guidance, prevention of subjective one-sidedness, and
deepening of understanding. To this end, according to the principle of homogeneity,
reliability, universality, independence, completeness, and structure, a multi-dimensional
evaluation index system is constructed according to the following steps:
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1. Design of index content. It mainly includes the formulation of evaluation elements,
the selection of evaluation signs and the division of evaluation scales. The design of
each content has different ways and methods for candidates [9].

2. Classification, merger and design. Divide indicators by category.
3. Quantification of indicators. Quantification mainly includes three tasks: weighting,

scoring and scoring. The specific contents are as follows:

1) Weighting. Weighting refers to comparing the importance of different indi-
cators in the “system”. Weighting is actually a process in which the evalu-
ation index system is vertically equalized and can be added. The weighting
methods are: subjective experience method, A, B, C classification weight-
ing method, expert survey method, comparative weighting method, Del non-
weighting method, analytic hierarchy process weighting, multiple regression
analysis weightingmethod, principal factor analysis weightingmethod, standard
deviation Weighting method, etc.

2) Assign points. That is, according to certain rules, a certain score is given to the
“standard status” of each indicator and the degree of difference. There are many
ways to assign points, including standard assignments, grade assignments, regu-
lar assignments, random assignments, precise assignments, fuzzy assignments,
absolute assignments, relative assignments, secondary assignments, and statis-
tical assignments., Decentralized scoring, these scoring methods have their own
advantages and disadvantages, and the scoring method should be determined
according to the specific evaluation situation.

3) Scoring. Score cent is to point to when evaluating or after evaluating to evalu-
ate result quantification and express, the form basically has statistical method,
calculation method, judgment method, choice method.

4. Indicators are applicable.
5. Index test. Judge whether the index is qualified according to the inspection results. If

not, return to step 1 tomodify the index; If the indicators are qualified, the constructed
indicators are output.

According to the above five steps, the indicators constructed in this study are shown
in Fig. 2.

According to the multi-dimensional evaluation index system shown in Fig. 2, human
resources are evaluated in six aspects: environment, personality, performance, ability,
knowledge and morality.

2.4 Multi-dimensional Assessment of Human Resources

According to the index system shown in Fig. 2, the fuzzy comprehensive evaluation
method is adopted to evaluate human resources in multiple dimensions. Based on this,
the evaluation factor set is established as follows:

U = {u1, u2, · · · , un} (6)
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Human resources multi-dimensional 
evaluation index system

Environment

Personality

Performance

Ability

Morality

Knowledge

Workplace
corporate culture
Employment mechanism
Entrepreneur quality
Interpersonal relationship
Temperament type
Physical / psychological quality
Development potential
Enterprising spirit
Goal achievement
Work quality / method
Performance growth
Work quantity / efficiency
Leadership
Innovation
Response
Coordination

General / professional knowledge
Expressive ability
Degree of knowledge
Attitude towards the company
Collective spirit
Political quality
Treat right and wrong
Personal cultivation

Implementation
Judgement
Implementation
Understanding

Fig. 2. Multi-dimensional evaluation index system

In formula (6),U represents the evaluation factor set; ui(i = 1, 2, · · · , n) represents
the i evaluation index, and n represents the number of indexes.

According to the evaluation factor set shown in formula (6), an initial matrix of initial
data indicators of n evaluation indicators of m samples is established:

X = {
xij

}
m∗n (7)

In Eq. (7), X represents the initial matrix of dimension m ∗ n; xij represents the
element in row i and column j of the matrix. Since there are great differences in the
dimension, order of magnitude and degree curve of each index, the initialization data
shall be standardized:

x′
ij = xij

m∑
i=1

xij

(8)

In formula (8), x′
ij represents the data after xij normalization. According to formula

(8), the standardized matrix X ′ of the data can be obtained:

X ′ =
{
x′
ij

}

m∗n (9)
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The j information entropy value Hj obtained from the unit entropy function H is:

H = −k
∑

x′
iλnx

′
j

Hj = −k
∑

x′
iλnx

′
ij

(10)

In formula (10), k represents Boltzmann’s constant; λ represents the number of index
states [10]. For a system with completely disordered information, the order is zero, and
its entropy value is the largest, H = 1. When each sample of m is in a completely
disordered distribution state, x′

ij = 1
m , then:

H = −k
m∑

i=1

1

m
λn

1

m
= k

m∑

i=1

1

m
λnm = kλnm = 1 (11)

So there is: k = (λnm)−1 0 ≤ H ≤ 1.
Since the information entropy Hj can be used to measure the utility value of the

information of the j index (the number of indicators), when it is completely disordered,
Hj = 1, at this time, the information ofHj (that is, the number of the j index) is important
for the comprehensive evaluation The utility value is zero. Therefore, the information
utility value of a certain index depends on the information entropy valueHj of the index,
and the difference Ej = 1 − Hj of 1.

It can be seen that using the entropy method to estimate the weight of each indicator
is essentially calculated by using the value coefficient of the indicator information. The
higher the value coefficient, the greater the importance for evaluation. Therefore, the
weight Wj of the j index is:

Wj = Ej
m∑
i=1

Ej

(12)

Assuming that the comment set is V and there are n evaluation samples, then there
are:

V = {v1, v2, · · · , vn} (13)

According to the comment set shown in formula (13), the membership degree of the

comment set is set to ς(un) = e− 2n−1
10 , where e represents the natural constant. If there

are m evaluation factors, the fuzzy relationship between the evaluation factor set U and
the comment set V can be expressed by the evaluation matrix R:

Ri = {
rij

}
n∗m (14)

In formula (14), n ∗ m represents the dimension of the matrix; rij represents the
element in row i and column j of the matrix. There is the following relationship with the
evaluation factor set U and the comment set V :

rij = ur(ui, vi)
(
0 ≤ rij ≤ 1

)
(15)
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When the weight term W and the fuzzy relationship matrix R are known, the com-
pound operation of the fuzzy matrix can be used to establish the fuzzy comprehensive
model P of the evaluation index system:

P = Wil ∗ Ril (16)

In formula (16), Wil represents the evaluation weight vector of the i index and the
group l; Ril represents the evaluation matrix of the i index and the l group.

The calculation results of Eqs. (12) and (14) are brought into Eq. (16), and the
multi-dimensional evaluation results of human resources can be obtained. Realize multi-
dimensional evaluation of human resources.

3 System Test and Result Analysis

In order to verify the practical application performance of the above designed human
resources multi-dimensional evaluation system based on big data mining, the following
experiments are designed.

In order to verify the performance of the client, network communication and server
at the same time, the LoadRunner stress test tool is used to generate a large number
of users in the system, make the system in an overload state, and detect the usage of
CPU and memory of the system server, as well as the maximum, minimum and average
response time of the system page.

Considering the performance requirements of the design system in practical appli-
cation, the following experimental environment is designed: Set the maximum number
of resource access users to 2000, the maximum response time for resource requests to
1s, and the CPU and memory usage to less than 30%. If the response time exceeds 1s
and the CPU and memory usage exceeds 30%, the system does not meet the design
requirements and needs to be rectified.

The test steps are as follows:

1. Use the LoadRunner stress test tool to create a script on the computer and enter the
website to generate the system stress test parametric setting script.

2. Connect the generated script with the system, create different resources in the system
and record the script;

3. Set the number of virtual users loading resources in different resources to test the
system pressure.

3.1 This Section Describes How to Test the System CPU and Memory Usage

First, test the load rate of the system, and the result is shown in Fig. 3.
It can be seen from Fig. 3 that when the virtual users in the system reach 10,000,

the CPU and memory occupied by its running resources are 25% and 27%, respectively,
which are 5% and 3% smaller than the maximum occupancy rate, which is already very
high. Close to the limit of CPU and memory usage.
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Fig. 3. CPU and memory usage

3.2 System Load Rate Test

The system runs the Vuser test script designed in this experiment 30 times to perform
system pressure test. When the number of script runs reaches 30, after 5 min, the script
runs are reduced by 5 times every 30s to perform system decompression test. The system
load test result is shown as in Fig. 4.

It can be seen from Fig. 4 that under the load pressure shown in Figure (a), the system
load test time is 11 min and 5 s, the average number of clicks is 160.54 s/time, and the
average transaction response time is 4.467s, both in Within the scope of the system test
standard designed in this experiment.

3.3 System Throughput Test

Based on the system load test results, test the system throughput, and the test results are
shown in Fig. 5.

As can be seen from Fig. 5, the system throughput will change with the change of the
number of concurrent users in the system, showing a direct proportional relationshipwith
the system load. Thus, the server operation of this system tends to be stable gradually.

Based on the above three experimental results, it can be seen that the function and
performance of the evaluation system designed in this paper have reached the expected
goal, and it is suitable for practical application.

4 Conclusion

In this paper, combined with the theory of performance evaluation, according to human
resources evaluation principles, objectives, characteristics, the establishment of perfor-
mance evaluation index system. Then the fuzzy comprehensive evaluation model of
performance evaluation is constructed by using fuzzy mathematics theory. From the
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Fig. 4. System load test result graph

overall experimental results, the system in this paper has a good application effect in
load and throughput.

Because the methods and theories based on in the research process have been quite
mature and perfect, so the research on these theories and methods is grounded and
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scientifically feasible. At the same time, the method as an expert system can also provide
a certain reference value for other enterprises system evaluation.
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Abstract. In order to improve the accuracy and efficiency of railway traffic vol-
ume prediction, a railway traffic volume prediction method based on Hadoop big
data platform is proposed. Firstly, the trafficbig data preprocessingmainly includes
three parts: redundant data processing, numerical abnormal data processing and
missing data processing. Then the spatial cross-correlation characteristics of traffic
flow are calculated. Finally, a combined prediction model based on multi features
and multifractals is established to realize the railway traffic volume prediction
based on Hadoop big data platform. The experimental results show that the pre-
diction method in this study has high prediction accuracy, reduces the prediction
time, and meets the needs of method design.

Keywords: Hadoop big data platform · Railway transportation · Transportation
volume forecast · Redundant data · Threshold method · Relevance

1 Introduction

Railway transportation is a mode of transportation that uses railway trains to transport
passengers and goods. It plays an important role in the process of social material pro-
duction. It is characterized by large transportation volume, high speed, low cost and
generally not limited by climate conditions. It plays an important role in China’s eco-
nomic development and residents’ lives. Railway transportation often has problems such
as congestion and equipment overload operation. Accurate prediction of railway passen-
ger volume can not only quickly arrange train dispatching and prevent congestion and
equipment overload operation, it can also reduce transportation in idle time and achieve
the goal of energy conservation and emission reduction.

In order to solve the problems of congestion and equipment overload operation,many
scholars have carried out research on the prediction method of railway traffic volume.
Among them, reference [1] proposed a medium and long-term high-speed railway net-
work passenger flow OD and channel traffic volume prediction method, which is based
on Logit the model builds a passenger flow distribution model, and uses an iterative
weighting method to solve the problem to realize the forecast of transportation volume.
With the increasing amount of data involved in intelligent transportation, traditional
methods cannot achieve better application effects.
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The emergence of Hadoop can well analyze and process these data. Hadoop is a
distributed architecture, which is studied and developed by theApache foundation. Users
do not need to thoroughly understand the implementation process at the very bottom
of the system, so they can write corresponding applications in common programming
languages. Use clusters for fast computing and storage. An important part of Hadoop
is the system file distributed Hadoop (HDFS). One of the advantages of HDFS is its
high fault tolerance and very low hardware requirements. It provides high data rate
for application data and is suitable for applications with large data sets. HDFS has
wide requirements for POSIX. In the file system, the data reading operation is carried
out through streaming. In urban traffic, a large number of traffic information data is
generated every day. The emergence of Hadoop HDFS can make good use of these
traffic information to reasonably induce urban traffic. Therefore, this paper proposes
a railway traffic volume prediction method based on the Hadoop big data platform to
achieve high prediction accuracy of railway traffic volume, so as to alleviate the pressure
of urban traffic congestion, provide convenience for people’s daily life and work and
travel.

2 Traffic Big Data Preprocessing

The traditional traffic data preprocessingmethod is to check whether there is redundancy
and missing in the data by manual comparison or using conventional data processing
tools, and then find out whether there is numerical abnormal data according to certain
criteria. If problems are found, delete, modify and fill them manually according to
relevant standards, so as to complete the preprocessing of traffic data. This method
is completely feasible when dealing with conventional data, but it may not be fully
applicable when dealing with traffic big data.

According to the definition of traffic big data, its scale is large and the data storage
files may be scattered. Using traditional data restoration methods to detect and repair
quality problems of traffic big data has a large workload and low efficiency, which can
not meet the timeliness requirements of traffic management. At the same time, human
operation errors may occur, resulting in problem data or threatening the security of data.
In addition, due to the data protection policy of HDFS distributed file system, the data
cannot be modified directly. Therefore, when processing traffic big data, we should rely
on big data technology and traditional data preprocessing methods to detect and repair
data.

According to the actual situation of the traffic big data file used in the research,
this paper uses Hadoop big data technology to preprocess the traffic big data on the
principle of maintaining the original characteristics of the data as much as possible. The
processing sequence is carried out according to three steps: data redundancy processing,
numerical abnormal data processing and missing data processing.

2.1 Redundant Data Processing

In traffic data, the form of redundant data is that each data item in one data element is
exactly the same as the data items in other data elements. The redundant data detection
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method for conventional traffic datawith a small amount of data is to compare each rowof
data elements with the data elements of all other rows, and the time complexity is O(n2).
When the amount of data is small, the processing method can work normally. However,
when the amount of data is very large, this processingmethodwill have serious problems
in terms of memory overhead and time overhead. Therefore, the redundant processing
of big data still needs to rely on big data technology [2]. Hadoop has its own character
statistics function, which can be used to detect and repair redundant data.

1) Use data collection equipment number, collection date and time serial number as
keywords for character statistics.

2) The data element with the count of 1 time is normally output once, and the redundant
data element with the count of more than 1 time is only output for the first time, and
a new data file is generated [3].

3) Replace the old data file with the newly generated data file to achieve the purpose
of eliminating redundant data [4].

The specific flow of redundant data processing of traffic big data used in the
experiment is shown in Fig. 1.

Start

Data input

Data item split

Whether the 
statistical value is 1

Normal data 
output

Data detection 
completed

Generate result file

Replace original data file

End

Y

Y

N

N

Fig. 1. Preprocessing method for redundant data of traffic big data

This method reduces the comparison times and improves the detection efficiency
of redundant traffic data by classifying data items. At the same time, by generating
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new data files to replace the original files, it not only conforms to the data protection
strategy of HDFS system, but also avoids the problems of low efficiency and human
operation errors that may occur in traditional redundant data processing methods. The
corresponding pseudocode for redundant data processing is expressed as:

df.duplicated() #
df.drop_duplicates(inplace=True) #

2.2 Processing of Numerical Abnormal Data

Traffic data is an objective reflection of road traffic operation. In reality, the traffic flow
of a specific section cannot exceed the saturation flow rate of its section. Similarly, the
average travel speed of the traffic flow will not be much greater than the road speed
limit. The data processing method of threshold method is relatively simple, that is,
set a reasonable value interval [5] for the corresponding data items, and determine the
data items exceeding the reasonable value interval as numerical abnormal data items.
However, the threshold method can only detect the data items with significant abnormal
values, and the recognition degree of abnormal data contained in the normal value range is
not high. However, when the amount of data is large enough, using the threshold method
to process data has three advantages. Firstly, it can eliminate the numerical abnormal
data items with relatively large interference to the follow-up research, and meet the
requirements of data reliability as a whole; Second, the original data characteristics can
be retained as much as possible [6] to reduce the generation of artificial noise data; The
third is that the algorithm has low complexity, improves the efficiency of data processing,
andmeets the requirements of practical application timeliness. Therefore, this paper uses
the threshold method to determine the numerical abnormal traffic data.

The threshold method discriminates the abnormal vehicle speed data and defines the
value range of the average vehicle speed v:

0 ≤ v ≤ c × vl (1)

In formula (1), vl represents the legal speed limit of the road and c is the average
speed correction factor.

The threshold method discriminates the abnormal traffic flow data and defines the
value range of traffic flow q:

0 ≤ q ≤ ε × C × t/60v (2)

Because the HDFS file system has a data protection strategy and cannot directly
modify the value of abnormal data, a new method must be adopted for the processing of
traffic big data. Firstly, threshold method and traffic flow mechanism method are used
to test whether the value of traffic flow parameters is within a reasonable range. For the
data elements determined as abnormal values, record the detector number, acquisition
date and time serial number as keywords, generate abnormal data identification files,
locate the abnormal traffic data, and deal with them together with the missing data in the
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next work. This method not only conforms to the data protection strategy of the system,
but also improves the efficiency of traffic big data preprocessing. The corresponding
pseudocode for numerical abnormal data processing is expressed as:

import pandas as pd
import numpy as np
test_dict = {'id':[1,2,3,4,5,6],'name':['Alice','Bob','Cindy','Eric','Helen','Grace 

'],'math':[90,'\\N',99,78,97,93],'english':[89,94,80,94,94,90]}

df = pd.DataFrame(test_dict)
df
df.loc[df['math']=='\\N']
df.loc[df['math']=='\\N','math'] = df.drop(1).math.mean()
df

2.3 Missing Data Processing

Judging whether the data is missing is the premise of missing data processing. Since the
data used in the experiment is the data collected by themicrowave detector at a fixed time
interval of 2 min, it can be seen that under normal working conditions, the standard data
collection volume of each detector per day should be 720 pieces. Therefore, the missing
data detection method for traffic big data is to detect whether there is a null value in
each row of data elements with the equipment number of microwave detector and data
acquisition date as keywords after data redundancy processing. If none is empty, the
statistical value is added by 1. The statistical value is based on 720. If it is lower than this
value, it indicates that the node is missing data. There have been many studies on how to
fix the problem of missing traffic information data. The common processingmethods are
historical average method, moving average method and exponential smoothing method.
The moving average method uses adjacent data items to fill in the missing data, and
the historical average method uses the periodic law of traffic flow parameters to repair
the missing data with the data of the previous day or week. The exponential smoothing
method uses the trend of time series to repair missing data. In the relevant research
on missing traffic data repair methods, experiments have proved that in the case of a
small amount of missing data, the exponential smoothing method is not much different
from the moving average method and the historical average method [7]. Considering
comprehensively, this paper adopts the moving average method and historical average
method to deal with the missing data of experimental traffic big data.

The formula of moving average method is as follows:

y(t) = [y(t + n) + y(t + n − 1) + . . . + y(t − n)]
n

(3)

The missing data processing method in Hadoop is also a way to generate new files
after data repair to replace oldfiles,meet the systemdata protection strategy, reducework-
load and improve efficiency. The corresponding pseudocode for missing data processing
is expressed as:
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df.isnull().sum()
#axis=0 means delete this line, =1 means to delete this column
df.dropna(axis=0,inplace=True)
df.fillna(0, inplace=True) #
df.fillna(df.mean(),inplace=True) #
df.fillna(value={'edu_deg_cd': train_tag['edu_deg_cd'].mode()[0], #

'deg_cd':train_tag['deg_cd'].mode()[0],
'atdd_type': 

train_tag['atdd_type'].mode()[0]},inplace = True)

3 Calculation of Spatial Cross-Correlation Characteristics
of Traffic Flow

Traffic flow data is a typical time series and spatial geographic data, which has strong
correlation in time and spatial dimensions. Therefore, urban road traffic flow has strong
temporal and spatial distribution characteristics, showing not only temporal variation
characteristics, but also spatial variation characteristics. The spatial variation character-
istics of traffic flow mainly include the transverse variation characteristics of the same
section and the longitudinal variation characteristics of different sections. Lateral varia-
tion characteristics are also simply called spatial correlation, which refers to the variation
characteristics of traffic flow in the same section and different lanes; Longitudinal vari-
ation characteristics, also known as spatial time lag characteristics, refer to the variation
characteristics of traffic flow between upstream and downstream detection sections of
the same lane or the same section. In this paper, spatial statistical analysis and correlation
analysis will be used to study the spatial correlation and spatial time delay of traffic flow.

Spatial correlation [8] is an important property of spatial geographic data. Its concept
is similar to the autocorrelation of time series. It describes the correlation characteristics
of a spatial location and its adjacent spatial location in the value of research attributes.
Spatial correlation analysis of traffic flow data refers to the spatial correlation charac-
teristics of traffic flow attribute values (such as flow, density or speed). This paper also
uses Pearson correlation coefficient to analyze the spatial correlation of traffic flow. If
the adjacent spatial location is close in the value of the research attribute, the value
of Pearson coefficient is large, indicating that the correlation between the two spatial
locations is strong; Otherwise, the spatial location has weak or no relevance. Suppose
X {xi|i = 1, 2, · · · n} and Y {yi|i = 1, 2, · · · n} represent two traffic flow sequences at dif-
ferent spatial locations respectively, x and y represent x and y mean values respectively,
in which the spatial correlation number of d order delay is an extension of Pearson
correlation coefficient [9], which is expressed as:

ρxy =

i=1∑

n
(xi − x)(yi−d − y)

√
i=1∑

n
(xi − x)2

√
i=1∑

n
(yi−d − y)2

(4)
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Based on the above process analysis, the spatial correlation analysis of traffic volume
provides a basic basis for traffic flow prediction.

4 Realization of Railway Traffic Volume Prediction

The modeling process is shown in Fig. 2:
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Fig. 2. Modeling process

The conditional variance of traffic flow time series exists, that is, the possibility of
Heteroscedasticity in the actual traffic flow series. The GARCHmodel conducts model-
ing research on residual variance, solves the modeling problem of residual variance, and
can simulate and predict the nonlinear volatility of traffic flow sequence. The GARCH
model was proposed by Bolseslev in 1986. It is an extension of the autoregressive
conditional heteroscedasticity model ARCH. It solves the problem of the high order
of the ARCH model and the difficulty of estimating the parameters due to the long-
term autocorrelation of the residual sequence conditional heteroscedasticity in practical
applications. The problem is a very important model for processing time series data [10].
Express the calculation formula as:

⎧
⎨

⎩
σ 2
t = α0 +

j=1∑

ut=σt et

βjσ
2
t−j +

i=1∑

v

αiε
2
t−i (5)

In formula (5), α represents the autoregressive order, βj represents the residual
sequence, σ is the lagging sample variance coefficient, and e is the lagging conditional
variance coefficient.



Railway Traffic Volume Prediction Method 477

The periodicity, trend, linear correlation and random volatility of traffic flow and
the complexity of traffic system jointly determine that accurate prediction can not be
solved by a single model or method. A single prediction model has its advantages and
disadvantages, scope of application and application conditions under specific circum-
stances, it is impossible to deeply mine the characteristics of traffic flow and make
more accurate prediction. So far, no prediction method can show better performance
than all other methods. Combining each advantageous single model according to a cer-
tain method, comprehensively maximizing the use of the useful information of a single
model and comprehensively understanding the predicted object will help to improve
the prediction effect and improve the prediction accuracy. Moreover, to predict traffic
flow more accurately, it not only needs methodological innovation, such as cloud com-
puting, big data, deep learning, the internet of things and combined forecasting [11];
It also needs to have a deeper understanding of the internal characteristics of traffic
flow, such as spatio-temporal analysis [12], multifractal analysis, statistical analysis and
so on. Therefore, this paper proposes a combined traffic flow forecasting method that
integrates the time series forecasting models ARIMA and SARIMA and the time series
fluctuation forecasting model GARCH, using spectrum analysis, time series and statisti-
cal fluctuation analysis methods to fully explore the temporal and spatial characteristics
of traffic flow. According to the characteristics of self-similarity, long-termmemory, and
self-similarity of the traffic flow itself, it is proposed to decompose the traffic flow time
series into periodic items, trend items and random fluctuation items, and combine and
forecast the characteristics of different items thought of. This method is different from
the traditional method, which simply and subjectively assumes that the time series of
traffic flowmeets a certain mathematical model or regular distribution, but uses the peri-
odic and random fluctuation characteristics of traffic flow itself, uses different models to
predict respectively, and finally recombines. Because after the non-stationary time series
are transformed into stationary time series by difference, the model is constructed by
returning the dependent variable only to the present value and lag value of its lag term
and random error term, which is very suitable for the prediction of non-stationary single
variable time series. Therefore, ARIMA and SARIMA are combined with GARCH.

A combined forecastingmodel based onmulti feature andmultifractal is established.
The model considers the periodicity, trend, linear and nonlinear characteristics of traffic
flow caused bymany factors, and analyzes the combined forecastingmethod ofmodeling
for each sub item. The schematic diagram of the combined model is shown in Fig. 3.

Firstly, the method decomposes the traffic flow sequence into four sub items: the
periodic sub item is represented by P(t), the trend sub item is represented by T (t), the
linear sub item is represented by L(t) and the nonlinear sub item is represented by N (t).
Then a traffic flow sequence can be represented by the cumulative sum of X (t) sub items,
as shown in the following formula:

X (t) = P(t) + T (t) + L(t) + N (t) + εt (6)

In formula (6), P(t) and T (t) are the determined components of traffic flow, εt
represents the error term, and L(t)+N (t)+ εt is the uncertain component of traffic flow
[13], representing the random fluctuation of traffic flow.
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Fig. 3. Schematic diagram of combined model

Due to many random factors, a large amount of information with many influencing
factors and complex periodic rules is divided into several modules, and a multi module
weighted neural network prediction model based on the characteristics of time series
is established. Different from the traditional RBF neural network, RBF neural network
mixes the data information with different time series characteristics as an independent
processing unit, which is input respectively for multi module comprehensive analysis
and training learning. The feature layer output of each module is weighted to obtain the
final prediction result. It avoids the nonlinear optimization problems such as blindness
and local optimization in the design of single kernel function, improves the prediction
accuracy and solution performance.

The principle of model improvement is as follows:

(1) Given historical data and preprocessed according to the predicted demand;
(2) Make statistical analysis on the change trend of historical data and specific cycle

law, and consider the impact of various influencing factors on passenger flow;
(3) The input layer receives data samples with certain time series characteristics and

establishes the corresponding prediction model single kernel function;
(4) Nonlinear analysis is carried out on the relevant feature data, and the weights

between the input layer and the feature layer are partially connected, rather than all
connected, that is, each module is trained and learned separately;

(5) The integration layer integrates the data and informationwith certain temporal char-
acteristics. The number of integration layers is the arithmetic average of the number
of neurons in the feature layer and the output layer, which is completely connected
to the feature layer and the output layer to realize the exchange of information;

(6) The neurons in the integration layer are completely connected with the output layer
to produce the final output of the network. The RBF network takes the predicted
value of the modular model as the input value, and the actual output value is the
training value of the RBF network until the predetermined error is reached. Finally,
the multi modular network structure is determined.
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The detailed prediction process of the model is as follows:
Step 1: Define error function:

E = 1

2

∑

k

(
yk − y′

k

)2 (7)

In formula (7), yk represents the expected output of the k sample point; y′
k represents

the actual output of the k sample point.
Step 2: Given preset error.
Step 3: Select the radiation basis kernel function. On this basis, Gaussian function

is selected as the kernel function:

φi(x) = exp
[
−(x − ci)

2/2σ 2
i

]
, i = 1, 2, . . . , h (8)

In formula (8), x represents the input sample, ci represents the center of the i unit in
the feature layer, and σ 2

i represents the width of the i unit in the feature layer.
Step 4: Model training. The improved model is trained to obtain the weight from the

integration layer to the output layer. Specific algorithms:

y =
l=1∑

m

wlφ1(x), y/w
Tϕ (9)

In formula (9), y represents the expected output of sampling, ϕ represents the number
of neurons in the composite layer, and wT represents the weight of the T neuron output
layer in the composite layer.

Through the training of the model, the trained model is used for prediction, and
the prediction results are obtained. The model comprehensively considers the long-term
invariance and short-term time-varying characteristics of traffic flow, and can show and
mine the evolution law and fluctuation characteristics of traffic flow to a great extent.

5 Experimental Comparison

In order to verify the effectiveness of the proposed railway traffic volume prediction
method, experiments are carried out. The data used in this experiment is China Statistical
Yearbook network, which mainly includes railway passenger volume, total population,
number of domestic tourists and other data. The experiment is carried out based on
the support of these data. Due to the large amount of data, in order to improve the
experimental speed and accuracy, the experimental environment is established, as shown
in Table 1.

The experimental process is shown in Fig. 4.
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Table. 1 Experimental hardware configuration

Database server Client computer Network environment Isolation device

CPU: Pentium core4 I7 CPU: Pentium core2 I7 100M/10M network
card

Reverse physical
isolation device

Memory: DDR3–1667 Memory: DDR3–1667

Hard disk: 2TG Hard disk: 1TG

System
debugging

System
assembly

Testing system 
commissioning

Experimental data acquisition

Data import Data import Data import

Experimental prediction

Output of experimental results

Experimental data upload

Monitoring
terminal

Monitoring
terminal

Fig. 4. Experimental process

Based on the above unified experimental environment, the railway traffic volume
prediction method based on Hadoop big data platform is taken as the research method,
and the medium and long-term high-speed railway network passenger OD and channel
traffic volume prediction method proposed in reference [1] is taken as the traditional
method. According to the above process experiment, the research method is compared
with the traditional method. The specific experimental contents are as follows.

5.1 Comparison of Vehicle Speed Prediction Results

Draw a broken line diagram between the predicted speed and the actual data, and the
comparison of speed prediction results is shown in Fig. 5.

Based on Fig. 5, it can be seen that the road speed at the location of the detector shows
an upward, downward and upward trend during the morning peak hours, indicating that
there is traffic congestion, and then it gradually returns to smooth. The predicted speed is
generally consistent with the actual situation, and the changes of traffic operation during
morning peak hours can be predicted.
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Fig. 5. Comparison of vehicle speed prediction results

5.2 Comparison of Prediction Deviation of Maximum Continuous Traffic
Operation

The maximum continuous prediction deviation between the prediction results and the
actual traffic operation conditions is shown in Table 2.

Table 2. Comparison of prediction deviation of maximum continuous traffic operation

Time Predicted speed (km/h) Actual speed (km/h)

9:04 47.70 57.4

9:06 60.55 53.1

9:08 49.68 66.2

9:10 54.69 60

9:12 49.51 64.5

… … …

9:30 52.91 63.1

9:32 49.75 63.9

9:34 55.91 64.3

9:36 55.57 57.5

9:38 53.04 64.4

9:40 50.93 59.1

9:42 45.30 59.6
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Based on Table 2, it can be seen that there are 12 continuous time points of prediction
deviation between the prediction results of traffic operation conditions and the actual
situation, and the fluctuation trend of actual speed and predicted speed shows a sawtooth
deviation.

The comparison results of the maximum continuous traffic operation prediction
deviation between the studied method and the traditional method are shown in Fig. 6
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Fig. 6. Comparison results of prediction deviation of maximum continuous traffic operation

According to Fig. 6, the prediction speed of the research method is consistent with
the actual speed, while the prediction speed of the traditional method is quite different
from the actual speed. Therefore, the prediction deviation of the maximum continuous
traffic operation condition of the research method is small.

5.3 Comparison of Prediction Errors of Traffic Volume

The comparison results of the prediction errors between the studied method and the
traditional method are shown in Fig. 7.

Based on Fig. 7, it can be seen that the prediction error of the research method is
relatively small, which can be less than 5, and has high prediction accuracy, while the
prediction error of the traditional method is high, which has no good application effect
than the proposed prediction method. Because the research method processes the data
in advance and calculates the spatial cross-correlation characteristics of traffic flow, the
prediction error is reduced.



Railway Traffic Volume Prediction Method 483

8 10

20

40

60

80

Time/h

Pr
ed

ic
tio

n 
er

ro
r /

%

12 14 16 187 9 11 13 15 17

Traditional method

Research methods

Fig. 7. Comparison of prediction errors of traffic volume

5.4 Comparison of Prediction Time

The prediction time of the research method and the traditional method is compared, and
the comparison results are shown in Fig. 8.
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Fig. 8. Comparison of prediction time

Based on Fig. 8, the prediction time of the research method is less, and the prediction
can ensure a shorter prediction time in each time period. The prediction stability of the
traditional method is low, the time spent in some time is less, and the time spent in some
time prediction is more, which is worse than the prediction effect of the proposed traffic
volume prediction method. The reason for the poor effect of traditional methods may be
that there is no preprocessing of redundant data, which is greatly disturbed by the data,
thus reducing the application effect.
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5.5 Comparison of Prediction Accuracy

The prediction accuracy of the researchmethod and the traditionalmethod are compared,
and the comparison results are shown in Table 3.

Table 3. Comparison of prediction accuracy between the research method and the traditional
method

Time Predicted speed (%) Actual speed (%)

9: 04 98.6 82.6

9: 06 97.8 81.9

9: 08 96.5 83.5

9: 10 96.8 82.3

9: 12 97.1 80.9

… … …

9: 30 98.2 81.4

9: 32 98.5 82.6

9: 34 97.6 82.4

9: 36 96.8 80.8

9: 38 96.4 81.6

9: 40 97.6 83.6

9: 42 98.5 84.7

According to Table 3, the prediction accuracy of the research method is higher, and
the prediction can guarantee a higher prediction accuracy in each time period, while the
prediction accuracy of the traditional method is lower. It can be seen that the research
method can effectively improve the prediction accuracy.

6 Conclusion

This paper proposes a prediction method for railway traffic volume based on Hadoop
big data platform. By preprocessing traffic big data and calculating the spatial cross-
correlation characteristics of traffic flow, a combined prediction model based on multi-
feature and multi-fractal is established to realize railway traffic volume prediction. It
is verified by experiments that the research method not only improves the accuracy of
forecasting, but also improves the efficiency of traffic volume forecasting, which has
certain practical application significance.
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Abstract. With the rapid development of the national economy, the power sys-
tem has been greatly expanded. The operation cost of power grid substation also
presents a trend of sharp increase, which brings great challenges to power system.
In order to manage and control the operation cost of substation effectively, the
intelligent prediction method of power system operation cost with non-stationary
characteristics is proposed. Based on the MCSSD method, this paper extracts
the non-stationary features of substation operation information, analyzes the eco-
nomic load rate of substation, determines the substation capacity, constructs the
intelligent forecast model of substation operation cost according to the operation
law of substation equipment life cycle, and obtains the forecast result of operation
cost, and based on this, formulates the intelligent forecast and control measures
of substation operation cost. The experimental data shows that after the method
should be proposed, the average time for forecasting the operation cost of substa-
tion is 11.6, which is lower than the maximum limit, and the highest prediction
accuracy is 83%. The results of the two indicators are in line with the standard,
which fully confirms that the proposed method has a better forecasting effect of
substation operation cost.

Keywords: Non-stationary characteristics · Power grid · Substation · Operating
cost · Intelligence · Prediction

1 Introduction

In recent years, with the rapid development of national economy, the state has acceler-
ated the construction of power facilities. By 2020, the State Power Grid will promote the
optimal allocation of power resources in a wide range, complete the cross-regional and
cross-provincial power transmission capacity of 605.489 billion kilowatt hours, com-
plete the electricity-sharing tasks for 15,300 households and 4937,000 people without
electricity, comprehensively narrow the power supply gap between urban and rural areas,
and invest 80.74 billion yuan in completing rural network projects. Power enterprises not
only actively fulfill their social responsibility, but also pursue the maximization of eco-
nomic, social environment and comprehensive value under the requirement of promoting
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sustainable development. Therefore, on the basis of ensuring the safety and reliability
of power supply, substation projects should consider not only the initial construction
cost of the project, but also the operation and maintenance costs, so as to minimize the
investment cost [1].

For a long time, the fierce competition situation has been existing in the power grid
construction industry, and the high quality and fast completion of tasks has become an
important means for all transformer construction enterprises to participate in market
competition. Due to the increase of labor costs year by year, it is difficult to improve the
construction operation level to a large extent in a short term, so the profit margin of the
whole industry is low [2]. Under the current market situation, the substation construction
enterprise can only change the management idea and mode, on the one hand, it can adapt
to the demand and change of the power grid project construction to enlarge the market
share, on the other hand, it must choose the scientific and effective tools and methods
of cost forecast and control, and combine with the actual management to apply, so as to
enhance the cost leading competitiveness of the enterprise.

Substation is the process of power transmission through transformers. A transformer
is a device that uses the principle of electromagnetic induction to change the alternating
voltage. The main components are the primary coil, the secondary coil and the iron
core (magnetic core). Therefore, the intelligent prediction of substation operation cost
mainly aims at transformer. The collected substation information is non-stationary,which
brings great difficulty to the forecast of substation operation cost. Therefore, the research
on intelligent forecast method of substation operation cost is proposed. Based on the
extraction of non-stationary features of substation information, the substation operating
cost can be accurately predicted to provide accurate data support for the control of
substation operating cost.

2 Research on Intelligent Forecasting Method of Power Grid
Substation Operation Cost

2.1 Nonstationary Feature Extraction of Power Grid Substation Information

In order to accurately predict the operation cost of power grid substation, the first task
is to extract the non-stationary characteristics of power grid substation information.
According to the above requirements, this research based onMulti-scale Chirplet Sparse
Signal Decomposition (MCSSD) method extracts the non-stationary features of power
grid substation information as follows:

Based on the theory of MCSSD, it can be found that the multi-scale characteris-
tic of LFM base function makes it match the analysis signal dynamically, and solves
the problem of single base function in whole analysis time. The frequency slope infor-
mation contained in the LFM basis function makes it suitable for analyzing the non-
stationary signal whose frequency is curvilinear, and preserves the multi-scale property
of the wavelet transform. The multi-scale LFM sparse signal decomposition method can
decompose a multi-component signal into a number of single-component signals with
physical significance. Multi-modal non-stationary signals in substation can be decom-
posed into single-modal signals according to frequency, so that non-stationary signals
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can be decoupled in time domain [3]. The signal results decomposed by the MCSSD
method are shown in Fig. 1.
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Fig. 1. MCSSD decomposed signal results

In summary, MCSSD is particularly suitable for the decomposition of multimodal
coupled nonstationary signals. The power nonstationary signal of power system is essen-
tially a response signal ofmultimodal time-varying vibration system.Therefore,MCSSD
can be used to select single modal vibration component from multimodal nonstation-
ary signals. The single-mode oscillation response can be approximately expressed as a
formula (1) by the product of a pure FM signal and an envelope signal.

xi(t) = Ai(t) cos(ωdi(t)t + θi0)

= Ai0e
−ξiωi t cos

(
2π fi

√
1− ξ2i t + θi0

)
(1)

In Formula (1), Ai(t) represents the amplitude envelope of the i substation signal,
Ai(0) = Ai0. ωdi(t) represents the damped modal frequency of the i substation signal.
t stands for time. θi0 represents the initial phase of the i substation signal. ξi represents
the damping ratio of the i substation signal. fi represents the frequency of the substation
signal of the i-th grid.

Take the logarithm of the amplitude envelope of the i substation signal, and get the
formula (2).

lnAi(t) = −ξiωit + lnAi0 (2)

The mathematical meaning of the expression (2) is: lnAi(t) is a function of time t of
the first degree, with a slope of ξiωi. The Ai(t) and ωdi(t) of the i-decomposed signal can
be obtained byMCSSD decomposition. Subsequently, the frequency fi(t) and the modal
damping ratio ξi(t) of the i-th decomposed signal are obtained by combining formula
(1) and formula (2), respectively, as shown in formula (3).
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It should be pointed out that because of the influence of noise, lnAi(t) and time t are
not strictly linear relations, ln Ai(t) approximation is a straight line, can be fitted by the
least squares method. Using the relations mentioned above, the oscillation characteristic
parameters fi(t) and ξi(t) can be identified and extracted from the component signals
derived from MCSSD, which is the non-stationary characteristic of substation signals.

Through the above, the non-stationary characteristics of power system substation
signals are extracted, which provides support for the subsequent economic load analysis
of substation [4].

2.2 Economic Load Analysis of Substation

The economical load rate of substations is always changing during the whole process
from being put into production until it is finally withdrawn from operation, generally
showing a law from small to large. The trend of running costs shows a change from
large to small and then from small to large. In order to optimize the operation cost of
transformer substation, the transformer substation shall operate within a certain load
rate range [5]. The study of operation cost is based on reliability, and the relationship
between economic load rate and operation cost is shown in Fig. 2.
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Fig. 2. Relationship curve between economic load rate and operating cost
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As shown in Fig. 2, unit cost C0 increases with the increase of reliability; under
certain conditions of reliability λi, there exists load rate ρQ, making unit cost C0 lowest
and substation operation cost optimal; when load rate from 0 to ρQ gradually increases,
unit cost C0 gradually decreases; when load rate exceeds ρQ, unit cost C0 gradually
increases with the increase of load rate; within acceptable unit cost Cλ, economic load
rate has a certain optimization range, the lower limit of economic load rate can prevent
excessive waste of resources, and the upper limit can guarantee the safe and reliable
operation of equipment [6].

The formula for calculating the economic load rate of power grid substation shall
be:

ρQ =
√

P0T + kQQ0T

Pkτmax + kQQkτmax
(4)

In Formula (4), ρQ refers to the economical load rate of the power grid substation;
P0 refers to the no-load loss of the main transformer; T refers to the operation cycle;
kQ refers to the economic equivalent of reactive power, wherevers to the coefficient of
converting the reactive power loss into active power loss according to the economic cost.
In practical calculation, reactive power economic equivalent kQ can be simply calculated
as the ratio of reactive power price to active power price; Q0 means reactive power no-
load loss; Pk means load loss of main transformer; τmax means annual loss hours; Qk
means reactive power load loss.

According to the design requirements of the main transformer capacity in the Elec-
trical Design Manual of Power Engineering, the capacity of other transformers should
be 70%–80% of the total capacity when one main transformer is out of service. The load
rate of the main transformer determined according to the design requirements is called
safe operation load rate [7]. In general, for a substation with several transformers of the
same capacity, if the load rate of the remaining transformers does not exceed 130% after
a main transformer is switched off due to failure, the load rate of each transformer shall
be:

ρa = ρk × N/N − 1 (5)

In Formula (5),ρa represents the safe operating load rate;ρk represents the short-time
allowable overload rate; and N represents the number of transformers.

Through the aboveprocess, the calculation of the economic load rate of the power grid
transformation is completed, and sufficient data support is provided for the subsequent
determination of the power transformation capacity.

2.3 Determining Process of Substation Capacity

For the substation operation cost forecast, it mainly aims at the component main trans-
former. The capacity and the number of main transformers have a significant impact on
the grid structure, power supply security and reliability and economy. The selection of
the capacity and number of main transformers generally depends on the nature of the
load in the planning area, the level of demand for reliability of power supply, the rate of
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growth, the capacity of the next higher grid or power plant to provide the load and the
technical and performance indicators of the distribution devices connected thereto, the
cost per unit capacity and the system short-circuit capacity and transport and installation
conditions [8].

At present, there is no specific provision on the selection of the number and capacity
of transformers in the power grid system in China, which is usually carried out in
accordancewith the relevant rules and regulations and in combinationwith the experience
of designers. Based on the application of the prediction theory of operating costs, the
following circumstances shall be considered:

(1) The capacity of the main transformer is determined according to the nature of the
planned load and the grid structure. The planned capacity of newly-built substation
transformer should meet the demand of 5–10 years planning load development of
power supply area, and avoid unnecessary expansion and capacity increase. In order
to avoid the waste of resources when the initial load of a substation is relatively
small, the time to put several main transformers into operation may be arranged
according to the demand for load growth [9].

(2) Where there are important users in the planned power supply area of a substation,
the power supply load of the first and second grade users shall be guaranteed within
the allowable time for overload of other transformers under the condition that one
main transformer is overhauled or fails. For a substation with normal load, any
outage of a transformer shall ensure that 70%–80% of the total load of the power
supply is not affected.

(3) The capacity of a single transformer should not be too large or too small, and the
space for expansion due to load increase should be reserved. And in order to ensure
the power supply mode of operation convenient, should consider the use of multiple
transformers.

(4) Although the loss of large capacity main transformer is lower than the cost of unit
capacity, but the requirement of matching equipment is also high, it may be diffi-
cult to compensate for the increased investment. Therefore, the economic operation
mode of the main transformer should be calculated when the transformer capac-
ity is selected, and the operation cost of the main transformer and its supporting
devices should be considered. The reasonable design scheme of the main trans-
former capacity and the number of units is chosen to control the load rate at the
economical load rate.

(5) The reasonable design scheme of the main transformer capacity and the number
of units is chosen to control the load rate within a certain range of the economic
load rate. A lower limit value of economic load rate can prevent excessive waste
of resources caused by low load rate of main transformer, and determine the upper
limit value to ensure the safe and stable operation of the system.

In this paper, amore economical selectionmethod is proposed based on the reliability
of operation and the theory of life cycle cost. The flow chart is shown in Fig. 3.

Use the process shown in Fig. 3 to determine the substation capacity and make
intelligent predictions for the subsequent substation operating costs.
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Fig. 3. Flow chart for determination of substation capacity

2.4 Intelligent Prediction of Substation Operating Cost

According to the operation law of the equipment life cycle, the standard operating status
and key control points are the focus of the whole process management, according to the
life cycle cost theory and the relevant expenses of the substation equipment, an intelligent
prediction model of the substation operation cost can be constructed. Which is:

LCC = IC + OC +MC + FC + DC (6)

In formula (6), LCC represents the total operating cost of the substation equipment
during the entire life cycle; IC represents the initial investment cost, which mainly
includes equipment purchase costs, installation engineering costs, land acquisition costs,
etc.; OC represents Operating costs, mainly including equipment energy costs, status
inspection costs and labor costs, etc.; MC represents maintenance and overhaul costs,
including daily maintenance costs, planned overhaul costs and personnel training costs,
etc.; FC represents failure costs, including power outages Loss costs, troubleshooting
costs and penalty costs, etc.; DC shows equipment scrap processing costs, including
equipment decommissioning processing costs and equipment residual value.

Among them, operating costs are mainly variable costs of substation engineering
projects, which mainly include three aspects, operating costs, overhaul and maintenance
costs, and failure costs.

n-year operating costs = annual daily inspection costs + n-year equipment energy
costs = annual inspection labor costs + n-year equipment energy costs;

Overhaul and maintenance costs = periodic disassembly and overhaul costs +
various types of periodic overhaul and maintenance costs;
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Failure cost = Troubleshooting costs + Failure cost.
The above process completes the intelligent prediction of substation operation cost,

and provides accurate data support for substation operation cost control.

2.5 Cost Control of Substation Operation

Based on the forecast data of substation operation cost, the paper controls the substation
operation cost by earned valuemethod, so as to ensure the normal operation of substation
project, minimize the operation cost and increase the competitiveness of substation
enterprises.

The steps of substation operation cost control are as follows:
Step 1: Run work structure decomposition
Work structure decomposition is of great importance in project earned value man-

agement. Scientific and reasonable work structure decomposition is the basic criterion of
operation plan, and also optimizes the allocation of resources to improve the work effi-
ciency. The work breakdown structure decomposes the project level by level according
to the scope of the construction project and optimizes it layer by layer [10].

The first floor of the substation operation project consists of six parts: earthwork,
foundation works, tower works, wiring works, accessory installation and acceptance.
The earth and stone works mainly aim at some basic civil engineering works; the basic
works mainly include some basic works, such as digging, digging, pouring, mainte-
nance and backfilling; the tower pole works mainly focus on the tower pole assembly,
mainly aim at the tower pole selection, tower pole transportation, tower pole component,
lightning protection, grounding device and the selection of relevant equipment; the wire
erection works mainly include the selection of conductors and ground wires, the wear
of conductors, the construction and placement of hydraulic tubes and the selection and
configuration of metal tools; the acceptance link is relatively simple, mainly to check
whether the whole project conforms to relevant standards.

Step 2: Operation schedule
In order to better achieve the specific requirements of operating cost control, the oper-

ation management department has made the overall planning of the operation schedule
according to the requirements of construction period and production efficiency. Con-
sidering the natural conditions, social conditions, weather conditions, the working effi-
ciency of the builders and the unpredictable emergencies, it is necessary to refine and
decompose the target of the operation in order to ensure the smooth development and
implementation of the operation.

Step 3: Analysis of operating cost control process
The cost control of substation operation needs to consider all kinds of factors compre-

hensively and meticulously. The operating cost and schedule deviation of earned value
method are explained in detail and systematically, which has overall control over the
operation and implementation situation. Through collecting and sorting out the deviation
data in the course of actual operation, we can supervise and manage the construction
period, the cost, the quality of the operation and so on according to the specific situation
of the operation deviation, and finally find out the basic reasons of the deviation of all
parties in the operation, and optimize the scheme of the operation on this basis, so as to
achieve the expected final effect of cost control.
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In order to achieve the ultimate goal of cost control, the implementation parties of
substation operation have made a concrete analysis according to the actual operation
situation before the project construction, and made a detailed cost control plan, as well
as the corresponding emergency measures and solutions. In the operation cost control
plan, the investment arrangement should not only accord with the actual situation of the
operation, but also consider the unexpected situation. In the development of operating
cost control plan should be refined to the month, or even in some operational links need
to be refined to the day, such a cost control plan is more reasonable.

The main methods for monitoring operating cost expenditure and progress include
routine monitoring and regular monitoring. Day-To-Day monitoring is the observation
and recording of aspects of the day-to-day state of operations. It relates not only to
the commencement time, completion time, duration and actual cost expenditure of the
operations, but also to the specific allocation of human, material and financial resources.
Regular monitoring is mainly in a fixed date for a certain period of time to monitor the
state of operation. Regular monitoring is based on routine monitoring but is more sys-
tematic and standardized. In the combination of daily monitoring and regular monitoring
of statistical data formed on the basis of a greater authority and scientific nature, more
in line with the actual situation.

Through the above process, the intelligent prediction and control of the operation
cost of the power grid substation is realized, which provides effective support for the
stable operation of the substation. It also reduces costs for the overall operation of the
power grid, boosts the overall development of the power system, and provides residents
with better power supply.

3 Experiment and Result Analysis

3.1 Experiment Preparation Stage

Table 1. Power demand forecast table for planning area

Year Average growth rate Maximum load

2015 5% 265 MV

2016 5% 278 MV

2017 6% 290 MV

2018 8% 301 MV

2019 9% 310 MV

2020 8% 338 MV

In order to verify the application performance of the proposed method, the
experimental objects are selected and their basic conditions are introduced, as follows:
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A 220 kV substation is planned to be constructed, with a safe operation life of
30 years, a base load of 35MW and an annual load growth rate of γ (t). The electricity
demand forecast for the planning area is shown in Table 1.

The main equipment for power grid transformation is a transformer, as shown in
Fig. 4.

Terminal
block

Heat sink

Three phase 
dry type 

transformer

Fig. 4. Transformer schematic

Based on the above-mentioned prepared data and objects, the intelligent prediction
experiment of power grid substation operation cost is carried out, and the application
effect of the proposed method is shown through the prediction time and accuracy.

3.2 Forecast Time Analysis

Table 2 shows the estimated time of power grid substation operation cost obtained
through experiments.

Table 2. Time for forecasting the operation cost of power grid substation

Number of
transformers

Forecast time Maximum limit

10 6.56 s 8.56 s

20 7.04 s 9.12 s

30 9.50 s 10.45 s

40 10.01 s 12.40 s

50 11.45 s 13.52 s

60 12.08 s 14.58 s

70 13.44 s 15.00 s

80 14.03 s 15.95 s

90 15.89 s 16.47 s

100 16.00 s 17.80 s
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As shown by the data in Table 2, compared with the maximum prediction time, the
prediction time of running cost obtained by the proposed method is lower. The average
prediction time of the method in this paper is 11.6 s, which indicates that the proposed
method has better real-time prediction.

3.3 Forecast Accuracy Analysis

Based on the experimental environment set up in Sect. 3.1, the prediction accuracy of
the method in this paper, the substation cost prediction method based on the improved
BP neural network (method 1) and the substation cost prediction method based on the
least squares support vector machine (method 2) is compared.. The experimental results
are shown in Fig. 5.
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Fig. 5. Prediction accuracy of power grid substation operation cost

As shown in the data in Fig. 5, compared with the minimum limit of prediction
accuracy, the prediction accuracy of operating cost obtained by the proposed method is
higher, and the highest accuracy is 83%. The prediction accuracy of the method in this
paper is higher than the two compared methods, indicating that the proposed method
has higher prediction accuracy.

The above-mentioned experimental data shows that after the method should be pro-
posed, the prediction time and prediction accuracy of the power grid substation operation
cost are in line with the standard, which fully proves that the proposed method has a
better substation operation cost prediction effect.

4 Conclusion

In order to effectively manage and control the cost of substation operation, a research on
the intelligent prediction method of substation operation cost of power grid with non-
stationary characteristics is proposed. The MCSSD method is used to extract the non-
stationary characteristics of the power grid substation information, analyze the substation
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economic load rate, and determine the substation capacity. According to the relevant
expenses of substation equipment, an intelligent predictionmodel of substation operation
cost is constructed, and the prediction result of operation cost is obtained. Based on
this, the control measures of substation operation cost are formulated. It is verified by
experiments that the proposed method greatly shortens the running cost prediction time,
and the average prediction time is 11.6s. At the same time, the method improves the
prediction accuracy of operating cost, and the highest prediction accuracy is 82%. It
provides more effective support means for substation operation, and also provides some
reference and reference for cost forecasting research.
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Abstract. In order to effectively control the cost consumption in the process
of intelligent overhaul of power grids, so as to maximize the saving of power
supply cost, a standard cost forecast model based on multi-particle optimization
algorithm is proposed. Starting from the global mode and local mode, the concrete
calculation results of optimization operator are determined, and the cost statistics
of power network based on multi-particle optimization algorithm is realized. On
this basis, the cloud application concept of maintenance cost is defined, and the
actual value of standard gray number is determined according to the numerical
calculation law of cost characteristics. Experimental results show that MPSO can
save the consumption of overhaul cost and meet the practical need of effectively
controlling the supply cost of electricity under the same power supply.

Keywords: Multi-particle optimization algorithm · Power grid maintenance ·
Cost forecast · Global model · Local model · Predicted grey number

1 Introduction

Each algorithm is to solve some practical problems or better to solve these problems,
particle swarm optimization algorithm is no more than the production of such. Multi-
particle optimization algorithm is a stochastic optimization algorithm based on iteration.
Many scholars have studied a lot of classical optimization algorithms before they are
produced. For example, the classical simplex method, steepest descent method, Newton
method, quasi-Newton method, conjugate gradient method and trust region method are
suitable for solving unconstrained optimization problems, but less effective for more
complex problems. In order to solve more and more complex practical problems, with
the continuous development and growth of applications based on bionics, a series of opti-
mization algorithms inspired by biological or biological group behavior characteristics
and some natural phenomena have emerged through continuous research on artificial life,
such as genetic algorithms, quasi-annealing algorithms, tabu search and artificial neural
networks, which were proposed successively after the 1940s according to the actual
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needs. These algorithms are derived from the actual laws of nature and the experience
of practical problems [1].

Power grid plays a fundamental role in China’s economic development, mainly in the
transmission and distribution of electric power and electric power trading functions of
these two aspects. The construction of power grids is facing new challenges and oppor-
tunities, and the construction of a well-off society in an all-round way puts forward new
requirements for the breadth of the coverage of power grid construction; the promotion
of the development of energy bases in the northwest puts forward new requirements for
the regional density of power grid construction; and the demand for network access of
multiple renewable energies puts forward new requirements for the intelligent regulation
of power grids. In order to meet the needs of national economic development and strate-
gic adjustment, power grids need to be constructed vigorously in the future. Prior to the
upgrading of the power grid, it is faced with the problems of inadequate capacity for
the allocation of power grid resources and inadequate security, reliability and economy
[2]. In order to solve the above problems, the State Grid carried out the backbone grid
construction and grid upgrading projects during the 11th Five-year Plan period, with a
cumulative investment of 1.2 trillion yuan to increase transmission lines and transformer
capacity, with growth rates of 8.0% and 14.5% respectively. Compared with the “Tenth
Five-year Plan”, the length of new transmission lines increased by 1.20 times and the
capacity increased by 1.93 times. After ten years of transformation and upgrading of
power lines and substations, the above-mentioned problems have been greatly improved,
and the economic stability of the power grid continues to improve.

2 Power Grid Cost Statistics Based on Multi Particle Optimization
Algorithm

2.1 Global Mode

The original particle swarm optimization algorithm is a global optimization algorithm,
which searches for the best position in all the allowed search space until finding the global
best position. In the optimization theory, we define the particle as the possible solution of
the optimization problem. The optimization process can be seen as follows: first, a group
of particles is determined randomly in the solution space, then each particle in the swarm
is evaluated by the objective function, and then the optimal solution is found through
continuous evolution by following the optimal position of its own understanding. The
global mode flow chart of multi particle optimization algorithm is shown in Fig. 1:
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Fig. 1. Global mode flow chart of multi Particle Optimization Algorithm

N problem of a is set, and a power grid maintenance cost particle swarm with
size M is set. The position of the i particle is Xi = (xi1, xi2, · · · xiN ) and the speed
is Vi = (vi1, vi2, · · · , viN ). The speed determines the distance and direction of each
movement of the power grid maintenance cost particle. The current fitness value of
the particle is calculated according to the objective function describing the problem to
measure the quality of the particle. Let pbi = (pi1, pi2, · · · piD) be the best position
experienced by the particle of power grid maintenance cost moving in the search space
so far, and pbi = (pi1, pi2, · · · piD) be the best position found by all particles so far.

The location and speed of power grid maintenance cost particles are updated
generation by generation according to the following formula:{

Vin(k + 1) = Vin(k) + c1r1(pbin − xin(k))

xin(k + 1) = xin(k) + vin(k + 1)
(1)

In the formula, k represents the algebra of the current power grid maintenance cost
particles, i = 1, 2, · · · ,M represents the dimension of the problem, n = 1, 2, · · · ,N
represents the number of each particle in the group, N is the set power grid maintenance
cost particle swarm size, and in the update formula of c1 and c2 speed, it affects the
power of particles moving towards their own experience and group experience, so it



Research on Standard Cost Prediction of Intelligent Overhaul 501

is often vividly called learning factor or acceleration factor. If these two factors are
properly adjusted, we will find that they do not have a great impact on the convergence,
but they can make the particles not close to the local minimum as far as possible, so as
to improve the convergence speed. The parameters r1 and r2 are two random numbers
between (0, 1). Their function is to maintain the diversity of particles, so as to reduce
the algorithm falling into local optimization.

The second item of the first formula, which is related to all the experience of the
particles in the process of optimization, is usually called the “cognition” part of the
particles, which represents the self-learning ability of the particles. The third item of the
formula is called the part of the particles’ recognition in the “society”, and these two
parts also reflect the direct experience and indirect experience of the particles, which
reflects the obvious advantage of the cooperation between the particles based on the
multi-particle optimization algorithm.

2.2 Local Mode

In the global version of standard multi-particle optimization algorithm, particle swarm
optimization algorithm, the cost of power network maintenance is to find the global
optimal solution by tracking the optimal value and population. This method can quickly
converge to find the optimal solution, but it is easy to fall into the local optimum (or
local extremum) because the search is not careful enough, and the optimal solution in
the specified solution space cannot be found accurately [3]. To solve this problem, in
order to find the global optimal solution accurately, a local version of the optimization
algorithm is produced. It stipulates that the position and velocity of particles are updated
by referring to the optimal value in the “memory” of particles and the optimal value in the
nearest particles. By comparing these twovalues, the position and velocity of particles are
constantly adjusted to achieve full search and finally find the global optimal. Compared
with the global version, this model can find the global optimum more effectively, but it
also has the disadvantage of slow convergence speed.

The basic steps for the global and local versions are the same, except that the reference
points for evaluating the particles are different, in short, the ways in which the particles
move.

Set χ to represent the local optimization coefficient of the power grid maintenance
cost particle swarm, c and a to represent the execution step value of two different opti-
mization instructions, f to represent the local mode eigenvalue of the power grid main-
tenance cost particle, �D to represent the local mode change of the power grid mainte-
nance cost particle per unit time, and the simultaneous formula (1) to represent the local
mode of the power grid maintenance cost particle swarm based on the multi-particle
optimization algorithm as follows:

S =
√√√√ 1

χ

a∑
c=1

(
Vin(k + 1)2 − xin(k + 1)2

f · �D

)
(2)

Since the local version was proposed, multi-particle optimization algorithms based
on different topological structures have been proposed successively, including random
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ring, wheel and random wheel. These topological structures put forward a new direction
for the improvement of traditional particle swarm optimization algorithm.

Based on the trend of tax law and market price, the paper analyzes the relationship
between project cost and income, that is, the payback period and the ability to repay the
loan, and gives the benefit conclusion. In financial evaluation, the selection of price is
the key of evaluation and analysis. Whether the price of each product can be selected
accurately or not directly affects the accuracy of the final conclusion. But the product
price is a dynamic attribute, which is changing with the market supply and demand [4].
Only by managing the price of key materials in the west market and fully analyzing the
price sensitivity, can the conclusion be used to provide the basis for the decision-maker
to make an accurate decision. But the project cost in view of this aspect correlation
research and the application is quite lag.

2.3 Operator Design

Different from function optimization, the object of MPO is discrete, each discrete state
corresponds to a set of discrete values, and each discrete state corresponds to a value of
objective function.

In the global mode and local mode formulae given above, the maximum value of
particle distribution determines the ability of particle to find the global optimal solution.
If the particle movement step is too large, it is easy to skip the most position and can not
find the global optimal solution. That is, the larger particle distribution condition can
make the particle search faster and more sufficient, and improve the particle excavation
ability, while the smaller particle distribution condition can make the particle search
more careful, and improve the particle excavation ability.

The key of a successful optimization algorithm lies in a good balance between global
search and local search, but the whole search process of particle swarm is a nonlinear
search process from global to local, and the search from global to local can not be
accurately grasped by linear decreasing inertia weight [5]. For different optimization
problems, this improved particle swarm optimization algorithm may not be able to
achieve good results. Especially for the dynamic optimization problem, the simple linear
decreasing inertia weight strategy can not meet the requirements of problem solving.

For the simple optimization problem, the particle swarm can get the optimal solution
quickly, but for the complex optimization problem, the particle swarm is easier to fall
into the local optimum. Therefore, it is not enough to rely on group experience, but also
rely on their own experience.

LetL represent the optimizationmean value of power gridmaintenance cost particles,
f represent the particle swarm integration coefficient, φ represent the established opti-
mization index parameters, and β represent the definition conditions of power gridmain-
tenance cost. The operator design result based on multi particle optimization algorithm
can be expressed as:

μ = f · L∣∣∣2− φ − √
S2 − 4β

∣∣∣ (3)
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Through the simulation of themulti-particle optimization algorithm,we can be famil-
iar with the basic process of the particles of the maintenance cost of the power grid
[6].

It can be seen from the above that compared with the standard multi particle opti-
mization algorithm, the application effect of local optimization algorithm is better, which
can effectively solve the problem of falling into local optimization because the search
of traditional algorithm is not careful enough. Through the optimization mean value of
power gridmaintenance cost particles, particle swarm integration coefficient, established
optimization index parameters and definition conditions of power gridmaintenance cost,
the operator in particle algorithm is designed to solve the problems such as insufficient
particle convergence behavior.

3 Standard Cost Prediction Method of Power Grid Intelligent
Maintenance

3.1 Maintenance Cost Cloud Definition

When making investment decisions for power grid infrastructure projects, the analysis
of the various stages of the future life cycle is obtained through the available historical
data or the forecast of development prospects. This forecast often uses a fixed forecast
value to indicate an uncertain factor in the future. The accuracy of this expression is not
high. Often, the cost of the various stages of the life cycle of the power grid infrastructure
projects is an interval number. The accuracy of this expression is far greater than the
accuracy of a forecast value [7]. Therefore, we can reduce the loss of information to
the greatest extent by describing the uncertainties in each phase of the life cycle of the
power grid infrastructure project as a cloud model. The cost cloud is defined as follows.

Cost cloud is the stage cost domain that can be expressed by accurate values within
the research scope of life-cycle cost of power grid infrastructure projects, and T is the
qualitative estimate associated with l. The elements in l are random numbers with stable
membership, and the distribution ofmembership ξ in universe l is cost cloud. The specific
definition conditions are as follows:

� =

b∑
c=1

l × T

μξ2
(4)

Among them, c and b represent two different definition coefficients of intelligent
overhaul cost c.

The basic construction projects of power grids have the characteristics of long life
cycle, complicated factors to be considered, numerous indicators and so on. By ana-
lyzing the closeness between the to-be-estimated project and the historical project, the
historical project most similar to the to-be-estimated project is selected by using the
principle of maximum closeness, and the final full-life cycle cost of the to-be-estimated
project is estimated by using the data of the historical project, thus ensuring the accu-
racy and rationality of the estimation [8]. But it also has some disadvantages, such as the
calculation is too detailed and comprehensive, the inevitable calculation of complex, the
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cost of human and material huge, which itself involves a cost issue. Moreover, there is
a great uncertainty in the whole life cycle of the power grid construction project. Using
historical data analysis can not fully reflect the uncertainty of the cost in the whole life
cycle of the project to be estimated, and can not provide comprehensive cost information
for the final decision.

3.2 Cost Characteristic Value

There are many uncertainties in the life cycle cost of power grid construction projects.
How to express and transform these uncertainties into scientific theories is the key to
solve these problems. The cloud model can well describe the uncertainty of the whole
life cycle of the power grid construction project. Using the multi-particle optimization
algorithm, the experts can estimate the cost of each phase of the construction project.
Then the cost cloud can be transformed into the gray number of three parameter interval.
Therefore, the cloud model can retain the uncertain information to the maximum extent
and is more advantageous to the final cost accounting.

The concept of cost management in the management of infrastructure projects in our
power grid ismore lacking,mainly in three areas. Firstly, because of the limitation of cost
management scope, the scope of cost management of power grid capital construction
projects is only limited to the construction period, while the management of operation
expenses, maintenance expenses and overhaul expenses after construction is largely
ignored. The cost of power grid capital construction projects is characterized by one-
time investment (construction cost) accounting for only about 40% of the life cycle
cost of power grid capital construction projects, so the scope of cost management at
present is limited [9]. Secondly, because of the ambiguity of cost management, the cost
management of power grid enterprises is generally limited to how to reduce the cost, but
not howmuch benefit it can bring to the enterprise. Third, themethod of costmanagement
is backward, power grid enterprises use traditional means to manage costs, and advanced
theories such as lifecycle theory are not timely applied in power grid enterprises.

Set j1 and j2 to represent two different coefficients of power grid construction cost,
ė to the intelligent definition index of power grid maintenance cost, θ to the predicted
scalar value of power grid maintenance cost, and the simultaneous formula (4). The
standard cost eigenvalue of power grid intelligent maintenance based on multi-particle
optimization algorithm may be represented as follows:

M =

j2∑
j1

�(1+ ė)j2−j1

θ2
(5)

In the implementation of power grid maintenance projects, due to the time and
region differences, will directly affect the cost of each link, and ultimately affect the
entire construction phase of capital investment. Then the time and region adjustment
coefficients can be introduced to correct the change of input caused by time and region
by comparing the price of the key process of the estimated project with that of the key
process of the historical similar project.
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3.3 Standard Prediction Grey Number

The characteristics of power grid infrastructure projects determine that the life-cycle cost
theory is of great value in cost management. However, the application of multi-particle
optimization theory in power grid infrastructure projects is superficial and has great
theoretical value. From the perspective of power grid enterprises, the cost of thewhole life
cycle of power grid infrastructure projects is analyzed and studied in detail, and the cost
structure and estimationmodel of each link in the life cycle are determined by consulting
historical data and using modern statistical methods. Through the analysis of the internal
relations between the costs of each link, the cost improvement approach is found, and
the cost optimization is finally realized. Through the application of life-cycle theory, the
cost control of power grid construction project can achieve the harmony of the cost of
each stage and the life-cycle cost [10, 11]. When the life-cycle cost is used to control
the cost of power grid construction project, the cost of operation, maintenance, overhaul
and scrapping should be minimized besides the reduction of one-time investment.

The development of network intelligent overhaul cost forecast can be regarded as the
development of cost management research of construction enterprises. Through carding
the development context of engineering cost, we can understand the exploration of cost
control of construction enterprises. First of all, the definition of project cost, the main
body of project cost is different, itsmeaning is not the same, themain body has a complete
project, a single project, water and heating projects or installation projects. Its main body
is different its project cost content also along with it changes.

Set up gmin to indicate theminimumoverhaul cost forecast condition, gmax to indicate
the maximum overhaul cost forecast condition, ψ to indicate the processing authority
characteristic value of the grey number forecast, ĥ to indicate the characteristic index
of the power network overhaul cost optimization under the specific situation. With the
support of the above physical quantities [12], the standard predictive grey value can be
represented by the simultaneous formula (5):

(6)

In the above formula, �U represents the power grid maintenance cost consumption
per unit time.

The grey number of standard forecast is an index that can determine the trend of
maintenance cost of power network. The cost accounting ability directly determines
its bidding, construction and acceptance. Therefore, the study of the work cost has
great practical significance, and the research results must have the characteristics of
universality, convenience and accuracy, otherwise the project cost is of no practical
significance.

Bidding for power grid infrastructure projects refers to the process whereby the bid
inviter, after releasing the bidding information of power grid infrastructure projects,
drafts bidding documents and puts forward specific construction measures for the rele-
vant projects based on the bidding information, and selects the entities with the highest
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bidding price within a reasonable scope and with the relevant qualifications required by
the State and the highest personnel level according to the bidding documents of all bid-
ding entities. In the evaluation process of a bidding document, it is not only necessary to
analyze the bidding documents of the current project, but also to make a comprehensive
analysis in combination with the bidding documents of the same kind or of the same bid-
der so as to comprehensively analyze the internal economy, management, qualification
and other aspects of the bidding enterprise and provide the basis for decision-making.
In order to select the enterprises with high capacity and high level, it is necessary to
compare the quoted price of each stage with the internal quota, analyze the reasons,
reflect the real project cost level on the premise of guaranteeing the construction quality,
and finally get a project cost quota with basis, competitiveness and management level.

4 Case Analysis

In order to verify the practical value of the standard cost prediction model of power grid
Intelligent Maintenance Based on multi particle optimization algorithm, the following
comparative experiments are designed. The periodic estimation model andmulti particle
optimization algorithm are used to control the cost of power grid intelligentmaintenance,
in which the former is used as the control group and the latter as the experimental group.

Table 1 records the specific numerical changes of power grid work during the given
experimental time.

Table 1. Work done by power grid

Project Experimental time/(h) Power grid work/(KWh)

1 2 104

2 4 205

3 6 311

4 8 420

5 10 532

6 12 608

7 14 703

8 16 826

9 18 904

10 20 997

Analysis of Table 1 shows that the experiment takes 2h as a unit duration, and the
power value keeps increasing during the whole experiment process, and the increase rate
is higher than the experiment.

The cost consumption of power grid overhaul can describe the implementation of
power grid project. The smaller the cost consumptionvalue is, the stronger the application
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ability of power grid project in saving supply cost is, otherwise the weaker it is. In this
experiment, the cost prediction method of substation maintenance and operation based
on ImprovedBP neural network proposed in reference [1] and the cost predictionmethod
of power grid project based on whole life cycle proposed in reference [2] are selected
as the experimental control group, and compared with the experimental test results of
the proposed method, The specific numerical changes of power grid maintenance cost
consumption of different methods are shown in Fig. 2.
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Fig. 2. Power grid maintenance cost consumption

Analysis of Fig. 2, with the extension of the experimental time, the experimental
group, the control group of power grid maintenance cost consumption has shown a
rising trend of numerical change. For the experimental group, the global maximum
value is only 278,000 yuan, while for the control group, the global maximum value is
350,000 yuan.

Table 2 records the increment amplitude of the power grid maintenance cost con-
sumption of the experimental group and the control group in unit time, and its numerical
comparison with the actual power grid work.

Table 2 shows that the unit increment of power grid maintenance cost consumption
in control group is always larger than that in test group in 0–8 h and 12–16 h, and is
always smaller than that in test group in 10th and 18–20 h. During the whole experiment,
the maximum value of the rising amplitude of the experimental group and the control
group was 92,000 yuan and 102,000 yuan, respectively. The time of the rising amplitude
was 2h.

Compare the cost prediction accuracy of the proposed method, the substation main-
tenance and operation cost prediction method based on Improved BP neural network
proposed in reference [1] and the power grid project cost prediction method based on
life cycle proposed in reference [2]. The experimental results are shown in Fig. 3.
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Table 2. Unit rising amplitude of power grid maintenance cost consumption

Experimental
time/(h)

Power grid
work/(KWh)

Rising amplitude
of experimental
group/(Ten
thousand yuan)

Rising amplitude
of reference [1]
method/(Ten
thousand yuan)

Rising amplitude
of reference [2]
method/(Ten
thousand yuan)

2 104 9.2 10.2 10.1

4 205 5.4 7.3 7.4

6 311 3.3 4.8 4.7

8 420 2.4 2.5 2.3

10 532 1.9 1.2 1.8

12 608 1.7 1.9 1.9

14 703 1.2 2.5 2.5

16 826 1.6 1.9 1.9

18 904 0.9 0.3 0.3

20 997 0.4 0.2 0.6
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Fig. 3. Comparison of cost prediction accuracy

According to the comparative experimental results of cost prediction performance
of various methods in Fig. 2, the cost budget accuracy of the proposed method is higher
than that of reference [1] method and reference [2]. Therefore, with the application of
multi particle optimization algorithm, the consumption value of power grid maintenance
cost has been effectively controlled, and the cost prediction has higher accuracy, This
has indeed played a promoting role in saving the cost of power supply.
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5 Conclusion

Compared with the periodic estimation model, the standard cost prediction model based
on multi-particle optimization algorithm can accurately calculate the parameters of the
optimization operator, and the cost eigenvalue can directly affect the actual calculation
result of the grey value of the standard prediction. The experimental results show that the
increase amplitude of power grid maintenance cost under the proposed method is always
relatively small, and the global maximum can only reach 278000 yuan; In contrast, the
global maximum of power grid maintenance cost of the other two reference methods
has reached 350000 yuan. The proposed method also has lower maintenance cost and
consumption. The cost budget accuracy of the proposed method is always higher than
90%, which is always higher than that of reference [1] and reference [2]. From the point
of view of practicality, the cost of maintenance and repair of power network has been
effectively controlled, and the increase in the cost of consumption per unit time has
also shown a trend of reduction, which can achieve the maximum savings in the cost of
electricity supply.
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Abstract. Big data construction has become a national strategic policy, and med-
ical big data related to human health is an important part of it. Data mining uses
computers to extract useful information from massive, incomplete, noisy, fuzzy
and random data. This paper introduces that data mining technology is divided
into association classification rule technology, cluster analysis and rough set the-
ory. As well as the feature pattern polymorphism, data fuzziness, data timing and
data redundancy of medical data mining. Data mining architecture is composed of
preprocessing module, mining process module, result evaluation module, knowl-
edge guidance module and mining object management module. It is a system
integrating information management, retrieval analysis and evaluation, and data
warehouse. The application prospect of data mining in medical field is very broad.
With the deepening of research, the value of data mining is constantly reflected,
which can better serve the public health.

Keywords: Data mining · Data warehouse ·Medical information processing

1 Introduction

Big data construction has become a national strategic policy, andmedical big data related
to human health is an important part of it [1]. In June 2016, the Guiding Opinions of the
General Office of the State Council on Promoting and Regulating the Application and
Development of Big Data in Health Care clearly stated that “Big Data in Health Care is
an important basic strategic resource of the country” [2, 3]. The application of medical
big data is of great significance to clinical medical research, scientific management and
the transformation and development of medical service mode, and its research is bound
to become an important development direction in the next two decades. The value of big
data center can not be realized without data mining technology [4–6].

Data Mining (DM) is an information processing technology developed in 1990s. It
is a process of extracting potentially useful information and knowledge hidden in a large
number of incomplete, noisy, fuzzy and random data by computer, involving knowledge
in many fields such as database, artificial intelligence and statistics [7]. By applying
data mining technology to medicine, we can find the rules and patterns of medical
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diagnosis, thus assisting doctors in disease diagnosis and providing reliable basis for
scientificmanagement andmedical research in hospitals [8–11]. The datamining process
can be divided into nine stages: data preparation, data selection, data preprocessing,
data reduction, data mining target determination, mining algorithm determination, DM,
pattern interpretation and knowledge evaluation [12].

2 Research Status

(1) Association classification rules in 1998, association classification method cBA31
was put forward. CBA integrated the process of classification rule mining and
association rule mining, and achieved better classification effect than decision tree
classification algorithm C4.5 based on rule mining. Since then, some people have
put forward various improvement methods aiming at the shortcomings of CBA,
typically CARL2 and ARC. The basic idea of these methods is to use the exist-
ing association rule mining algorithm 3 to generate feature words or feature word
itemsets that frequently appear in various categories, and use these frequent feature
word itemsets to construct classification rules to classify test samples. The more
frequent feature words the test sample contains and the higher the confidence level,
the more likely it is that the test sample belongs to this category; otherwise, the less
likely it is to belong to this category [13, 14]. Compared with other classification
methods, association classification generates classification patterns in the training
stage, and only needs to compare and match the documents to be classified with the
classification patterns in the classification stage, so it has the advantages of short
training time and classification time.

(2) Chaster analysis is also a commonly used technology in data mining, which refers
to the process of dividing a data into several categories according to the principle
that the distance between data objects in the same group is small, and the distance
between data objects in different groups is large, among which there are many
methods to define the distance. A group of abstract or physical objects are divided
into several groups according to their similarity: themore similar objects are divided
into one group, and this process is the clustering process. A collection of similar
objects is called a cluster: objects in different clusters are not similar. Clustering
is to search for valuable associations between data items from a given data set
[15, 16].

Clustering is also called unsupervised induction in machine learning. The
biggest difference between clustering and classification is that the classification
problem is to classify data objects into different known classes when the classifica-
tion attributes of training samples are known. In clustering problem, for unknown
data objects, the final classification results need to be found in training samples.
Cluster analysis has a wide range of applications, including business, insurance,
biology, geography, medicine and so on. In business, cluster analysis can help
market workers find different groups of customers and describe their different char-
acteristics by purchasing patterns. In the field of biological research, cluster analysis
can be used to obtain the hierarchical structure of animals and plants, and classify
them according to their gene functions. Clustering analysis can also be used alone
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as a tool to understand the characteristics of data and analyze the distribution of
data, or as a preprocessing step of other algorithms, such as qualitative induction
algorithm. In the medical field, cluster analysis has been widely used in DNA anal-
ysis, automatic analysis of medical image data, analysis of disease risk factors and
so on [17]. Many researchers in China have been doing research in related fields,
such as classification of Neisseria gonorrhoeae drug-resistant epidemic strains and
clustering analysis of coronary atherosclerotic heart disease.

(3) In the actual system, there are uncertain factors of varying degrees in many cases.
The collected data often contain noise, inaccuracy or even incompleteness, and
roughness and theory are the mathematical tools to deal with such uncertain factors.
In 1970s, scientists of PolishAcademyof Sciences first put forward rough set theory.
Rough set theory defines the concepts of fuzziness and uncertainty in the sense of
classification, which can effectively analyze various uncertain information such as
inconsistency, inaccuracy and incompleteness, and can also analyze and reason data
to find hidden patterns and knowledge. The main goal of rough set theory is to get
decisions and rules on the basis of keeping the classification ability unchanged by
reducing knowledge. To understand the basic concepts of rough set theory, we must
first understand a series of concepts such as knowledge attributes closely related to it.
In rough set theory, “knowledge” can be regarded as an ability to classify realistic
and abstract objects according to the attributes of features. People’s behavior is
based on the ability to distinguish real or abstract objects. For example, in ancient
times, in order to survive, human beings had the ability to distinguish whether food
was edible or not. Doctors must be able to distinguish which disease the patient was
suffering fromwhen diagnosing the patient. This ability to classify things according
to their characteristics can be regarded as some kind of knowledge.

3 Characteristics of Medical Data Mining

Particularity of medical data Clinical medical data is the main object of medical data
mining research, which contains all data resources of patients and diseases in the
whole medical process. Compared with ordinary data, these data have the following
particularity:

(1) pattern polymorphism: medical information includes pure document data manu-
ally entered by doctors, image data such as MRI and CT obtained by medical
imaging equipment, signal data and voice data of otolaryngology, etc., which are
polymorphic.

(2) Data fuzziness: the objective incompleteness of disease and case information and
subjective inaccuracy in describing disease make it impossible for medical data to
fully reflect the situation of patients or diseases, and at the same time, data design,
data collection, data entry and other links may all lead to the missing of the final
medical database, which leads to greater fuzziness of medical data.

(3) Timing of data: the patient’s visit to a doctor or the onset of a disease has a progress
in time, and the images obtained by medical equipment such as electrocardiograph
are also a function of time. These medical data have higher timing than ordinary
data.
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(4) Data redundancy: Data redundancy means that the same information is stored in
multiple places. There is a great deal of identical information in medical database,
which may lead to wrong or meaningless patterns in medical data mining activities.

It is precisely because of these characteristics ofmedical data, and because it involves
many ethical and legal issues, that medical data mining has its particularity, which
requires some unique technologies in data mining.

4 Architecture of Data Mining

Data mining is based on artificial intelligence, machine learning and statistics. However,
the data mining system does not simply combine these technologies, but adds a lot of
auxiliary technical support to form a complete system. A typical data mining system is
shown in Fig. 1, which has the followingmain components: It can be seen fromFig. 1 that
the data mining system is composed of preprocessing module, mining process module,
result evaluation module, knowledge guidance module and mining object management
module, and is an application software system integrating information management,
retrieval analysis and evaluation, data warehouse and so on. It can complete a series
of tasks such as data collection, preprocessing, data analysis and result expression, and
finally output the results to users. See Fig. 1.

Fig. 1. Architecture of data mining
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(1) Pre-processing module: The pre-mining processing module performs various pro-
cessing on the collected data, including removing noise, integrating various data
sources, selecting data related to the problem, changing the selected data into a
mineable form, and then generating a data warehouse or data mining library. In the
process of mining, if the pattern evaluation finds that the mining pattern is affected
by data problems, it will return to themodule for data processing before datamining.

(2) Mining process module: Mining operation module is the core part of the whole
data mining system. It uses various data mining algorithms and technologies, such
as decision tree induction, regression analysis, Bayesian classification, association
analysis, online analytical processing, text and multimedia data mining technology,
to mine and discover knowledge for databases and data warehouses, and by means
of mining rules, experiences, methods and factual data in knowledge base.

(3) Result evaluation module: The main purpose of the mode evaluation module is to
evaluate the knowledge and results obtained from data mining. Analyze and com-
pare the user’s interest degree with many patterns excavated, evaluate the value
of the patterns, and analyze the defects. The difference between the user’s interest
degree and the mined module is too large, which needs to be returned to the corre-
sponding module for re-execution. And some patterns that meet the user’s interest
will be directly transmitted to the knowledge output module.

(4) Knowledge export module: Knowledge export module is the interface and bridge
between users and data mining system, which translates and explains the patterns
obtained from data mining and provides them to decision makers in a way that
users can easily understand. Users can directly interact with the system to provide
information, formulate mining tasks, and carry out progressive and exploratory data
mining according to the results of each step of data mining.

(5) Mining object management module: The database management module is respon-
sible for maintaining and managing all kinds of databases in the system, including
databases, data warehouses and mining knowledge bases. These internal databases
are obtained by exchanging, cleaning and purifying with external databases, which
is the basis of data mining. Mining knowledge base, also known as domain knowl-
edge base, contains experience, methods, techniques, theories, rules, facts and
knowledge used or obtained in themining process. Themain purpose of thismodule
is to guide the mining process and evaluate the candidate patterns obtained from
mining. From the above introduction, it can be seen that it is difficult to fully real-
ize all functions of a complete data mining system. At present, many data mining
systems are incomplete in a strict sense. If it can’t handle a large amount of data,
it should be called a machine learning system, or a statistical analysis tool, or an
experimental system prototype. Similarly, if a system can only perform some data
and information retrieval tasks, including summation operation or deductive query
and answer, it can only be called an information retrieval system.
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5 Summary

With the maturity of data mining technology, its application in medical field will be
more and more extensive. Further research work has the following prospects.

(1) In the horizontal aspect, other technologies such as decision tree classification and
artificial neural network in data mining also have their unique advantages. It is an
important research topic to give full play to these advantages and apply them to
other medical fields including disease diagnosis and analysis, and prediction after
medication guidance.

(2) In the vertical aspect, the association rule mining and rough set mining in this paper
are both single-layer mining, which has certain limitations and requires Boolean
processing of features in advance, which to a certain extent affects the richness
of extracted rules and the accuracy of classification by rules. If we can conduct
in-depth research and multi-dimensional and multi-level image mining, the effect
will be better.

In a word, the application prospect of data mining in the medical field is very broad.
With the deepening of research, the value of data mining is constantly reflected, which
can better serve the public health.
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Abstract. Hip fracture is the most common and serious fracture in the elderly.
Because of the complicated types of acetabular fractures and the curved surface of
acetabulum, the surgical treatment of two rows of acetabular fractures has proved
to be challenging. Operation is the best treatment for hip fracture in the elderly.
However, the elderly patients complicated with a variety of complex medical
diseases and the decline of various organs increase the risk of operation, and the
incidence of postoperative complications and mortality are also extremely high.
The 3d reconstruction adopts MC algorithm. The basic idea is to treat the 2d
slice sequence data as a 3d data field, process the voxels in the data field one by
one, compare the value of each vertex of the voxel with a given threshold value to
determine the construction formof the internal isosurface of the voxel, and connect
it into a triangular patch to fit the surface in a certain topological form. Finally,
connect the isosurface of each voxel to form the whole isosurface, which is used to
represent the surface of the object. The hip joint model is established by imaging
and 3D printing. The 3D solid model can truly express individual cases and the
actual state and actual stress environment of individual cases, which makes the
formulation of hip joint disease treatment plan faster, improves the prediction and
prevention of long-term curative effect, and provides valuable clinical research.

Keywords: Hip fracture · Image segmentation · 3D modeling · 3D printing

1 Introduction

Hip fracture is the most common and serious fracture in the elderly. Because of the
complicated types of acetabular fractures and the curved surface of acetabulum, the
surgical treatment of two rows of acetabular fractures has proved to be challenging
[1]. In America, the probability of hip fracture in women is equal to the sum of breast
cancer, ovarian cancer and uterine cancer, while the probability of hip fracture in men
is higher than that of prostate cancer [2, 3]. With the aggravation of population aging,
the incidence of hip fracture in the elderly in the world is increasing at a rate of 1%–3%
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every year. It is estimated that the number of hip fracture patients in the world will rise
to 6.26 million in 2050, of which more than half will occur in Asia [4]. The incidence of
hip fracture in China is also increasing year by year: during 1990–1992, the incidence of
hip fracture was 83/100,000 for men and 80/100,000 for women over 50 years old, and
it has increased to 129/100,000 for men and 229/100,000 for women during 2002–2006,
with a sharp increase in medical expenses [5]. Therefore, hip fracture in the elderly has
become one of the most important public health problems in the world [6].

With the aging of China’s population, the proportion of osteoporosis in the elderly
is increasing, which leads to an increase in the number of patients with hip fractures
year by year. At present, there are non-surgical treatment and surgical treatment for
elderly patients with hip fracture. However, due to poor resistance and many basic
diseases, non-surgical treatment needs to stay in bed for a long time, which is prone to
complications such as pressure sores, lung infection and deep vein thrombosis, which
seriously affects the quality of life of patients and even endangers their life safety [7–
9]. Therefore, surgery is the best treatment for hip fracture in the elderly. However,
the elderly patients complicated with a variety of complex medical diseases and the
decline of organs in various systems increase the risk of surgery, and the incidence of
postoperative complications and mortality are also extremely high [10–12].

2 Research Status

Theprinciple of imaging and the optimizedmodeling of 3Dalgorithmof imaging images:
The development of digital imaging and the digital construction of hospitals are the
products of the combination of electronic industry, computer technology and medicine,
which is the inevitable development of imaging and the whole scientific development
[13]. With the development of science today, electronic information and computer tech-
nology have been fully developed, and the product of their combination is the origin and
foundation of the development of digital images [14]. The main advantages of digital
imaging are as follows: it can turn simulated dead images into reusable or data, and fur-
ther change two-dimensional planar images into multidimensional stereo images; It can
make image quantitative diagnosis possible. Completely changed the traditional medical
image viewing, use, storage and management methods [15, 16].

Digital image is to turn past analog images into reusable data. In the past, hospitals
gave patients an X-ray film, which could only record the images of patients under current
conditions, but could not see new things through it [17]. Digitalization turns the image
into a kind of living data, which can change the past two-dimensional plane image
into a multi-dimensional three-dimensional image, from only one plane and length and
width in the past to a long, wide, high or front and back, left and right, up and down
three-dimensional image [18].

Because of the different functions, medical imaging itself not only reflects the three-
dimensional structure, but also includes elements such as time and resolution. In the
functional change, we call it a four-dimensional image. In the past, we could only make
qualitative judgments, and there was no exact data to make quantitative judgments on
patients’ films. With the help of digital images, we can make accurate measurements.
For example, by measuring the CT value of the patient’s image, the tissue type of the
lesion can be clearly obtained, so as to make a diagnosis [19].
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By introducing highly integrated and easy-to-use 3D image generation and editing
software, it can input various scanned data (CT, MRI), build 3D models for editing, and
then output general CAD (Computer Aided Design), FEA (Finite Element Analysis)
and RP (Rapid Prototyping) formats, which can be used for large-scale data conversion
processing on PC. Scan input data can be processed quickly, and the corresponding file
format can be output for FEA (Finite Element Analysis) and CFD (Computer Simulation
Fluid Dynamics). Users can build 3D model with scan data, and then mesh the surface
for FEA analysis. The mesh re-division function in FEA module optimizes the input
data of FEA to the maximum extent. Based on Heinz unit of scanned data, materials can
be assigned to volume meshes [20].

Development of 3D printers and printing materials: In 1990, Sachs of Massachusetts
Institute of Technology first proposed the concept of 3D printing. Since 1990s, 3D print-
ing technology has made vigorous development. In 2003, Mironov of the University of
Southern Carona put forward the concept of 3D printing of biological tissues and organs.
Comparedwith the traditional plane printing, 3D printingmakes the printed object three-
dimensional. In the aspect of three-dimensional forming, 3D printing is a typical additive
manufacturing, that is, stacking layer by layer to form a three-dimensional structure [21].
As one of the disruptive technologies that will determine the future economy and human
life, 3D printing effectively integrates materials, machinery manufacturing, informa-
tion processing, electronic equipment and engineering design, and breaks through the
dilemma that traditional manufacturing processes are limited by structural complexity
and difficult to process andmanufacture. Customizing personalized products through 3D
printing will reduce production costs and lead a new industrial revolution. At present, 3D
printing is widely used in biomedicine, aerospace, architectural design, cultural indus-
try, industrial manufacturing and military equipment, etc. Especially in biomedicine, 3D
printing plays an increasingly important role.

The predecessor of 3D printing technology is rapid prototyping technology. The
basic idea is based on the digital 3D model, the objects are digitized and layered, and
the information such as the 2D processing path of each layer is obtained. By using
appropriate materials and processes, the objects are printed layer by layer along the set
path through automatic control technology, and finally accumulated into 3D objects.
Application of 3D printing in biomedical field Because it is suitable for small batch
and highly customized occasions, 3D printing is quickly combined with biomedicine
to form biological 3D printing. Biological printing can be divided into broad sense and
narrow sense. Generalized biological 3D printing refers to 3D printing that directly
serves the biomedical field. In the narrow sense, biological 3D printing refers to the
operation of biological ink containing cells to construct living tissue structure, which is
the advanced stage and ultimate goal of biological 3D printing. From the development
process, the generalized biological 3D printing can be roughly divided into four levels,
namely, medical AIDS, non-degradable implants, degradable implants and cell-carrying
printing.

3 Research Contents

Mimics is the abbreviation of Materialise’s Interactive Medical Image Control System,
which can provide user-defined inputmodules and support various file input formats such
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as BMP, JPG, TIF and RAW. It has irreplaceable advantages in basic image processing,
segmentation, extraction and visualization.

3.1 MIMICS Software Image Import and Preprocessing

The reconstruction of bone model has always been an important task in biomechanical
engineering analysis, and it is also the prerequisite for the accuracy of model reconstruc-
tion. It is not only a requirement for the model, but also a special need for the subsequent
finite element analysis and the following work.

Medical image three-dimensional reconstruction technology refers to the use of
visualization technology to convert two-dimensional image data obtained from medical
imaging equipment into three-dimensional data, so as to display the three-dimensional
shape of human tissues and organs and make qualitative and quantitative analysis. In
this study, based on DICOM format file of hip joint medical image of clinical patients,
interactive medical image control system software (MIMICS) was used to reconstruct
hip bone.

(1) Raw data collection: collect DICOM format image data of a hip fracture patient,
and apply MMCS new project guide command (import the image data into MIM-
ICS software, which automatically virtualizes the cross-section, coronal plane and
sagittal plane according to the fault sequence, and obtain the perfect angle of image
processing by adjusting the visual angle and fault sequence.

(2) After importing hip joint data into image processing, the software displays the image
sequence of axial view, and at the same time, automatically virtualizes coronal view,
sagittal view and three-dimensional display viewport. In different viewports, the
indication information of images is expressed by tick marks, intesection lines, slice
position, etc.

Image preprocessing: Image preprocessing is a process before sorting out CT images
and handing them over to the segmentation model. This process is called image prepro-
cessing. In image analysis, the quality of the image directly affects the design of the
recognition algorithm and the precision of the effect, so preprocessing is needed before
image analysis (feature extraction, segmentation, matching and recognition, etc.). The
main purpose of image preprocessing is to eliminate irrelevant information in the image,
recover useful real information, enhance the detectability of relevant information, and
simplify data to the maximum extent, thus improving the reliability of feature extraction,
image segmentation, matching and recognition. See Fig. 1.

Fig. 1. Image preprocessing schematic diagram
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3.2 Algorithms for 3D Modeling of Mimics Software

The 3d reconstruction adopts MC algorithm. The basic idea is to treat the 2d slice
sequence data as a 3d data field, process the voxels in the data field one by one, compare
the value of each vertex of the voxel with a given threshold value to determine the
construction form of the internal isosurface of the voxel, and connect it into a triangular
patch to fit the surface in a certain topological form. Finally, connect the isosurface of
each voxel to form the whole isosurface, which is used to represent the surface of the
object. The essence of 3D reconstruction is to fit the boundary of mask voxel, and the
distance between contour lines is the distance between fault slices. Three-dimensional
reconstruction is a process of calculating masks based on three-dimensional models, that
is, voxelization. Three-dimensional reconstructed hip joint model. See Fig. 2.

Fig. 2. Schematic diagram of 3D model generation

In order to give doctors sufficient information for diagnosis of orthopedic diseases,
this paper studies two ways of visualization technology and quantitative index calcula-
tion, and proposes an evaluation method for auxiliary diagnosis of orthopedic diseases
based on visualization technology and quantitative index calculation, which displays
useful information through quantitative index values, two-dimensional images and three-
dimensionalmodels to assist doctors in diagnosis. In order to realize 3Dvisual evaluation
of multi-target areas, this study proposes an improved MC 3D reconstruction algorithm
based on multi-region labels and a 3D model rapid prototyping file export algorithm.
The former can provide 3D model images, while the latter can be used to print 3D solid
models.

3.3 3D Printing of 3D Registration Model with Mimics Software

Through the export algorithm of 3D model rapid prototyping file of MIMICS software,
the STL of hip bone model file is generated. The 3D printer can print 3D through 3D
model CAD data. The 3D reconstructed image and 3D physical model before opera-
tion can help to achieve fracture reduction, plate bending and position determination
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more accurately in clinic. Therefore, preoperative planning is conducive to the smooth
operation, and can obtain satisfactory surgical results. See Fig. 3.

Fig. 3. 3D printing skeleton model schematic diagram

4 Key Technologies

(1) Through image preprocessing algorithm, the image is optimized to solve the
problems of CT image quality, boundary registration, coordinate error and so on.

(2) 3-D registration of preprocessed images by software, so as to achieve accurate and
rapid reconstruction of CT image skeleton solid model.

(3) The hip joint model is established by image and 3D printing, and the 3D solidmodel
can truly express individual cases and the actual state and actual stress environment
of individual cases, which makes the formulation of hip joint disease treatment
plan faster, improves the prediction and prevention of long-term curative effect,
and provides valuable clinical research.

(4) Three-dimensional solid model can guide patients to avoid secondary fractures
caused by new imbalance of strength during rehabilitation training, as well as
postoperative nursing care.

(5) Provide teaching guidance for clinical teaching of hip fracture research. The
experience of hip fracture research can be extended to other orthopedic diseases.

5 Discussion and Summary

In this paper, an image preprocessing model is proposed, which can preprocess CT
images to overcome the gray-scale inhomogeneity that often exists in images, and is
also robust to noise and contrast, thus improving the accuracy of 3D modeling. Further-
more, the CT-based bone threshold segmentation is proposed, and the advantages and
disadvantages of the Segment- Threshold algorithm and the Advance segment- CT Bone
algorithm are compared. Aiming at the segmentation accuracy of the target region, the
Advance segment- CT Bone algorithm is more suitable for bone image segmentation.
The 3D modeling adopts MC algorithm, which regards the 2D slice sequence data as a
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3D data field, processes the voxels in the data field one by one, compares the value of
each vertex of the voxel with a given threshold to determine the construction form of
the internal isosurface of the voxel, and connects them into triangular patches to fit the
surface in a certain topological form. Finally, the isosurface of each voxel is connected
to form the whole isosurface, which is used to represent the surface of an object. The
3D reconstruction is mainly carried out by surface rendering, which has the advantages
of high 3D reduction and small error. Finally, the 3D model is printed by the generated
STL file, and the 3D hip joint model is applied to clinical application.

Funding. Guiding project of Suzhou Science and Technology Bureau, Research on the con-
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Abstract. The research of fall detection is a hot topic in computer vision. Most
existingmethods only detect the fall in simple scenes of a single person.Moreover,
these methods only extract fall action features from RGB images, and neglect to
extract features from human joint coordinates, resulting in a decrease in recog-
nition accuracy. In order to extract discriminative action features, a fall detection
method based on action structured method and cascade dilated graph convolution
neural network is proposed. The action structured method (ASM) is proposed to
model the skeleton of human action through the pose estimation algorithm, which
removes the interference of complex background. Besides, the object detection
algorithm is utilized to locatemultiple people to transfers the fall detection issue of
multi-person to single person fall detection. The proposed cascaded dilated graph
convolution network (CD-GCN) enlarges the receptive field by the dilated oper-
ation, effectively extracts action features from joint node coordinates, and fuses
multichannel features with different dilation rates, then finally obtains the classi-
fication results. The proposed method achieves the best accuracy on three public
datasets and one self-collected dataset, which is out-performing other state-of-art
fall detection methods.

Keywords: Fall detection · Action structured method · Pose estimation ·
Multichannel · Cascaded dilated graph convolution network

1 Introduction

Fall detection has a wide demand of application and research significance in the field
of safety monitoring in smart pension, smart city [1] and smart factory [2]. In the field
of smart pension, real-time monitoring of the fall action of the elderly can effectively
reduce the casualty rate, and enable the elderly to receive treatment in the first time. In the
field of public safety monitoring [3] in smart city and smart factory, fall action is also an
important detection action for safe production. An effective and rapid detection method
for fall can improve people’s quality of life and production level. Most existing visual-
based fall detection methods can only recognize fall action in simple environments.
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When there aremoving pedestrians or objects in a complex background, the image-based
method mixes the features of multiple people to detect falls. These extracted features
are inaccurate to classify each person, which leads to failed detection. Some methods
use the human skeleton to reduce the interference of background, such as scene or light
changes. These methods rely on the pose estimation algorithms [4] to obtain the human
skeleton representation. The scene in the background can be eliminated and reserve the
skeleton information, but the pose estimation algorithm may incorrectly process some
of the back-ground pixels as human skeleton, resulting in inaccurate extraction of action
features by deep learning network. As shown in Fig. 1, cartons are mistaken for human
skeleton, and the error processing representation is shown on the right part of the image,
which makes the feature redundancy unable to discriminate the fall action.

Fig. 1. The pose estimation algorithm error processes the skeleton representation.

In addition, the existing methods only extract action features from RGB images, but
neglect to extract features from human joint coordinates, resulting in poor recognition
accuracy. These methods use pixel-level features to detect falls, which leads to lack of
feature scale invariance and loss of structured information. Human skeleton contains
structured information which is hard to extract from image.

In this paper, a fall detectionmethod based on action structuredmethod and cascaded
dilated graph convolution neural network is proposed. The contributions of the proposed
method are summarized as follows:

(1) An action structured method (ASM) is proposed to model the skeleton of human
actions by using pose estimation algorithms, which removes the interference of
complex background. Also, the object detection algorithm is utilized to locate mul-
tiple people to transfers the fall detection issue of multi-person to single person fall
detection.

(2) The cascaded dilated graph convolution network (CD-GCN) is proposed to enlarge
the receptive field by the dilated operation, effectively extracts action features from
the coordinates of joint nodes, and fuses the multichannel features with different
dilation rates. Then finally obtains the classification results.

2 Related Works

Automatic fall detection technology has become a hot research topic in recent years
[5–7]. With the aging of Chinese population and the development of public security
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technology in smart city, the automatic detection of human falls is of great importance
for protecting vulnerable groups such as the elderly and children and ensuring public
safety. Falling is the second cause of accidental injury for people of all ages, and it is the
primary cause of accidental injury for people over 79 years old [8]. Fall detection meth-
ods are mainly based on three categories of wearable sensors [9], environmental sensors
[10] and machine vision [11]. In addition, many published methods focus on general
motion recognition and video understanding, rather than specific fall detection. There
is a problem of inaccurate extraction due to the small gap between feature classes. The
wearable sensormethod is to detect the acceleration and position of the humanmovement
by wearing one or more sensors on the pedestrian to analyze whether it conforms to the
motion characteristics of human falling [12–14]. These methods are uneconomical and
can only detect the wearer of the sensor, which cannot cover all people. Environmental
sensor method uses multiple sensors arranged in the environment to detect floor vibra-
tion, the current generated near the fall, falling sound and other information to judge
human fall [15]. This method has poor anti-interference and highmisjudgement rate, and
cannot be widely used. The machine vision method judges human fall action through
video images. Literature [16] designed local spatio-temporal points of interest were
designed to represent features, and then the support vector machine (SVM) was used to
classify and identify fall. In literature [17], human joint information is obtained by object
detection algorithm, and feature vectors are formed, and then the integrated classifier is
used to detect fall. Literature [18] proposed a multi-feature fusion detection method. In
literature [19], a deep neural network-based method for identifying fall behaviour is pro-
posed. Abobakr et.al [20] proposed a method based on skeleton information and random
decision forest to extract fall features, and then a method using human skeleton infor-
mation is proposed to remove background information through support vector machine
classification. Xin et al [21] proposed a method of removing background information
by using human skeleton information, and then extracting temporal and spatial features
of actions through three-dimensional convolution neural network. Mastorakis et al. [22]
proposed a human modeling method with other occlusion and used Hausdorff distance
measure for fall detection. Panahi et al. [23] used support vector machine to classify the
action features of depth images. When there are moving pedestrians in complex back-
grounds, the image-based methods mixed the feature of multiple people to detect the
fall. These extracted features are inaccurate, leading to detection failure. Moreover, the
existing methods only extract action features from RGB images, neglecting to extract
features from human joint coordinates, resulting in poor recognition accuracy. These
methods use pixel-level features to detect falls, resulting in the invariance missing of
feature scale and loss of structured information.

In order to solve the abovementioned problems, a fall detection method based on
ASM and CD-GCN is proposed. The proposed ASM models the skeleton of human
action through the pose estimation algorithm, which removes the interference of com-
plex background. In addition, the object detection algorithm is utilized to locate mul-
tiple people to transfers the fall detection issue of multi-person to single person fall
detection. The proposed CD-GCN enlarges the receptive field by the dilated operation,
effectively extracts the action features from the coordinates of joint nodes, and fuses the
multichannel feature with different dilation rate, then finally obtains the classification
results.
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3 Overview of Proposed Method

In this paper, a fall detectionmethod based onASMandCD-GCN is proposed. As shown
in Fig. 2. The ASM is proposed to conduct skeleton model of human action through
pose estimation algorithm [24] to remove the interference of background, and classify
pedestrians by using the object detection algorithm [25] to transfer the fall detection issue
ofmulti-person to single person fall detection. The proposed deep learning network based
on the CD-GCN enlarges the receptive field and effectively extracts the fall features from
joints coordinates. Finally, the classification results are obtained.

Fig. 2. The structure of the proposed method.

4 Action Structured Method

In order to remove the background interference in the image, as shown in Fig. 3, an action
structured optimization method (ASM) is proposed in this paper. Firstly, the proposed
method utilizes the YOLOv5 [25] object detection algorithm to classify the people in
image, and uses the detection coordinates to reduce the image size. The ASM reduces
the computational complexity of subsequent processing and improves the processing
efficiency. Secondly, the coordinate information of each human skeleton in the image
is obtained through pose estimation algorithm, OpenPose [24], and finally the skeleton
sequencewith spatio-temporal action features is obtained. The pose estimation algorithm
has the problemofmisrecognizing the background object as human body,which has been
illustrated in Sect. 1, which results in redundant and erroneous human action information
in the data. The object detection algorithm recognizes each person’s region and then
performs the pose estimation process, so that the skeleton information of each person
can be obtained without the interference of background misjudgment, which transfers
the fall detection issue of multi-person to single person fall detection and improves
the feature extraction. Finally, the optimized skeleton sequences of each person with
spatio-temporal features are obtained.
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Fig. 3. The process of ASM.

5 Cascaded Dilated Graph Convolution Neural Network

In recent years, graph convolution network (GCN) theory has attracted more and more
attention from researchers [26–29]. The advantage of graph convolution is that it can
process data with non-Euclidean structure. The skeleton structure of human body is
a natural non-Euclidean data, and the coordinates of each joint are native and original
feature vectors. However, the existingmethods extract action features fromRGB images,
which are not only susceptible to background interference, but also have a large gap in
the extracted fall features, resulting in poor accuracy of detection methods. A cascaded
dilated graph convolution neural network (CD-GCN) for feature extraction and fall
detection is proposed. The proposed dilated graph convolution is shown in Fig. 4. The
dilated theory is transformed from CNN to GCN.

Fig. 4. Figure (a) is the traditional CNNwith regular structure; (b) is the non-Euclidean structure.
The red node is the central node, the yellow node is the aggregated node with different dilation
rate. (Color figure online)
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The idea of dilated graph convolution is enlightened from traditional convolution
neural network. As shown in Fig. 4, (a) shows the dilated convolution under the grid
structure data based on RGB pixel rules, (b) shows the dilated graph convolution of non-
European structured data. It can be seen that the aggregated pixels or nodes (yellow)
of the central node or pixel point (red) are gradually diffused around. The degree of
diffusion is defined as dilation rate, and the distance from the central node to aggregated
node is taken as the quantitative index. Dilation rate dr = 1 means that the distance
from the central node to the aggregated node is 1. In this paper, the feature of a cascaded
dilated graph convolution is an aggregated eigenmatrix of different dilation rate. As
shown in Fig. 5, the structure of the cascaded graph convolution operation is proposed.
Features of different dilated rate are cascaded and fused.

Fig. 5. The structure of cascaded dilated graph convolution operation.

As shown in Fig. 6, the proposed cascaded dilated graph convolution neural network
in this paper consists of six convolution layers, one pooling layer, one full connection
layer and one Softmax layer. The joint coordinates of the optimized skeleton sequence
into the network as the input, and a C × T × V tensor is designed, where T means
the number of video frames, V means the number of human joints, and C means the
joint coordinate data dimension. In this paper, C = 3, T = 40, V = 18 are set. The
mathematical expression of graph convolution operation is shown in formula (1):

f = �− 1
2 (Am + 2I)�− 1

2 finW (1)

where f means the feature matrix, Am means the adjacency matrix of human body
structure, here is the cascaded graph data, and I means the identity matrix with the same
dimension as Am. In this paper, the mathematical expression of Am is shown in formula
(2):

Am = A1 + A2 + · · · + An (2)

where A1 means the adjacency matrix with dilation rate dr = 1, A2 means the adjacency
matrix with the dr = 2, and An means the adjacency matrix with dr = n. Then the
formula (1) transfers to formula (3):

f =
∑n

m=1
�− 1

2 (Am + 2I)�− 1
2 finW (3)
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In this paper, the accuracy performance with different dilation rate is studied. When
the convolution strategy of dr = 1 and dr = 2 are fused to extract features, the optimal
recognition accuracy is obtained.

Fig. 6. The structure of proposed cascaded dilated graph convolution network.

6 Experiments

6.1 Datasets and Implementation Setup

Experiments and analyses are implemented on three public data sets and one self-
collected dataset. These three public datasets are single-person fall datasets in a simple
environment. UR dataset [30] contains 30 falling videos and 40 daily action videos. FDD
dataset [31] contains 191 videos. MCFD dataset [32] contains 192 videos, including 7
types of actions such as fall, sit, walk and run. In this paper, the UR, MCFD and FDD
datasets are divided into two categories: fall and daily behaviour. The self-collected
dataset, for 5 classes, uses HIKVISION DS camera to collect video data. As shown
in Fig. 7, we collected more than 150 videos with complex scenarios, with each video
length of 150–250 frames and each video lasts 5–9 s.We also collected 300 daily non-fall
videos with 4 classes, including normal walking, squatting, lying down and sitting.

Fig. 7. Example frames of self-collected dataset.

The experiment is implemented on Ubuntu18.04 system, Intel Xeon E2 CPU and
NVIDIA 16 GB RTX5000 GPU. The program is implemented in Pytorch 0.4.1 and
Pycharm. The initial learning rate of the cascaded dilated graph convolution network is
0.1, the weight decay is 0.0001, and the batch size is 64. Atotal 30 epochs are trained,
and the learning rate decayed every 10 epochs.
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6.2 Comparison with State-of-Art Methods

A fall detection method based on ASM and CD-GCN is proposed. The ASM models
the skeleton of human action through the pose estimation algorithm, which removes
the interference of complex background. Also, the object detection algorithm is utilized
to locate multiple people to transfers the fall detection issue of multi-person to single
person fall detection. The proposed CD-GCN enlarges the receptive field by the dilated
operation, effectively extracts the action features from the coordinates of joint nodes,
and fuses the multichannel feature with different dilation rates, then finally obtains the
classification results.

Evaluation of ASM. The ASM is proposed to conduct skeleton modeling of human
action through pose estimation algorithm, and to remove the interference of background.
The pose estimation algorithm has the problem of misrecognizing background objects
as human body, which leads to redundant and erroneous human action information in the
data. The object detection algorithm recognizes each person’s region and then performs
the pose estimation processing, so that the skeleton information of each person can be
obtained without the interference of background misjudgment, which transfers the fall
detection issue ofmulti-person to single person fall detection and improves the efficiency
of feature extraction. Experiments results on four datasets are shown in Table 1. As
shown in the table, experiments were performed with and without ASM, respectively,
and performance evaluations were performed. The experiments show that the proposed
method achieves the highest accuracy on four datasets. When only the human skeleton is
input and ASM is not used, there is the possibility of multi-person skeleton interference
and pose estimation misrecognizing the limb skeleton. The accuracy of the proposed
method is slightly improved on the single-person fall dataset in a simple environment,
while it is greatly improved on the self-collected dataset in a complex multi-person
scenario.

Table 1. The accuracy evaluation of ASM (%).

Method UR FDD MCFD Self-collected

Without ASM 98.9 98.0 99.3 88.8

With ASM 99.3 98.9 99.5 95.6

Evaluation of CD-GCN. The proposed cascaded dilated graph convolution network
(CD-GCN) is proposed to enlarge the receptive field by the dilated operation, effectively
extracts the action features from the coordinates of joint nodes, and fuses the multichan-
nel feature with different dilation rate. Then finally obtains the classification results.
The evaluation of CD-GCN is shown in Table 2, the dilation combination of the cas-
cade dilated graph convolution is evaluated. Dilation rate dr = 1 means the convolution
without any dilation process. The experimental results show that when the features of
the cascade dilation rate are 1 and 2, the proposed method achieves the highest accuracy.



Fall Detection Based on Action Structured Method 533

Table 2. The accuracy evaluation of CD-GCN with different dilation rate. (%)

r UR FDD MCFD Self-collected

1 99.0 97.3 97.9 94.9

2 90.9 85.0 90.9 86.3

3 70.1 67.6 73.7 62.5

1+2 99.3 98.9 99.5 95.6

1+3 98.2 96.5 94.4 91.6

1+2+3 96.9 96.7 90.3 90.4

6.3 Comparison with State-Of-Art Methods

In this paper, the proposedmethod is comparedwith the state-of-the-artmethods in recent
years, as shown in Table 3. Literature [7–14] uses a method based on machine vision.
[16–23]. These methods ignore the structured optimization of human body information,
resulting in inaccurate detection, especially in amulti-person scenewith a complex back-
ground, which is susceptible to interference from other action features. In addition, these
methods only extract action features from RGB pixels, and neglect to extract features
from human joint coordinates. The proposed method achieves accuracy improvement
about 0.7%, 0.6% and 0.5%onUR, FDDandMCFDdatasets, and 1.9%on self-collected
datasets. The experiment proves the superiority of the proposed method.

Table 3. The accuracy comparison of proposed method with state-of-art methods. (%)

Method UR FDD MCFD Self-collected

Su [16] 96.3 97.5 98.1 93.7

Zhao [17] 97.2 98.3 99.0 89.9

Li [18] 83.5 87.9 90.0 80.9

Fan [19] 94.3 92.9 97.5 91.1

Abobakr [20] 96.1 95.2 96.1 92.3

Xin [21] 83.5 87.9 90.0 89.4

Mastorakis [22] 98.6 94.3 97.3 93.2

Panahi [23] 97.1 90.9 93.6 90.5

The proposed method 99.3 98.9 99.5 95.6

7 Conclusions

In this paper, a cascade dilated graph convolution neural network for fall detection in
complex scenes is proposed. In order solve the problem that existingmethods are suscep-
tible to the interference of complex backgrounds, the proposedASMuses pose estimation
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algorithms to model human action skeleton, and combines object detection algorithm
to remove the interference of objects and pedestrians in the background. Aiming at the
problem of inaccurate extraction of action structure features in existing methods, a cas-
caded dilated graph convolution network is proposed to expand the receptive field and
effectively extract the action features from joint point coordinates. In the future, human
body occlusion and multi-limb overlap action recognition methods will be studied.
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Affiliated Hospital of Nanchang University (No. 701566001).
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Abstract. Color 3D images play an important role in many fields. The segmenta-
tion effect of traditional 3D image surface reconstruction methods is poor, result-
ing in unreliable reconstruction results. Therefore, a new surface reconstruction
method of color 3D image is designed based on the independent adjustable sparse
coefficient. Firstly, the color 3D image is enhanced, and then the point cloud reg-
istration algorithm is designed based on the independent adjustable sparse coef-
ficient. The surface reconstruction of the color 3D image is realized by the point
cloud registration algorithm. The experimental results show that the reconstruction
effect of this method is good, which proves that it has high application value.

Keywords: Independently adjustable sparsity coefficient · Color
three-dimensional image · Surface reconstruction · Image enhancement · Point
cloud registration algorithm

1 Introduction

Vision is the main way for human beings to capture information from the real world.
However, the information obtained from two-dimensional scene is limited. Therefore,
three-dimensional technology has emerged [1]. Computer vision is tomake the computer
have the ability to perceive and analyze the information of the external environment,
install “eyes” for the computer, and make it have the function similar to human eyes.
This technology enables the machine to record the physical information of the object in
the environment, and then analyze and calculate the object [2].

Relevant scholars summarized the research results of many disciplines in 1982
and put forward a series of computer vision theories. Its core idea is to reconstruct
the three-dimensional structure through two-dimensional images. Computer vision has
attracted more and more attention and has been applied to various fields, such as visual
image processing, various inspection andmonitoring, robot autonomous recognition and
instrument navigation, commercial field, space technology and military simulation [3].
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The research of 3D reconstruction technology involves many disciplines and is a hot
research direction in the field of computer vision technology. It is to explore how to build
the two-dimensional model of the object into a three-dimensional model in the computer,
so that the computer can analyze and process it. In the process of reconstructing object
model, depth image acquisition and model reconstruction are the most key parts. The
depth image, also known as the distance image, can be obtained by a three-dimensional
information sampling device. However, due to the limitations of the principle of the
equipment itself, the obtained depth image will have problems such as black holes and
noise, so it is necessary to enhance the depth image. The key step inmodel reconstruction
is to convert the obtained 3Ddata point cloud data into the 3D surfacemodel of the object,
which is also called point cloud registration. The quality of reconstruction results will be
directly affected by the accuracy of point cloud registration. Therefore, in order to obtain
a 3Dmodelwith high reconstruction degree, it is necessary to realize high-precision point
cloud registration [4].

With the development of computer hardware and software technology, the world
presented by two-dimensional images can no longer satisfy people’s visual experience,
and thus the depth image is born, and then the three-dimensional real world is obtained.
Nowadays, it has become easier to obtain better depth image information using depth
sensors, making depth images the focus of researchers, and applications based on depth
images are also developing rapidly [5].

In recent years, technological progress has promoted the development of reverse
engineering research. In reverse engineering, you first need to use a laser scanner to
obtain geometric data, and then obtain a three-dimensional model of the object through
certain operations [6]. The update of laser measurement technology makes the laser
scanner more efficient, lighter and more powerful, so that the acquired point cloud
data is more accurate, providing a solid foundation for deeper application, and it has
demonstrated powerful functions in all walks of life. The advancement of nature and
technology.

Based on the above analysis, this paper designs a new surface reconstruction method
of color 3D image based on independently adjustable sparse coefficients. In this study,
the method firstly enhances the detail delicacy in color 3D image, and fundamentally
improves the reconstruction effect by clarifying the detail information. Then, a point
cloud registration algorithm was designed based on the independent adjustable sparse
coefficients, and the surface reconstruction of color 3D images was realized through the
point cloud registration algorithm.

2 Method Design

2.1 Color 3D Image Enhancement Processing

The pixel in the grayscale image represents the brightness value, and the pixel in the
depth image represents the distance from the point to the camera, that is, the depth
value or distance value, so the depth image is also called the distance image [7]. The
relationship between depth image and grayscale image is shown in Fig. 1.

As can be seen from Fig. 1, the depth value represents the distance between the
target point and the measuring instrument. Because the depth value is only related to
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Gray image

Depth image

Fig. 1. The relationship between depth image and grayscale image

the distance and has nothing to do with external factors, the depth image can correctly
reflect the physical depth information of the scene.By constructing the three-dimensional
model of the object, it can provide a more solid foundation for higher-level computer
vision applications.

The primary task in 3D reconstruction is to obtain the 3D information of the object,
and the depth sensor has become an indispensable device to obtain the depth information
of the object [8]. The depth sensor can be divided into active depth imaging sensor and
passive depth imaging sensor according to the need for external emission light source.
The active depth imaging sensor needs the help of external emission light source when
collecting image information. The passive depth imaging sensor is just opposite to the
active depth sensor. It only uses its own principle and the information existing in the
environment when collecting image information, and does not need the help of external
emission light source. The following is a brief overview of the technologies involved in
the depth sensor.

Stereo vision technology is a passive depth imaging technology without external
light source. Stereo vision technology reconstructs three-dimensional information of the
scene by obtaining multiple images from different perspectives from multiple cameras
at multiple locations. So far, stereo vision technology has a relatively perfect and mature
system,which canbedivided according to thenumber of images required in theprocess of
three-dimensional reconstruction. If the number of images required is 2, two images taken
from two different directions of the same scene are needed to obtain depth information.
It is also called binocular stereo vision technology because of its similar structure to the
information acquired by the human eye [9].

Lidar ranging technology requires the use of laser light sources to calculate depth
information based on the time difference between laser emission and reception and the
light propagation speed. Its core technology is light flight time ranging technology.When
using laser ranging, the light source periodically emits a laser signal to the measured
object, and then the signal hits the measured object and returns to the imaging device.
Record the time required for this process, and then the distance between the camera
and each surface of the object It can be calculated from this time. The advantages and
disadvantages of these technologies are shown in Table 1.
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Table 1. Advantages and disadvantages of enhanced technology

Technology Advantage Shortcoming

Stereo Vision Technology Suitable for short-distance
high-precision measurement

Affected by camera
performance, lighting and
baseline distance

Lidar ranging technology Simple and fast Affected by background
light and diffuse reflection

Structured light technology Wide range and high precision Susceptible to physical
optics and occlusion

It can be seen from Table 1 that structured light technology belongs to active depth
imaging technology, and its core idea is the idea of triangulation. The key to structured
light imaging technology is to obtain fringes with recognizable codes. The formation of
these fringes will be affected by the projection distance of the light source, and different
fringes will be formed due to different surfaces of the object.

In June 2010, Microsoft designed a somatosensory device called Kinect for the
Xbox360 game console. Kinect ismainly composed of three parts: color camera, infrared
3D depth sensor, microphone [10]. Based on the above-mentioned infrared camera and
color camera, the device can acquire depth images and color images at the same time.
Multi-array microphones can collect sound information, thus providing a more powerful
way of human-computer interaction.

The core component of Kinect is Prime Sensor, and the core of this component is the
PS1080 system-level chip. It is precisely because of this chip that Kinect has a powerful
human-computer interaction method. And Prime Sensor equipment uses optical coding
technology, the key is to use the camera to obtain structured light patterns. In the entire
measurement process, a COMS sensor can be completed, reducing the cost of testing.

The traditional structured light ranging technology uses structured light patterns to
estimate the distance. The specific process is: first use the active light source to project
the distinguishable patterns onto the objects in the scene to form different structured
light patterns, and then use the camera to receive these structured light patterns reflected
by the object, and analyze the position and The structured light pattern of the degree of
deformation can calculate the distance from the object to the camera. The Light Coding
technology l38 used by Kinect is a kind of structured light technology, but the difference
from the traditional structured light technology is that Light Coding is realized through
a technology called “laser speckle” [11].

Laser speckle has high randomness and is very sensitive to the change of distance.
In other words, in the scene to be tested, the shape or size of speckle pattern in any two
regions is different. If you want to obtain the “speckle pattern” of the whole scene to
be tested, that is, some mark is made on the distance information of the whole scene to
be tested, so that the distance information of an object in the scene to be tested can be
converted into the “speckle pattern” of the object. Through the “speckle pattern” you
can get the specific location information of the object in the scene. Therefore, the light
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source needs to be calibrated to obtain all speckle patterns of the scene to be measured,
as shown in Fig. 2.

Laser

Surfaces at 
different
distances

Fig. 2. Principle of speckle pattern formation

It can be seen from Fig. 2 that the used light waves formed by the interference
between multiple light waves have different frequencies and have different phases and
amplitudes. The speckle pattern is actually a random diffraction pattern. Laser speckle
uses the higher coherence of laser light to make the diffraction result more prominent.
The information recorded by the speckle image contains information about the light and
the objects that the light can pass through, and the speckle images of any two regions
in space are different. Therefore, people use this feature to measure the roughness of
the reflective surface, the movement speed of the object, and the electronic speckle
photography technology and electronic speckle interferometry used in the industrial
field.

The speckle pattern can reduce the optical complexity of the projection system to a
large extent, the reason is that its measuring depth is very large, generally about a few
meters. Assuming that the distance between the object and the camera is Z, the average
vertical and horizontal dimensions of the speckle here are as follows:

SL = λ

(
Z

φ

)2

(1)

ST = λZ

φ
(2)

In the formula, λ represents the wavelength of the emitted light, and φ represents the
size of the diffuser. When Kinect works, the COMS sensor receives the infrared light
reflected from the object. Some areas in the depth image appear black, and the depth
value is zero. In fact, the sensor does not receive the reflected speckle pattern.
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2.2 Independently Adjustable Design Point Cloud Registration Algorithm Based
on Sparse Coefficient

The super-resolution reconstruction of a single image can be defined as the process
of generating a corresponding high-resolution image by adding more details and res-
olution on the basis of the original low-resolution single input image, and generating
a high-resolution image from the low-resolution input image through a predetermined
mathematical model. The pixel intensity value obtained by the weighted average inter-
polation method is locally similar to that of adjacent pixels, which can generate a better
smooth region, but it does not perform well when high-frequency regions such as edges
produce large gradients [12]. The high score image is reconstructed by using the image
prior information learned from the edge features. Edge is an important original image
structure, which plays a decisive role in visual perception. Because the prior informa-
tion is learned from the edge, the reconstructed image has high edge quality, appropriate
sharpness and less artifacts. However, the effectiveness of edge a priori in modeling
other high-frequency structures is poor.

With the introduction of machine learning and compressed sensing theory, learning-
based super-resolution algorithms are increasingly used in single-image super-resolution
applications [13]. This paper proposes a sparse coding super-division method based on
sparse coding and dictionary learning. The edge sharpness of the super-division image is
better but the artifacts are more obvious. The joint dictionary training generates a com-
plete dictionary and proposes a method to build a sample library based on the redundant
information of the image itself. The sample library is generated by interpolation, but
the adaptive ability is poor. The training of the high-score dictionary and the low-score
dictionary are carried out separately, the dimensionality of the image block is reduced,
the neural network approximation is introduced and the training of the high-score dic-
tionary is simplified with the pseudo-inverse, which improves the over-score speed. The
dictionary learning is no longer limited to small-scale, definite training samples, and the
accuracy of dictionary training is improved, and the application effect of image restora-
tion is better. The super-resolution reconstruction based on ODL is compared with other
algorithms, but the improvement effect is limited. Double sparse coding in the wavelet
domain, the reconstruction effect is better. Combining the advantages of reconstruction
and learningmethods, a multi-level dictionary super-resolution reconstruction algorithm
based on image pyramid is proposed. The learning-based super-score algorithm repre-
sented by the SCSRmethod can achieve a better single-image super-score effect. If it can
effectively suppress the edge artifacts and increase the texture details, the super-score
effect will be greatly improved.

In view of the problems in obtaining depth images by Kinect, many researchers have
proposed methods to repair depth data, but many methods benefit from the traditional
depth data repair algorithms. In view of the noise phenomenon and low resolution of
traditional depth data, the traditional depth data repair algorithm has a good enhancement
effect. However, for Kinect’s strong noise and large area loss, the traditional depth data
enhancement algorithms need to be improved. Therefore, these traditional algorithms
have great reference value for the research of depth data restoration based on Kinect.
The following briefly introduces the main two types of algorithm principles and their
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representative algorithms, namely, depth data enhancement algorithm based on local
information and depth data enhancement algorithm based on global optimization.

The basic idea of depth image enhancement algorithm based on local information is
to calculate it through the similar pixel with depth data [14]. Most of these algorithms
are based on linear transformation. Let p and q denote two pixels and their positions in
the image, and h denotes the weight coefficient of the pixels in the neighborhood, then
the output image is as follows:

g(p) =
∑

q∈N (P)

h(p − q)f (q) (3)

Among them, h in the linear transformation is generally constant in the entire image.
In order to facilitate the calculation of the center of gravity of the neighborhood, a matrix
with an odd number of rows and columns is generally used to represent h.

In practical applications, many methods only use the information of one image, and
use the information as a guide to filter the secondary image, that is, for different pixels,
the guided image will form different filter cores. Bilateral filtering is composed of two
sub-filter cores, one is related to spatial distance, called spatial domain weight, and the
other is related to pixel value difference, called range weight. The output J of bilateral
filtering at point p is as follows:

Jp =

∑
q∈N (P)

s(p − q)r(IP − Iq)Iq

g(p)
(4)

p = s(p − q)

g(p)
(5)

r
(
IP − Iq

) = exp

(
−

∥∥IP − Iq
∥∥2

2σ 2
r

)
(6)

In the formula, IP, Iq represents the color value of the pixel, and σr represents the
range parameter of bilateral filtering. The weight coefficient of the bilateral filter is
inversely proportional to the spatial distance or the difference in pixel value. This feature
makes the bilateral filter have the advantage of keeping the edges better. Since the filtering
kernel of bilateral filtering is calculated based on the guided image, it is not constant
during the filtering process of the entire image. In traditional bilateral filtering, the
leading image is the original image. Subsequent researchers replaced the guided image
with another image that was different from the original image, thereby obtaining a joint
bilateral filtering algorithm. For the repair of the black hole in the depth image, the color
image is usually used as the pixel value difference degree for calculation, and the black
hole in the depth image is used as the filtering object, thus the following formula is
obtained:

E = exp

(
− IP − Iq

σr

)
(7)

E(x) = 1

E
= 1

exp
(
− IP−Iq

σr

) (8)
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J (p) =

∑
q∈N (P)

s(p − q)r(IP − Iq)

∑
q∈N (P)

f (q)
(9)

J (X ) =
IP−Iq

σr∑
q∈N (P)

s(p − q)f (q)
(10)

Compared with the depth image enhancement algorithm based on local information,
the depth image enhancement algorithm based on independently adjustable coefficients
can retain more global information. The depth image enhancement algorithm based on
local information converts the input image into the expected result through the local
image repair operator. In order to obtain the ideal image processing effect, the depth
image enhancement algorithm based on global optimization constructs the global energy
term according to the image information and some limited conditions. One of the most
popular ideas in this kindofmethods is basedonMarkov randomfieldmodel. Themethod
based on the model constructs the maximum likelihood term based on the difference
between the input image and the estimated image and the prior constraints that the latter
needs to meet, so as to construct the final probability expression of the model and obtain
the maximum value of the probability.

In fact, in the methods based on global optimization, it is a common method to
solve the image processing problem by introducing regular terms. The method based
on this idea has a great relationship with the image enhancement method of the above
model. Its data item corresponds to the maximum likelihood item in the above model,
and its smoothing item corresponds to the a priori item in the above model. Generally,
researchers equate the above two. As mentioned above, in solving problems such as
sparse image interpolation, image noise reduction, filling invalid pixels of the image,
giving priority to the image enhancement method based on global optimization can
obtain a good repair effect.

2.3 Color 3D Image Surface Reconstruction

Surface representation is the most basic method to represent the shape of three-
dimensional material. It can provide comprehensive information of three-dimensional
objects. There are two specific forms: boundary contour representation and surface
surface representation.

The initial surface reconstruction method adopts the description method based on
contour line, that is, in the sectional image, the deterministic segmentation of the target
contour is realized manually or automatically, and then the contour lines of each layer
are “stacked” to represent the boundary of the object of interest. This contour line
representation method is simple and the amount of data is small, but it is not very
intuitive. In addition to representing the object by contour, it can also be represented by
the surface of the contour reconstructed object. The earliest method is based on polygon
technology,mainly using the triangle algorithmof plane contour, fitting the surface of this
group of surface contours with triangles, and solving the problem of three-dimensional
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connectivity of a series of surface contours. The surface of the object is formed by filling
the small planes of triangles or polygons between the adjacent boundary contours, and
the result is only a piecewise smooth surface. Firstly, determine a surface threshold,
calculate the gradient value in each voxel, compare it with the surface threshold, find
out those cubes containing surfaces, and use the interpolation method to calculate these
surfaces, which is actually the process of extracting isosurfaces.

The main advantage of the surface-based method is that it can be displayed using
more mature computer graphics methods. The amount of calculation is small and the
running speed is fast. With the help of dedicated hardware support, drawing on a high-
performance PC can completely realize real-time interactive display.

Because volume rendering directly studies the relationship between light passing
through the volume data field and voxels, there is no need to construct an intermediate
plane, and many detailed information of the voxels are retained, and the fidelity of
the results is greatly improved. In terms of the quality of the resulting image, volume
rendering is better than surface rendering. But in terms of interactive performance and
algorithm efficiency, at least on the current hardware platform, surface rendering is better
than volume rendering.

The surface reconstruction of tomographic data is to deduce the spatial structure
of the corresponding entities from the contour lines on a series of sections. In order to
ensure the correctness and uniqueness of the derivation, the boundary of the entity is
required to be composed of two-dimensional points, and the intersection of the entity
and the plane is required to be two-dimensional. These assumptions are reasonable. The
entire surface regroove process can be divided into two steps, topology reconstruction
and geometric reconstruction. The former derives the topological representation of the
entity, and the latter establishes the geometric representation of the entity.

The purpose of topology reconstruction is to classify the contour lines on each fault
in the three-dimensional tomographic data set, confirm the entity to which each contour
line belongs, and ensure the correctness of the reconstruction. Therefore, topological
reconstruction is the basis of tomographic data reconstruction. When there are multi-
ple contour lines, it means that there will be entity intersections, the problem is more
complicated, and it is more necessary to reconstruct the topology first.

The classification of contour lines is described by a classification map. Each vertex
of the classification map corresponds to a contour line, and its edges are connected to
two contour lines belonging to adjacent layers. If there is an entity described by the
classification map, the classification map is considered valid. In other words, a valid
classification map corresponds to entities that meet the conditions.

Linear smoothing filter is suitable for many situations and its design is simple, which
makes it an important method in signal processing, especially for signal spectrum and
noise spectrum with obvious differences. However, for the signal with a wide spectrum,
that is, the steep edge in the general sense, although the linear smoothing filter can
smooth the noise, it will also blur the steep edge. At the same time, for impulse noise,
the linear filter can not be completely smooth. Therefore, in most cases, median filter is
used to solve the above problems. However, due to the lack of large-area depth pixels in
the depth image, the repair effect of median filter is very poor. Therefore, the iterative
idea is added to median filter to make the improved median filter suitable for the lack
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of large-area depth pixels. On this basis, guided by image edge information and color
image information, the detailed characteristics of image edge are guaranteed.

In the depth image obtained byKinect,most of the positions of black holes are located
at the edge of the object. It is difficult to accurately find the depth value only by using the
color image information. To solve this problem, a depth image enhancement algorithm
based on edge information guided filtering is proposed in this paper. Firstly, the edge
of color image and depth image is extracted to obtain color edge image and depth edge
image. The color edge image and depth edge image are enhanced respectively, and the
enhanced edge image is fused to obtain the edge image as a guide; Then, guided by the
fused edge image, the iterative median filter is used to fill the black hole; Finally, the
adaptive median filter is used to smooth the noise of the image.

There are real edges and wrong edges in depth edge image. The pixels in the black
hole area in the depth image are called invalid pixels. The invalid pixels are zero, and
the effective pixels are greater than zero. In order to determine these two edges, it is
necessary to detect the neighborhood pixel of an edge pixel in the depth edge image. If
there is no invalid pixel, this pixel is the real edge pixel. If there is an invalid pixel, this
pixel is the pixel of the wrong edge. Although the wrong edge is not the real edge of the
object, it can provide a guide to find the real edge of the object in the black hole part.

When looking for the real edge in the black hole area, for each invalid pixel, calculate
its vector gradient, the calculation method is the same as the above calculation of the
color edge image pixel vector gradient. The boundary of the object in the black hole area
always has two edges, so the pixel can be found on the other wrong edge. Through this
method, the two boundaries around the black hole in the depth edge image are enhanced,
thereby enhancing the depth edge image.

Through the above steps, an enhanced color edge image and an enhanced depth
edge image are obtained respectively. In order to obtain more accurate image edge
information, the enhanced edge image is fused. Since the edges of color images are
more reliable, color edge images are the main ones. If a certain part of the color edge
image is unreliable, then the edges of the depth edge image are used. The specificmethod
is as follows: For the enhanced depth edge image, first calculate the vector direction of
each pixel. If the edge of the color edge image is close to this direction, the edge of the
color edge image is used, and the edge of the depth edge image is discarded, otherwise
it will be The edge of the deep edge image replaces the edge of the color edge image. By
fusing the enhanced color edge image and depth edge image, more accurate image edge
information is obtained, which provides favorable guiding conditions for subsequent
image processing.

3 Experiment and Analysis

In order to test the application effect of the color 3D image surface reconstruction
method based on the independent adjustable sparse coefficient designed in this paper,
it is compared with the traditional 3D image surface reconstruction method, and the
following experiments are carried out.
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3.1 Experiment Preparation

Using the ray projection algorithm, in the Windows environment, combined with the
MFC and MITK platform to realize the volume rendering reconstruction of the image,
and the reconstructed image can be observed in various directions. After setting different
opacity, the volume reconstruction image with different transparency is obtained. At this
time, the experiment process is shown in Fig. 3.

Gray range processing

Calculate gray value

Normalization
processing

Fig. 3. Image reconstruction process

Relevant experimental parameters are shown in Table 2.

Table 2. Experimental parameters

Project Parameter

Training data set DIV2K data set

Number of images 500

Rebuild times 80

Operating environment Windows 10

3.2 Experimental Results and Discussion

The color three-dimensional image surface reconstruction method designed in this
paper and the traditional color three-dimensional image surface reconstruction method
are used for three-dimensional reconstruction respectively, and the three-dimensional
reconstruction indexes of the two methods are calculated using formulas (3)–(8).

The calculation results are shown in Table 3.
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Table 3. Experimental results

Rebuild times/time Reconstruction index Traditional method reconstruction index

10 0.954 0.456

20 0.964 0.534

30 0.978 0.521

40 0.995 0.498

50 0.934 0.561

60 0.934 0.663

70 0.948 0.574

80 0.957 0.642

By analyzing the results shown in Table 3, it can be seen that with the increase of the
number of image reconstruction, the reconstruction index of both the proposed method
and the traditional method presents a trend of constant change. The reconstruction index
of the traditional method varies between 0.456–0.663, while the reconstruction index
of this method varies between 0.934–0.985. In contrast, the reconstruction index of the
3d image surface reconstruction method designed in this paper is higher, indicating that
the reconstruction effect of the method proposed in this paper is good and has certain
application value.

4 Conclusion

With the continuous development of scientific research technology and the continuous
improvement of people’s quality of life, 3D reconstruction technology has become the
focus of current research.How to achieve high precision scene reconstruction has become
a hot topic in the field of computer vision. There are several key steps in the process of
3D reconstruction. In this paper, the problems of depth image enhancement and point
cloud registration are studied deeply, and relevant improvement methods are proposed.

In this paper, based on the idea of global optimization and guided by edge informa-
tion, iterative median filter is used to estimate the depth pixel value. Finally, adaptive
median filter is used to reduce the noise, so that the obtained restoration results have
more complete global structured information and clearer edges.

The experimental results show that the proposed method achieves good reconstruc-
tion effect and is more suitable for practical application.

Fund Project. State Grid Corporation:Research on the application of electrical primary 3D
equipment installation drawing technology in A-1 scheme of typical design of substation(152142-
9002001-0224-9).

References

1. Paoli, A., Neri, P., Razionale, A.V., et al.: Sensor architectures and technologies for upper
limb 3D surface reconstruction: a review. Sensors 20(22), 6584 (2020)



548 J. Yin et al.

2. Raudonienea, J., Skaudziusa, R., Zarkova, A., et al.: Wet-chemistry synthesis of shape-
controlled Ag3PO4 crystals and their 3D surface reconstruction from SEM imagery -
ScienceDirect. Powder Technol. 345, 26–34 (2019)

3. Wang, S., Wu, T., Wang, K., et al.: 3D Particle surface reconstruction from multi-view 2D
images with structure from motion and shape from shading. IEEE Trans. Indust. Electron.
99, 1–1 (2020)

4. Alvarez, J., Saudino,G.,Musteata, V., et al.: 3D analysis of ordered porous polymeric particles
using complementary electron microscopy methods. Sci. Rep. 9(1), 1–10 (2019)

5. Meng, Y.,Ma, S., Zhang, Z., et al.: 3D nanoscale chemical imaging of core-shell microspheres
via microlensed fiber laser desorption postionization mass spectrometry. Anal. Chem. 92(14),
9916–9921 (2020)

6. Perraud, J.B., Guillet, J.P., Redon, O., et al.: Shape-from-focus for real-time terahertz 3D
imaging. Opt. Lett. 44(3), 483–486 (2019)

7. Hepp, B., Niessner, M., Hilliges, O.: Plan3D: viewpoint and trajectory optimization for aerial
multi-view stereo reconstruction. ACM Trans. Graph. 38(1), 4.1–4.17 (2019)

8. Gao, P., Li, J., Liu, S.: an introduction to key technology in artificial intelligence and big data
driven e-learning and e-education. Mobile Networks Appl. 26, 2123–126 (2021)

9. Shuai, L., Shuai, W., Xinyu, L., et al.: Fuzzy detection aided real-time and robust visual
tracking under complex environments. IEEE Trans. Fuzzy Syst. 29(1), 90–102 (2021)

10. Lee, S.A., Lee, B.G.: Accurate 3D surface reconstruction for smart farming application with
an inexpensive shape from focus system. J. Sens. 2020, 1–7 (2020)

11. Shuai, L., Dongye, L., Khan, M., Ding, W.: Effective template update mechanism in visual
tracking with background clutter. Neurocomputing 458, 615–625 (2021)

12. Lacher, R.M., Vasconcelos, F., Williams, N.R., et al.: Nonrigid reconstruction of 3D breast
surfaces with a low-cost RGBD camera for surgical planning and aesthetic evaluation. Med.
Image Anal. 53, 11–25 (2019)

13. Méndez-Manjón, I., Luiz, H., Raquel, G.M., et al.: Semi-automated three-dimensional
condylar reconstruction. J. Craniofacial Surg. 30(8), 2555–2559 (2019)

14. Wu, H., Zhang, Z.: Three-dimensional image reconstruction method based on absolute conic
image. Comput. Simul. 38(8), 203–206+211 (2021)



Personalized Dialogue Generation Method
of Chat Robot Based on Topic Perception

Junmei Li(B)

School of Computer Engineering, Jingchu University of Technology, Jingmen 448000, China
chenweiliang7895@163.com

Abstract. Human-Computer interaction system is a significant research direction
in the field of human-computer interaction, and the research of open domain chat
robot has received extensive attention. There are many problems in the existing
chat robot: lack of personalized features, resulting in the process of the same chat,
and the conversation has nothing to do with the topic. Therefore, a method of
creating personalized conversation based on topic perception is proposed, and a
personalized conversation model based on topic perception is designed. Semantic
analysis and text similarity calculation are needed to build a conversation model.
Based on the dialogue model, the training robot collects the corpus data related to
the subject, convolves the corpus data related to the subject, and carries out the topic
perception training. Finally, a personalized dialogue mechanism is established to
generate personalized dialogue. Through experimental comparison, it is proved
that the dialogue generated by this method is more suitable for the chat topic.

Keywords: Chatbot · Personalization · Dialogue generation

1 Introduction

Man-machine dialogue system is a significant research direction in the field of human-
machine interaction of chat robot, and various dialogue systems are developing vigor-
ously. Text generation, also known as natural language generation, is a key technology
to realize dialogue system. Various types of information, such as text and image, can be
used to automatically generate smooth and clear natural language text. BENGIO et al.
call neural network language model applied to the task of text generation [1], using
neural network language modeling. In order to solve the long term dependency problem
in natural language, MIKOLOV uses RNN to build language model, and puts forward
RNNLM,which improves the accuracy of languagemodel. Since then, RNN and its vari-
ants such as the long short termmemory (LSTM) have become the most commonly used
method in natural language processing. However, the recently proposed Transformer
model has successfully solved some problems in the RNN model, which has triggered
a wave of research. Reference [2] method applies the LSTM algorithm to chatbots. The
method extracts the fictional dialogue content in the chatbot film and television database.
Taking into account the target program model factors, the fusion of LSTM and BiLSTM
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models is used to provide accurate dialogue texts. This method improves the accuracy of
the session. The reference [3] approach integrates the contextual bandit algorithm into
MathBot to personalize the pacing of the conversation, allowing bandits to insert addi-
tional practice questions or skip explanations. Provides valuable experience for teaching
course dialogue.

Although the conversation rationality of chatting robot is controlled, it depends on
the natural sequence structure of RNN. Although the natural sequence structure of RNN
is suitable for the task of natural language processing, its strict linear structurewill lead to
the problem of gradient disappearance or explosion during the training process, and it is
difficult to carry out parallel training,which is a serious problem in large-scale application
scenarios. To address these issues, Google introduced a new sequence modeling model,
the Transformer Model, in 2017. As soon as this model was put forward, it aroused great
repercussions in the field of NLP and abandoned the sequence structure in RNN. The
whole model is made up of Attention module, which effectively solves the problems
of long distance dependence and poor parallel computing abili. Transformer model can
capture the semantic information of text sequence efficiently, and its semantic feature
extraction ability, long distance feature capture ability and task comprehensive feature
extraction ability are much better than RNN model. Recent popular large-scale pre-
training models such as GPT model, BERT model of the basic structure of Transformer,
in a variety of natural language processing tasks to create excellent results, its superior
ability is obvious.

One of the longest research goals in the field of artificial intelligence is the social
chat robot, which is a human-computer dialogue system capable of empathy with human
beings. If the chat robot wants to establish emotional contact with the user, it must have
several abilities, first of all, the ability to integrate context and context, in the process of
chat.

At the same time chat robot must have a consistent personality, such as age, gender,
etc., if these features change, it is easy to make users feel stripped. Finally, conversa-
tion content must be diverse, not always produce “I don’t know”, “yes, that’s right” such
generic replies, otherwise users are very easy to produce boredom. The design of person-
alized dialogue generation method for chat robot is particularly important [4]. In order
to solve the problem of single robot dialogue, this paper constructs a topic-aware-based
personalized dialogue content generation model. In the process of dialogue, contex-
tual information and personalized feature information are considered, which can better
perceive the dialogue topic and improve the accuracy of human-computer conversation
responses. And adopt a variety of optimization methods to increase the diversity of the
generated response content, so that the generated context is coherent and consistent with
high-quality dialogue content.

2 Personalized Dialogue Model Based on Topic Awareness

2.1 Semantic Analysis

The chatting system of chatting robot is mainly composed of speech synthesis mod-
ule and speech recognition module, which transforms text into speech and speech into
text respectively. The natural language understanding module uses NLP technology to
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express user’s intention in the form of data, which is converted into specific seman-
tic data and then handed over to the next dialog management module. The function of
the dialogue management module is to coordinate the work of several modules and to
maintain the current system state. The natural language generation module is the most
important one [5], which is the focus of this paper. The natural language generation
framework is shown in Fig. 1:

Speech 
Recognition

Speech synthesis

Natural language 
understanding

Natural language 
generation

Dialogue 
management

Fig. 1. Natural language generation framework

After generating the natural language, the chat robot should analyze and judge the
aim of the syntactic structure analysis, judge whether a text accords with the grammar
of the corresponding language, and then analyze the syntactic structure in line with the
grammar norms. There are mainly three tasks, one is to perceive the topic, to judge
whether the text belongs to a certain language category, the other is to disambiguate the
word meaning, and the third is to analyze the sentence structure, context and syntactic
relationship [6].

How to get a powerful parser, usually need to solve the following two problems, one
is the formal expression of syntax, the other is the description of the entry information.
Based on the semantic analysis, we can use the codingmodel and the Transformer model
to construct a non-target-driven dialog system, namely chat robot. And realized with the
user to carry on in the open domain the dialog. The Transformer model is essentially a
codec architecture, and the overall structure of the model is shown in Fig. 2:

Encoder 1

Encoder 2

Encoder 3

Encoder 4

Input: hello

Decoder 1

Decoder 2

Decoder 3

Decoder 4

Input: hi

Fig. 2. Overall structure of model
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The encoder and decodermodel is composed of 4 encoders and 4 decoders. The struc-
ture of each encoder and decoder is shown in Fig. 2, respectively. During the encoding
process, the data is first weighted by the eigenvector obtained from the Attention mod-
ule, and then outputted by the feedforward neural network. The decoder has more code-
decoding attention module than the encoder, which is used to get the relation between
the current time output of the decoding stage and the input of the encoding stage.

2.2 Text Similarity Calculation

At present, most of the corpus-based short text similarity studies use the statistical
descriptionmethod based on context, because the context can provide sufficient semantic
information for the definition of words. Lexical Vector Space Model (VSM) is a widely
used statistics-based lexical similarity calculation strategy with relatively low algorithm
complexity and easy implementation. The Lexical Vector Space Model (VSM) pre-
selects a set of feature words [7] and then calculates the relevance of the set of feature
words to each word (usually measured by the frequency of the words appearing in the
context of the actual large corpus. So each word gets a word vector with the same
dimension, and then the similarity between the words is calculated using a formula like
this:

NDG(x, y) = max(log f (x), log f (y)) − log f (x, y)

logN − min(log f (x), log f (y))
(1)

Among them, NDG stands for standard Google distance, and the larger NDG stands
for higher similarity, ranging from 0 to 1. f (x) and f (y) represent the number of pages
containing the words x and y, f (x, y) represents the number of pages containing the
words x and y, and N represents the total number of pages referenced.

Distance is used to calculate the similarity of text sequences. Itworks as follows: there
are currently two short text sequences A and B, in which B is the reference sequence [8].
There are three main steps: the short text sequence A deletes a word. Short text sequence
A adds a word; short text sequence A replaces a word.

This repeats until Short Text Sequence A is converted to Short Text Sequence B,
then the middle number of operations is recorded as ED(A,B), and 2-ED[i]

[
j
]
array is

the minimum operand, indicating that the first [i] words of Short Text Sequence A are
converted to the first

[
j
]
characters of Short Text Sequence B. The recursion formula for

ED[i]
[
j
]
is:
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(2)

3 Training Robot to Discourse Based on Dialogue Model

3.1 Collecting Corpus Data Related to Subjects

Personalized training of robot conversations requires a large amount of corpus data, so
Scrapy is used to fetch the data first. Scrapy is aWeb content crawling system developed
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in Python that is fast, crawls content with less noise, and can be used to crawl a Web
site and get data from those pages. When crawling data, due to crawlers and the site
itself [9], a considerable amount of garbage data is collected, especially when crawlers
crawl through URLs, some of which have no valuable content. Therefore, this article
will remove garbage data in the following ways:

(1) Some URLs have no valuable content, based on filtering of worthless URLs, so
regular expressions are used to match the URLs, thereby deleting the data.

(2) According to some sensitive words processing corpus data, some sensitive words
are fetched in the data, and regular expressions are used to match such statements,
thereby filtering the garbage data.

(3) Filter according to the length of the text sequence, some spam data length is very
small, text less than 6 bytes will be filtered out.

As for word segmentation, we’ve already covered it, but we won’t go further here.
This paper uses the jieba word segmentation tool based on Python to process the corpus
word segmentation.There are three patterns ofChineseword segmentation, amongwhich
the accurate pattern is the most accurate, mostly used in emotional analysis, syntactic
analysis, etc. The full pattern is the fastest, but the accuracy is not high enough.

3.2 Convolution Processing of Corpus Data Related to Topic

On the basis of the corpus collected above, short text information related to the topic
needs to be extracted. And construct short text topic graphs throughword co-occurrences
and document word relationships. In order to improve the accuracy of topic information
extraction, it is necessary to use convolutional neural network to convolve the data,
and make full use of document node and word node representation to improve text
classification results. Convolutional Neural Network (CNN) is currently an advanced
technology for subject-related corpus data processing. There is not only one network
layer. There will be many different network layers appearing in turn, and the order is
not fixed. There are Pooling Layer, Fully Connected Layer, Convolutional Layer, ReLU
Layer, etc. The purpose of the convolution operation of the convolutional layer is to
classify the picture by discovering the characteristics of a certain part of the picture. The
maximum pooling operation is shown in Fig. 4 below, and the average pooling is shown
in Fig. 3 below.

Fig. 3. Average pooling
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The last layer in a convolutional neural network is generally a fully connected layer,
and the fully connected layer can accept input from the remaining layers, which can be a
pooling layer, a convolutional layer, and so on. The input of the fully connected layer is
a multi-dimensional vector, and the dimension represents the categories included in the
system. This output means that the system contains 8 categories, which are identified as
the first. The probability of class I is 0.1, the probability of identifying the second class
is 0.3, the probability of identifying the sixth class is 0.1, the probability of identifying
the seventh class is 0.4, and the probability of identifying the eighth class is 0.1. On the
basis of this convolutional processing, perception training is performed on topic data to
improve the accuracy of the robot’s response to questions.

3.3 Topic Awareness Training Based on Processed Data

The subject perception training can use the cyclic neural network trainingmethod.On the
basis of the ordinary multi-layer BP neural network, the horizontal connection between
the units of the hidden layer is increased. Through a weight matrix, the value of the
neural unit in the previous time series can be transferred to the current neural unit [10].
As a result, the neural network has a memory function, and has good applicability for
processing contextual NLP or time series machine learning problems. In the hierarchical
expansion of Hidden Layer, t − 1, t, and t + 1 represent time series. X represents the
input sample. St represents the memory of the sample at time t:

St = f (W ∗ St−1 + U ∗ Xt) (3)

whereW represents the weight of the input,U represents the weight of the input sample
at the moment, and V represents the weight of the output sample. At t = 1, the input
So = 0 is generally initialized, and W ,U ,V are initialized randomly, where W ,U ,V are
equal at each time (weight sharing). Carry out the following formula calculation:

h = U ∗ X1 + W ∗ So (4)

S = f (h) = f (U ∗ X1 + W ∗ So) (5)

O = g(V ∗ S) (6)

Among them, f and g are both activation functions. The state S at this time is used as
the memory state of the previous time to participate in the calculation of the next time,
and so on, as shown in the following formula.

ht = U ∗ Xt + W ∗ St−1 (7)

St = f (ht) = f (U ∗ Xt + W ∗ St−1) (8)

Ot = g(V ∗ St) (9)
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However, the training process will force the model to make non-zero or one predictions
to distinguish between real data and generated content, reducing the generalization per-
formance of the model. Topic perception solves this problem by acting like a regular
term to reduce the model’s confidence in its prediction results. Use a prior distribution
that is not related to the current input parameters to smoothly predict the distribution
function of the target, usually using a uniform prior distribution of all words. Label
smoothing is equivalent to adding a divergence term on the basis of the negative log-
likelihood function, that is, calculating the distance between the prior distribution and
the predicted output probability of the model, that is, by preventing the model from
over-concentrating the predicted value on the higher probability In terms of categories,
it reduces the probability of general replies and increases the diversity of generated
replies.

The cluster search algorithm is an algorithm commonly used in the decoding stage
of the Seq2seq model. Its parameters are that the word with the highest probability
is selected as the output at each moment in the decoding process. By selecting the
word with the highest probability at each moment, the algorithm finally generates the
sequence of sentences with the highest probability. And maximize it to generate more
reasonable results and improve the quality of generated sentences. Since the probability
of a sentence sequence is obtained bymultiplying the probabilities ofmultiple words, the
longer the generated sentence sequence, the smaller the probability value obtained by the
multiplication, so the cluster search algorithm tends to generate shorter sentences.Google
proposed a length penaltymethod to solve this problem.By reducing the probability value
of short sequences and increasing the probability value of long sequences, the model
has more opportunities to generate a longer sequence P, namely:

P = f (U ∗ X1 + W ∗ So)

(5 + g(V ∗ S))
(10)

Another problem in the cluster search algorithm is that the generated sentences have little
difference and low diversity. By grouping the generated results, a similarity penalty is
added between the groups to reduce the similarity of multiple results, forcing the model
to generate more diversified content, and reducing the appearance of general responses.

4 Establishing Personalized Dialogue Mechanism of Robot

The robot’s personalized dialoguemechanism is to imitate the process of humans observ-
ing a certain thing. When humans observe a thing, they must only pay attention to a part
of the thing, and their attention moves with the movement of the focus. In other words,
when human beings observe a thing, the attention given to various parts of the thing is
inconsistent. Itmust be that one part getsmore and the rest gets less. Therefore, the robot’s
personalized dialogue mechanism is very suitable for natural language processing.

The Encoder and Decoder in the traditional model exchange data through an inter-
mediate semantic vector, and the length of this semantic vector is fixed, which will
bring the problem of long-distance dependence to the model, that is, for long sequences
of text. As the input progresses, the information in the latter part of the sequence will
overwrite the information in the former part of the sequence. Therefore, Attention, by
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retaining part of the output results of the Encoder on the input sequence, the training
model selectively learns these output results, and will eventually be associated with the
corresponding output sequence. In other words, the output and input will be selectively
associated together.

Encoder

Decoder

X0 X1 X2

Y0 Y1 Y2

C0

C1

C2

Fig. 4. Mechanism abstract

In the traditional robot personalized dialogue mechanism, the output of the decoder
is directly based on the output with the highest probability, but sometimes the output
with the highest probability is often the most common words in the corpus, usually “I
don’t know”, “Hello”, “Haha” and other meaningless replies, we call them safe replies.
Therefore, how to avoid this kind of safe response is also a key issue of the seq2seq
model. In order to solve this problem, the Beam Search algorithm can be used. Beam
Search (cluster search) reduces the search space and improves time efficiency through
“pruning” and multi-layer search. The so-called “pruning” is to filter out some nodes
with a small probability every time you search downwards, and will not use this node as
the parent node to continue the downward search. This reduces the number of searches
and improves space utilization and time efficiency. Suppose that machine translation is
used as an example to illustrate. The task is to translate “I am Chinese” in Chinese and
“I am Chinese” in English. Assuming that the vocabulary is only three words in size, it
is “I”, “am”, and “Chinese”. So if the beam size is 2. In the decoder process, after having
the beam search method, in the first output, we select the two words “I” and “am” with
the highest probability, instead of selecting only the word with the highest probability.

On the basis of the above selection mechanism and the self-attention mechanism, the
multi-head attention mechanism is proposed in the model. Each self-attention module
is called a attention head. In the calculation of multi-attention mechanism, the input
sequence is first computed through h different attention heads, then the h different feature
matrices are assembled into a feature matrix by column, and then compressed into a
matrix with the same dimension as a single attention head through a fully connected
layer to obtain the output results of multi-attention modules. The general conversation
model can carry out several rounds of conversations without considering personalized
information. Chatbots without personalized features may have semantic inconsistencies
in their conversations, such as being a student and working at work. So that its users
have a sense of stripping, easy to make users aware of their own with a fake robot chat, it
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is difficult to establish long-term emotional contact. In order to solve this problem, this
paper designs a personalized dialogue model, which can generate appropriate replies
according to its own characteristics and improve users’ interactive chat experience.

This model is based on the codec framework in Fig. 2 above. The encoder and
decoder are composed of encoder and decoder of Transformer model respectively, and
the number of layers is the same as the general model. In contrast, personalized dialogue
model needs to consider personalized information, and add personalized information in
the input part of the model to encode. In this paper, personalized features refer to a set
of sentence information that describes the character, and the personalized feature vector
after coding together with the current input and the historical dialogue content guides the
reply generation process in decoding stage. In the decoding process, the code-decoding
attention module can determine the impact of user input, historical conversations and
personalized information on the output of the current moment. By integrating contextual
information and personalized information, personalized dialogue model can generate
replies that are consistent with context and accord with specific personalized features.

5 Test Experiment

5.1 Set Up an Experimental Environment

This article uses Google’s open source deep learning framework, TensorFlow. Tensor-
Flow is an open source software library for high performance numerical computing.
TensorFlow has a flexible architecture that allows users to easily deploy computing
tasks to multiple platforms, devices, and even mobile devices. Tensorflow is a process-
ing framework based on data flow graph. The nodes in the graph represent numerical
computation, and the edges represent the data interaction between computing nodes.
The hardware and software environment for the test is shown in Table 1.

Table 1. Experimental environment

Serial number Software/hardware Parameter

1 Operating system Linux

2 Framework platform TensorF1ow

3 Development language python

Hardware Parameter

1 Graphics card GTX-1060

2 CPU Xeon-E5

3 RAM 8G

From the perspective of data transmission and processing, the data flow diagram
graphically expresses the logical function of the system, the logical flowof datawithin the
systemand the logical transformation process. It is themain expression tool for structured
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system analysis methods and a graphical method for representing software models. Data
flow diagram can be more intuitive representations of TensorFlow. Data flow graphs
represent mathematical computations through directed graphs of “nodes” and “lines”.
The “nodes” in the diagram are used to represent the mathematical calculations being
performed. They can also represent the start or end of the data input or output, or the
end of reading in and writing out persistent variables. Lines represent data interactions
between Nodes. A “line” can transmit a multidimensional array of data, known as a
“tensor,” that is “resizable.“ The tensor flows through the graph, which is why this tool
is called “Tensorflow.” As long as all the tensors at the input are ready, the “nodes” are
allocated to each computing device to perform asynchronous parallel operations.

5.2 Experimental Data

In order to realize the model of chat robot, we need a lot of Chinese conversation corpus.
So the most appropriate one is the dialogue in movies and TV plays. In contrast, there
are more dialogues in foreign films and TV series, so this paper selects the open subtitles
corpus, because this article is to verify the Chinese chat robot, but the open subtitles is
English dialogue, so the use of translation tools to translate into Chinese. The corpus
size is shown in Table 2.

Table 2. Corpus size

Serial number Corpus Open subtitles
corpus

1 Development set 2000

2 Test set 2000

3 Training set 44063050

4 Data set 44067050

Using the model to construct the chat robot model, the model is simply a translation
model, translating one language sequence into another language sequence. The whole
process is to map one sequence as input to another output sequence 62 by using long
and short memory network or recursive neural network.

5.3 Experimental Result

In order to judge the practicality of the method, this paper compares the method based
on LSTM with the method designed in this paper. It should be noted that the hidden
layer of the model has 512 nodes, the word vector dimension is 64, and both Encoder
and Decoder use the LSTM model, the size of the batch is 128. Table 3 shows some
experimental results.
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Table 3. Experimental result

Number of
experiments

Question Answer (LSTM) Answer (context
bandit algorithm)

Answers (in this
article)

1 What do you like
to eat?

Thank you! I do not know There are many
favorite foods

2 What do you like
to eat?

Sorry! Thank you! I don’t know

3 What do you like
to eat?

Thank you! There is no
favorite food

There is no
favorite food

4 What do you like
to eat?

Thank you! There is no
favorite food

What kind of food
do you like?

5 What do you like
to eat?

I have no idea I do not know No favorite food

6 What do you like
to eat?

I do not
understand you

Glad you like it,
too

The food is very
nutritious

As can be seen from Table 3, compared with the traditional method based on LSTM
and context bandit algorithm, the dialogue answer of the robot based on topic perception
is more personalized and diversified, but the traditional method has a single answer.
And there are many repeated sentences in 6 experiments. And based on the “What do
you like to eat?” Obviously, the method designed in this paper to generate personalized
conversations between chat robots is more in line with the topic of chat - favorite food.

In order to compare the number of dialogue rounds of the dialogue generationmodel,
we use the test set to simulate the dialogue process, and count the number of dialogue
rounds before the answer with no clear meaning like “I don’t know”. The results are
shown in Table 4:

Table 4. Comparison of different model dialogue turns

Method name Number of dialogue
rounds

LSTM 3.7

Context bandit algorithm 4.2

The method of this paper 4.6

It can be seen from Table 4 that this method has more dialogue rounds than the other
two methods, probably because the context management of this method records the
historical dialogue information, which can be answered according to the context topic.
This method improves the diversity of dialogues, reduces the probability of meaningless
answers, and increases the number of dialogue rounds to some extent.
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6 Conclusion

The chatbot dialogue model proposed in this paper improves the problems of traditional
models to a certain extent. This paper innovatively applies a topic-aware approach to
generate personalized bot chat conversations.On the basis of semantic analysis, a human-
machine dialoguemodel is constructed, and then the text similarity of chat machine short
texts is calculated. Based on the dialogue model, the robot is trained on the dialogue
data, the corpus data related to the subject is collected, and the convolution training is
performed on the corpus data related to the topic. Finally, the robot personalized dialogue
is generated through the robot personalized dialogue mechanism.

But the current dialogue model of chat robot still faces many problems. At present,
the conversation model based on topic perception needs a large number of standard
Chinese pairs. The more the number of question and answer pairs, the less the noise
in the data, the better the model will be in theory. However, there are few open source
corpus for Chinese dialogues, so how to collect large scale standardized Chinese corpus
is an urgent problem to be solved. From the point of view of chat robot on the market at
present, the development of chat robot is still in its infancy, and breakthrough is needed
in technology and Chinese corpus. So I hope that in the near future, to find a better
technology to achieve a breakthrough and development of chat robot.
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Abstract. With the continuous development of human-computer dialogue sys-
tem, more and more dialogue robot products come into people’s lives. However,
when human beings use short sentences and omit words, and in the process of
identification often face problems such as more text noise, sparse characteris-
tics, polysemy, backward and backward dialogue information. In order to solve
the above problem, a deep learning based chatbot multi-round dialogue intention
recognition method, according to the fit of deep learning algorithm and chatbot
multi-round dialogue intention recognition model, by transforming the problem
into a mathematical model, and obtain the final dialogue intention through the
calculation of the model. First, the chat dialogue text was preprocessed, and the
BERT model was established based on the processing results, the BERT model
fused the deep learning model in the B E R T model, established a joint model,
and data vectorized the short text of the human-computer dialogue. Finally, the
multi-round dialogue intention identification similarity is calculated through the
robot, realizing the dialogue intention recognition, and experiments show that the
highest accuracy of the recognition method can reach 0.9912, the highest recall
rate can reach 0.9914, and the highest f price is 0.9914, which can prove the
superiority of the design method.

Keywords: Deep learning · Chatbots · Multiple rounds of dialogue · Dialogue
intent · Intent recognition

1 Introduction

With the advent of the AI era, more and more intelligent products have been widely
used in everyday life, such as the emotional escort robot personal mobile assistant Siri,
voice assistant Google Now, and Cortana. XiaoBing, an intelligent chatbot launched by
Microsoft Asia Research Institute, and a Xiaodu robot launched by Baidu. These intel-
ligent dialogue systems cannot only communicate with normal information with users,
but also bring a lot of convenience to users’ lives [1]. The dialogue system consists
mainly of five parts: Automatic Speech Rec-ognition (ASR), Spoken Language Under-
standing (SLU), dialogue management (DialogManagement, DM), dialogue generation
(Dialogue Generation, DG), and Textto Speech (TTS), as shown in Fig. 1. In order to
let the machine better understand the expression of users, and then feedback the correct
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information, spoken understanding plays an extremely important role. IntentDetection
(ID), as a submodule of oral understanding, is also the key to the human-computer dia-
logue system. Traditional spoken understanding is mainly divided into two subtasks:
intent recognition and semantic slot filling. Since the early research is limited by appli-
cation scenarios, data and computing power, most oral comprehension is limited to some
fields. However, with the innovation of technology and the emergence of multi domain
dialogue system, today’s oral understanding is often divided into three tasks: domain
recognition, intention recognition and semantic slot filling [2].

In dialogue systems, intention recognition is crucial. The intention is the user’s
intention, namely what the user wants to do. Intent is sometimes referred to as “dialogue
behavior” (Dialog Act) I’, the behavior where the information status or context shared
in the conversation changes and is constantly updated. The intention is generally named
after the “verb + noun”, such as weather inquiry, hotel booking, etc. intent recognition,
also known as intent classification, is classified into a previously defined category of
intent based on the areas and intent involved in the user’s utterance.

With the widespread use of the human-computer dialogue system, users may have
different intentions in different occasions, so they will involve multiple fields in the
human-computer dialogue system, including the task-type vertical field and small chat
[3]. The purpose of the task text is clear and easy to retrieve, such as flight tickets,
weather, hotels, etc. The chat intention text generally has the characteristics of unclear
theme, semantic width and short statements, paying attention to the communication with
humans in the open domain. In the dialogue system only clear the user’s topic field, to
correctly analyze the specific needs of the user’s intention, otherwise will cause later
intention error identification when the user input a query, first need to clarify the user
input text topic field is “train” “flight”, because the intention categorymore granular than
the topic field, so need to determine the user’s specific semantic information is refund
or query time, and semantic slot filling is also helpful to the user intention judgment.
Therefore, in the intention recognition module of the human-computer dialogue system,
it is first necessary to identify the user topic field, and then the specific intention needs
of the users should be defined, and finally express the form of the semantic framework
[4]. However, previous methods often face some problems in the process of recognition,
such as text noise, sparse features, polysemy, backward dialogue information and so
on. In order to solve the above problems, this paper proposes a multi round dialogue
intention recognition method of chat robot based on deep learning. According to the
deep learning algorithm and the multi round dialogue intention recognition model of
chat robot, the problem is transformed into a mathematical model, and the final dialogue
intention is obtained through the calculation of the model, in order to provide some help
to improve the accuracy of multi round dialogue intention recognition of chat robot.

2 Design a Multi-round Dialogue Intent Recognition Model Based
on Deep Learning

Intent recognition has become a new research hotspot in academia and industry, and
to correctly understand user intentions in human-computer dialogue systems, intention
identification can be solved as a short text classification problem, where a category is
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automatically determined for text in certain specific categories according to pre-defined
topic categories. Intent to identify the user intention from the user short text of the dia-
logue process through the short text classification. The process of intention recognition
is expressed as mathematically symbolic, as shown in Fig. 1, which can be viewed as
a mapping relationship f : U → I , where I = 1, 2...., Where the set U is the type of
intent preset by the natural language statement i entered by the user, and I is the list of
intentions resolved from the natural statement i.

Fig. 1. Intent to identify the mathematical model

The process of intention identification can be roughly described as follows: models
with parameters conduct parameter learning and model optimization on the training set
with intention markers, and then use the trained optimal model to identify each data on
the test set of hidden intention labels, calculate the identification results and compare
them with the real label.

2.1 Chat Conversation Text Preprocessing

Text preprocessing is at the beginning of the entire intent recognition process, and many
anomaly data or values in text data will directly or indirectly affect the results of down-
stream tasks, so preprocessing has great significance and necessity for conventional
anomaly data or values [5–7],With important implications for the results of intent recog-
nition. Because the short text format is not standard and the number of words is small, if
it is not reasonably standardized processing, it will affect the results of intention recog-
nition, so in the process of intention recognition, the preprocessing of short text text is a
step that cannot be ignored. Data preprocessing can avoid many non logical exceptions
before the algorithm starts, such as denoising data, processing outliers, missing values
and so on. Text preprocessing mainly includes noise removal, parti, and removal of stop
words.

Usually, the short text data crawled from the Internet platform contains not only the
text and characters that identify the semantic, but often has a large number of additional
structures with low connection to text labels and content, such as hyperlinks, emojis,
description symbols, HTML markers, XML tags, pictures, etc., etc., which have no sig-
nificance to build intention recognition, they usually have no clear semantic information,
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but only express the text information more intuitively. However, in the intention recogni-
tion task, these data do not only contribute to the semantic expression of short text data,
but will increase the processing time and operation scale of short text data, and will also
adversely affect the operation process such as word segmentation and text vectorization,
ultimately resulting in reducing the accuracy and reliability of text processing methods.
Therefore, these abnormal information and noise data should be cleaned and sorted out
before the short text data is formally processed.

In our daily life, English is the most widely used language, involvingmajor countries
in various regions, and Chinese is the most widely used language, but the two most
representative languages differ greatly in terms of processing. It is relatively simple to
divide English, only to divide according to the space characters between words. There is
no clear separation between Chinese words, and the words in Chinese are separated by
semantic and context. Therefore, compared with English segmentation segmentation, it
is difficult to handle Chinese segmentation, and more rules and restrictions should be
considered. Word segmentation is the basic step of Chinese text preprocessing and the
premise of text representation.Under certain syntactic semantic rules,word segmentation
is the process of dividing the original continuous expression into single words or words.
In this process, many components with little correlation to the semantic expression of
the original text will be ignored, and only the key and core words or words are retained.
The effect of participle will directly affect the effect of words, semantic representation,
we can choose the appropriate participle tool according to the different use scenarios
and requirements.

There are three text segmentation methods in natural language processing: one is
based on grammar and rules, one is based on dictionaries, and the other is based on
statistics. This paper will adopt the method of stuttering segmentation, which is based
on statistical segmentation methods. The rationale of a statistical-based partitioning
method is to determine whether a string constitutes a word based on the statistical
frequency of its occurrence in the corpus. Words are a combination of words, and the
more times adjacent words appear simultaneously, the more likely it is to form a word
[8]. Therefore, the frequency or probability of co-occurrence adjacent towords can better
reflect their credibility to becoming words.

Stop words refer to be frequent in text, but from the perspective of semantic under-
standing and expression, it has little influence on tasks such as text representation or
intention recognition. Stop words mainly include public stop words and professional
stop words. Public stop words usually have commonly used prepositions, crowns, aids,
pronouns, conjunctions, etc. Based on the empirical summary of the numerous research
work, Stop words are roughly divided into two categories: one refers to some words that
are very widely used,Words like “I”, “just” that appear in almost every text, However, its
association with the intent labels is very low, Not only did there have any positive impact
on the identification task, Instead, because of the excessive number of appearances, con-
sumption of time, Also reduces the efficiency of identification; The other category refers
to the high frequency of both appearing and being used in the text, But these words are
not substantive or decisive in semantic expression, Its role in the text is only to ensure
the standardization and integrity of the text in the grammatical structure, This type of
words usually contain tone aids, adverbs, prepositions, conjunctions, etc., They have no
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practical meaning of themselves, Nor decisive determine the intention and emotional
tendency of the text, Only put into the complete sentence can show a certain auxiliary
effect, Such as the common “of”, “in”, “and”, “then”, etc.

2.2 Establish the BERT Model

This chapter presents a joint model BERT _ word2vec based on BERT and word2vec to
quantify the short text of human-computer dialogue, whose model structure diagram is
shown in Fig. 3-1. The vectorization representation method first trains the word vector
in the word2vec model, and calculates each word vector to the sentence hierarchy vector
pre-trained byBERT, then transforms the resulting similarity value intoweights assigned
to the corresponding word vector, and finally combines the weighted word vectors into
the sentence vector and the sentence vector of BERT [9] (Fig. 2):

Fig. 2. Structural diagram of the BERT_word2vec model

The BERT (Bidirectional Encoder Representations from Transformers) model, is
essentially implemented on the basis of a two-way Transformer encoder, where E, E,
…, Ex is the input vector of the model, and bidirectional Transformer coding yields a
vectorized representation of the text T. Transformer is a self-attention (Self-attention)-
based seq2seq model, a Encoder-Deocder-structured neural network whose input and
output are a sequence [10]. In the model, Encoder transforms the input sequence of
variable length into a fixed-length vector expression, and then decodes this fixed-length
vector into a variable-length target signal sequence by Decoder, and Figs. 3-3 are the
structural diagram of the traditional model, where C is the state vector between Encoder
and Deocder. In fact, the basic Encoder-Decoder structure is implemented based on
RNN, and its core module is composed of RNN units, but with the increase of sequence
length, RNN itself has some unavoidable problems, such as unable to parallel, slow
operation, etc. At the same time, because the state vector size of the connecting Encoder
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and Decoder is fixed, the Decoder is unable to directly follow more details of the input
information [11]. To improve on the above deficiencies, Transformer uses self-attention
to replace the RNN. Since the Encoder part of the Transformer is mainly used in the
BERT model, the Encoder structure in the Transformer model is highlighted below, as
shown in Fig. 3:

Fig. 3. The Encoder structure

As can be seen from Fig. 3, the input of Encoder consists of a vectorial representation
of the short text and the location information of each word in the text, and then through
the Self-attention layer gives Encoder the information to view the word before and after
the word when encoding each word. Another Add &Norm layer, Add adds the input and
output of the self-attention layer, Norm normalizes the added output, so that the output of
the self-attention layer has a fixed mean 0 and standard deviation 1, and the normalized
vector representation will be processed through a fully connected feedforward neural
network (Feed Forward). Similarly, the Feed Forward layer also contains the Add &
Norm layer [12]. As mentioned above, a new list of word vectors will be output. The
core module in part encoder is Self-attention, whose main idea is to calculate the mutual
relationship between each word in the short text and all the words in the short text,
and then adjust the weight of each word to obtain a new expression of each word [13].
This new expression not only contains the semantic meaning of the word itself, but
also contains the relationship between other words and the word, so it is a more global
expression compared with the traditional word vector. The Self-attention procedure is
calculated as follows:

Suppose the input short text is expressed as:

X = (x1, x2, ..., xn)
T (1)

where, xi is the i word in the short text, and now it is expressed as ai by one hot vector.
There are n words in total, and the vector matrix is obtained:

A = (a1, a2, ...an)
T (2)

Then multiply the vector matrix by three different weight matrices Wg , Wk and Wv to
obtain query, key and value matrices Q, K and V . The importance s of each word is
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calculated as follows:

(3)

The smoothed result of s is multiplied by the softmax function to obtain the value of
attention. Each line represents the attention vector of the corresponding word in the input
short text. The vector has been integrated with the information of other position words,
which is a new vector representation. The specific calculation formula is shown in 4:

Attention(Q,K,V ) = softmax

(
QKT

√
dk

)
V (4)

where: dk is the penalty factor to ensure that the inner product of Q and K is not too
large. As can be seen from the calculation formula above, the whole computational
process is a series of matrix multiplication that can be parallelized and superior to
RNN. In practice, Transformer uses Multi-headSelf-attention, or multiple Self-attention
in parallel, to enhance the attention power of the model.

2.3 RobotMultiple Rounds of Dialogue Intent Recognition Similarity Calculation

The similarity metric adopted is cosine similarity, which measures the cosine value of
the two vector clip angles in vector space as the size of the difference between two
individuals, which pays more attention to the difference between the two vectors in
direction than distance or length, so the method is more suitable for the vectized data in
this chapter [14]. Assuming that the output vector of the Bert model is expressed as A,
the word vector trained by word2vec is Bi, i = 1, 2, ..., n, which represents the word
vector of the i-th word in the short text, and n is the total number of words in the short
text, the calculation formula of the similarity S between the i-th word in the short text
and the short text is shown in 5, and the weight w corresponding to the th word can be
obtained from the similarity S, as shown in formula 6:

(5)

wi = Si∑n
i=1 Si

(6)

Then multiply each word vector by its corresponding weight, splice it into a vector,
and then add it to the short text preprocessed by Bert to obtain the final vectorized
representation of the short text. The vector contains both semantic features at the sentence
level and highlights words closer to the sentence meaning, which not only compensates
for the disadvantage that word2vec cannot reflect the word polysemy, but the presence of
the sentence vector generated by BERT also complements the semantic information lost
during word vector splicing. Finally, the scaling point product attention results of h times
were spliced from left to right, and the attention matrix X obtained from a second linear
transformation was used as the result of multi-head attention. The specific calculation
formula is as follows:

headi = Attention(Qwi,Kwi,Vwi) (7)
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MultiHead(Q,K,V ) = (head1 + head2 + head3 + ... + headi)
(8)

In Eqs. (7) and (8): Q, K and V represent query matrix, key matrix and value matrix
respectively, with equal values, which are vectorized output E;

√
dk refers to the square

root of the bond vector dimension, which plays a regulatory role and controls that the
inner product ofQ andK will not be too large;W is the parameter of linear transformation,
and W is different every time Q, K and V are linearly transformed; h represents the
number of heads and i represents the attention head.

3 Test Experiments

In order to verify the effectiveness of the deep learning-based multi-round dialogue
intent recognition method designed in this paper, compare the method designed in this
paper with the traditional dialogue intent identification method (literature [11] method),
highlighting the advantages of the method designed in this paper.

3.1 Dataset

The experimental data are selected from the corpus of the booked restaurant, but because
the corpus only contains the data of a single round of dialogue, considering the specific
requirements of the experiment in this chapter, the dialogue of the data set is required
for this chapter. Multiple rounds of dialogue in the dataset are shown in Table 1:

Table 1. Multiple-round dialogue data

Conversation object Dialog box text Intention

p1 Is there any restaurant near
here?

find_restaurant

b1 Please provide your current
location

The dialogue robot identified the
key word “nearby”

p2 I am on XX Road, XX No ask_ location

b2 Recommend XX restaurants to
you

The dialogue robot identified the
questioner

A list of intent labels involved in the conversation and data examples are shown in
Table 2:

The multi-round dialogue dataset annotated in this paper contains 10,432 dialogue
data and 100 sets of dialogue, ranging from 1 to 8 rounds, with 11 intention labels
appearing. It can be seen from the data distribution that the intention categories of data
are unbalanced, especially the number of data of greet, thanks and deny,which has a great
impact on the accuracy and is easy to bring large errors to the experiment. Therefore, so
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Table 2. Schematic labels and data examples

Order number Intent name The intent label Example data

1 Query the restaurant find restaurant Is there any restaurant near
here?

2 Number of information info people About 5 people had their meals

3 Location information ask_location I am on XX Road, XX No

4 Telephone information phone_number My cell phone is
99999999999999

5 Price information info _price How is your meal price here

6 Confirm information confirm Yes, that is what I am looking
for

7 Denial information deny This restaurant does not meet
my requirements

8 send one’s respects to greet shalom

9 thanks thanks Thank you very much

10 good-bye goodbye a form of greeting by women

11 other others Recommend XX restaurants to
you

these three intentions are not included when calculating the comprehensive performance
of each model in the subsequent experiments. During the experiment, the datasets were
divided into training, test, and validation set in a ratio of 6:2:2. To ensure the contrast of
the experiment, the datasets in the experiment used the same division method, and the
data used the same short text vector representation method.

3.2 Experimental Result

Due to the data imbalance, the amount of data in the intention categories greet, thanks
and d e n y does not affect the evaluation of the overall performance of the model. The
identification results of these three intentions are not included in the calculation of the
model indicators: Precision (accuracy) and RecallK (recall) and F-measure are used to
evaluate the classifier performance, as shown in (9), (10), (11):

Pr ecision = TP

TP + FN
(9)

Recall = TP

TP + FN
(10)

F − measure = 2 × P × R

P + R
(11)

where: if sample A belongs to a category B and is recognized as such by the model, it is
recorded as TP; If sample A does not belong to category B but is identified as category B
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by the model, it is recorded as FN ; If sample A belongs to a category B but is identified
by the model as a category other than category B, it is recorded as TN ; If sample A does
not belong to category B and is identified by the model as a category other than category
B, it is recorded as TN .

For themulti-classification problemof this task, the evaluation index of each category
is first calculated, and then the macro average value (Macro-average) is used as the final
evaluation index.

In the algorithm text extension method, the minimum support is set to 0.01 and the
minimum confidence is 0.5; In the LDA subject extension method, the number of topics
is set to 10. After obtaining the subject distribution of the chat text, the word with the
maximum probability under the subject is added to the text. During the feature selection
process, this paper starts from 100 dimensions and calculates the performance effect of
the recognition model with 100 as a step length, finally retaining the most relevant 3,000
words as the final feature. Different recognition models were also tested for different
parameters.

To reduce the contingency of the experimental results, this chapter uses a 5-fold
cross-validation method to obtain the final identification results. Where “original” refers
to the word feature + feature selection method; “+ apriori” means the content extension
on the original base; “+ lda” means the theme extension on the original base; “+ apriori,
1da” means merging original, apriori and 1da3 methods.

The final results are shown in Table 3:

Table 3. Comparison results of different methods

Numerical
classification

Naive Bayesian multi-round
dialogue intent recognition
methods

Random Forest multi-round
dialogue intent identification
method

The multi-round dialogue
intent identification method
designed in this paper

Precision Recall F price Precision Recall F price Precision Recall F price

Original 0.7445 0.7412 0.7541 0.7412 0.7544 0.7445 0.9135 0.9912 0.9178

+apriori 0.7845 0.7415 0.7153 0.7415 0.7845 0.9912 0.9145 0.9914

+lda 0.7746 0.7745 0.7544 0.7745 0.7746 0.9541 0.9914 0.9145

+apriori, lda 0.7256 0.7523 0.7826 0.7523 0.7256 0.9416 0.9514 0.9914

From the experimental results, it can be seen that in three different intention recog-
nition models, the content and theme are expanded through Apriori and LDA, and the
effect is improved. However, compared with the other two methods, it can be seen that
the multi round dialogue intention recognition method of the design method in this
paper has better effect, with the highest accuracy of 0.9912, the highest recall rate of
0.9914 and the highest f price of 0.9914, which can prove the superiority of the design
method. The reason for this result is that this design method first calculates the corre-
lation on the corpus, then finds out the co-occurrence relationship of each word in the
chat text, and completes the limited relationship with the text. Because there are some
connections between common words, after completing the words, it can enrich the cur-
rent text content and supplement the synonyms not mentioned in the original text. After
the description information is added to the supplementary text, the recognition effect is
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improved compared with the original text. Moreover, because deep learning needs to set
word support, which is the minimum frequency, a priori mining common associations in
the corpus and display content supplement is the premise, that is, the user’s expression
of high-frequency words also limits the user’s need for relative expression norms, and
try not to appear random rather than standard low-frequency words. However, in the
actual process, users may have more irregular expressions, and the expression patterns
are very diverse, resulting in a large number of repetitions of diversified spoken words,
which can not be found according to the association mining algorithm. Based on this
situation, this chapter uses LDA to mine the topic information of the text, which can
bypass the word level supplement. The overall semantics of the text is very helpful to
express non-standard text.

4 Conclusion

In order to improve the accuracy of short text intention recognition in man-machine
dialogue system, this paper proposes a short text vectorization method and two intention
recognition methods. Firstly, the text of chat dialogue is preprocessed, and the Bert
model is established according to the processing results. The Bert model integrates the
deep learning model in the Bert model, establishes a joint model, and quantifies the short
text of man-machine dialogue. Finally, the similarity of multi round dialogue intention
recognition is calculated by the robot, and the dialogue intention recognition is realized.
The experimental results show that the recognition accuracy of the design method can
reach 0.9912, the recall rate can reach 0.9914, and the f price is 0.9914, which can prove
the superiority of the design method.
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Abstract. With the development of new aircraft, the flight speed of aircraft is
faster and faster, and its requirements for engine performance are higher andhigher.
If the vibration accuracy of the blade is reduced, it will lead to its vibration failure.
Therefore, this study designs a vibration failure analysis method of civil aircraft
engine blades based on virtual reality. Firstly, the vibration state of single blade of
civil aircraft engine is analyzed by finite element method, and then combined with
the analysis results of virtual reality technology, the vibration failure analysis
equation of blade is designed. The experimental results show that the analysis
effect of this method is good, and can be used as a reference for subsequent
aircraft engine research.

Keywords: Virtual reality · Aircraft engine · Blade vibration · Failure analysis

1 Introduction

Blade structure is widely used in various modern machinery and daily electrical appli-
ances, such as gas turbine, steam turbine, water turbine, various booster pumps, electric
fan, air conditioner, refrigerator and so on [1]. In the typical power plant, except the
piston engine, most of them adopt the structural form of blade for design. Blades are one
of the main components of various aviation engines, including turbojet engine, turbofan
engine, turbine and turboplasma engine [2].

The research on Aeroengine Blades belongs to a multidisciplinary comprehensive
field, involving vibrationmechanics, fluidmechanics,materialmechanics, solidmechan-
ics, structural strength, mechanical design, manufacturing technology and so on [3].
These disciplines cooperate with each other, but restrict the research of engine blades,
which makes the development of Aeroengine Blades a complex system engineering.

Since the birth and operation of turbojet engine in 1930s, blade failure has been
one of the main factors hindering its development. In the late 1960s and early 1970s,
turbofan engines began to develop. The turbofan engine looks similar to the double rotor
turbojet engine. The main difference is that the blades of the low-pressure compressor
of the turbofan engine are lengthened into a fan, and an outer culvert is added behind it
[4].
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With the development of new aircraft, the requirements for engine driving force are
higher and higher, the rotating speed of engine blades is faster and faster, and there are
more andmore compressor stages. The total boost ratio of the engine is themultiplication
of boost ratios at all levels. When the boost ratio at all levels is certain, more compressor
stages are required to improve the total boost ratio, and the weight of the engine is large,
Therefore, only increasing the compressor stage cannot solve the problem of engine
efficiency, but also improve the single-stage boost ratio [5]. The improvement of total
boost ratio and average single-stage boost ratio, on the one hand, greatly improves the
thrust of the engine, but on the other hand, it also brings a series of new problems, such as
smaller surgemargin, lower working efficiency, increased engine weight and so on.With
the increase of the number of engine blades, the designed structure tends to be lighter and
thinner in order to pursue high efficiency. In addition, turbine blades are often designed
into complex cooling structures to meet the working needs in the environment of high
temperature and high load. These factors cause a high probability of blade failure in the
working process.

In fact, in order to meet the design requirements of the engine, the safety factor of
blade design is close to “1” at present, and the potential of materials has been applied
to the limit. In order to further develop the use value of blades, researchers put forward
the method of adjusting the amount of blade cover [6]. The cover value of the blade,
that is, the offset of the blade, is an important parameter to balance the aerodynamic
bending stress. The blade is subjected to centrifugal force generated by rotating speed,
bendingmoment generated by pneumatic pressure, resonance force generated by various
excitation factors, etc. Under the action of aerodynamic pressure and centrifugal force,
the blade root produces relatively large bending stress, which often exceeds the yield
strength of the material after combined with tensile stress, which is not allowed for the
design requirements of infinite life of the blade.

Based on the above analysis, this study designed a method for vibration failure
analysis of civil aircraft engine blade based on virtual reality. On the basis of analyzing
the vibration state of single blade of civil aircraft engine by using finite element method,
this study combined virtual reality technology and finite element software to design
the vibration failure analysis equation of blade, providing reference for the subsequent
research of aircraft engine.

2 Method Design

2.1 Finite Element Analysis of the Vibration State of a Single Blade of a Civil
Aviation Aircraft Engine

The finite element method can be understood as dividing the structure to be solved into a
series of elements connectedbynodes.The shapeof these elements is very simple, such as
triangles, rectangles, etc., so for each element, it is easy to establish equations according
to the balance relationship or energy relationship, and then combine the equations of
each element to obtain the total equation system of the structure [7]. The basic idea of
finite element analysis of real structural systems is to simulate complex continuous real
structures with a simple finite number of interacting elements.
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With the rapid development of computer technology, a large number of finite element
calculation software have been developed. Now the application of finite element method
can not only analyze plane problems, but also spatial problems, plate and shell problems,
not only static analysis, but also stability analysis and dynamic analysis.

The three basic elements of the finite element system are nodes, elements and degrees
of freedom [8]. Thefiner the units, themore accurate the results. The basic task of element
analysis is to establish the relation between element joint force and node displacement,
namely the element stiffness equation, so as to determine the element stiffness matrix
and transform the external load into the element equivalent node load. The rectangular
element shown in Fig. 1 is taken as an example to establish the finite element equilibrium
equation.

For the blade, which is similar to a rectangular thin plate, it can be easily discretized
by rectangular elements. If the four corners of the rectangle are taken as nodes, a simple
rectangular plate element is obtained, and its structure is shown in Fig. 1.

Fig. 1. Schematic diagram of finite element element

It can be seen from Fig. 1 that when the plate is bent, there is moment transmission
between the elements, and the nodes are rigidly connected. A point on the element
surface actually represents a normal line segment with the length of the plate thickness.
According to the hypothesis, the length of the normal line segment is constant, and the
points on the midplane of the thin plate do not produce displacements in the x and y
directions. Therefore, the possible displacements of the thin plate nodes are only the
deflection in the z direction and the rotation angle of the normal around the x and y axes.
Taking the vector marked according to the right-hand spiral rule to be positive along
the positive direction of the coordinate axis, the two corners θx, θy at this time are as
follows:

θx = ∂w

∂y
(1)

θy = ∂w

∂x
(2)

In formulas (1) and (2), w represents deflection, and the element displacement vector at
this time is as follows:

{
θx, θy

}
(3)
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Substituting the nodal displacement component and nodal coordinates into the above
formula, the expression of the undetermined coefficient can be obtained as follows:

g = Na (4)

In formula (4), N represents the shape function, and a represents the displacement
component. In the finite element analysis of the plate, since the deflection and rotation
angle have been used as nodal parameters, the known deflection and rotation angle on
the boundary can be used as mandatory boundary conditions. Considering the equivalent
load caused by the surface force, assuming that there is a lateral distributed load q acting
on the surface of the thin plate, the virtual work of the external force generated in the
case of the lateral shear force V and the upper bending moment M is as follows:

V =
∫

g
N

VM
(5)

Set the element balance equations according to degrees of freedom to obtain the overall
balance equation of blade finite element analysis as follows:

Ka = P (6)

In formula (6), K is the overall stiffness matrix of the structure according to the node
group, a is the overall node displacement of the structure, and P is the overall node load
of the structure.

Anydeformedbodyhas natural frequency and vibrationmode.When there is external
excitation, it will produce a series of responses. In addition to structural static analysis,
structural vibration analysis is also an important aspect of structural evaluation, which is
of great significance to the working state and functional control of the structure [9]. The
structure in the vibration problem is also a deformed body, which also needs three kinds
of mechanical variables to describe. The time-dependent inertial force and damping
force can be considered in a static way by using the darumbel principle.

In the solution domainQ, if the field function u is an exact solution, then any point in
the domain Q satisfies the control differential equation, and at the same time any point
on the boundary I satisfies the boundary conditions, then the equivalent integral form
must be strictly satisfied. But for complex practical problems, such exact solutions are
often difficult to find, so people need to try to find approximate solutions with a certain
degree of accuracy.

Assuming that in an engineering problem, the general forms of the governing
equations and boundary conditions of the system are shown in Eqs. (7) and (8)
respectively:

A(u) − f = 0 (7)

B(u) − g = 0 (8)

In the formula, u represents the function to be solved, A and B represent the differential
operator of the boundary, and g represents the known function. By selecting the parame-
ters to be determined, the approximate residual value is considered to be zero. The system
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of equations obtained in this way can be solved to obtain the undetermined parameters,
and then the approximate solution of the problem can be obtained by solving. Properly
choose the trial function w so that it satisfies all the conditions on the boundary, so that
the boundary residual value R is zero, and the approximate solution has a high precision.
The more approximate functions should be selected, as the number tends to At infinity,
the approximate solution is infinitely close to the exact solution.

The method of using the weighted integral of the residual value to zero to obtain
the approximate solution of the differential equation is called the weighted residual
value method, which was first proposed by Crandall. Weighted residual method is an
effective method to find approximate solutions of differential equations. Obviously, any
independent complete function set can be used as a weight function [10].

The residual equation is orthogonal to each basis function of the trial function,
which ensures the convergence of Galerkinmethod. Inmany cases, the coefficient matrix
obtained by Galerkin method is symmetrical. Therefore, Galerkin finite element method
is used almost without exception when usingweighted residual method to establish finite
element scheme. At the same time, it should be pointed out that Galerkin method and
variational method are often equivalent when there are corresponding functionals for
differential equations and their boundary conditions.

2.2 Design Failure Analysis Equation Based on Virtual Reality

Based on the above finite element analysis of the vibration state of a single blade of
a civil aircraft engine, this study then combined virtual reality technology and finite
element software to design a blade vibration failure analysis equation.

In theory, virtual reality technology is a computer simulation system that can create
and experience the virtual world. It uses the computer to generate a simulation envi-
ronment and immerse users in the environment. Virtual reality technology is to use the
data in real life and the electronic signals generated by computer technology to combine
themwith various output devices to transform them into phenomena that people can feel.
These phenomena can be real objects in reality or substances that can not be seen by
our naked eyes, which are expressed through three-dimensional models [11]. Because
these phenomena are not what we can see directly, but the real world simulated by com-
puter technology, they are called virtual reality. Therefore, we can use virtual reality
technology combined with finite element software to design vibration failure analysis
equations.

ANSYS software is a large-scale general-purpose finite element analysis software
that integrates structural mechanics, fluid mechanics, electromagnetics, acoustics, and
thermodynamics. ANSYS provides a complete modeling and analysis module, capable
of pre- and post-processing. The analysis that ANSYS can carry out includes: structural
linear static analysis, structural dynamic analysis, structural nonlinear analysis, fatigue
and fracture analysis, and structural optimization design. ANSYS itself contains model-
ing functions, which can build structural solid models. There are mainly top-down and
bottom-up modeling schemes. The former is to directly build the structure of the body,
and then operate on the body through Boolean operations to obtain the structure. The
model is suitable for simple and regular structures; the latter is a solid model for building
structures in the order of points, lines, areas, and bodies, and is suitable for buildingmore
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complex structures [12]. You can also build a model in a specialized modeling software,
and then import it into ANSYS. ANSYS has powerful meshing functions, including free
meshing and mapped meshing. The quality of the grid determines the accuracy of the
finite element calculation results. Calculation and analysis ability is the most power-
ful function of ANSYS. For each analysis type, ANSYS provides a variety of solution
methods, which can be selected for different structures. The general post-processing
program and the event-history post-processing program can separately view the results
of structural analysis such as deformation displacement, stress, and time-varying curve.

The platemember in the structure has a remarkable geometric feature, that is, the size
in one direction is much smaller than that in the other two directions [13]. Flat plates are
usually divided into thin plates and medium plates. Quantitatively speaking, when the
thickness is less than one fifteenth of the minimum size in the other two directions, it can
be called thin plate. The bending deformation of thin plate is very small compared with
its thickness. According to the particularity of thin plate, there are some reasonable thin
plate theoretical assumptions. First, the extrusion deformation in the thickness direction
of thin plate can be ignored. Transverse fibers similar to beams are assumed to have
no extrusion. Second, in the plate bending deformation, the normal of the middle plane
remains a straight line and still the normal of the elastic surface, which is the famous
Kirchhoff straight normal hypothesis, which is similar to the plane section hypothesis
in the beam bending theory. At this time, the vibration failure analysis equation of the
aircraft engine blade is designed as follows:

G = {M }{δ} (9)

D = [C]{δ} + [K]{δ} (10)

In the formula, {M } represents the matrix at this time, {δ} represents the nodal matrix,
[C] represents the vibration set, [K] represents the blade stiffness, and {p} represents the
engine load.

2.3 Achieve Vibration Failure Analysis of Aircraft Engine Blades

Rotating stall is another aerodynamic excitation source that produces high frequency
response. Stall is caused by the limited ability of the boundary layer to bear the inverse
pressure gradient. Experiments have confirmed that there are two types of stall in the
compressor. One is simple blade stall, that is, the boundary layer separation on the blade
surface; The other is rotating stall, which is a unique phenomenon in compressor. If all
blades in the blade row are identical and feel the same stall inlet angle at the same time,
the blades in the whole annular channel shall stall at the same time, that is, simple blade
stall, such as local separation of blade surface of compressor under normal working
condition. When some blades reach the stall condition before other blades in the blade
row, a stall mass is formed. The stall mass rotates at a speed less than the rotor speed.
When the blade rotates, it will alternately pass through the stall area and non stall area
and be periodically excited, which is called rotating stall.

When a cascade works in its critical stall state and the air flow attack angle at the
blade increases due to some local disturbance, resulting in air flow separation. Due to
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the blocking effect of stall on the cascade channel, the inlet air deflects to the channels
on both sides of the blade, reducing the inlet attack angle of the front blade and the
rear blade (in the opposite direction of rotor rotation) the inlet attack angle of the blade
increases, so the air flow also separates and becomes the next stall blade. In the case of
blade air flow separation, as above, the air flow flows to the front blade at a smaller attack
angle, so that the separation phenomenon of blade air flow disappears and exits the stall
state. Such a continuous reaction forms a stall mass continuously moving towards the
blade back, i.e. It is transmitted in the direction opposite to the rotor rotation, but because
its transmission speed is less than the rotor rotation speed, it is observed in the absolute
coordinate system that the stall mass still moves along the rotor rotation direction, but
the speed is much lower [14].

The characteristic parameters that usually represent the rotating stall phenomenon
include the rotation speed of the stall group, the number of the stall group, the width of
the stall group, the strength of the stall group, and the type of the rotating stall. Most of
the content about the rotating stall comes from the axial compressor test; the stall group
observed in the experiment generally has a changing geometric shape and is rarely stable,
but it is generally considered that the fully developed rotating stall group is stable and no
longer changes with time; The rotation speed of the stall group is generally 10%–70% of
the rotor speed; the number can be as high as 9 or as low as 1; the width can only occupy
part of the blade height, or occupy the entire blade height, all of which are progressive
stalls with the rotating stall type, it’s still related to the sudden stall.

The type of rotating stall is divided into progressive stall and sudden stall according
to the characteristics of the characteristic line change after the compressor enters the
stall state: For progressive stall, the pressure ratio characteristic of the compressor is
gradually reduced during the change from the stable working state to the rotating stall
state; and the pressure ratio of an abrupt stall has obvious discontinuity or a sudden
decrease. In the results presented in the experiment, progressive stalls generally have
multiple stall clusters, and abrupt stalls seem to always produce only a single rotating
stall cluster; full-leaf high-rotating stalls are usually abrupt stalls, but in some cases it
can also be a gradual stall.

The magnitude and direction of the load exerted on the blade surface by rotating stall
are affected by time and space changes, so it is difficult to obtain an accurate load model.
In order to simplify the model, this paper only considers the sudden rotating stall with
single stall group of whole blade height, and sets up a simplified load calculation model
to simulate the load applied to the blade surface during the rotating stall. The dynamic
pressure of rotating stall with or without distortion was measured by placing a dynamic
pressure measuring sensor on the pneumatic interface near the compressor inlet.

Compressor inlet distortion is an important factor for stall boundary degradation and
steady-state characteristic attenuation of aviation fan/compressor. Geometric asymmetry
of inlet, gust, strong crosswind, change of yaw angle and pitch angle caused by high angle
of attack flight, change of inlet flow field during hovering take-off and landing, airborne
weapon Factors such as transient flow field changes during launch (such as missiles)
will lead to uneven compressor inlet velocity field, temperature field and pressure field,
resulting in degradation of aircraft stall boundary and reduction of stability margin,
which is usually called compressor inlet distortion.
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The influence of inlet distortion on the engine includes aerodynamic response and
mechanical response. It not only affects the performance and stability of the engine and
causes the compressor to surge, but also the non-uniform inlet conditions will produce
exciting force on the rotating blade, produce a variety of complex harmonic exciting
components, and increase the vibration level of the blade (for example, in most com-
pressor blades, high-intensity and small angle inlet distortion can produce high-intensity
high-ordermodal response), cause blade flutter, forced vibration and resonance, andmay
lead to blade vibration fatigue failure.

There are many examples of blade vibration fatigue and fracture damage caused by
distortion and therefore modifying the design of relevant parts. Serious blade vibration
occurred during the modification of a jet engine. According to the analysis, it is known
that the blade resonance is caused by the flow field distortion caused by the inlet support
plate. The failure of the first stage compressor blade of a certain engine is also due to
the flow field mismatch between the inlet and the engine It is caused by serious inlet
distortion.

Nomatter how complex the aerodynamic pressure and excitation factors borne by the
compressor blades are, these different excitation factors form excitation force through
one channel and act on the rotor blades. Therefore, the above aerodynamic excitation
factors will also affect each other. There is interaction between wake, distortion and
rotating stall.

Wake and intake distortion have an impact on the stall. Under certain circumstances,
the interaction between the upstream stator wake and the unsteady flow inside the rotor
channel may improve the aerodynamic performance near the stall point, thereby increas-
ing the stable operating range of the rotor; but At the current row of blades where the
downstream wake is generated, if the wake area is sharply expanded to cause severe
separation, it will cause a rotating stall. Therefore, the change of wake can be used as a
way to predict rotating stall. Intake distortion will reduce the duration of the stall pre-
lude wave and induce the generation of rotating stall, which will lead to the reduction
of compressor stall margin, and the influence of circumferential inlet distortion on the
decline of stall margin is stronger than radial distortion.When the total intake pressure is
distorted, after the system enters the rotating stall state, its flow value is less than the flow
when the intake is uniform. However, intake distortion does not affect the propagation
frequency of the rotating stall.

Intake distortion will change the original design flow conditions of the compressor,
make the intake angle of attack of the compressor cascade deviate from the design value,
increase the intensity of vortex disturbance, flow loss and the separation of the rotor blade
exhaust flow, thereby affecting the blade wake speed and direction Influence. Rotating
stall will result in increased turbulence in the wake area. And when it is close to rotating
stall, it will cause a significant change in the wake waveform behind the rotor.

The rotor structure includes not only the rotor blades and the disc, but also the blades
and disc connections such as tenons and collars, as well as the connections between the
disc and disc, such as connecting rods and radial pins. Due to the influence of stiffness,
the analysis model of the rotor is not just a simple solid model of the rotor and blisk,
but a three-dimensional coupled model including connecting rods, radial pins, tenons
and collars. Since the focus of this article is the study of the dynamic response of the
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blade under aerodynamic loading, if the rotor structure is accurately modeled and the
friction of the connected parts is considered, themathematical solution will be extremely
complicated and the solution time will be increased. Therefore, this article grasps the
main contradiction and simplifies the rotor model.

When modeling, only the first-level roulette is considered, and the connection
between the roulette and the roulette is ignored, and the axial and radial displacements
of the roulette are constrained to simulate the constraints between the roulettes. There
are fixed parts such as tenon and clamp ring between the blade and the wheel. The
model does not consider its function, but uses the bonding of the blade and the wheel to
simulate. Ignore some rounded corners and bosses on the roulette. Because if there are
rounded corners and bosses in the solid model, it will make the meshing complicated,
reduce the speed of simulation, and make it difficult for the accuracy of the analysis to
reach the expected results.

Since the rotor is a rotationally symmetric structure, the ANSYS rotationally sym-
metrical entity modeling function is used when modeling, and the rotor disc is regarded
as a rotationally symmetric entity for analysis, which reduces the amount of calcula-
tion for analysis. ANSYS program provides two solid modeling methods: top-down and
bottom-up. When performing solid modeling from top to bottom, first define the most
advanced volume primitives of the model. The program will automatically define the
relevant surfaces, lines and key points, and use these advanced primitives to directly
construct the geometric model. Bottom-up is to construct the model from the lowest-
level primitives upwards, first define key points, and then use these key points to define
high-level primitives, namely line, area, and volume primitives, until the entire model.

In order to facilitate structural improvement, this paper adopts a bottom-up solid
modeling method, using the coordinate data of 70 points of the axial section of the rotor
blade parallel to the y-axis as the keypoints, and inputting it into theANSYSpreprocessor
to establish More advanced primitive lines, due to the complex characteristics of the leaf
shape, especially the large curvature of the leaf shape at the leading and trailing edges
of the leaf, the polyline fitted by cubic spline fitting is used to fit the leaf shape, and then
pass through the boundary The line generates a leaf-shaped section, and then stretches
in the y direction to form a solid model of the leaf.

Twenty-node hexahedral element SOLID95 is used tomesh the blade, because this is
a high-precision element with intermediate nodes, and to adapt to boundary conditions,
it can be degenerated into a pentahedral or tetrahedral element. However, there are many
problems in the actual division, and there are many failure units, and even the mesh
cannot be divided. After many times of analysis, it is believed that because the thickness
of the rotor blade is thin and the edge angle is too small, the lines and surfaces generated
by the hexahedral element cannot be recognized in ANSYS. Therefore, SOLID95’s
degenerate element-ten-node tetrahedral element SOLID92 was used for meshing in the
later stage, and denser meshes were used for parts with large data gradients, such as the
leading edge and trailing edge of rotor blades., And in the parts where the data change
gradient is small, such as the wheel and the middle of the blade, in order to reduce the
scale of the model, a relatively sparse grid is divided, and finally the finite element grid
of the model is free of failure elements.
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3 Experiment and Analysis

In order to test the analysis effect of the engine blade vibration failure analysis method
designed in this paper, it is comparedwith the traditional blade vibration analysismethod,
and the following experiments are carried out.

3.1 Experiment Preparation

The data source used in this paper is that the front stator of the compressor rotor in the
experiment has 30 blades. Although the change of the pressure in the front half of the
suction with time is chaotic, which shows that there are multiple oscillations in one wake
cycle, the pressure pulsation at the rear of the whole pressure surface and the suction
surface shows good periodicity, which can be approximated as a high-frequency large
amplitude sinewavewhosemean value is not at zero,Moreover, themean pressure on the
pressure surface and suction surface first decreases and then increases along the leading
edge and rear edge of the blade, while the amplitude of sinusoidal pulsation gradually
decreases. The standard table of pulsation values at this time is shown in Table 1.

Table 1. Standard table of pulsation value

Measuring point Standard value/Pa

1 712.55

2 590.54

3 585.16

4 535.16

5 370.46

It can be seen from Table 1 that the blade pulsation value at this time is the standard
blade vibration pulsation. Based on this value, the subsequent vibration failure analysis
can be carried out.

3.2 Experimental Results and Discussion

The engine blade vibration failure analysis method designed in this paper and the tradi-
tional blade vibration failure analysis method were used to analyze the blade pulsation
value, and compared with the standard value in Table 1. The comparison results are
shown in Table 2.

It can be seen from Table 2 that the numerical value of the engine blade vibration
failure analysis method designed in this paper is the closest to the standard value, which
proves that its analysis effect is good and has certain application value. The reason for
this result is that the vibration state of a single blade of a civil aircraft engine is analyzed
by the method in the finite element environment. Based on this, in the virtual reality
environment, the engine blade is meshed by SOLID92, which is the degradation unit
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Table 2. Experimental results

Measuring point The analysis value of the vibration
analysis method designed in this
paper/Pa

The traditional vibration analysis
method analyzes the value/Pa

1 712.54 711.54

2 590.44 589.24

3 585.26 584.46

4 535.18 536.49

5 370.49 371.46

of SOLID95, so that it can better adapt to the gradient of data change and obtain more
accurate analysis effect.

In order to further verify the effectiveness of the proposed method, the accuracy of
the analysis results is taken as an indicator to validate the application performance of
the proposed method and the traditional method. The results are shown in Table 3.

Table 3. Comparison of accuracy of analysis results

Test times The vibration analysis method is
designed in this paper

Traditional vibration analysis method

10 95.2% 88.1%

20 92.6% 86.9%

30 97.7% 83.5%

40 93.8% 84.4%

50 94.7% 85.0%

As can be seen fromTable 3, in many experiments, the accuracy of analysis results of
the vibration analysis method designed in this paper has always been above 90%, while
the accuracy of analysis results of the traditional vibration analysis method is between
80% and 90%. By contrast, the method presented in this paper can more accurately
analyze the vibration failure state of civil aircraft engine blades.

4 Conclusion

With people’s attention and investment in aviation technology, various high and new
technologies have been applied to the development of aero-engine blades. At present,
engine blade research has become a multidisciplinary technical field, involving theo-
retical mechanics, vibration mechanics, material mechanics, thermodynamics, casting
technology, coating technology, finite element analysis theory and so on. On the one
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hand, these disciplines promote each other and make the engine blade technology more
and more perfect, on the other hand, they restrict each other, and the optimal scheme
of each discipline cannot be realized on the blade at the same time. After decades of
development, engine blade research is not only to meet the performance requirements
of the engine, but also to the comprehensive pursuit of reliability, usability, durability
and maintainability.

Engine failure causedby engine blade fracture has always beenoneof themain causes
of aero-engine failure, and blade surge and flutter are the main factors of blade crack
and even fracture. Research on blade vibration has a very important role in preventing
blade flutter and other phenomena. Therefore, in this study, the vibration failure analysis
method of civil aircraft engine blade was designed, and the vibration failure analysis
equation of blade was designed after the vibration state of a single blade of civil aircraft
engine was analyzed by making full use of the advantages of virtual reality, so as to
provide reference for subsequent aircraft engine research.

Fund Project. Educational Reform Project of Beijing Polytechnic, project code: CJGX2021-
044-012, Project Name: SGYC02030103-Research and Practice of Aircraft Maintenance Profes-
sional Course System Based on Industry Professional Standards.
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Abstract. With the increasing requirements of energy saving and indoor envi-
ronment, variable flow technology is widely used in heating system, and the
adjustment of resistance is the throttle adjustment of valve. However, the eco-
nomic loss of this adjustment method is too great. Therefore, a new intelligent
adjustment method of university heating water flow is designed based on adap-
tive control algorithm. First, a single loop network is connected. Secondly, an
intelligent adjustment system of university heating water flow is designed based
on adaptive control algorithm. Experiments show that the designed intelligent
adjustment of heating water flow is achieved.

Keywords: Adaptive control algorithm · Heating in colleges and universities ·
Water flow · Intelligent regulation

1 Introduction

In the traditional double-pipe heating pipe network system, regardless of the branch pipe
network or the ring pipe network, the hydraulic conditions of the parallel branch lines in
the pipe network system are mutually influenced, that is, if the hydraulic conditions of a
branch line change, it will lead to the change of the hydraulic conditions of the parallel
branch lines, thus changing the hydraulic conditions of the whole heating system [1]. In
actual engineering, if the hydraulic condition of a branch changes greatly and the system
itself cannot meet the requirements [2–4], in order to ensure the operating pressure of a
branch line, a booster pump [5] should be installed on the branch line without increasing
the head of the heat source circulating pump. However, this way will change the flow of
the trunk line, and then change the hydraulic condition of the trunk line, which will lead
to changes in the operating flow and pressure of other branches.

Because the water supply and backwater share the same pipe, the hot water in the
pipe flows out of the heat source and flows through each branch trunk line in turn along
the water flow direction, and finally flows back to the heat source [7]. In the process, the
hot water in the ring trunk line flows into the branch trunk line and then flows back to
the ring trunk line, so the circulating flow of each point of the ring trunk line is equal,
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and its value is equal to the flow of the heat source outlet pipe section [8]. It can be
seen that the hot water flow of each branch trunk line is independent and unaffected.
The hydraulic condition of the ring trunk line of the unidirectional ring heating system
affects the hydraulic condition of the branch line [9], while the hydraulic condition of
the branch line does not affect the hydraulic condition of the ring trunk line.

Because the traditional double-pipe heating system needs to lay twowater supply and
return pipes at the same time, the initial investment and operation cost of the pipe network
are high, and the hydraulic condition of the system is complex [10], and the stability is
poor. Reasonable design and planning of the heating pipe network system can ensure
the high operating efficiency of the heating system and the heat medium transmission
and distribution capacity under network expansion or accident conditions, which is of
great benefit to reducing the initial investment and operating cost of the heating pipe
network system and improving the heating quality of the heating network. One-way
loop network has the greatest advantages of simple and stable hydraulic conditions and
convenient adjustment of hydraulic conditions. However, this kind of system has been in
existence for a short time. In order to ensure the heating quality of the system, meet the
heat demand of users, make the heat energy production, transmission and distribution
reasonable and economical, and reduce the operating cost of the heat supply network, it
is necessary to study the operation regulation mode of the unidirectional ring network
heating.

Intelligent regulation of university heating water needs to consider the increase of
heating area, and solve the aboveproblems such as large initial investment, high operating
cost and complicated hydraulic conditions. It has become a trend to use multi-heat
source combined heating. Compared with single heat source heating system, multi-
heat source combined heating system has outstanding advantages, which disperses the
supply position of heat sources, reduces the pipe diameter and flow rate of heating
system, and increases the investment of pipe network and the energy consumption of
system operation. The operation cost of heating system is very high, and its operation
consumes huge power. Therefore, the research on heating regulationmode and operation
regulation ofmulti-heat source combinedheating system is of great significance to reduce
the operation energy consumption of heating system.

2 Design of Intelligent Regulation Method of University Heating
Water Flow Based on Adaptive Control Algorithm

2.1 Connect the Single Ring Network

One-way loop network system is composed of heat source, heat network and heat users,
which is a heating system based on loop pipe network, while the core of double-pipe
heating pipe network is heat source, which is different from each other. The unidirec-
tional ring network system mainly includes unidirectional ring trunk line, ring trunk
line boosting point, ring trunk line heating point and ring trunk line cooling point; The
circulation schematic diagram of branch trunk water supply pipe, branch trunk return
pipe, heating station and single ring network is shown in Fig. 1 below.

As can be seen from Fig. 1, the unidirectional ring trunk line: the hot water flows
circularly along the unidirectional ring trunk line after flowing out from the heating point,
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Fig. 1. Schematic diagram of single ring network connection

and some of the hot water flows out of the ring trunk line through the cooling point during
the circulation process, and then flows back to the ring trunk line after cooling down,
so that the temperature of the hot water in the ring trunk line gradually decreases along
the flow direction, but the circulation flow of the ring trunk line is constant along the
way, and the pressure of the pipe network gradually decreases along the circulation flow
direction. Finally, the hot water in the one-way ring flows back to the heating point for
heating, thus continuing to circulate.

Ring heating point of trunk line: In the one-way loop heating system, if the heat
source heats the hot water in the loop, the heat source is the heating point of the one-
way loop network. Cooling point of ring trunk line: When there is a branch trunk line
connected to the ring trunk line, part of hot water flows into the branch trunk line from
the ring trunk line to deliver heat to the heat users, and then flows back to the ring trunk
line after the temperature drops. Ring-shaped trunk line boosting point: A circulating
water pump is set on the ring-shaped trunk line to provide circulating power to eliminate
the along-way resistance and local resistance caused by the hot water flowing along the
one-way ring network, and then the device circulating water pump of the ring-shaped
trunk line is the ring-shaped trunk line boosting point. One-way ring network system
consists of three cycles-heat source cycle, heat network cycle and heat user cycle.

The operating temperature level of heat medium in the three-stage cycle is different,
the heat source cycle temperature level is the highest, the loop trunk cycle temperature
level is the second, and the heat user cycle temperature level is the lowest. Increasing the
water supply temperature of heat source can increase the temperature difference between
supply and return water of heat source circulation, thus reducing the power consumption
of heat source circulation; The mixed temperature of the circulating water supply of heat
source and the hot water of the ring trunk line decreases through the heating point of
the ring trunk line, thus lowering the operating temperature of the ring trunk line and
reducing the insulation investment of the ring trunk line network to a certain extent; As
the heat is gradually transferred from the ring trunk line to the heat users along the flow
direction of heat medium, the temperature of hot water on the ring trunk line gradually
decreases, while the water supply temperature obtained by the heat users located in
different branch trunk lines gradually decreases along the flow direction of hot water
on the ring trunk line, and the temperature of hot water on the ring trunk line presents
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a stepwise distribution. Therefore, it can be seen from the form of unidirectional ring
network system that the energy in unidirectional ring network system is in the form of
cascade utilization.

The circulating water pump located at the heat source of the common double-pipe
heating pipe network system provides the transmission power of the whole heating
system. However, when the heating scale of the heating system is large, it is necessary
to make the head of the circulating water pump large enough to meet the pressure
requirements of the most unfavorable users at the end of the system, resulting in high
operating pressure of the pipe network and heat users near the heat source. Excessive
operating pressure of the system increases the investment cost of pipe network and
equipment, and increases the damage probability of heating equipment. Moreover, the
heat users close to the heat source need to reduce the operating pressure of the secondary
network system by throttling and depressurizing, which leads to the waste of energy
consumption and increases the operating cost of the system.

In the traditional double-pipe heating system, the change of hydraulic condition of
any heat user will cause the change of hydraulic condition of the main line. Compared
with the traditional double-pipe heating system [11], the trunk line of the unidirectional
ring network system adopts the form of a single pipe, and the system has only one water
supply pipe. The resistances of the ring trunk line and the branch trunk line of the heating
system are powered by the pumps located on the ring trunk line and the branch trunk line
respectively, and the required lift of the circulating pump on the ring trunk line is reduced,
which reduces the pressure bearing capacity of the pipe network. This arrangement of
power transmission equipment theoretically eliminates the throttling loss on the branch
lines and reduces the operating cost. The hydraulic conditions of branch trunk lines in
unidirectional ring network system do not affect the hydraulic conditions of trunk lines,
and the hydraulic conditions of branch trunk lines do not affect each other.

In the traditional double-pipe heating system, because of the complex series-parallel
control between pumps and the mutual influence of hydraulic conditions, it is not con-
ducive to the application of distributed variable frequency pump system. However, in
the unidirectional ring network system, the system operates in different levels, and each
level of operation is relatively independent. The hydraulic condition of the secondary
side of the branch trunk line does not affect the hydraulic condition of the ring trunk line.
And the pressure loss of each branch line is overcome by the circulating pump on the
branch line, which avoids the throttling loss and reduces the operation energy consump-
tion compared with the double-pipe system. In the unidirectional loop network system,
the pressure difference between the water supply and return branch lines from a branch
node is small, and each heat user of the secondary network at the branch line side can
select the appropriate distributed variable frequency pump according to the hydraulic
calculation data. In the traditional double-pipe heating system, when the heat load in the
area under its jurisdiction increases, the demand of load increase can only be met by
increasing the circulating water volume of the pipe network. However, the increase of
circulating water volume will lead to the increase of the hydraulic loss of the system,
which will lead to the situation that the pressure difference for return pipe in the system
becomes smaller or even negative.
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The heat transfer capacity of single pipe system can be improved not only by increas-
ing the circulating water flow, but also by raising the hot water temperature, so that the
heat transfer and heat source configuration of the system are no longer limited by the
circulating water. According to the distribution of heat load in the heating area, the pipe
network and heat sources are scientifically arranged. When the heating load increases
in the future, new heat sources can be installed at appropriate locations to provide the
heating capacity of the high-heat network, thus improving the heat load carrying capac-
ity of the heating system. Compared with the traditional double-pipe heating system,
when new users are added, the supply and return water pressure of some branch end
users does not meet the requirements and the heating effect becomes worse. Because the
unidirectional ring network system is a cascade heating system, the hydraulic conditions
of branch lines do not affect the hydraulic conditions of ring trunk lines.When new users
are added to branch lines, the circulating water pump head of ring trunk lines remains
unchanged, and the resistance of new users to branch lines is borne by the internal water
pump of branch lines. For the increase of heating load of the system caused by new user
branch lines, it is only necessary to increase the water supply temperature of the heat
source or add new heat sources in the heating system to meet the demand of increasing
heating load. The connection mode between heat network and heat users has differ-
ent effects on the initial investment, hydraulic and thermal conditions, and operating
costs of the heating system. Therefore, we should try our best to choose the appropriate
heating connection mode. There are three traditional connection modes: direct connec-
tion, mixed water connection and indirect connection. The latter two connection modes
are also suitable for one-way loop system. The schematic diagram of heating station
connection at this time is shown in Fig. 2 below.

Fig. 2. Schematic diagram of thermal station connection

As can be seen from Fig. 2, the indirect connection form in the one-way loop network
heating station is that the primary and secondary sides of the heating station are two
independent circulation systems, and the calculation of the user heating heat load Q′

i of
the heating station at this time is shown in the following (1).

' 6

10i fQ q F −= × (1)
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In the formula (1), qf represents the thermal index of heating buildings of heat users, and
F represents the heating area of users of heating stations. For the primary and secondary
sides of the thermal station, ignoring the heat loss along the heat network and the heat
exchange efficiency of the heat exchanger, the heat balance equation for the primary side
of the thermal station is shown in (2).

Qi = cGi1 · (τi − τih) (2)

In formula (2), Gi1 represents the water supply flow of the branch line, τi represents the
water supply temperature of the branch line on one side, and τih represents the backwater
temperature of the branch line. At this time, the thermal balance equation of the branch
line will be shown in the following (3).

(Gc − Gi1)cτi + Gi1cτi1 = Gccτi+1 (3)

In formula (3), Gc represents the hot water circulating flow of the ring trunk line, and
τi+1 represents the water supply temperature at the cooling point. By integrating the
above formulas, we can get the temperature of the cooling node of the ring trunk line
and the primary side flow of the thermal station as shown in (4) and (5) below.

τi+1 = τi − Qi

cGc
(4)

Gi1 = Qi

c(τi − τih)
(5)

When themixed water pressurizing pump is installed in the heating station in the system,
when the mixed water direct connection is adopted, compared with the direct connection
without mixed water, the mixed water connection can increase the temperature differ-
ence between the supply and return water of the ring trunk line and the branch trunk
line, reduce the flow in the ring network, reduce the pipe network diameter, reduce the
initial investment cost and also reduce the operation power consumption. Compared
with indirect connection, hybrid connection has stronger adaptability to the temperature
of heat medium on the primary side of thermal power station.

However, when the mixed water direct connection mode is adopted, the hydraulic
condition of the secondary side of the thermal power station will be affected by the
primary side. When the traditional double-pipe heating system adopts mixed water con-
nection, there are three forms of mixed water pump installed on the water supply pipe
of the secondary network, return pipe and bypass pipe respectively. Because there is no
return pipe in the unidirectional ring network system, the pressure head provided by the
ring trunk line to the heating station is only the loss of hot water along the way between
the connection point of the ring trunk line and the branch line for return pipe section.
The pressure head is very small and negligible, so it cannot be used as the pressure
head for hot water flow in the secondary side of the heating station. The mixed water
pressurizing pump is needed to overcome the resistance loss in the secondary side of the
heating station. However, when the water mixing pump is installed on the bypass pipe,
it cannot overcome the resistance of the user side, so the water mixing connection of the
circulating pump installed on the water mixing pipe is not suitable for the single-pipe
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water mixing direct connection system. As shown in the figure below, the water mixing
connection of the water pump installed on the secondary water supply pipe is suitable
for the middle and lower reaches of the heating system. In this area, the pressure of the
pipe network is low, and the water supply of the water pump is pressurized, which not
only meets the pressure requirements of the hydrostatic pressure line of the users on
the secondary side, but also does not cause overpressure on the users’ side. The mixed
water connection of the water pump installed on the return pipe on the secondary side
is suitable for the upper and middle reaches of the heating system. In this area, the pipe
network pressure is high, and the backwater of the water pump is pressurized, so that
the backwater on the secondary side can meet the pressure of the pipe network on the
primary side. At this time, the circulating water flowmeter of the users on the secondary
side of the thermal station is shown in the following formula (6). Among them, the eco-
nomic ratio of hydraulic calculation of indoor mechanical circulating hot water heating
system is set to 0.86.

Gi2 = 0.86
Qi

tg − th
(6)

In formula (6), tg represents the water supply temperature of heat users and th represents
the backwater temperature of heat users. At this time, assuming that Gih represents the
backwater quantity drawn from the backwater of the secondary side of the heat station,
the mixing water of the heat station at this time is as shown in (7) and (8) below.

Gi1 = 0.86Qi

τi − h
(7)

ui = Gih

Gi1
(8)

From the above formula, we can know the relationship between water mixing ratio and
temperature, and the relationship between water supply from the primary side of the
thermal power station, water withdrawal from the secondary side and circulating water
from the secondary side of the thermal power station.

Because the user system of the secondary side of the heating station is a traditional
double-pipe heating system, the traditional double-pipe user system regulation mode is
also suitable for the operation regulation of the secondary side of the heating station of
the unidirectional ring network system, that is, the user system. When the user adopts
quality control, the circulating water flow of the user system is a fixed value, and only the
water supply temperature of the system can be adjusted. When the secondary network
adopts quality control of changing flow by stages, the operating flow of the system is
different in different operation stages. In each operation stage, the flow of the system is
a fixed value. The water supply and return temperature formulas of quality control of
changing flow by stages are shown in (9) and (10) below.

Gi1 = Gi2

Gi1 + 1
(9)

j = Gi2 − 1

Gi1 + 1
(10)
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When the user system adopts the quality regulation of changing flow by stages, the
larger the temperature difference between the supply and return water at the user side
and the smaller the relative operation flow, the smaller the power of the water pump at
the user side, the smaller the operation energy consumption of the system and the better
the energy-saving effect. However, when the flow of the user system is too small, it will
affect the heating effect of the user system. For the double-pipe user heating system,
the user circulation flow is too small, which will lead to an increase in the proportion
difference of gravity circulation effect among users at all levels, resulting in the vertical
imbalance of the system. For a single-pipe user heating system, the circulation flow is
too small, which leads to different degrees of change of heat transfer coefficient values
of radiators of users in each floor, and also causes vertical misalignment of the user
system.

2.2 Design an Intelligent Water Flow Regulation System Based on Adaptive
Control Algorithm.

The adaptive process is a process of approaching the target continuously. The path
it follows is expressed by mathematical model, which is called adaptive algorithm.
Gradient-based algorithm is usually used, especially the least mean square error algo-
rithm. Adaptive algorithm can be implemented by hardware or software. The former
designs the circuit according to the mathematical model of the algorithm, while the
latter compiles the mathematical model of the algorithm into a program and realizes it
with a computer. There are many kinds of algorithms, and its selection is very important,
which determines the performance, quality and feasibility of the processing system. In
order to avoid vertical misalignment of user system, an intelligent water flow regulation
system is designed based on adaptive control algorithm. The temperature of hot water
on the ring trunk line of unidirectional ring network system gradually decreases with
the direction of hot water flow, which is different from that of the ring trunk line.

The flow of branch trunk lines can be adjusted synchronously or asynchronously.
The regulation of one-way loop network system includes hierarchical regulation of loop
trunk line, primary side regulation of thermal station and secondary side regulation
of thermal station. Therefore, when choosing the adjustment mode of unidirectional
loop network system, the adjustment of primary and secondary sides of loop trunk line
and thermal station must be considered at the same time. When the heating range of
the heating system is relatively small, the single heat source and single loop ring pipe
network system can meet the heating requirements of heat users. When the heating
system adopts different regulation modes, the energy consumption of the system pumps
is different. Because the study of heating regulation mode is of great significance to the
economic and reliable operation of heating system, it is necessary to study the heating
regulation mode of single heat source unidirectional ring network system as the basic
model of multi-heat source unidirectional ring network system.

Under the condition that all the heating stations in the unidirectional loop network
system are connected by mixed water, the regulation rules of the loop trunk line, branch
trunk line and user side with different regulationmodes are obtained, and the energy con-
sumption of the system pumps combined by various regulation modes and the stability
of the user system hydraulic conditions are analyzed, as well as the thermal accessibility
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of the heat users in the unidirectional loop network system with different regulation
modes of the heat source water supply temperature.

When the heating stations in the unidirectional ring network system are connected by
mixedwater, in somecases (the user’s geographical location is higher or the pressure level
of the user’s node is lower), the user-side circulating pump should not only overcome the
system resistance but also pressurize the system. At this time, for the normal operation
of the user-side, the head change of the user-side circulating pump should not be too
large, thus limiting the change of the user-side operating flow. At this time, the user side
can only use quality adjustment. Because each branch trunk line adopts quality control,
and the temperature of the cooling point of the ring trunk line is equal to the water supply
temperature of the primary side of the water mixing station, the temperature control of
each cooling point of the ring trunk line also meets the quality control law, so when the
ring trunk line keeps constant flow operation, the regulation law of the ring trunk line is
also quality control, so it is necessary to design the design working condition parameters
of the ring trunk line, as shown in Table 1 below.

Table 1. Working condition parameters

Cooling point Temperature (°C) Flow rate t/h Water mixing ratio

1 130 54 3

2 124 58 2.7

3 118 63 2.4

4 112 69 2.1

5 106 77 1.8

6 100 86 1.5

7 94 98 1.2

8 88 113 0.9

9 82 134 0.6

10 76 165 0.3

It can be seen from Table 1 that the unidirectional ring network is also a hot water
heating pipe network, and its heat medium parameters have little difference compared
with the traditional double pipe system, so the diameter of the ring trunk line is selected
according to the specific friction recommended by the design specification of heating
pipe network.

On the premise that the secondary side of the heating station is subject to quality
control, when the loop trunk line and branch trunk line adopt quality control at the same
time, the temperature of heat source supply and return water and the temperature of each
cooling point gradually decrease with the increase of outdoor temperature. The loop
trunk line and the secondary side of the heating station both operate at a constant flow
rate, and the water mixing ratio of each water mixing station remains unchanged with
the outdoor temperature. However, the lower the water supply temperature at the cooling
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point along the direction of hot water circulating flow, the smaller the water mixing ratio
of the water mixing station, and the larger the hot water flow from the primary side is
required. When this regulation method is adopted, the system only needs to adjust the
water supply temperature of the heat source of the unidirectional ring network system to
meet the heat load demand of heat users with the change of outdoor temperature. This
adjustmentmethod has the advantages of small adjustment amount and simple operation.
At the same time, the water pressure diagram of the ring trunk line has been kept at the
design working condition, and the pressure at each cooling point remains unchanged,
which does not affect the normal operation of the users on the secondary side, and
the heating network runs stably. However, the circulating flow rates at all levels of the
unidirectional ring network system are all constant, which makes the pump operation
energy consumption of the system very high.

When the annular trunk line runs at a constant flow rate and the water supply temper-
ature of the heat source remains unchanged, with the increase of outdoor temperature,
the heat load of heat users decreases, the backwater temperature of the heat source
increases, and the water supply temperature of the primary side of each cooling point
also increases correspondingly, so the hot water flow from the annular trunk line into the
water mixing station through the branch trunk line decreases, while the backwater flow
of the secondary side pumped by the bypass pipe in the water mixing station increases,
and the water mixing ratio of the water mixing pumps in each heat station increases with
the increase of outdoor temperature. Under this regulation mode,

Under the operation mode of constant flow and constant water supply temperature of
the ring trunk line, only the hot water flow supplied by the primary side of each mixing
station and the return water flow of the secondary side pumped by the bypass pipe
need to be adjusted, with few adjustment parameters. However, during the operation, the
mixing ratio of eachmixing station is constantly changing, and the above two parameters
need to be constantly adjusted, which requires high operation requirements. In addition,
when this regulation mode is adopted, the operation flow of the ring trunk line of the
unidirectional ring network and the secondary side of the water mixing station are all
designed flow, which leads to high operation energy consumption. Because the heat
source water supply keeps the design temperature all the time, it is not conducive to the
utilization of low-grade energy, and the heat source efficiency is low. The temperature
of water supply at each cooling point of the ring trunk line increases with the increase
of outdoor temperature, which requires higher pipeline insulation materials for the ring
trunk line and larger initial investment of pipeline system. Although there are some
disadvantages in the operation regulation mode of constant flow rate and constant water
supply temperature of the ring trunk line for the unidirectional ring network heating
system with single heat source, it has great applicability for the operation mode of the
main heat source in the unidirectional ring network system with multiple heat sources,
because the main heat source in the system runs at full load for a long time, and with the
increase of outdoor temperature, the change law of water supply temperature of each
cooling point within the heating range of the main heat source is the same as this.
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2.3 Realize Intelligent Regulation of Heating Water Flow in Colleges
and Universities

The temperature change of the supply and return water in the one-way loop network
systemwith the quality control mode of changing the flow by stages is different from that
of the double-pipe system. The increase of the supply water temperature in the two-pipe
system is equal to the decrease of the return water temperature, while the temperature
change of the heat source supply water in the one-way loop network system is larger,
the change range of the return water temperature is smaller than that of the supply water
temperature, and the supply and return water temperature of the heat source all show
temperature increase. Along the circulating water flow direction of the ring trunk line,
the increasing range of the primary water supply temperature of the heating station at
each cooling point at the flow staging point gradually decreases.

On the premise that the secondary side of the heating station is of quality control,
when the loop trunk line and branch trunk line simultaneously adopt the quality control
of changing the flow by stages, the loop trunk line and the primary side of the heating
station both operate at constant flow by stages, and the water mixing ratio of each water
mixing station remains unchanged at each stage. In the lowflowoperation stage, thewater
mixing ratio of each heating station is greater than that of the design flow operation stage.
In each operation stage, the system only needs to adjust the water supply temperature
of heat source to meet the heat load demand of heat users with the change of outdoor
temperature.When switching between different stages, it is necessary to adjust the water
mixing ratio of each water mixing station. This combination of adjustment modes also
has small adjustment amount and simple operation.

When the outdoor temperature rises, when the flow rate of the ring trunk line drops
to 75% of the designed flow rate, the backwater temperature of the heat source decreases
to expand the temperature difference between the supply and the backwater to ensure the
heat supply; At the same time, the water supply temperature of each cooling point also
decreases, and the cooling range of the water supply temperature of each cooling point
is different, and the temperature of the cooling point decreases more along the direction
of hot water circulating in the ring trunk line; On the contrary, the water supply flow
of the primary side of each cooling point thermal station increases more along the hot
water circulation direction of the ring trunk line.

During the operation of the system, it is only necessary to adjust the hot water flow
in the primary side of each thermal station and the backwater flow in the secondary
side of pumping, with few adjustment parameters. However, the mixing ratio of each
mixing pump is constantly changing, so the above two parameters need to be constantly
adjusted, and the operation requirements are high. The water supply temperature of the
heat source in this regulation mode is always kept at the design temperature, which
reduces the thermal efficiency of the heat source and wastes high-grade energy.

When equal temperature difference adjustment is adopted for the ring trunk line
and branch trunk line, the temperature difference between the supply and return water
of the heat source and the water supply temperature difference between the cooling
points remain unchanged. With the increase of outdoor temperature, the flow rate of the
primary side of the ring trunk line and branch line gradually decreases, and because of
the constant flow rate of the secondary side of the heat station, the amount of backwater
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pumped by the heat station through the bypass pipe increases, and the water mixing ratio
of the water mixing pump of each heat station gradually increases. During the operation
stages of the heating system with different flow rates, the loop trunk line, branch trunk
line and the three-stage pipe network on the secondary side of the heating station are
all regulated by constant flow rate, and the water mixing ratio of each heating station
keeps constant. When the system is switched from the high flow rate stage to the low
flow rate stage, the temperature of the supply and return water of the heat source and the
temperature of each cooling point increase, which is different from that of the ordinary
double-pipe system, and the temperature increase degree of each cooling point decreases
along the circulation direction.

When the secondary side of the thermal station is changed from the high-flow stage
to the low-flow stage, the temperature difference between the supply and return water
temperature of the heat source and the water temperature of each cooling water supply
decreases by the same temperature difference, but at the same time, the flow rate of the
primary side of the thermal station increases significantly along the direction of hot water
circulation along the ring trunk line, especially at the last cooling point, and the water
mixing ratio becomes negative, which shows that the water temperature of the cooling
point at the end is lower than that of the secondary side of the thermal station. Under
this combination mode, when the secondary side of the thermal station runs at low flow
rate, the water supply temperature of the heat source decreases too much, which directly
leads to the water supply temperature of the lower cooling point on the ring trunk line
being lower than that of the users on the secondary side of the thermal station, resulting
in poor heating effect of the end users.

3 Experiment

In order to test the conditional effect of the intelligent regulation method of heating
water flow in colleges and universities designed in this paper, it is compared with the
traditional intelligent regulation method of water flow. Ensure the environment of the
control group and the experimental group is consistent. Methods Each experiment was
repeated ten times. The experiment is as follows.

3.1 Experimental Preparation

The operation requirements of the adjustment mode combination when the primary
side flow of the thermal station and the return water flow of the pumping secondary side
continuously change are relatively high. The combination of variable flow regulation has
a higher energy-saving rate.When the loop trunk line and branch trunk line are regulated
by equal temperature difference, the combination of quality regulation by changing flow
in stages at the user side has the highest energy-saving rate. The connection table of
intelligent water supply regulation at this time is shown in Table 2 below. Among them,
the energy saving rate exceeding 8% is regarded as a higher level, and the hydraulic
condition of users is stable the stability of users’ hydraulic state means that when other
users’ flow changes, it is a higher level to keep their own flow changes within 2%.
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Table 2. Intelligent connection table of water supply

Operation requirement 1 2 3

Energy saving rate Low High low

Insulation investment 1 1 26%

The hydraulic condition of users is stable Low High low

Meet the water supply needs of end users Yes Yes no

Avoid energy waste Yes Yes yes

Table 3. Results of traditional intelligent regulation method of hot water flow

Operation requirement 1 2 3

Energy saving rate Low Low Low

Insulation investment 67% 54% 23%

The hydraulic condition of users is stable Low Low Low

Meet the water supply needs of end users No Yes No

Avoid energy waste No No No

It can be seen from Table 2 and Table 3 that the water flow adjusted by the automatic
adjustmentmethoddesigned in this paper ismore stable,whichproves that the adjustment
effect of the designed method is better and has certain application value.

4 Discussion

Through the analysis of the hydraulic and thermal conditions of the unidirectional ring
network, it can be seen that the hydraulic and thermal conditions of the unidirectional ring
network system are more independent than those of the traditional double-pipe system.
According to the analysis of thermal conditions, the temperature of the ring trunk line
cooling point of the unidirectional ring network is calculated and determined, and the
temperature characteristics of the unidirectional ring network system are obtained. It is
concluded that the determination of the inlet temperature of heating point of trunk line
of unidirectional ring network should meet the heating demand of end users.

For the single heat source unidirectional loop network system, under the mixed
water connection or indirect connection mode, the operation regulation modes of the
system are solved with different regulation modes combinations for the loop trunk line,
branch trunk line and the secondary side of the thermal station, and the regulation rules
of various regulation modes combinations are obtained. When the ring trunk line and
branch trunk line are regulated by equal temperature difference, and the secondary side
of the thermal station is regulated by changing the flow by stages, the combined system
has the lowest energy consumption. When the same regulation mode combination is
adopted, the power consumption of water pump in mixed water connection mode of the
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system is lower than that in indirect connectionmode. The indirect connection systemhas
more obvious energy-saving effect than the mixed water connection system by adopting
the operation mode of constant water supply temperature of the ring trunk line, but
this mode wastes high-grade energy. Moreover, the operation mode of constant water
supply temperature and constant flow of the ring trunk line requires higher pipeline
insulation materials, which increases the initial investment of the pipeline. When mixed
water connection is used in the heating system, the equipment investment of the system
is low, and the adaptability to the water supply temperature of the primary side of the
heating station is strong. However, the operation regulation mode of the ring trunk line
with variable flow will affect the normal operation of the user system, and the operating
pressure of the ring trunk line should not be too high.

5 Conclusion

In this paper, the intelligent regulationmethod of university heatingwater flow is studied,
and the unidirectional loop network system is introduced. By virtue of its superior
hydraulic and thermal conditions compared with the traditional double pipe network
system, the operation regulationmodes such as trunk line, branch line and thermal station
of heating water flow regulation loop network are improved. Experiments show that this
method has the performance of more stable flow regulation, lower energy consumption
and lower investment cost, and has certain application value.

Fund Project. This work was supported by the young innovative talent project of Department
of Education of Guangdong Province under Grant 2019GKQNCX024 (Design and Research of
Urban Smart Hot Water Supply System Based on Adaptive Control Method of Domestic Hot
Water Big Data).
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Abstract. This work is focused on the binaural spatialization, present-
ing an analysis of the most common solutions to understand and classify
their advantages and drawbacks and to find the one that results in a
better virtual/augmented experience on the basis of subjective tests.
This work is a preliminary step toward the implementation of an aug-
mented reality system for cultural heritage enjoyment exploiting spatial
audio through low-cost devices. Two different models are implemented
in order to avoid the use of non individualized HRTFs and results show
promising opportunities that must be further exploited.

Keywords: Audio Signal Processing · Binaural spatialization · Head
Related Transfer Function · Augmented Reality (AR) · Virtual Reality
(VR)

1 Introduction

The recent widespreading of multimedia applications for learning and entertain-
ment, even pushed by the recent 5G paradigm, has also to take into account
the proper treating of audio signals. In this context many research topics are
involved as efficient coding solutions, innovative effects development, artificial
reverberation advancements, audio synthesis improvements and audio spatial-
ization issues. The latter aspect is particularly important while conceiving with
different kind of Augmented and Virtual Reality (AR/VR) applications, [8,13].

This paper focuses on the exploitation of audio spatialization for improving
AR/VR experiences for Cultural Heritage (CH). Indeed, the progress of digital
information has significantly affected the evolution of CH dissemination [23],
offering new technological possibilities for developing, e.g., the market of tourist
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services [18] and CH organisations have to address new users needs by creating
innovative applications [1], i.e. AR/VR based. Indeed, AR technology gives a
different perception of reality, as it enriches reality with a computer-generated
layer containing visual, audio, and tactile information while using a “virtual”
representation of a classic museum allows access to aspects of the artwork that
may otherwise be hidden [19].

However, in order to build a complete and complex cultural representation
via digital heritage technologies, developers must also understand how users
interact with the system or interface [29]. When designing AR applications, it
is important to choose the best combination of techniques for presenting the
appropriate digital information to the users. During the past years, the main
aim of AR/VR applications for CH changed from a mere virtual recreation of
object to display, to the development of an entire virtual environment able to dis-
seminate and teach culture. The idea is the opposite of a “dead museum”: users
don’t have to see an accumulation of 3D heritage objects, but feel and under-
stand another culture through those items. An important aspect is the relation
between AR/VR and education. This new way to present Culture enhances
the learning process, encouraging students and researchers through stimulating
methods of presentation of archival materials and historical events. Users can
therefore travel through space and time without moving from their home [27].
Numerous AR/VR applications exist for CH or tourists enjoyment of places with
a rich past, allowing a realistic navigation of environments that no longer exist
or that may be inaccessible, [2,6,11,14,25].

The most of the previously cited experiences do not take into account the
advantages that may arise by a proper exploitation of sounds together with
visual effects, except for audio content presentation purposes. On the contrary,
an acoustic guide, properly placed in the virtual space, may drive the user toward
a certain direction or the acoustic landscape of a specific historical period could
be reproduced to improve the virtual experience. To the authors’ knowledge
only a few experimentations have been carried on in this context. One of the few
exceptions is given by the work in [17], where authors present a signal processing
method for fast real-time binaural synthesis, whose main target application is the
fruition of cultural heritage, and the work in [8] where a smart headphones set is
presented that remotely takes the orientation of the listener’s head and properly
generates an audio output to attract the tourists’attention toward specific points
of interest in the 3D space. An interesting analysis of hardware and software
requirements for this purpose is presented in [20] without references to real
applications.

In this paper we present a preliminary study on the possible models for
binaural spatialization, already available in literature, that could be exploited
for AR/VR applications for CH, taking into account the kind of devices involved
in this context which do not offer a high definition audio experience. We are aware
of existing solutions offered by Google (i.e. Resonance Audio, [10]) or the Oculus
Unity Spatializer, [21] by Facebook and the Steam Audio Unity Plugin [28], but
in this initial part of our research we decided to build our own solution in order



Binaural Spatialization: Comparing HRTF Models 603

to precisely control all the involved parameters given the specific application
and devices we are targeting. The paper is organized as in the following. The
analyzed methods are summarized in Sect. 2, Sect. 3 reports the implementation
of the previously described models, subsequently tests and results are discussed
in Sect. 4, while conclusions are drawn in Sect. 5.

2 Analyzed Models

This section briefly describes two models that have been analyzed and tested to
achieve binaural spatialization for AR/VR applications. The two models have
been chosen due to their different characteristics to achieve the spatialization.
The first one, i.e. the anthropometric model, is able to achieve the spatialization
by adapting some parameters directly to the listener, so it is able to take into
account the differences between human parts. The second one, the minimum
phase representation model which is basically an approximation of the HRTFs,
is useful to investigate which characteristics of the HRTFs are most relevant to
locate a sound source in the space.

2.1 Anthropometric Models

During the previous years researches have focused on how human body parts
can affect the acoustic experience and which of them are the most influencing
ones. Models coming from these studies are called anthropometric models. They
are based on several geometric approximations, e.g. a sphere for the head, and
they also exploit particular manikins, known as KEMAR (Knowles Electronic
Manikin for Acoustic Research), because they allow the use of in-ear microphones
to measure the Head Related Transfer Functions (HRTF), i.e. the representation
of the ways in which the positions of the head, trunk, and ears filter sounds,
altering the way they are perceived. In this paper we mainly focus on the analysis
and implementation of models related to the head and the pinna, namely the
outer part of the ear.

It is well known that the variation in magnitude of the audio signal due to
the head can be represented by a low-pass filter, as mentioned by Lord Rayleigh
in [26].

One of the parameter that the human auditory system (HAS) uses to locate
sounds in the space is the Interaural Time Difference (ITD). This parameter is
given by the difference of the arrival times of a sound wave to the left and the
right ear. By simply manipulating this parameter, it is possible to place a sound
source in a virtual environment.

However, such parameter allows to locate sound sources only on a horizontal
plane.

The ITD is included in the developed anthropometric model by using an
all-pass filter with group delay given by the Woodworth-Schlosberg formula:

τh(θ) =

{
−a

c cos θ if 0 ≤ |θ| < π/2
a
c

(|θ| − π/2
)

if π/2 ≤ |θ| < π
(1)
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where θ represents the azimuth coordinate, a the head radius and c the speed of
sound.

Considering human ears as two “observation points”, the formula has to be
used once for the right ear and once for the left one in order to take into account
the Interaural Time Difference (ITD).

As previously said, the ITD allows sound sources positioning on a horizontal
plane. It has been shown that the influence of the pinnas affects the positioning
of sound sources on a vertical plane.

The pinna is mainly responsible for multiple reflections of the incoming
wave [31] and, according to the procedure described in [4], the pinna effects
can be modeled with five reflections by means of a tapped delay line.

2.2 Minimum Phase Representation

Several studies have focused on relevant characteristics of the HRTF for the
localization task, [16,30].

In this paper we refer to the work in [16], regarding the sensitivity of humans
to the variations of the phase spectra of the HRTFs where HRTFs were approx-
imated by a minimum phase transfer function including also a factor capable of
incorporating the ITD.

This approximation is justified from the fact that every system can be decom-
posed in a product of a minimum-phase system and an all-pass system [22]:

H(ejω) = Hmin(ejω)Hap(ejω) (2)

The HRTF can thus be expressed as follows:

H(ejω) = |Hmin(ejω)|ejφ(ω)e−jτ (3)

where |Hmin(ejω)| is the magnitude of the HRTF, ejφ(ω) represents the phase
response of the minimum phase transfer function (TF) and e−jτ is the all-pass
function able to model the ITD, as explained below. The ITD is thus a delay
line, since it is an all-pass function, to be applied to the lagging ear, [22].

Since in every causal system the real and the imaginary parts of the frequency
response are related to each other by the Hilbert transform, for minimum-phase
systems, it is possible to state that the cepstrum, the sequence associated to the
complex logarithm of the frequency response, is causal, and so the real and the
imaginary part of the logarithm of the frequency response, which correspond to
the magnitude and the phase respectively, are related to each other [22].

Due to the minimum-phase representation, the ITD cue has to be reintro-
duced as a constant delay. In this study the ITD has been extracted from a set
of HRTFs taken by the ARI (Acoustics Research Institute) database through
the Interaural Cross-Correlation (IACC) method, [9,15], where the ITD is inter-
preted as the delay which maximizes the similitude between the Head Related
Impulse Responses (HRIRs) of the right and the left ears, i.e. the delay at which
the cross-correlation is maximum.
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3 Models Implementation

In this section details on the implementation of the previously described models
are given.

3.1 Anthropometric Model

In order to model the low-pass effect of the head, we referred to the single
pole-single zero function modelled by [4]. The transfer function of the IIR fil-
ter representing the head behaviour and taking into account both the angle of
incidence θ of the acoustic wave and the head radius (a), is given in [31]:

HHS(z) =
(ω0 + Fsα) + (ω0 − Fsα)z−1

(ω0 + Fs) + (ω0 − Fs)z−1
(4)

where ω0 = c/a, c is the speed of sound (343 m/s circa), α is a function of the
azimuth angle given by, [4]:

α(θ) =
(

1 +
αmin

2

)
+

(
1 − αmin

2

)
cos

(
180◦ θ

θmin

)
(5)

The ITD is represented as a constant delay on all frequencies through an
allpass filter given in 6, where τ is the group delay defined in Eq. 1, [31]:

a =
1 − τ

1 + τ
(6)

Concerning the model of the pinna, the choice of coefficients has been done
empirically. Indeed from previous studies, pinna effects can be found in the first
0.7 ms of the HRIRs, [4], thus, using a sampling frequency of 44.1 KHz, in the first
32 samples. This implies that a 32 taps FIR filter is enough for pinna modeling.
Moreover, as previously said, five reflections are enough representative of the
pinna effect, therefore parameters describing these reflections have to be properly
chosen. First of all the intensity of the reflections is assumed to be independent
on the source direction, thus the corresponding parameters are constant. For
each reflection the characterizing parameters are reported in Table 1 where ρ is
the reflection coefficient which is different for each reflection and An, Bn,Dn are
experimentally derived for 3 different persons as described in [31].

It is worth noting that two different columns characterize the parameter Dn

since it allows the adjustment of the model to the individual characteristics of
the pinna and it indeed results to be different for one person of the 3 involved
for the derivation of this table. The delay of each path is instead dependent on
the audio source direction as follows, [4]:

τpn(φ, θ) = An cos(θ/2) sin[Dn(90 − φ)] + Bn (7)

where coefficients values can be obtained from Table 1.
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Table 1. Coefficients table for Eq. 7

n ρpn An Bn Dn for PB & NH Dn for RD

2 0.5 1 2 1 0.85

3 −1 5 4 0.5 0.35

4 0.5 5 7 0.5 0.35

5 −0.25 5 11 0.5 0.35

6 0.25 5 13 0.5 0.35

Table 2. Values of τpn for every event of the pinna with θ equals to 0◦, 15◦, 30◦, 45◦

and 60◦. The generic value it has been calculated using the values of Table 1

n 0◦ 15◦ 30◦ 45◦ 60◦

2 3 7.53 10.53 14.53 16.53

3 2.99 7.50 10.50 14.50 16.50

4 2.96 7.41 10.41 14.41 16.41

5 2.92 7.26 10.26 14.26 16.26

6 2.86 7.06 10.06 14.06 16.06

In the current paper only one column for Dn has been taken into account
because there are no information related to the “original” listeners and the per-
sons involved in the experimentation reported in Sect. 4 are physically very dif-
ferent.

The last aspect to be discussed is the relation between the FIR filter coeffi-
cients and the coefficients of the pinna anthropometric model. By the analysis of
τpn it has been shown that the delay associated to the different pinna events were
almost constant as the incident angle of the horizontal plane was varying, as it is
possible to see in Table 2. It is thus reasonable to assume a mean value for each
delay associated to a generic event. The delays obtained with this assumption
were approximated to the upper and lower integer numbers of samples.

The values of the reflection coefficients were also interpolated since the num-
ber of reflections was less than the number of delays. Finally, due to these
assumptions, also the extreme values of the reflection coefficients were adjusted
since they were not defined.

3.2 Minimum Phase Representation

For the derivation of the minimum phase response, the real cepstrum solution
has been exploited, as described in [24]. Then, in order to reintroduce the ITD,
the cross correlation method has been used. This method returns the number of
samples by which the sequence, representing the audio signal, must be shifted
in order to take into account the ITD.
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4 Tests and Results

The previously discussed models have been tested only on 4 adult individuals
with different anthropometric characteristics. The subjects were 2 males and 2
females with no experience in listening tests and with no hearing problems. The
age varied within 25 up to 70 years.

The audio source for both administered tests was a 4000 ms periodic pseudo-
random sequence. The generation of the sequence and all the processings have
been done by using MATLAB. All the listeners have used a pair of Marshall
Major headphones to hear the processed sequences through a PC with a Realtek
High Definition Audio on-board. The type of administered tests has required a
differentiation, as described below.

4.1 Anthropometric Model Test

The anthropometric model has been tested over 27 different audio source posi-
tions on each person. In order to compare the performances of the tested model,
the same tests were performed by using also 2 sets of non-individualized HRTFs
per person, taken from the ARI database.

So, the tested positions were the ones in which the HRTFs were measured.
It is worth noting that the original discretization between audio source positions
was equal to 15◦ but preliminary tests showed that users were not sensitive to
this tight distances, so a distance of 30◦ was chosen. The positions involved are
reported in Fig. 1.

Since the anthropometric model can be adapted to anthropometric features
of the listeners, for each of them the model was tested by exploiting both an
average head radius of 8 cm and a personalized head radius (approximated on
each listener’s head). This is due to the fact that one of the main purposes of
this experimentation is to understand how much a personalized model influences
the correct perception of the source location when medium quality devices are
used.

Each listener were asked to point on a grid pattern the perceived audio source
position. This procedure was repeated for each position testing both the two
HRTFs and the two anthropometric models. Results are discussed in Sect. 4.3.

4.2 Minimum Phase Model Test

Concerning the minimum phase model, the Four Interval - Two Alternative
Forced Choice (4I-2AFC) has been chosen, [3], which consists of administrating
to each individual 4 sequences, within which only 1 is different from the others
and asking them to point out the different sequence [16].

In our case, the sequences were the audio source, a pseudo-random noise,
filtered by a HRTF taken from the ARI database or its minimum-phase approxi-
mation. In particular the different sequence was the one filtered with the approx-
imation, while the other 3 identical sequences were given by filtering the noise
through a non personalized HRTF.
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With this approach, the experimentation is successful if the 50% circa of the
responses is correct because this would mean that the two models are actually
indistinguishable and thus the minimum phase solution is properly approximat-
ing the HRTF.

4.3 Anthropometric Models Results

Results for the anthropometric model are reported in Table 3 where in a single
cell the average percentage of error for the model involved and for a specific
direction is reported, as it is evaluated only for the azimuth coordinate. Having
a look at these results there is not a particular model that behaves better than
others.

Results show a not optimal outcome since the typical problems associated
to the use of non personalized HRTF, i.e. front/back reversal, arise also in the
case of the anthropometric model. The most of the problems arise when θ is
equal to 0◦, 30◦ and 60◦ that are often perceived as 180◦, 150◦ and 120◦ degrees
respectively.

The less problematic directions were 90◦ and 270◦. Indeed these are those
directions for which the binaural parameters do not show ambiguities [7], thus
rarely reporting “big” mistakes. The elevation perception which is not here
reported, has shown very good results. A particular trend that is worth to discuss
is that performance improve as the elevation increases. This result show a proper
behaviour of this model for localization of the height of an audio source. While
this behaviour of the elevation perception is in line with the results reported
in [4], the same cannot be stated for the horizontal perception, indeed the authors
in [4] state that the horizontal angle perception did not show any problem thus
avoiding to report results. It is possible that these errors are due to the non
personalized coefficients for the pinna model (i.e. Dn in Eq. 7), future works will
be devoted also to understand this aspect.

Other data can be derived from Figs. 2 and 3, where the abscissa represents
the horizontal angle of the emitted audio source, while the ordinate axis reports
the angle perceived by the listener. Each set of plots is referred to the antropo-
metric model with a minimum radius for the head and the anthropometric model
with personalized head radius. The angles on each plot are parametrized with
respect to a certain elevation angle, pointed as φ. For some elevation values a
few points have been tested given the points chosen for the HRTFs. This point
of view allows to notice that there is not a particular model that behaves better
than others in terms of perceived localization, moreover, the diversity of choices
made by the listeners is even more evident.

4.4 Minimum Phase Representation Results

As hinted before, these tests were based on the 4I-2AFC paradigm. Results
have reported that equally perceived sequences were the ones generated by the
non personalized HRTF, while the one perceived to be different was generated
through minimum phase HRTF with external ITD. Results have thus shown a
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100% percentage of correct responses, which is the opposite of the 50% expected
for stating the correctness of the solutions. This is not a failure because the
differences perceived were mainly related to the quality of the sound and no
significant differences in the sources localization were reported.

Both the previously used HRTFs and the 27 positions have been exploited to
exploit the minimum phase model through the 4I-2AFC paradigm. Each person
was asked to explain which sound was different and why. The most of the reasons
were related to a slightly different perceived position. In particular the sound
filtered through the minimum phase representation appeared to be higher than
the one reproduced through the reference HRTF. A reversal was perceived in only
one case i.e. when the correct position was placed at θ = 90◦ and φ = 80◦ and was
instead perceived at θ = 240◦. Nevertheless, with respect to the previous results
it is possible to state that the minimum phase model introduces improvements.

Table 3. Test results for the anthropometric model. The first column represents the
position tested indicated as (φ,θ), where φ is the elevation and θ is the azimuth.

Positions HRTF n1 HRTF n2 Average Adapted

radius radius

(0, 0) 58% 31% 46% 48%

(0, 30) 19% 15% 23% 23%

(0, 60) 21% 6% 8% 19%

(0, 90) 4% 4% 8% 10%

(0, 120) 4% 10% 17% 8%

(0, 150) 0% 27% 27% 23%

(0, 180) 6% 21% 17% 17%

(0, 210) 10% 8% 8% 6%

(0, 240) 6% 2% 2% 2%

(0, 270) 6% 6% 8% 10%

(0, 300) 10% 15% 6% 8%

(0, 330) 12% 19% 17% 8%

(30, 0) 13% 25% 35% 65%

(30, 30) 17% 13% 15% 19%

(30, 90) 8% 10% 4% 4%

(30, 150) 17% 15% 4% 15%

(30, 180) 6% 38% 23% 25%

(30, 270) 8% 6% 19% 15%

(60, 0) 25% 23% 50% 27%

(60, 30) 17% 21% 10% 8%

(60, 90) 10% 8% 4% 13%

(60, 180) 15% 17% 0% 4%

(60, 270) 15% 8% 6% 8%

(80, 30) 19% 23% 25% 13%

(80, 90) 10% 8% 4% 6%

(80, 180) 13% 27% 0% 2%

(80, 270) 8% 8% 2% 8%
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Fig. 1. Each colour represents a specific elevation, red is for 0, orange is for 30, yellow
is for 60 and white is for 80. (Color figure online)

Fig. 2. Results related to the anthropometric model with average head radius

The validity of such approximation was already tested by Kulkarni et al., [16],
in a bigger work regarding the sensitivity of humans to variations of the phase
spectra of HRTFs, that is why the 4I-2AFC paradigm has been taken into con-
sideration in this work. They obtained the minimum phase reconstruction by a
set of non individualized HRTFs, just as presented here, so it seems reasonable
to conclude that this model is not valid over these HRTFs. The problems related
to the use of non individualized HRTFs are well-known so it would be interesting
to repeat this study with individualized ones.
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Fig. 3. Results related to the anthropometric model with listener adapted head radius

5 Conclusions and Future Works

This work dealt with the analysis of binaural spatialization in order to support
AR/VR applications with particular reference to Cultural Heritage Enhance-
ment services. This work presented the techniques able to support those kind of
applications in terms of audio experience, taking into account the need of adapt-
ing to low-cost, low-complexity devices that may be exploited in the described
scenario. Two models have been studied, implemented and tested in order to
avoid the use of non individualized HRTFs in order to obtain binaural spa-
tialization. Results obtained for the antropometric model demonstrate a proper
behaviour of the solution when conceiving with the elevation perception, while
the azimuth information perception suffered from the typical problems associ-
ated to the exploitation of non personalized HRTF such has front/back reversal.
This is in contrast with previous studies, thus suggesting a possible change of
used coefficients to be adapted to the listener.

Concerning the minimum phase solution, listeners were always able to dis-
tinguish the different sound source, but only in terms of its timbre, while the
spatial position of the source was not significant for discrimination. Reference
parameters properly derived by a set of HRTF directly obtained from the lis-
tener, would help in obtaining more reliable solutions and this is part of future
works.

Future works are also devoted to solve the problem of front/back reversal [12],
and to take into account the issue of the externalization. It is well-known that
the only use of the HRTFs lacks on information about the external environment,
so the sound is perceived as inside the head. The use of some reverberation in
this cases is very helpful.

We have only considered sound sources at a fixed distance without varying it,
so the problem of sources closer than 1 m, where the binaural parameters have
a fundamental role [5], has to be taken into account as well. A sample demon-
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stration system is under development in order to setup a validation scenario for
audio spatialization supporting AR/VR applications using Google’s Resonance
Audio open-source library [10].
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Abstract. Identifying influential nodes has great theoretical and practical impli-
cations in real-world scenarios such as search engines, social networks, and rec-
ommendation systems. Among themost essential issues in the field of complicated
networks. Many approaches have been developed and deployed that have proven
to be as effective as the gravity model. However, these models only focus on the
local information of the node and ignore the information about the node neighbors
or the global information of the network, leading to the gravity model is not really
effective. This study focuses on improving the gravity model by considering the
position information of the node based on the improvement of the k-shell decom-
position algorithm. In addition, the article also uses the link of the node’s neighbors
by the local neighbor coefficient to increase the rigor for the local information of
the node. The paper applies the SIRmodel to simulate the propagation effect of the
node, then uses the Kendall Tau coefficient to evaluate the efficiency between the
list of influence rankings. This research applies the monotonicity ratio to evaluate
the resolution of the proposed ranking list. The efficiency of the recommended
method is proven to outperform other methods on 5 social network datasets.

Keywords: Influential node · Node ranking · Gravity model · Local clustering ·
K-shell · SIR model · Kendall’s Tau

1 Introduction

The ideas of complex networks have attracted people’s attention due to their wide appli-
cation in the real-world [1], aswell as their infinity to biology systems social systems, and
multi-agent systems, etc. Network science plays an extremely key role inmany fields. As
one of the topics of network science research, the identification of influential nodes has
been widely discussed in recent years. Influential spreaders identification may be widely

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022
Published by Springer Nature Switzerland AG 2022. All Rights Reserved
S.-H. Wang and Y.-D. Zhang (Eds.): ICMTEL 2022, LNICST 446, pp. 614–627, 2022.
https://doi.org/10.1007/978-3-031-18123-8_48

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18123-8_48&domain=pdf
https://doi.org/10.1007/978-3-031-18123-8_48


Enhancement of Gravity Centrality Measure Based on Local Clustering Method 615

employed in several fields and applications, like disease analysis, rumor analysis, knowl-
edge graph [2], social computing [3], information propagation, community detection [4]
and so on. A typical real-life example is in a product promotion campaign on social
networks, identifying the most influential users will help effect of helping the promoted
product reach the most people. There are many proposed and implemented studies for
determining the influence node. There are two main approaches: node centrality method
and network embedding method.

Network embedding is an approach for the progressively large network information,
the first problem is the way to represent the network structure information a lot of effi-
ciently. The traditional network illustration methodology rep-resented by the adjacency
matrix has the characteristics of high dimensions and information scantness, which typ-
ically means the procedure complexness and the computing cost square measure high
in large networks. With the event and wide application of network illustration learning
technology in language process and alternative fields, researchers have turned to explore
a sort of low-dimensional and dense vector representation methodology to represent a
high-dimensional network, which is termed network embedding. As one of the pioneers
of the network embedding algorithms, DeepWalk [5] uses Word2vec [6] to generate
low-dimensional representation vectors of nodes using random walk sequences. Addi-
tionally, another algorithm based on network embedding can bementioned as Node2vec,
CANE and SDNE.

Node centrality is the most intuitive method for identifying a node’s influence in the
network. To solve the matter of a way to effectively determine the influence of nodes
within the network, researchers have proposed several methods, usually in step with
the central score of nodes within the network to rank the nodes, the higher the score,
the larger the influence. Degree centrality (DC) is the simplest method to determine
node influence, this metric focuses only on the number of neighbors of the node without
considering the global information of the network, which leads to incomplete results
[7]. Closeness centrality (CC) and Betweenness centrality (BC), these two measures
take into account the global information of the network, BC measures the influence of
a node by calculating the number of shortest paths through it while CC computes the
average of the short distances between that node and other nodes in the network [8].
However, these two measures are quite complicated to calculate, BC and CC are not
suitable for large networks [8]. An existing commonly used approach to identify the
influential nodes is PageRank (PR) which not only considers the number of neighbors,
but also considers how influential that neighborhood is. Hence, it works well in directed
graphs but does not suit for undirected graphs [9]. The K-shell decomposition algorithm
considers the node’s position in the network by determining the node ratio to find out
the influence of the node [10]. Because of its low algorithmic complexity, it is suitable
for large networks but this algorithm does not distinguish between different influences
of nodes in the same shell layer. In addition, researched and proposed algorithms such
as eigenvector centrality (EC) [1], HITS [11] to improve node ranking, however, these
algorithms have not been appreciated for networks with tight links. Recently, a fewmore
effective approaches for determining the typical influence node are the gravity model,
which considers both the influence information of the neighborhood and the information
about the connectivity in the graph [12]. Even so, this algorithm is not suitable for large
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networks due to the algorithm’s complexity as well as being only interested in local
information of the node. Therefore, for the problem of determining the affected node, it
is necessary to consider both local and global information of the network.

In this paper, to solve the above problem, we propose the algorithm DKGM_CLC
based on the improvement of the degree centrality and the k-shell decompositionmethod.
This model considers both the influence information of the node using the improved
K-shell metric combined with the Coefficient Local Centrality (CLC) metric and the
restriction on the path information. To analyze the efficiency of the algorithm, two types
of models that we use to calculate the ranking results of the node influence are SIR and
the correlation Kendall Tau coefficient.

The rest of this paper is organized as follows. We present in Sect. 2 the overviews of
the related work. In Sect. 2.1, we discuss the centralitymeasures algorithm and introduce
performances metrics in Sect. 2.2, and Sect. 3 is about the proposal method whereas its
performance evolution is discussed in Sect. 4. Finally, we elaborate conclusion and future
recommendations in Sect. 5.

2 Backgrounds

Given a networkG =< V ,E >withG is an undirected and unweighted network, where
V and E represent nodes and edges. We denote A = (aij)N×N is the adjacency matrix
of G. If there is an edge between node i and node j then aij = 1, otherwise aij = 0.

2.1 Centrality Measures

Degree Centrality (DC). [7] is defined as the number of edges occurring on a node is
known as the number of edges node. DC(i) of node i can be calculated by:

DC(i) = k(i) =
∑

j

aij (1)

where k(i) is the degree of node i.

Closeness Centrality (CC). [8] is defined as the average length of the shortest path
from it to the other nodes in the network. CC(i) of node i can be calculated as follows:

CC(i) = 1
∑N

j d(i, j)
(2)

where d(i, j) represents the shortest path from node i to node j.

Betweenness Centrality (BC). [8] is defined as the number of shortest paths through
it. BC(i) of node i can be calculated by the following equation:

BC(i) =
∑

s �=i,s �=t,i �=t

gst(i)

gst
(3)

where gst represents the number of shortest paths from node s to node t and gst(i) is the
number of shortest path through node i from node s to node t.
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K-shell Decomposition: One of the limits of centrality-based methodologies is the
obliviousness of node position. Even if the degree of effect is small, a node at the
network’s core position has a lot of influences. Consider this point of view, [10] uses
k-shell decomposition to determine where the nodes in the network are. The peripheral
nodes on the outside layers are stripped away, whereas nodes in the core layer have a lot
of influence. This approach can be considered as a node degree-based coarse graining
sorting algorithm. The following is the specific decomposition procedure: The initial
stage in KS is to remove all nodes in the network with a degree of 1 from the network.
Then, after one round of removal, it removes nodes with a degree of k ≤ 1 since this
step may cause the degree values to be reduced throughout the removal process. All
nodes deleted in this stage generate 1-shell and their k-shell values are equal to one until
there are no nodes in the network with degree k ≤ 1. Then repeat the process to get two
shells, three shells, and so on. Finally, all nodes are separated into distinct shells, and
each node’s k-shell value may be calculated.

Gravity Centrality (GC). The gravity centrality model [12] has a similar structure to
Isaac Newton’s universal gravitation formula. The results of the k-shell values divided
by the shortest path lengths between the two nodes is the gravity metrics.

GC(i) =
∑

j∈ωi

ks(i)ks(j)

d2(i, j)
(4)

where ks(i) is the degree of node i, d(i, j) is the shortest path distance between node i
and node j; ωi is the local nodes whose distance to node i is less than or equal to a given
value r.

PageRank (PR). [9] is an iterative method for determining the importance of a node.
PC(i) of node i can be determined as follows:

PR(i)q =
n∑

j=1

(
aij

PC(j)q−1

kj

)
(5)

where PR(i)q represents centrality score of node i in step q.

GGM. Based on the gravitymodel, the generalized gravitymodel (GGM) [13]measures
local information from both the local clustering coefficient and the degree of each node.
GGM (i) of node i can be determined using the equation below:

GGM (i) =
∑

d(i,j)≤R

Sp(i) × Sp(j)

d2(i, j)
(6)

Sp(v) = e−∝Cv × DC(v)

where Sp(v) is the spreading ability of node v, where α ≥ 0 and k(v) is the degree
of node v. α is a free parameter that can be modified flexibly real application. In this
experiment, we choose α = 2 and R =< d > /2.
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DKGM. is a high-resolution index combining both degree centrality and the k-shell
decompositionmethod. DKGM [14] is based on this proposed index and the well-known
gravity law. DKGM (i) of node i can be calculated as follows:

DKGM (i) =
∑

d(i,j)≤R,i �=j

DK(i) × DK(j)

d2(i, j)
(7)

DK(v) = DC(v) + KS(v) + p(v)

maxq(k) + 1
(8)

where during the process of k-shell decomposition for the k-degree iteration, the total
number of stages is q(k), and node v is removed in the p(v) stage and R =< d > /2.

Local Clustering Coefficient: Other measurements can be computed for each node
and used to create a distribution function, but the most common is degree. A node’s
clustering coefficient [15] estimates how many vertices will more often than not be
grouped together. There are two types of clustering coefficients, global and local. In
this paper, we use the local clustering coefficient. Specifically, given a vertex v and và
dv = |Nv| its degree. The local clustering coefficient Cv of node v can be calculated as
follows:

Cv =
2.

∣∣∣
{
v,, v

′ ′} ∈ E(G) : v,, v
′ ′ ∈ Nv

∣∣∣
dv(dv − 1)

(9)

2.2 Performances Metrics

Susceptible Infected Recovered (SIR) Model and Susceptible Infected (SI) Model
The susceptible infected recovered (SIR) model is a classic infectious disease model
that can also be used to abstractly represent information transmission. The SIR model
categorizes the population into three groups: the susceptible (S), the infected (I), and the
recovered (R). The SIR model assumes all nodes to be susceptible (S) at first, with the
exception of the source node, which is infected (I). Each infected node has a possibility
of infecting its susceptible neighbors with probability β. Furthermore, at each time
step, each infected node recovers to become a recovered node with the probability μ.
The infection process will continue until there are no more infected nodes. [16] Among
them, S(t) is the number of nodes, which are susceptible to the disease at time t, I(t)
denotes the number of those infected at time t, and R(t) denotes the number of the
recovered at time t. The influence of node I could be calculated using the formula:

P(i) = R(t∗)
N

(10)

where R(t∗) is the number of recovered nodes when the dynamic process achieves
steady-state and N is the total number of nodes in the network. For simplicity, μ chose
to 1 and the corresponding epidemic threshold is:

βc ≈ < k >

< k2 > − < k >
(11)
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The susceptible infected (SI) model is a special case of the susceptible infected
(SIR) model. The SI model is based on the SIR model and assumes that the recovery
rate μ = 0, meaning that once a node has been infected, it cannot be recovered. The
number of experiments is K . F(t) represents the average number of infected nodes in
the SI model at time t.

KENdall’s Tau or Kendall correlation coefficient [17] is useful and significant metric
for determining the linear correlation between two sequences. The Kendall coefficient
is a number that ranges from 0 to 1. The closer the Kendall coefficient’s absolute value
is to 1, the higher the linear correlation between two sequences. Two sequences having
a Kendall coefficient of 0 can be considered non-linear. X = (x1, x2, . . . , xN ) and
Y = (y1, y2, . . . , yN ) are two sequences with N elements. For any pair of two-tuples
(xi, xj) and (yi, yj) (i �= j), if xi > xj and yi > yj or xi < xj and yi > yj, the pair is
concordant. If xi > xj and yi < yj or xi < xj and yi > yj, the pair is inconsistent. If xi =
xj or yi = yj. Kendall’s Tau of X and Y can be defined as:

τ = 2(n+ − n−)

N (N − 1)
(12)

where n+ and n− are the number of consistent pairs and inconsistent pairs, respectively,
and N is the total number of pairs.

Monotonicity Relation. Amonotonicity indexM (R)[18] for a ranking list R is used to
quantify the resolution of different ranking algorithms. Monotonicity relation could be
calculated as follows:

M (R) =
[
1 −

∑
r∈R Nr(Nr − 1)

N (N − 1)

]2
(13)

where N is the size of the ranking vector R, and Nr denotes the number of nodes that
have the same rank index value r. This metric measures the percentage of rank nodes in
the ranking list that are the same. M (R) ∈ [0, 1]. If M (R) = 1, the ranking algorithm
is perfectly monotonic, and each node is categorized using a different index value.
Otherwise,M (R) = 0 puts all nodes in the same rank. For rank list R, a higherM value
indicates more variation and uniformity.

3 Methodologies

The proposed algorithm will consider combining measures from the local clustering
coefficient, the vertex of each node, and the k-shell decomposition improvement to
measure the importance of each node in the network and this index considers as mass in
GC model.

In terms of the basic k-shell decomposition approach, take node 2 and node 3 as
an example in this Fig. 1 compared with node 2, node 3 is nearer to the center of the
network, therefore node 3 could also be additional conducive to propagation. However,
we can not distinguish the two nodes by the on top of proposed methodology. Though
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Fig. 1. An eight nodes network to illustrate the resolution for K-shell decomposition

each node a pair of and node 3 square measure within the 2-shell, node 3 is removed
later than node 2, that is, the 2-shell decomposition process includes two stages, node
2 is removed within the initial stage and node 3 is removed within the second stage.
Therefore, we tend to introduce the stage number at that the node is removed from the
network whereas performing the k-shell decomposition. Based on this point of view,
[26] proposed he improved k-shell index of node i, denoted by k∗

s (i), can be calculated
by:

k∗
s (i) = ks(i) + p(i)

q(k) + 1
(14)

where p(i) is the stage in a k-shell layer decay for which node i is removed from the
graph, q(k) is the set of the number of stages in the k-shell decay.

To increase the “tightness” of the local information of the node, we will consider the
information of the neighboring nodes, and we will apply the node-local center measure
with the local neighborhood coefficient [19]. This index is calculated using the formula:

CLC(i) = f (c(i)) × LC(i) (15)

LC(i) =
∑

u∈�(i)

Q(u) (16)

Q(u) =
∑

w∈�(u)

N (w) (17)

where �(i) is the set of nearest neighbors to node i, N (w) is the number of nearest and
nearest neighbors of node w. The function f (c(i)) is proved by the formula:

f (c(i)) = e−c(i) (18)

where c(i) is the local clustering coefficient of node i.
Combining the above two measures, we build a new measure using the formula:

DK_CLC(i) = k∗
s (i) + CLC(i) (19)
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Use this index DK_CLC as mass in GC, Hence the influence of node i can be
estimated as follows:

DKGM _CLC(i) =
∑

j �=i,d(i,j)≤R

DK_CLC(i)DK_CLC(j)

d2(i, j)
(20)

where R =< d > /2.
In addition, to evaluate the proposed algorithm more effectively than other methods,

we will change the node location information by changing the CLC index with the
PageRank, DC indexes combined with the local neighborhood index:

DKGM _PR(i) =
∑

j �=i,d(i,j)≤R

DK_PR(i)DK_PR(j)

d2(i, j)
(21)

where DK_PR(i) = k∗
s (i) + PR(i)

DKGM _DKC(i) =
∑

j �=i,d(i,j)≤R

DK_DKC(i)DK_DKC(j)

d2(i, j)
(22)

where α is a coefficient that can be arbitrarily changed depending on the problem. We
choose α = 2 and R =< d > /2.

4 Experimental Results

In this paper, we use 5 data networks to evaluate the model and select a few evaluation
indicators to evaluate the effectiveness of our proposed model. Data networks for exper-
iment include: PB, Facebook, Jazz, NS, USAir, Email. Table 1 describes some basic
characteristics of the above 5 datasets.

Table 1. Basic features of 5 experimental networks

Networks N M < k > < d > C r H β_c

PB 1222 16,714 27.3552 2.7375 0.3600 – 0.2213 2.9707 0.0125

Facebook 4039 88,234 46.6910 3.6925 0.6170 0.0636 2.4392 0.0095

Jazz 198 2742 27.6970 2.2350 0.6334 0.0202 1.3951 0.0266

NS 379 914 8.8232 4.0419 0.7981 – 0.0817 1.6630 0.1424

Email 1133 5451 9.6222 3.6060 0.2540 0.0782 1.9421 0.0565

To evaluate the ability and effectiveness of the proposedmodel, we use the SIRmodel
and the Kendall’s Tau index to evaluate the similarity between the list of influence node
proposed by the algorithm and the simulation. For each experimental network, the paper
will use 1000 independent tests with infection probability β in the SIRmodel to simulate
and average the results obtained. Then use this result to come up with a standard ranking
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list of the nodes in the graph. The accuracy of the algorithm is determined by Kendall’s
Tau algorithm between the list of standard ratings and the list of ratings suggested by the
algorithm. Table 2 describes the accuracy of the proposed model and the studied models
with β = βc.

With the results obtained in the table above, compared with other algorithms, the
proposed model has a relatively high efficiency. For the Facebook, Jazz, NS, Email
dataset, the accuracy of DKGM_CLC algorithm is the largest. For the remaining dataset,
PB, the accuracy is also relatively high, just behind the DKGM_PR algorithm. It can be
seen that the proposed model DKGM_CLC is more effective than the dataset with many
links and closely related neighbors.

Fig. 2. Accuracy of algorithms by Kendall’s Tau model with different β values

With each different network will have different strong structure. Therefore, when
we choose the probability of infection β to determine the list of standard influence
nodes with the SIR model, the value of β of each different network may be different.
Therefore, to generalize the model and increase its accuracy, the paper examines the
results of random β(β = kβc) with k from 0.5 to 1.5. Figure 2 shows the Kendall’s
Tau index of the proposed model and other models with random β(β = kβc). The
performance results show that the proposed model has the greatest efficiency (red line)
with β in the near vicinity of βc. This effect shows that the proposed method is really
effective. The black line represents the accuracy of the algorithms using the basic scale
(DC, KS, CC, BC), the blue line represents the accuracy of the improved algorithms
based on the GM model, the blue line The construction leaves show the algorithms that
improve from the paper and the red line shows the accuracy of the proposed algorithm.
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Fig. 3. Comparison of the spreading scale S(t) as a function of infected time t of nine methods
on eight networks

Figure 3 describes the number of affected nodes in each time point with different
models using the SI model. At baseline, the probability of infection for the SIR model
was β = βc, and μ = 0. A list of 100 most influential nodes is selected for each method
and SI model is applied to determine the number of influential nodes at each time point.
It shows the influence of 100 proposed influence nodes with the proposed model being
similar to other models, even with the Email and PB dataset at time 15 < t < 25, a
number of nodes affected with the proposed model is the largest. It is found that, because
this dataset has a large number of links, the nodes are closely linked, so the proposed
model is quite effective.

Table 3 shows the monotonicity relation for the ranking list proposed by differ-
ent algorithms. The algorithm proposed by this paper has better results than the other
methods.
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5 Conclusions and Future Work

This paper has presented anDKGM_CLCmodel based on the improvement of the degree
centrality and the k-shell decomposition method. In complex networks, this approach
efficiently ranks and quantifies the influential spreaders. We employed three evaluation
metrics (SIR, Kendall τ and monotonicity relation) to verify its efficiency. The proposed
DKGM_CLC identifies the difference in node influence better than standard centrality
approaches such as DC, BC, CC, KS, GC and some the other improved algorithms on
GC like DKGM, GGM, DKGM_DKC, DKGM_PR, according to experimental results
conducted on five real networks. Experimental results demonstrated that our algorithm
performed better than the benchmarks. The proposed DKGM_CLC algorithm can be
developed to several forms for better outcomes in the future. For instance, our future
work will consider the edge weight, properties of node in the network and base on net-
working embeded to improve the performance. Additionally, we improve DKGM_CLC
to identify the node spreading influence in large-scale dynamic networks.

Acknowledgment. This research is funded by CMC Institute of Science and Technology (CIST),
CMC Corporation, Vietnam.
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Abstract. Multi-view hashing has been paid much attention to due
to its computational efficiency and lower memory overhead in similar-
ity measurement between instances. However, a common drawback of
these multi-view hashing methods is the lack of ability to fully explore
the underlying correlations between different views, which hinders them
from producing more discriminative hash codes. In our work, we propose
the principled Deep Factorized Multi-view Hashing (DFMH) framework,
including interpretable robust representation learning, multi-view fusion
learning, and flexible semantic feature learning, to deal with the chal-
lenging multi-view hashing problem. Specifically, instead of directly pro-
jecting the features to a common representation space, we construct an
adaptively weighted deep factorized structure to preserve the heterogene-
ity between different views. Furthermore, the visual space and semantic
space are interactively learned to form a reliable hamming space. Partic-
ularly, the flexible semantic representation is obtained by learning regres-
sively from semantic labels. Importantly, a well-designed learning strat-
egy is developed to optimize the objective function efficiently. DFMH as
well as compared methods is tested on benchmark datasets to validate
the efficiency and effectiveness of our proposed method. The source codes
of this paper are released at: https://github.com/chenyangzhu1/DFMH.

Keywords: Multi-view hashing · Deep factorization · Image retrieval ·
Learning to hash

1 Introduction

With the increasing usage of big data and multimedia, there has been rising
need for large-scale data analytic methods, especially methods measuring the
similarities or distances between items, with low computational complexity and
memory usage. Hashing provides an elegant solution to this challenging problem
by representing the original high-dimensional features as binary codes which
preserve the original similarity of features.
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While some early methods [4,5,7] use fixed hash functions to obtain the
binary codes, most of the recent methods [1,3,10,22] implement a learning-to-
hash strategy, which borrows the ideas from machine learning and deep learning
to obtain more flexible hash codes. These methods are no longer independent of
data, and are expected to yield better results. More specifically, there are two
types of learning-to-hash methods, i.e., unsupervised and supervised, according
to whether semantic information is used. Among them, supervised methods [12,
16] are usually preferred to unsupervised ones [15,24] since they explore the
semantic information and thus can provide a more promising result.

However, all of the aforementioned methods are designed for single-view sit-
uations, which cannot solve the real-world problems that usually appear in a
multi-view form. For instance, multiple features, such as HOG, GIST, and LBP,
can be extracted from a picture, every feature is taken as a view. An event can
be reported in different forms including texts, photos, and videos, and each of
the forms is considered a view. The multi-view circumstances usually contain
more information than the summation of the information within every single
view, since connections between views provide additional information. Unfortu-
nately, existing single-view algorithms are not able to utilize such complementary
information, resulting in unsatisfying clustering results. Therefore, a number of
multi-view hashing methods are put forward to explore the heterogeneous infor-
mation under the multiple views. Utilizing non-negative matrix factorization
(NMF), [8] fuses information from multiple views and drops the useless and
even noisy ones. [20] solves the near-duplicate video retrieval (NDVR) prob-
lems by exploring information from multiple feature types extracted from video
keyframes, and learns hash codes and the hash functions simultaneously to deal
with the large-scale data. [17] measures the local similarities as well as the seman-
tic similarities by a Locally Linear Embedding (LLE) based method.

Although there has been some encouraging progress in multi-view hashing,
most existing methods still encounter many challenges, which prohibit them
from providing accurate and discriminative hash codes. First, the conventional
multi-view hashing always learns the common representations from multiple
views based on feature projecting from the original feature space, which lacks
enough interpretability for robust representation learning. Moreover, the under-
lying characteristics across multiple views are missing in common feature learn-
ing. Furthermore, the complementary property of multi-view learning is under-
explored to generate a unified representation. Additionally, most of the existing
works employ fixed discrete labels for classification or regression in hash code
learning, which lacks enough flexibility in semantic knowledge discovery.

To deal with the drawbacks of existing methods mentioned above, a novel
Deep Factorized Multi-view Hashing (DFMH) method is proposed to produce
hash codes which not only preserve the latent characteristics between views,
but also capture the categorical information from the regressive semantic labels
(Fig. 1). Specifically speaking, we implement a novel deep factorized structure to
learn a consensus representation space instead of using the traditional factorize
method, and employ an orthogonal rotation strategy to convert the real values
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into the hash codes. In this way, more characteristics, especially the comple-
mentary information between views, are incorporated in the learned hash codes.
Furthermore, adaptively learned weights are applied to the real-value learning
process to automatically make the trade-off between different views, making sure
that informative views contribute more to the representation space and the nois-
ier ones contribute less. Additionally, learning from semantic labels, instead of
directly using fixed labels, ensures that the flexibility is preserved and underlying
information is fully explored.

The main contributions of the DFMH method are listed as following:

1. We propose a novel multi-view hashing method to capture the hidden char-
acteristics from multi-view data for discriminative multi-view information
retrieval. In the method, deep factorized common representation learning,
adaptively-weighted multi-view fusion, and flexible semantic feature learning
are jointly considered in one unified learning framework.

2. An adaptively weighted deep factorized learning scheme is designed to explore
the heterogeneous properties of multi-view data, and the consensus repre-
sentations are further transformed to the discrete hash space based on an
orthogonal rotation strategy.

3. The flexible semantic representation is learned based on the regressive seman-
tic labels, which can guide the intrinsic semantic transfer in joint binary code
learning.

4. Extensive experiments validate the effectiveness of the proposed method in
multi-view fusion and semantic-preserving multi-view hashing compared with
multiple state-of-the-art multi-view hashing methods.

2 Related Work

Multi-view hashing is an efficient method for multimedia retrieval. Unlike single-
view methods which focus on one view only, multi-view hashing not only utilizes
information within each individual view but also employs the complementary
information between views to improve its hashing performance. Existing multi-
view hashing methods can be classified into two types: those do not use labelled
information, i.e., unsupervised methods, and those take advantage of labelled
information i.e., supervised methods.

Unsupervised methods are intended to generate hash codes and hash func-
tions independent of semantic labels. For example, [20] generates hash codes
under individual structure as well as global structure. In [18], Shen et al. gen-
erate hash codes using matrix factorization methods with an adaptively learned
kernel space. Going one step further, Lu et al. [13] propose a method that has no
additional parameter for the regularization term to shorten training time, mak-
ing it possible to deal with the retrieval of large-scale multi-view data. Although
encouraging improvement has been made, hash codes generated without the
supervision of semantic labels are usually not discriminative enough.

Contrarily, information underlying in the semantic labels has been proven
very useful in discovering similarities between views, and thus many supervised
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multi-view methods are proposed to make full use of it. For instance, [11] designs
a model which combines different kernels of different features to generate hash
codes. In [23], Yang et al. propose a novel method to explore the local as well
as semantic similarity and optimizes the resulting objective function without
relaxing the constraint. However, in most of the existing methods, different views
share the same weight, while the real-world case is that some views usually
contain more important information than others.

Fig. 1. The general structure of our DFMH method. The learning framework is com-
posed of a deep matrix factorization scheme to extract the features from complex struc-
tures and an adaptive weighting scheme to balance each view. Moreover, our framework
adopts orthogonal rotation strategy and regressive semantic representation learning to
fuse visual and semantic information together in Hamming space.

3 The Proposed Method

3.1 Notation and Problem Definition

In this paper, matrices are represented by upper case letters such as X and
vectors are represented by lowercase letters, such as α. The multi-view data
training set is denoted as X =

{
X(v)

}m

v=1
, where X(v) = [x(v)

1 , · · · , x
(v)
n ] ∈

�dv×n is the feature matrix of the v-th view, dv is the feature dimension of v-th
view, and n is the number of instances. Based on this, each xi has a corresponding
label vector yi ∈ {0, 1}c indicating its class, where c is the class number and

yij =

{
1 if xi is an instance of the j-th class
0 otherwise

. Y = [y1, · · · , yn] ∈ �c×n is the

class label matrix. B = [b1, · · · , bn] ∈ {−1, 1}l×n is the learned hash code, where
l is the hash code length. DFMH aims at learning the hash function H : X → B,
which enables the proposed method to return a series of binary codes which
preserves the similarity of original instances, i.e., the more similarity instances
share, the closer the distance between the learned hash codes of these instances
is.
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3.2 The Proposed Deep Factorized Multi-view Hashing Method

Unlike most of the aforementioned methods which usually use a shallow learning
method, deep matrix factorization is employed to learn a consensus multi-view
representation H ∈ �l×n, where l is the length of the hash code.

Inspired by [21], we conduct matrix factorization on X(v), which writes
X(v) ≈ U

(v)
1 H

(v)
1 , so that the latent representation of the first layer is obtained.

After that, the first layer is represented as H
(v)
1 = U

(v)
2 H

(v)
2 in the same manner.

Such process is repeated for (m − 1) times to get H
(v)
m−1.

The factorization process can be listed as following:

X(v) ≈ U
(v)
1 H

(v)
1

X(v) ≈ U
(v)
1 U

(v)
2 H

(v)
2

· · ·
X(v) ≈ U

(v)
1 U

(v)
2 · · · U (v)

m−1H
(v)
m−1

s.t. H
(v)
i ≥ 0.

(1)

The last layer is specially treated in order to learn the final consensus multi-view
representation H:

H
(v)
m−1 = U (v)

m H, v = 1, 2, · · · ,m

s.t. H ≥ 0.
(2)

As such, the common representation learning process can be expressed in the
following equation:

min
U

(v)
i ,H

m∑

v=1

∥
∥
∥X(v) − U

(v)
1 U

(v)
2 · · · U (v)

m H
∥
∥
∥
2

F
s.t. H ≥ 0, (3)

where U
(v)
i ∈ �pi−1×pi is the layer basis matrix of the i-th layer and v-th view,

H
(v)
m denotes the latent representation of the m-th layer and v-th view, and pi

represents the dimension of the i-th layer with p0 = dv, pm = r.
Since the physical meanings of features vary from one to another, different

weights should be assigned to different views to explore as much information in
provided data as possible. To balance the information between views, an adaptive
weighting scheme is proposed, which writes:

min
U

(v)
i ,H ,α(v)

m∑

v=1

(
α(v)

)r ∥
∥
∥X(v) − U

(v)
1 U

(v)
2 · · · U (v)

m H
∥
∥
∥
2

F

s.t.
∑

v

α(v) = 1, 0 < α(v) < 1,H ≥ 0,

(4)

where α(v) is the adaptive weighting parameter of the v-th view. r controls the
distribution of the weight, and is usually set to 3 or 5.
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The space rotation strategy is introduced to make sure that the real-valued
common representation space H and the binary code space B are of enough
similarity:

min
U

(v)
i ,H ,α(v),B ,R

m∑

v=1

(
α(v)

)r ∥
∥
∥X(v) − U

(v)
1 U

(v)
2 ...U (v)

m H
∥
∥
∥
2

F

+ λ ‖B − RH‖2F
s.t.

∑

v

α(v) = 1, 0 < α(v) < 1,R�R = I,H ≥ 0,

(5)

where λ is a balance parameter and R is the orthogonal rotation matrix.
Notably, hash code generated from the Eq. (5) only contain the visual infor-

mation, while the semantic information which is also significant is ignored. There-
fore, a regressive semantic representation learning step is introduced to extract
the flexible semantics from the fixed one-hot binary class label matrix Y :

min
U

(v)
i ,H ,α(v),B ,R,W

m∑

v=1

(
α(v)

)r ∥
∥
∥X(v) − U

(v)
1 U

(v)
2 ...U (v)

m H
∥
∥
∥
2

F

+ λ ‖B − RH‖2F + β ‖B − WY ‖2F
s.t.

∑

v

α(v) = 1, 0 < α(v) < 1,R�R = I,H ≥ 0,

(6)

where β is a trade-off parameter.
Adding a fourth term to avoid trivial solutions of regressive semantic encod-

ing, the overall objective function in DFMH is shown below:

min
U

(v)
i ,H ,α(v),B ,R,W

m∑

v=1

(
α(v)

)r ∥
∥
∥X(v) − U

(v)
1 U

(v)
2 ...U (v)

m H
∥
∥
∥
2

F

+ λ ‖B − RH‖2F + β ‖B − WY ‖2F
+ γ ‖W ‖2F
s.t.

∑

v

α(v) = 1, 0 < α(v) < 1,R�R = I,H ≥ 0.

(7)

The first term of this function learns a common representation H, the second
term minimizes the gap between H and the binary code space B, and the third
and forth term obtain flexible semantics from the class label matrix Y .

4 Optimization

Optimizing problem Eq. (7) is a non-convex problem whose closed-form solution
can hardly be achieved. Therefore, a feasible iterative optimization strategy is
employed to address the problem Eq. (7).
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Step 1: Set other variables as constant values to update U
(v)
i . The

subproblem for U
(v)
i refers to:

C =
∥
∥
∥X(v) − φU

(v)
i H

(v)
i

∥
∥
∥
2

F
s.t. H

(v)
i ≥ 0. (8)

where φ = U
(v)
1 U

(v)
2 · · · U (v)

i−1. Setting ∂C

∂U
(v)
i

= 0, Uv
(i) can be expressed in the

following form:
U

(v)
i = φ†X(v)H

(v)†
i (9)

where X† means the pseudo inverse of matrix X.

Step 2: Set other variables as constant values to update H
(v)
i : The

optimization of U
(v)
i requires an up-to-date H

(v)
i , so here we update H

(v)
i though

it does not appear in the final objective function. The subproblem for H
(v)
i refers

to:
C = ‖X(v) − ΦH

(v)
i ‖ 2

F s.t. H
(v)
i ≥ 0. (10)

where Φ = U
(v)
1 U

(v)
2 · · · U (v)

i . Following [2], H
(v)
i (i < m) is updated with the

following equation:

H
(v)
i = H

(v)
i �

√√
√
√ [Φ�X(v)]+ + [Φ�ΦH

(v)
i ]−

[Φ�X(v)]− + [Φ�ΦH
(v)
i ]+

, (11)

where [A]+ = (|A| + A)/2, [A]− = (|A| − A)/2.

Step 3: Set other variables as constant values to update W . The sub-
problem for W refers to:

C = β ‖B − WY ‖2F + γ ‖W ‖2F (12)

Setting ∂C
∂W = 0, the following solution for W is obtained:

W = βBY �(βY Y � + γI)−1 (13)

Step 4: Set other variables as constant values to update R. The sub-
problem for R refers to:

max
R�R=I

tr(R�BH�)

s.t. R�R = I,H ≥ 0.
(14)

According to [9], the solution for R is:

R = PRQ�
R (15)

where PR is a matrix constructed of the left-singular vectors of BH�, and QR

is a matrix constructed of the right-singlular vectors of BH�.
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Step 5: Set other variables as constant values to update H. The sub-
problem for H refers to:

C =
m∑

v=1

(
α(v)

)r ∥
∥
∥X(v) − U

(v)
1 U

(v)
2 · · · U (v)

m H
∥
∥
∥
2

F

+ λ ‖B − RH‖2F
s.t.

∑

v

α(v) = 1, 0 < α(v) < 1,R�R = I,H ≥ 0.

(16)

By setting ∂C
∂H = 0, the following solution can be obtained:

H = (
m∑

v=1

(α(v))rZ�Z + λR�R)−1(
m∑

v=1

(α(v))rZ�X + λR�B) (17)

where Z = U
(v)
1 U

(v)
2 · · · U (v)

m .

Step 6: Set other variables as constant values to update B. The sub-
problem for B refers to:

max
B∈{−1,1}

tr(B�(2λRH + 2βWY ))

s.t. R�R = I,H ≥ 0.
(18)

The solution for B is:

B = sgn(2λRH + 2βWY ). (19)

Step 7: Set other variables as constant values to update α(v). For con-

venience, we set hv =
∥
∥
∥X(v) − U

(v)
1 U

(v)
2 · · · U (v)

m H
∥
∥
∥
2

F
. The subproblem for α

refers to:

min
α

m∑

v=1

(α(v))rhv

s.t.
∑

v

α(v) = 1, 0 < α(v) < 1.

(20)

We can then construct the Lagrange function as following:

L(α, ε) =
m∑

v=1

(α(v))rhv − ε(
m∑

v=1

α(v) − 1), (21)

then we need
	α(v) L = r(α(v))r−1hv − ε = 0 (22)

	ε L =
m∑

v=1

α(v) − 1 = 0, (23)
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where (v = 1, 2 · · · m). Combining Eq. (22) and Eq. (23), we have:

m∑

v=1

(
ε

rhv
)

1
r−1 = 1, (24)

which can be reformulated as

(
ε

r
)

1
r−1 =

1
∑m

v=1(
1

hv
)

1
r−1

. (25)

Thus, Eq. (25) can be transformed into:

α(v) =
( 1

hv
)

1
r−1

∑m
v=1(

1
hv

)
1

r−1
. (26)

Notably, the adaptive weight α(v) is determined by different multi-view data
X .

The proposed optimization algorithm is run for several times until its conver-
gence. According to our experiments, the number of iterations needed is usually
less than 10. The whole learning process of DFMH is concluded in Algorithm 1.

Algorithm 1. DFMH
Input: X : set of multi-view data; Y : Label set; λ, β, γ: parameters; h: length of binary

codes; T : maximum number of iterations.
Output: α(v): Adaptive weight parameters; U

(v)
1 U

(v)
2 · · ·U (v)

m : layer basis matrices;
B: ideal binary code.

1: Initialize H , U
(v)
i , B, R by random matrix.

2: for Not Convergence or k=1:T do
3: Update U

(v)
i via solving Eq. (9)

4: Update H
(v)
i (i < m) via solving Eq. (11)

5: Update W via solving Eq. (13)
6: Update R via solving Eq. (15)
7: Update H via solving Eq. (17)
8: Update B via solving Eq. (19)
9: Update α(v) via solving Eq. (26)

10: end for

5 Nonlinear Feature Embedding and Out-of-Sample
Cases

5.1 Nonlinear Feature Embeddings

High-quality multi-view features are indispensable in the generation of account-
able hash codes. However, to avoid redundancies and noise in the handcraft fea-
tures is of great difficulty, in this work we employ a kernelized method to solve
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this problem. According to [15], Gaussian Mixed Model (GMM) makes great
contribution to the production of nonlinear feature embeddings. The function
writes:

ϕ(x(v)
i ) = [exp(−

∥
∥
∥x

(v)
I − a

(v)
1

∥
∥
∥
2

/σv), · · · , exp(−
∥
∥
∥x

(v)
i − a

(v)
k

∥
∥
∥
2

/σv)]�, (27)

where ϕ(x(v)
i ) ∈ �k×1 is a feature of the i-th sample from v-th view learned

using the Radial Basis Function (RBF) kernel. a
(v)
i (i = 1, 2, · · · , k) is k ran-

domly selected anchor samples in view v. σm is the m-th view’s kernel width
which means the median of the distance between a(v) and X(v). Replacing X(v)

by nonlinear feature ϕ(X(v)) = [ϕ(x(v)
1 ), · · · , ϕ(x(v)

n )] ∈ �k×n, the above opti-
mization methods can be applied to this learning algorithm.

5.2 Out-of-Sample Extension

In this section, we extend the proposed DFMH method to out-of-sample cases, in
which data are not included in the training stage. Generally, a two-step method
is adopted to generate the final hash function [9,25]. Typically, for the given
training samples, we can obtain their common latent representation H by using
Eq. (17). Based on this, we can formulate the hash function from the latent
representation H to the objective binary code matrix B by using the following
simple linear regression function:

min
W

∥
∥W �H − B

∥
∥2

F
+ ‖W ‖2F , (28)

which has closed-form solution:

W = (HH� + I)−1HB�. (29)

Similarly, for any query sample x
(v)
q , we first embed it into the nonlinear feature

vector ϕ(x(v)
q ) by using Eq. (27). Subsequently, we learn the shared latent rep-

resentation ĥ of the multi-view query samples based on the following equation:

ĥ =
m∑

v=1

(α(v))rU
(v)
1 U

(v)
2 · · · U (v)

m ϕ(x(v)
q ), (30)

Hence, the corresponding hash codes can be learned by using:

b = sgn(W �ĥ). (31)

6 Experiments

6.1 Datasets

To evaluate our model, we conduct experiments on two publicly available bench-
mark datasets, i.e., CIFAR-10 [6] and MIRFlickr [8]. CIFAR-101 is consisted of
1 https://www.cs.toronto.edu/∼kriz/cifar.html.

https://www.cs.toronto.edu/~kriz/cifar.html
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Table 1. MAP values with different code length on CIFAR-10 and MIRFlickr

CIFAR-10

Methods 8 16 32 64 128

MFKH [11] 0.1943 0.1892 0.1654 0.1467 0.1330

MFH [20] 0.1235 0.1349 0.1443 0.1649 0.1798

MAH [8] 0.1051 0.1117 0.1104 0.1089 0.1509

MVLH [19] 0.1103 0.1189 0.1238 0.1146 0.1103

DMVH [23] 0.1162 0.1510 0.1484 0.1549 0.1599

MVDH [17] 0.1524 0.1691 0.1796 0.1877 0.1952

DFMH (ours) 0.3590 0.4265 0.4820 0.5892 0.6362

MIRFlickr

Methods 8 16 32 64 128

MFKH [11] 0.5763 0.5805 0.5827 0.5773 0.5745

MFH [20] 0.5596 0.5643 0.5673 0.5692 0.5703

MAH [8] 0.5626 0.5622 0.5629 0.5653 0.5714

MVLH [19] 0.5638 0.5670 0.5744 0.5729 0.5700

DMVH [23] 0.5673 0.5623 0.5619 0.5631 0.5739

MVDH [17] 0.5660 0.5693 0.5723 0.5745 0.5766

DFMH (ours) 0.6176 0.6414 0.6701 0.6753 0.6936

10 classes with 6000 images each, i.e., 60000 images in total. Three features, i.e.,
LBP, Gist, and HOG, with dimensions of 1450, 1024, and 1152 respectively, are
extracted as 3 views to evaluate the performances of the methods. Following [9],
12500 labeled images from 38 categories are extracted from MIRFlickr dataset2

in our experiment. Gist (512 dimensions), Hue histogram (100 dimensions) and
SIFT bag of visual words (BoVW) (1000 dimensions) serve as three views.

6.2 Experimental Settings and Evaluation Matrics

Our DFMH method is compared with six different state-of-the-art multi-view
hashing methods, i.e., MFKH [11], MFH [20], MAH [8], MVLH [19], DMVH [23],
and MVDH [17]. All these experiments are conducted on MATLEB R2021a on
a computer with Intel (R) Core (TM) i5-9300HF CPU @ 2.40 GHz and 16 GB
RAM. The original code of the compared methods are from the corresponding
authors. The parameters in each compared method are set to the recommended
values if it is mentioned in corresponding papers, or in other cases, default values.
For the CIFAR-10 dataset, 1000 samples are randomly selected from 10 views
with 100 samples from each view as a query set. Similarly, MIRFlickr is separated
into a query set with 1000 images and a retrieval set containing the rest of the
images. Two pictures are considered relevant if at least one label exists in both

2 http://lear.inrialpes.fr/people/guillaumin/data.php.

http://lear.inrialpes.fr/people/guillaumin/data.php
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(a) 16 bits (b) 32 bits (c) 64 bits (d) 128 bits

(e) 16 bits (f) 32 bits (g) 64 bits (h) 128 bits

(i) 16 bits (j) 32 bits (k) 64 bits (l) 128 bits

Fig. 2. Precision-recall curves, Precision @TopN curves, and Recall @TopN curves of
DFMH as well as compared methods on the CIFAR-10 with different code lengths

of their label sets. We randomly select 1000 images as anchor graphs for anchor-
based methods. Gaussian kernel is used for the kernel-based methods [9].

Following previous works [14,26], we use metrics including mean average
precision (mAP), precision-recall curves, recall @TopN and precision @TopN to
evaluate the performances of tested methods.

6.3 Experimental Results

Table 1 reports the mAPs of DFMH as well as compared algorithms on CIFAR-
10 and MIRFlickr when code length is 8, 16, 32, 64, and 128, respectively. The
following observations can be made from Table 1. 1) With the increment of code
length, the mAPs generally rise, which is intuitive since longer hash codes usually
contain more information. 2) Due to the lack of semantic information, unsuper-
vised methods normally have inferior performances than the supervised ones.
3) MFKH performs the best among all the compared methods. 4) Our method
defeats all the other methods dramatically on both datasets. For CIFAR-10,
when the hash code is consisted of 8 bits, our method has an mAP 16.47% higher
than that of the second-placed method MFKH, and the mAP of our method is
more than two times as high as that of the second highest method in the 16,
32, 64 or 128 bits situations. On the MIRFlickr dataset, DFMH defeats all the
compared methods, and as the hash code length increases, the advantage of our
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method over the compared methods becomes even larger. For instance, when
the hash codes is only 8 bits, the mAP of our method is 4.13% higher than the
second highest method, while when the hash code is lengthened to 128 bits, our
method outperforms the second-placed method by 11.7%. This indicates that
with the same code length increment, our method incorporates more additional
information.

The precision-recall relationships of all the tested methods with different
length of hash code on CIFAR-10 and MIRFlickr are reported in figure (a)–(d)
in Fig. 2 and Fig. 3, respectively. The P-R curve of our method lies on the upper
right side of the other curves in almost all situations, which strongly justifies the
effectiveness of our proposed method. The relationship between precision and
the number of retrieved images on both datasets are illustrated in figure (e)–(h)
in Fig. 2 and Fig. 3, and figure (i)–(l) demonstrate how recall change with the
number of retrieved images. It can be concluded from the graphs that with the
number of image retrieved fixed, our method always yields a better precision
and recall.

(a) 16 bits (b) 32 bits (c) 64 bits (d) 128 bits

(e) 16 bits (f) 32 bits (g) 64 bits (h) 128 bits

(i) 16 bits (j) 32 bits (k) 64 bits (l) 128 bits

Fig. 3. Precision-recall curves, Precision @TopN curves, and Recall @TopN curves of
DFMH as well as compared methods on the MIRFlickr with different code lengths
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(a) CIFAR-10 (b) MIRFlickr

Fig. 4. How retrieval error of DFMH change with iteration times on CIFAR-10 and
MIRFlickr when the code lengths are different.

6.4 Convergence and Computational Complexity Analysis

Figure 4 shows how ‖Bt − Bt−1‖F of different code length changes with the
number of iterations, where Bt denotes B gained from the t-th iteration. It can
be observed that the curve has a downward trend, while in the first two iterations
the difference drops sharply, and in the following iterations the curve flattens
down until the final convergence. These figures also show that our objective
function converges within a reasonable number of iterations, which validates the
proposed optimization method.

Table 2 compares the running time of different methods on MIRFlickr learn-
ing a 32-bit hash code. While outperforming other methods on mAP, our method
is also among the fastest methods which are able to finish training within 10
seconds. This shows that our method keeps a balance between efficiency and
effectiveness.

Table 2. Comparison of training time on MIRFlickr dataset with 32-bit hash code.

Methods Training time (s)

MFKH [11] 2.03

MVLH [19] 5.13

MFH [20] 6.42

MVDH [17] 13.14

MAH [8] 62.15

DMVH [23] 408.97

DFMH (ours) 9.69
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7 Conclusion

We proposed a novel Deep Factorized Multi-view Hash (DFMH) method for effi-
cient and effective multi-view image retrieval in this work. DFMH first learned a
common representation space through an adaptively weighted deep factorization
scheme and then fused it with the semantic information space to learn a ham-
ming space. Furthermore, a feasible algorithm was put forward to optimize the
non-convex problem. The superiority of the proposed DFMH method in both
accuracy and computational complexity was validated by extensive experiments
on benchmark datasets.
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Abstract. Computer analysis of patients’ lung CT images has become a popular
and effective way to diagnose COVID-19 patients amid repeated and evolving
outbreaks. In this paper, wavelet entropy is used to extract features fromCT images
and integrate the information of various scales, including the characteristic signals
of signals with transient components. Combined with the artificial bee colony
optimization algorithm, we used the advantages of fewer parameters and simpler
calculation to find the optimal solution and confirm COVID-19 positive. The use
of K-fold cross validation allows the data set to avoid overfitting and unbalanced
data set partition in small cases. The experimental results were compared with
those of WE + BBO, GLCM-SVM, GLCM-ELM and WE-Jaya. Experimental
data show that this method achieves our initial expectation.

Keywords: Covid-19 detection · Wavelet entropy · Artificial bee colony

1 Introduction

With the spread of the SARS COV-2, the number of confirmed patients with COVID-19
is increasing rapidly and the number of deaths from severe cases is still on the rise [1].
Under these circumstances, hospitals have to take on more pressure and call on more
resources, including drugs, manpower and equipment [2], to screen patients. COVID-19
is a respiratory disease caused by the new coronavirus SARS COV-2 [3].

In February 2020, WHO announced that the official name of this disease is COVID-
19. In this name,COstands for corona,VI for the virus,D for disease, and 19 is for thefirst
outbreak year of that disease [4]. The majority of patients have the following respiratory
tract symptoms, common clinical manifestations include fever, cough, expectoration,
weakness of limbs, headache and other symptoms, and there are also patients without
obvious symptoms [5–7]. However, it is not yet clear what symptoms and complications
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can occur long after contractingCOVID-19 [8, 9]. To improve the efficiency of screening,
we useWavelet Entropy andArtificial BeeColonymodel to diagnoseCOVID-19 images.

Some researchers have proposed some classical classification methods based on CT
images of COVID-19 patients’ lung. Research [10] uses CNN to detect COVID-19. By
testing the performance of different pre-training models on CT tests [11], they found
that a larger field data set could improve the testing capabilities of the models.

In this study [12], VGG16 and ResNet50 models are improved and optimized by
using data expansion and fine-tuning techniques. The robustness and validity of the
model were verified and tested using hierarchical 5-fold cross-validation. Finally, the
model performs much better in binary classification than in multi-classification.

The research [13] proposed two deep learning structures including AlexNet archi-
tecture are proposed in this study. The input images are pre-segmented by ANN [14]. In
one structure, BiLSTM layer was added, and time attribute was added, and the accuracy
reached 98.7%.

In this study, we attempted to use Wavelet Entropy [15] and Artificial Bee Colony
[16] to diagnose lung CT images of COVID-19 [17] patients. The following article is
organized as follows. Section 2 shows the dataset we used. Section 3 describes our
proposed approach. Section 4 discusses the experimental results. In the Sect. 5, we
summarize the research of this paper.

2 Dataset

The data set we used consisted of three different types of patients and a healthy control
group. All images have a resolution of 1024 × 1024 × 3. A total of 148 COVID-19
images and 148 healthy control (HC) images are obtained. Figure 1 shows two figures
in the dataset we used [18].

(a) COVID-19 (b) Healthy

Fig. 1. These two graphs are samples from the dataset
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3 Methodology

3.1 Wavelet Entropy

The main factors to be considered in signal analysis are frequency, amplitude and phase.
The main function of the Fourier transform [19] is to take a signal and decompose it into
its constituent frequencies, converting the function into the form of multiple sinusoidal
combinations, or e exponents [20, 21]. The signal is still the original signal essentially,
but in a different way so that we can more analyze the frequency, amplitude, and phase
components of a function intuitively. Therefore, after analyzing a complex signal through
Fourier transform, its frequency [22], phase and amplitude components can be easily
seen. It is a general analysis of the signal. The formula is:

F(ω) =
∫ ∞

−∞
f (t)e−iωtdt (1)

where ω represents frequency, t represents time.
But the Fourier transform has its own limitations. It can be seen from the Fourier

transform formula that it is based on sine wave and its higher harmonics [23, 24] as the
standard basis. If you need a good localization in the time domain, you need to analyze
all the signals in the frequency domain [25–27]. If we want good results in one aspect,
we have to give up the other one. Wavelet entropy changes the basis for the Fourier
transform directly, replacing an infinite trig basis with a finite decaying wavelet basis
[28, 29]. Thus, not only can we get the frequency, but also locate the time. The formula
is as follows:

W (a, τ ) = 1√
a

∫ ∞

−∞
f (t)ψ

(
t − τ

a

)
dt (2)

where a is scale, τ is translation, ψ is parent wavelet function, and t is time.
That’s obvious from the formula that the number of variables of wavelet transform is

more than that of Fourier transform. In the wavelet transform, variable scale a controls
the scaling of the wavelet function and variable translation τ controls the translation
of the wavelet function. The scale a corresponds to frequency (inverse ratio) and the
translation τ corresponds to time. As a more ideal tool, wavelet transform can provide a
“time-frequency” window that changes with frequency, and transform the original fixed
window size of Fourier transform into an adaptive window size for signal processing.

3.2 Feedforward Neural Network

Feedforward neural network [30] has a one-way multi-layer structure [31–33], and each
neuron is arranged hierarchically, and each neuron is only connected with the previous
neuron. The output of the previous layer is received and sent to the next layer [34–36],
with no feedback between layers. A typical multilayer feedforward neural network is
shown in Fig. 2.
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y

x 1

x 2

x 3

x 4

Input layer Output layerHidden layer Hidden layer

Fig. 2. A typical multilayer feedforward neural network

Feedforward neural network can be divided into single layer feedforward neural
network [37] and multilayer feedforward neural network [38]. The single-layer feedfor-
ward neural network contains only one output layer, and the output value can be obtained
directly bymultiplying the input value by the weight value [39–41]. Themultilayer feed-
forward neural network includes a input layer, one or more hidden layers and a output
layer, which is relatively complex. Each layer of neurons is completely connected to the
next layer of neurons, and there is no same-layer connection or cross-layer connection
between neurons. Common feedforward neural networks include perceptron network
[42], BP network [43] and so on.

3.3 Artificial Bee Validation

Artificial bee colony algorithm is an optimization method proposed by Karaboga in
2005 [44], which imitated bee behavior and has fast convergence speed. This method
is similar to that after each worker bee finds the optimal solution, the colony is also
displayed as the global optimal solution [45, 46]. In the basic ABC algorithm, artificial
bee colony consists of three types of individuals: employed bees, onlooker bees and scout
bees. Randomly generate feasible solution equal to the number of employed bees during
initialization. Since each food source xm is a feasible solution, each feasible solution
containing n variables. It’s a vector.(xmi, m = 1, 2… SN , i = 1, 2… n).

The initialization formula is as follows:

xmi = li + rand(0, 1) ∗ (ui − li), (3)

where ui means the maximum boundary values of xmi and li means the minimum
boundary values of xmi.
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Each employed bees corresponds to a certain feasible solution that already exists,
and the field of nearby feasible solution is searched in the iteration. Employed bees
continue to search for new feasible solutions near existing ones. The formula for finding
new food sources is as follows:

vmi = xmi + φmi(xmi − xki) (4)

The xk is a random food source, i also is random, φ is a random number between
[−a, a]. When a new feasible solutions is found, the fitness of the feasible solution is
estimated [47–49] and the greedy selection is used to select between old and new food
sources. The fitness calculation formula is as follows:

fitm(xm) =
{

1
1+fm(xm)

1 + abs
(
fm(xm)

) if fm(xm) ≥ 0
if fm(xm) < 0

(5)

where fm is the objective function of the feasible solution xm.
Scout bees use roulette to choose possible solutions based on the information brought

back to the hive by the employed bees. The pm formula for the probability of following
bees choosing a food source is as follows:

pm = fitm(xm)

SN∑
m=1

fitm(xm)

(6)

If the feasible solution is still not improved after several updates, the feasible solution
will be gave up, and the employed bee is turned into the scout bee to continue to randomly
search for new feasible solutions.

3.4 K-fold Cross Validation

The total data set can be divided into training set and test set. K-fold cross Validation, a
replacement-free resampling technique, can be used when the sample size is insufficient.
In order to test the effectiveness of the algorithm, K-fold cross Validation randomly
divides the total data set into K parts to make the best use of every piece of data in the
data set, and takes out one package as the test set each time, and the remaining K-1
packages for training. The Fig. 3 shows the workflow of the K-fold method.

After k times, and these k models and performance evaluation were averaged to
obtain the average performance. In many cases, K is 10. If the training set is relatively
small, you can increase the K value. If the data set is large, reducing k value can reduce
the refitting on different folds and the computational burden of model evaluation.
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Dataset
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Training Folds Testing Fold

E1

E2

E3

E10

Validation 
Accuracy

Fig. 3. The workflow of the K-fold method

4 Experience Results and Discussion

4.1 WE Results

Figure 4 shows an example of a level 4 decomposition of a biorthogonal decomposition.
Wavelet transform divides the image into low-frequency part which changes slowly
and high-frequency part which changes quickly. The upper left corner of Fig. 4(a) is
the low-frequency information image of the input image obtained after the first-level
wavelet transform, which is the frame and contour of the image. The other three images
in Fig. 4(a) (located in the upper right corner, lower left corner and lower right corner)
are the high-frequency information of the input image, reflecting the details of the input
image. The upper sampling in the wavelet is the interval zero insertion, which aims
to reconstruct the signal. The lower sampling introduced in the wavelet is the interval
sampling of the signal. The edge lengths of the four self-band maps are universal for
the input, and the purpose is to compress and store the information. The input image
in Fig. 4(b) is the low-frequency information image in Fig. 4(a). Three images (upper
right corner, lower left corner and lower right corner of Fig. 4(b)) are obtained after
transformation similar to first-level wavelet transform. Figure 4(c) and Fig. 4(d) are
obtained after the recursive operations.
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(a) 1-level (b) 2-level

(c) 3-level (d) 4-level

Fig. 4. An example of a level 4 decomposition of a biorthogonal decomposition

4.2 Statistical Results

The feature extraction method used in Wavelet Entropy and Artificial Bee Colony is
wavelet entropy, the classifier is FNN, and 10 times 10-fold cross validation reports
unbiased performance. The data show that the experiment achieves good performance
(Table 1). The average sensitivity was 75.14 ± 1.93, the specificity was 77.30 ± 2.45,
the precision was 76.85 ± 1.72, the accuracy was 76.22 ± 0.96, the F1 score was 75.95
± 0.95, the Matthews correlation coefficient was 52.48 ± 1.95, and the feature mutual
information of 75.97 ± 0.95.

4.3 Comparison to State-of the Art Approaches

To understand the level of this method proposed by us, we consulted relevant literature
and compared our experimental data with the experimental data of the current more
advanced method, as shown in Table 2. As the results in the Table 2, the Sen, Acc, F1,
MCC and FMI data of thismethod are the best among thesemethods. ABC algorithm has
strong ability to find the optimal solution globally and fast convergence speed. However,
similar to the gradient descent method, when approaching the global optimal solution,
it may fall into the local optimal solution, and the later search speed slows down in the
subsequent search. According to these characteristics, ABC algorithm is applicable to
solving the multivariable function optimization problems.
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Table 1. Results of 10-fold cross-validation

Run Sen Spc Prc Acc F1 MCC FMI

1 75.68 77.70 77.24 76.69 76.45 53.39 76.45

2 72.97 82.43 80.60 77.70 76.60 55.65 76.69

3 76.35 75.00 75.33 75.68 75.84 51.36 75.84

4 77.70 75.00 75.66 76.35 76.67 52.72 76.67

5 74.32 77.03 76.39 75.68 75.34 51.37 75.35

6 75.00 76.35 76.03 75.68 75.51 51.36 75.51

7 71.62 78.38 76.81 75.00 74.13 50.11 74.17

8 75.68 74.32 74.67 75.00 75.17 50.00 75.17

9 74.32 79.73 78.57 77.03 76.39 54.13 76.42

10 77.70 77.03 77.18 77.36 77.44 54.73 77.44

Mean
+ SD

75.14 ± 1.93 77.30 ± 2.45 76.85 ± 1.72 76.22 ± 0.96 75.95 ± 0.95 52.48 ± 1.95 75.97 ± 0.95

Table 2. The results are compared with the existing advanced methods

Method Sen Spc Prc Acc F1 MCC FMI

WE + BBO [50] 72.84
± 3.00

75.00
± 1.99

74.47
± 1.20

73.92
± 1.18

73.61
± 1.57

47.89
± 2.34

73.63
± 1.56

GLCM-SVM [51] 72.03
± 2.94

78.04
± 1.72

76.66
± 1.07

75.03
± 1.12

74.24
± 1.57

50.20
± 2.17

74.29
± 1.53

GLCM-ELM [52] 74.19
± 2.74

77.81
± 2.03

77.01
± 1.29

76.00
± 0.98

75.54
± 1.31

52.08
± 1.95

75.57
± 1.28

WE-Jaya [18] 73.31
± 2.26

78.11
± 1.92

77.03
± 1.35

75.71
± 1.04

75.10
± 1.23

51.51
± 2.07

75.14
± 1.22

WE-ABC (Ours) 75.14
± 1.93

77.30
± 2.45

76.85
± 1.72

76.22
± 0.96

75.95
± 0.95

52.48
± 1.95

75.97
± 0.95

5 Conclusions

The use of computer analysis of CT images for classification is attracting more and
more attention. People realized that this was a way to save a lot of medical and human
resources, and to reduce unnecessary contact with patients and reduce the risk of infec-
tion. Combined with wavelet entropy and artificial bee colony algorithm, this study
proves that the model has improved the classification of CT images. The data show
that the results are relatively ideal. This method has not been applied in other medical
image classification tasks so far. In the future, we will apply this method to different
types of medical images to continuously verify, optimize and improve the performance
of this method. We believe that after continuous experiments, the application scope of
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this method will be more extensive, suitable for the classification and diagnosis of vari-
ous diseases, and improve the efficiency and accuracy of diagnosis, so as to face more
challenges in the future.
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Abstract. Robot conflicts elimination and efficiency improvement from
a global perspective are important issues in intelligent storage systems.
In order to improve the operation efficiency of intelligent storage system
more effectively, a heat-map Algorithm by combing the reservation table
in this paper. Firstly, a small storage grid model applicable to multiple
storage modes is established. Secondly, considering the frontal collision
problem of multiple robots, an improved reservation table is established,
which greatly reduces the storage space occupied and improves the oper-
ation efficiency at the same time. In addition, the heat map algorithm
is added to reasonably allocate the tasks, avoid the congested area and
realize the dynamic assignment of tasks. Finally, the effectiveness of the
proposed design scheme is demonstrated by simulation.

Keywords: Improved A* algorithm · Improved reservation form ·
Heat map algorithm

1 Introduction

In recent years, intelligent storage has developed rapidly, and the sales of multi-
robot intelligent storage systems have been growing. Conflict-free scheduling of
multiple robots is the core of intelligent storage systems. The existing warehouse
is expanding, the number of robots is gradually increasing, the system operation
process is complex, and the problems are closely connected, and the best route
for a single robot and the optimal strategy for a single problem are not optimal
when the system is running globally. Since there is more than one robot in
the warehouse, conflicts are caused between multiple robots, and the shortest
path may have other robots passing through frequently, creating serious conflict
problems, and conflicts are strongly dynamic and interleaved, easily causing
serial conflicts and congestion, and even deadlock phenomena.

The conflicts between robots can be grouped into the following categories:
catch-up conflicts, intersection conflicts, and phase conflicts. For these conflicts,
there are various heuristic rules that can be employed, such as improved particle
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022

Published by Springer Nature Switzerland AG 2022. All Rights Reserved

S.-H. Wang and Y.-D. Zhang (Eds.): ICMTEL 2022, LNICST 446, pp. 655–664, 2022.

https://doi.org/10.1007/978-3-031-18123-8_51

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18123-8_51&domain=pdf
https://doi.org/10.1007/978-3-031-18123-8_51


656 S. Bi et al.

swarm algorithm [1], or adopting various approaches such as leaving, detour-
ing and waiting before starting to avoid different conflicts [1]. The literature [1]
proposed a Firefly-based Approach (FA) for robot cluster path planning, where
firefly social behavior is used to optimize group behavior. In the literature [1], a
Combined Roadmaps and Potentials for Swarms (CRoPS) path planning algo-
rithm is proposed by combining probabilistic roadmaps and potential field meth-
ods to enable clusters to move efficiently to desired destinations while avoiding
collisions with each other and with static obstacles. The literature [1] investi-
gates an improved bidirectional A* algorithm to reduce the path length and the
time required to plan the path for search and rescue UAVs. The literature [1]
uses an improved Q-Learning algorithm to plan the shortest path for each robot
to complete the mission goal and form a reservation table to reduce the standby
state of robots without a task and balance the workload among robots. The liter-
ature [1] proposed a particle swarm optimization-based path planning algorithm
for UAV clusters in dynamic environments. In route planning, it is easy to fall
into the local optimum problem by using a particular algorithm alone, and the
literature [1] proposed a hierarchical path planning method based on a hybrid
genetic particle swarm optimization algorithm, which can find the optimal path
quickly and efficiently by avoiding obstacles in a complex environment.

In the intelligent storage system, the existing methods mostly minimize the
conflict range from the path planning, but can not completely optimize the
conflict from the global perspective, and can only qualitatively reduce the conflict
but not quantitatively eliminate it.

To address this problem, the multi-robots vertex and edge collision problem
is considered by using an improved A* algorithm for path finding for each robot
based on the establishment of a warehouse raster map with an improved reser-
vation table. Moreover, for the purpose of achieving an efficient multi-robots
conflict-free scheduling scheme, a heat map is added by reflecting the congestion
level of the lanes and determining the matching rules between robots and order
and picking tables.

2 Algorithm Design

2.1 Establishment of the Environment

Raster Map Building. This paper proposes a more standard small storage
model applicable to a variety of storage modes, which can cope with the storage
requirements of a variety of scenarios. A reasonable environment representation
facilitates the establishment of planning methods and the selection of suitable
search algorithms to finally achieve a more satisfactory path with less time over-
head. There are many ways to build environment maps, such as visual map
method, free space method, topology method, raster method, etc. This thesis
intends to use the raster method to model the warehouse environment.

A small warehouse model with a length of 25 m and a width of 26 m was
constructed, and the map was partitioned using the raster method. Each raster
was 1 m long and 1 m wide, and the map was partitioned into 650 rasters, as
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shown in Fig. 1. The blue area is the picking table location. The picking tables
were arranged in the leftmost two columns of the warehouse, and each picking
table occupied two grids. The black area is the placement of warehouse shelves.
The warehouse shelves are arranged in the form of shelf groups, each group
occupies 8 grids, arranged in the form of 2 rows and 4 columns, and the shelf
groups are kept at an interval of one grid wide as a transportation path for
the robot, the location of the white area in Fig. 1 is the transport aisle. As
shown in the figure, the robot represented by the green icon delivers the goods
to the designated shelf through the transportation lane. In this paper, we ignore
the problem of different sizes of pallets caused by different goods, and set each
pallet to be a standard module of 1 m in length and 1 m in width, and the robot
transports only one pallet per task.

Fig. 1. Raster map and warehouse structure. (Color figure online)

Improved Appointment Form. In intelligent storage systems, multiple
robots are involved in transporting goods in and out of the warehouse at the
same time, and the environment is dynamic and variable, which can lead to con-
gestion, collision and even deadlock. To address this problem, this thesis uses a
reservation table to monitor and record the motion paths of robots, which facil-
itates the subsequent path optimization algorithm to query the historical paths
of robots by calling the reservation table to avoid path conflicts.

The reservation table created is shown in Fig. 2. Variable k indicates the num-
ber of reservation tables corresponding to the current moment, the reservation
table is arranged in time order, and the time interval is the time consumed by
the robot to move from the center position of the grid to the center position of
the adjacent grid Δt. The system records the appointment table every Δt. The
kth reservation table records the position states of all robots at the moment of
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k · Δt, and the (k-c)th reservation table records the information at the moment
of (k−c) ·Δt. The rix in the kth reservation table denotes the horizontal coordi-
nate of the warehouse location where robot i is at the moment of k∗ ·Δt, and riy
denotes the vertical coordinate of the location where robot i is at this moment.
When the robot updates its path, the position information in the reservation
table will be updated simultaneously.

Fig. 2. Improved reservation form.

The number of rows and columns of the matrix of the unimproved reservation
table is equal to the number of rows and columns of the raster map, and the
route is circumvented by querying the “0” and “1” status of a location. This
method occupies a lot of useless matrix space, causing matrix redundancy, and
the query step is tedious. In the improved reservation table, the number of rows
in each reservation table is equal to the number of robots, the number of columns
is 2, and only the X and Y coordinates of the grid location of each robot at the
current moment are stored. When the algorithm calls the improved reservation
table, it only needs to compare whether the same coordinates appear at the
same moment to determine whether there is a conflict and achieve the purpose
of collision avoidance.

2.2 Improved A* Algorithm

A* algorithm, as a heuristic algorithm, prioritizes the extended nodes according
to the estimated cost function, selects the best node, and repeats the above steps
at this node until it reaches the target point, which is the most effective direct
search method for solving the shortest path in static maps. The warehouse map
built in this thesis is simple and regular, which is suitable for calculating the
shortest path using A* algorithm.
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The robot starts from the starting raster point and expands the surrounding
raster at the current raster point. In this paper, the robot in the warehouse
only moves up, down, left and right, so the four-neighborhood search method
is chosen. The current position is called the parent node, and the estimated
cost of the surrounding four directional grids is calculated and put into the
candidate table for storing the extended nodes. After all the surrounding nodes
finish estimating the cost, the grids with the smallest estimated cost are selected
as the new moving position, and this position becomes the new parent node.
The new parent node is used as the center to expand the grid, and this step
is repeated until the robot reaches the target point. Finally, an optimal path is
obtained from the starting point to the target point with the minimum cost.

The expression of the improved cost estimation function of the A* algorithm
is:

f(n) = g(n) + h(n) +
m∑

j=1

tj(turn) +
m∑

j=1

tj(wait) (1)

where
∑m

j=1 tj(turn) is the sum of the extra time spent by the robot in steering
from the starting grid to the current grid, and

∑m
j=1 tj(wait) is the extra time

spent by the robot in waiting in place due to path conflicts in the process from
the starting grid to the current grid. g(n) denotes the actual cost of moving from
the starting grid to the current grid n. The actual cost is generally expressed by
distance or time, and this paper uses time as a uniform scalar to compare the
size of the cost of the function f(n). g(n) is expressed as:

g(n) =
d

v
(2)

d is the actual distance traveled by the robot from the starting grid to the current
grid n, and v is the speed at which the robot travels at a uniform speed. h(n)
denotes the heuristic estimation cost from the current grid n to the target grid
point, and the expression is:

h(n) =
dn
v

(3)

dn is the estimated shortest distance of the robot from the current raster n
to the target raster point, where the estimated distance is calculated using the
Harmattan distance:

dn = abs(n.x − goal.x) + abs(n.y − goal.y) (4)

The Harmattan distance is the sum of the horizontal and vertical distances of
the current node n and the target point.

However, when the A* algorithm expands nodes in the parent node, there
will be a situation that the expanded nodes are already occupied by other robots,
which will cause vertex conflict among robots if not avoided. Adding a query step
to the reservation table in the A* algorithm can achieve the purpose of avoiding
the vertex conflict.
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Meanwhile, since the expansion interval of the A* algorithm is a fixed value,
it generally takes a raster as a unit and expands according to the raster. This
will lead to the situation of edge conflict, i.e., the reservation table is not queried
to have robots in the same position at the same time, but the run will collide at
the raster junction, as shown in Fig. 3.

Fig. 3. Situations of edge conflict.

In order to avoid edge conflict, the reservation table is cross-called in the
A* algorithm and brought into the decision formula. If the decision formula is
satisfied, it is determined that this extended node will have edge conflict and
the node needs to be reselected. The determination formula is as follows:

Fpoint(x, y) ∈ R(k+1)

⋂
Npoint(x, y) ∈ R(k) (5)

where Fpoint(x, y) denotes the coordinates of the parent node, Npoint(x, y)
denotes the coordinates of the extended node, Rk denotes the reservation table
matrix at the moment of the parent node, and R(k+1) denotes the reservation
table matrix at the moment of the extended node.

2.3 Heat-Map Algorithm

By improving the A* algorithm and the control of the reservation table, the
collision problem is avoided, but only local conflicts can be solved, and the
operation of the whole raster map path cannot be observed globally. As the
number of robots increases, there may be local abnormal congestion while other
locations in the warehouse are free, which greatly reduces the efficiency of the
robot system in delivering goods.

For this reason, this thesis incorporates a heat map algorithm that reacts to
the congestion level of the aisles, and takes the shelf groups and picking tables as
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units, and reacts the congestion level of the surrounding aisles to the correspond-
ing shelf groups and picking tables as the basis for selecting the target points
and picking tables for new tasks, as shown in Fig. 4. By calling the reservation
table data for a certain time period, the number of robots passing through each
aisle during this time period is calculated and used as the congestion level value
for each aisle, which is involved in the calculation of the heat value for each shelf
group.

Fig. 4. Diagram of the heat map reflecting the level of congestion.

The congestion level of each lane is calculated by the following formula:

Congestion =
N(k − RI · Δt, k)

RI
(6)

where Congestion is the congestion level of the lane at the recording range of
RI, and N(k−RI ·Δt, k) is the number of robots passing through this lane from
the moment of k − RI · Δt to the current moment of k.

To facilitate the calculation of the thermal value, the coordinates of the shelf
groups and the lanes are numbered, both using the top-down and left-to-right
numbering, with the coordinates of the first shelf at the top left being (1, 1),
and so on, to obtain the following formula for calculating the thermal value of
each shelf group.

Wh(i, j) = Cw(i, j) + Cw(i, j + 1) + Cl(i, j) + Cl(i + 1, j) (7)
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where Wh(i, j) is the heat value of the shelf group with coordinate (i, j), Cw(i, j)
is the congestion degree value of the short aisle to the left of this shelf group,
and Cl(i, j) is the congestion degree value of the long aisle in front of this shelf
group.

The unassigned tasks correspond to the shelf group where their target points
are located one by one, and are sorted in ascending order based on the heat value
of the shelf group where they are located; the smaller the heat value is, the more
forward the task point is, and if the heat values are the same, the task point
with the closest distance to the matching transport robot takes precedence. The
reordered task list avoids orders for goods in shelves within the congestion range,
as well as choosing to avoid picking stations with long waiting times, to achieve
dynamic allocation.

3 The Simulation Results

For demonstrating the effectiveness of the proposed algorithm, the reservation
table-based A* algorithm was compared with the improved A* algorithm based
on the heat map algorithm (hereafter referred to as the optimized algorithm)
designed in this paper in the warehouse raster map model created in this the-
sis. Simulation experiments are conducted using MATLAB, and the simulation
experiments are as follows.

(1) Compare the situation of transporting different number of task orders with
the same number of robots, the number of robots is set to 8, and the number
of orders is 50, 100, 150, 200, 250 in order. Simulation results are shown in
Fig. 5, compared with the A* algorithm, the efficiency of order completion
under the optimization algorithm are greatly improved, the more the number
of orders, the more obvious the efficiency improvement of the optimization
algorithm, from 50 groups of tasks 7.91% improvement, gradually increasing
to 19.36% improvement for 250 groups of tasks.

(2) Comparing different numbers of robots delivering goods under the same
order, the number of goods is set to 100, and the number of robots is 2,
5, 8 and 12. simulation results are shown in Fig. 6, compared with the A*
algorithm, the order completion time under the optimization algorithm are
shortened, and the effect of the optimization algorithm gradually decreases
with the increasing of robots number, from 38.28% improvement of 2 robots
to 15.06% improvement of 12 robots, but it still has a significant lifting
effect.
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Fig. 5. Simulation results with different number of orders.

Fig. 6. Simulation results with different number of robots.

4 Conclusion

In this paper, a heat map based improved A* algorithm is proposed for the multi-
vehicle scheduling problem in the intelligent storage system. The following work
is accomplished: the warehouse raster map is established; the reservation table
is improved, which greatly reduces the storage space occupied by the reservation
table while improving the operation efficiency. The A* algorithm was improved
to avoid vertex conflicts and edge conflicts at the same time. The heat map
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algorithm is added to reasonably allocate tasks, avoiding congested areas and
realizing the dynamic assignment of tasks. Finally, the feasibility and effective-
ness of the scheme are verified by simulation.
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Abstract. For improving the accuracy of the indoor navigation system,
a Kalman filter (KF) will be proposed to filter the quaternion and to
obtain the acceleration. Then, the human body is tracked based on the
distributed quaternion extended Kalman filter (DQEKF) by combing
with inertial navigation system (INS)/ultra-wide band (UWB) technol-
ogy. In the proposed algorithm, the used local data filter is composed
by four sub-filters, the position information is used as the state vector,
which is more effective in dealing with the noise. In the following, the
outputs of the local filters are the inputs to the main filters for fusion
and provide the best estimate. Finally, experimental results show that
the proposed scheme can reduce the positioning error effectively.

Keywords: Quaternion · Inertial measurement unit · Ultra wide
band · Indoor human localization

1 Introduction

With the development of science and technology, people’s demand of accurate
location information becomes more and more intense. For example, in a large
store, customers can use positioning technology to find the location where they
need to buy items and get the best route more easily [1]. Parents can use posi-
tioning information to locate their children in real time. Positioning technology
is the basis of providing for various location services [6]. However, with the exist-
ing positioning technology, it is difficult to achieve the expected results of indoor
positioning, and indoor metal components, electrical signals, obstacles, etc., will
interfere with the positioning signal, resulting in inaccurate indoor positioning.
For the positioning technology in the indoor environment, how to use the limited
sensor information obtained to eliminate the influence of the complex indoor nav-
igation environment on the obtained pedestrian position information has become
a hot topic of research.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022

Published by Springer Nature Switzerland AG 2022. All Rights Reserved

S.-H. Wang and Y.-D. Zhang (Eds.): ICMTEL 2022, LNICST 446, pp. 667–674, 2022.

https://doi.org/10.1007/978-3-031-18123-8_52

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18123-8_52&domain=pdf
https://doi.org/10.1007/978-3-031-18123-8_52


668 J. Cao et al.

The Kalman filter (KF) was proposed in the last century and has made a
remarkable contribution to the connection between cybernetics and information
theory. Unlike traditional frequency-domain filtering, Kalman filtering is a time-
domain state predictor. Since there will be some errors due to internal noise and
external interference when collecting data, Filters can correct the data, and this
process can also be seen as a filtering process. In recent years, KF has developed
rapidly. When dealing with some nonlinear systems, the extended Kalman filter
(EKF) comes into play, which is a KF that linearizes expectation and variance [5].

This paper studies a method that can effectively improve the positioning
accuracy. First, KF filters the quaternion to calculate acceleration [3]. Then,
distributed quaternion EKF (DQEKF) filtering is performed on the position
and velocity position of the pedestrian. Then the output of the local filter is
input to the main filter for fusion to eliminate the influence of the complicated
indoor navigation environment on the obtained pedestrian position information
and ensure the continuous stability of the pedestrian navigation information [4].

The remainder of this paper is arranged as follows. Section 2 discusses the
pedestrian positioning scheme based on quaternion. The performance of the
proposed algorithm is verified through simulation results in Sect. 3, and Sect. 4
summarizes this article.

2 Fusion Model

In this section, the indoor pedestrian integrated navigation scheme based on
quaternion distributed filter will be designed in details. Figure 1 shows the block
diagram of the distributed filter. For distributed filters, it includes four sub-filters
and a main filter. In the structure, the sub-filter is used to estimate the system
parameters. Among them, d1, d2, d3, d4 are the distance information collected
by ultra-wide band (UWB). The output of the sub-filter is used as the input
of the main filter to perform data fusion to obtain more accurate pedestrian
position [2]. When the signal is collected, it will be affected by the interference
of external signals and the internal noise of the device, and hence error and
randomness happens in the received signal. In order to obtain the desired signal,
the signal needs to be filtered to eliminate the disturbance.

This procedure includes two steps: KF is used to filter the quaternion, and
DQEKF is designed to filter the position information of pedestrians.

2.1 Quaternion Filtering

A quaternion is used as state vector and the state equation is:

Qq
k = Fq

k−1Q
q
k−1 + Mq

k−1, (1)

where Qq
k =

[
Q1 Q2 Q3 Q4

]T , Mq
k is the noise of Qq

k at time k.
The state matrix is:

Fq
k =

[
I4×4 +

Δt

2
Ω (ck − vk)

]
, (2)
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where ck represents the current gyroscope measurement, and vk is the average
value of the gyroscope measurement in an attitude phase.The definition of Ω (n)
is as follows:

Ω (n) =
[

0 −nT

n − [n×]

]
,∀n =

[
n1 n2 n3

]T ∈ R3, (3)

[n×] =

⎡

⎣
0 −n3 n2

n3 0 −n1

−n2 n1 0

⎤

⎦ . (4)

The observation matrix is:

Hk =

⎡

⎣ 0 −
(
gk − [A (Qq

k)]−1 gk

)T

gk − [A (Qq
k)]−1 gk

(
gk − [A (Qq

k)]−1 gk

)
×

⎤

⎦ , (5)

In the formula, gk = [0 0 G ], G is the gravitational acceleration at the cor-
responding location. A (Qq

k) is the direction cosine matrix:

A (Qq
k) =

(
r2 − eT e

)
I3×3 + 2eeT − 2r [e×] , (6)

where r and e are the scalar part and vector part of the quaternion Qq
k respec-

tively, I3×3 is the identity matrix.
Based on this model, the next step is to design a KF filter. ab

k represents
the acceleration in the carrier coordinate system, converted to the geographic
coordinate system using the filtered quaternion:

an
k = A (Qq

k)ab
k. (7)

2.2 Position Filtering

The DQEKF is used to filter the position and estimate the position. The state
vector consists of position and velocity. The state equation is:

Sl
k

=

⎡

⎢
⎢
⎣

1 0 Δt 0
0 1 0 Δt
0 0 1 0
0 0 0 1

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
Al

k−1

Sl
k−1 +

⎡

⎢
⎢
⎣

Δt2

2
Δt2

2
Δt
Δt

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
Cl

k−1

al,n
k−1 + wl

k, (8)

where Sl
k

= [xk, yk, vx,k, vy,k]T is the state vector of the lth local filter at the time
index k. At time k, [xk, yk] represents the current pedestrian position, [vx,k, vy,k]
represents the current pedestrian speed vector, ak represents the acceleration
vector , the wl

k ∼ N (
0,Bl

)
is the noise of the Sl

k
.

The observation equation is:

dl
i,k =

√
((xk) − (xi))

2 + ((yk) − (yi))
2 = h

(
Sl

k

)
+ νl

k
, i = 1, 2, ... (9)
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Fig. 1. Structure diagram of distributed filter.

Among them, (xi, yi) is the coordinate of the i-th reference node (RN), (xk, yk)
are the location information of the target pedestrian in the east and north direc-
tions, νl

k
∼ N (

0,Rl
)

is the measurement noise.
Firstly, with the initial value Sl

0 and Pl
0, the Sl

k+1 and Pl
k+1 can be predicted

at the time index k via Eqs. (10) and (11).

Sl
k = Al

k−1S
l
k−1 + Cl

k−1a
l,n
k−1 + wl

k, (10)

Pl
k = Al

k−1P
l
k−1

(
Al

k−1

)T
+ Bl

k−1, (11)

where Pl
k represents the covariance matrix of Sl

k. Then, the Sl
k and Pl

k can be
updated at the time index k via Eqs. 12, 13 and 14.

Kl
k = Pl

k

(
Hl

k

)T
[Rl

k + Hl
kP

l
k

(
Hl

k

)T
]−1 , (12)

Sl
k = Sl

k + Kl
k[dl

i,k − h(Sl
k)] , (13)

Pl
k = [I − Kl

kH
l
k]Pl

k , (14)

where Hl
k = ∂h(slk)

∂slk
.

With the local EKF’s output Sl
k and Pl

k, the main filter works to provide
the optimal output by fusing Sl

k and Pl
k by Eqs. (15) and (16).

Sk = Pk

((
P1

k

)−1
S1

k +
(
P2

k

)−1
S2

k +
(
P3

k

)−1
S3

k +
(
P4

k

)−1
S4

k

)
, (15)

Pk =
((

P1
k

)−1
+

(
P2

k

)−1
+

(
P3

k

)−1
+

(
P4

k

)−1
)−1

. (16)
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3 Experimental Testing

In this section, the performance of the above mentioned dual filters is verified
through tests.

3.1 Experimental Environment

The indoor environment selected for this experiment is the lobby on the first
floor of the Machinery Building of the West Campus University of Jinan, as
shown in the Fig. 2. In which, four UWB reference nodes (UWB RNS) are used
to make the measured data more accurate, so that the height of the UWB blind
node (UWB BN) is consistent with the height of RNS. The UWB BN on the
shoulder is used to receive RNS signals to measure the distance between them,
and then process them to obtain the UWB trajectory. The target pedestrian is
shown in Fig. 3, the data measured by the UWB and the encoder on the wheel
are processed as a reference trajectory, the inertial measurement unit (IMU) on
the foot is used to measure the quaternion data, and the computer is used to
collect and process data.

RN
RN

RN

RN

Target pedestrian

Fig. 2. Test environment.
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Computer

IMU

UWB BN

Fig. 3. Experimental equipment and target personnel.

3.2 Performance Analysis of the Proposed Algorithm

In this chapter, to verify the effectiveness of the proposed algorithm, it is com-
pared with UWB and distributed EKF (DEKF) trajectories. The reference path
and trajectory estimated by UWB, DEKF and DQEKF are shown in the Fig. 4,
which shows that DQEKF can provide accurate path. In addition, the purple cir-
cle in the Fig. 4 represents the position of the UWB RNS, the triangle represents
the starting position, and the square represents the end point. Figure 5 is given
to depict the cumulative distribution function (CDF), and the Fig. 5 shows that
the DQEKF has good estimation performance. To be more convincing, Table 1
lists the root mean square error (RMSE) of the estimated positions for UWB,
DEKF, and DQEKF. It can be seen from Table 1 that the RMSE is larger than
that of UWB due to the large error in the intermediate position of the DEKF
experiment. The RMSE estimated by DQEKF is the smallest at 0.358 m and
0.297 m in the east and north positions, respectively.
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Table 1. The RMSE (m) generated by UWB, DEKF and DQEKF

Filter RMSE

East North

UWB 0.474 0.385

DEKF 0.930 0.5058

DQEKF 0.358 0.297
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4 Conclusion

This article studies how to perform distributed filtering on quaternion and loca-
tion information. The acceleration is calculated from the filtered quaternion, and
then the pedestrian’s position and velocity information is used as the state vec-
tor, and the distributed EKF is used for filtering. In this algorithm, four EKFs
are used as local data fusion filters, and the output of the local filters is used as
the input of the main filter. The fusion obtains the optimal estimation, thereby
obtaining more accurate pedestrian position information. The experiment test
results show that comparing with the traditional model, the presented design
model can effectively reduce the error.
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Abstract. With the development of deep learning technology, the nav-
igation technology of mobile robot based on deep reinforcement learning
is developing rapidly. But, navigation policy based on deep reinforce-
ment learning still needs to be improved in crowds environment. The
motion intention of pedestrians in crowds environment is variable, and
the current motion intention information of pedestrian cannot be judged
by only relying on a single frame of sensor sensing information. There-
fore, in the case of only one frame of input, the pedestrian motion state
information is partially observable. To dealing with this problem, we
present the P-RL algorithm in this paper. The algorithm replaces tradi-
tional deep reinforcement learning Markov Decision Process model with
a Partially Observable Markov Decision Process model, and introduces
the LSTM neural network into the deep reinforcement learning algo-
rithm. The LSTM neural network has the ability to process time series
information, so that makes the algorithm has the ability to perceive the
relationship between the observation data of each frame, which enhances
the robustness of the algorithm. Experimental results show our algorithm
is superior to other algorithms in time overhead and navigation success
rate in crowds environment.

Keywords: Deep reinforcement learning · Robot navigation ·
Partially observable Markov decision process

1 Introduction

With the development of technology that automatic driving and artificial intelli-
gence, the application scene of the robot has been expanded from the industrial
environment to the social environment of sharing activity space with human.
Mobile robot navigation is used in factories, hospitals and shopping malls. These
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tasks are still a challenging problem, because they require mobile robots to nav-
igate safely and effectively in crowds environment [7,9,14].

Collision avoidance is an essential ability which the mobile robots navigate
in crowds environment. Early works have proposed many methods which based
on pedestrian motion model to dealing with the problem of mobile robot navi-
gation in crowds environment. The pedestrian motion models have three main
categories: social force model, data-driven and geometric approaches. The social
force model [6,8] proposes a model of crowds interaction based on Gaussian pro-
cess. These methods perform well in a crowds simulation, but they usually do
not predict the movement of individual pedestrian. The data-driven approaches
[1,13] can learn pedestrian dynamics from past trajectories. But these methods
usually hard to obtain the required training data and the learning model may
be not well generalized to different scenarios. The geometric approaches include
the Reciprocal Velocity Obstacle(RVO) [2] and the Optimal Reciprocal Collision
Avoidance(ORCA) [11]. This kind of methods through optimization the geomet-
ric feasible space to calculates the obstacle avoidance paths for multi-agents.
But, these methods can not understand the diversity of human behavior, the
movement trajectory of robot is short-sighted in time which lead to unnatural
robot behaviors and create movement oscillatory in crowds environment [3].

With the development of technology which artificial intelligence and auto-
matic driving. Robots encode features related to the interaction between the
crowds or robots in the navigation policy and use neural network learning expe-
rience to understand crowds environment which produces paths that are close to
human behavior through learning. Many researches have proposed the methods
which motion planner base on deep reinforcement learning [10,15]. These meth-
ods learn policies from raw sensor input of the environment by reinforcement
learning methods. However, it is difficult to extract the richer high-level repre-
sentation of pedestrian intention in raw sensor information which makes them
difficult navigation results in crowds environments. In order to dealing with this
problem, some people proposed the deep reinforcement learning navigation algo-
rithm based on the representation of pedestrian state which integrates pedestrian
motion prediction into the decision making process to generate a path close to
human behavior [3–5]. The algorithm extracts pedestrian state information from
the original data as the input of reinforcement learning. The relevant features
of the interaction between the crowds and robot are encoded into a fixed-length
vector, which processes the state of each pedestrian in descending order accord-
ing to the distance which between the robot and pedestrians. Although these
methods have proved well results when working in a crowds environment, but
there are still some limitations for robot navigation. These methods are based
on single frame data and do not process the time series information, which will
lead to short-sighted and make a detour of robots in crowds, because of they do
not consider the future movement state of pedestrians.

In this work, we propose a new algorithm which can dealing with these previ-
ous shortcomings. Inspired by DRQN algorithm [12], our algorithm will consider:
First, we incorporated the interactions between the observation data of adjacent
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frames into the reinforcement learning network to overcome the short-sighted
problem of robot trajectory time, and without using multi frame data class to
predict the future pedestrian trajectory. Second, we use of the POMDP model
to replace with the MDP model in deep reinforcement learning, which enhance
performance whith robustness of the algorithm. Thirdly, we add the attention
network into the neural network, infer the relative importance of the adjacent
frame data relative to its future state through the attention network, so as to
focus on the key frame data and improve the learning efficiency.

This paper is structured as following. In the second section, we introduces the
related work of robot navigation algorithm. In the third section, we introduces
the robot navigation base on deep reinforcement learning. Introduces the details
of the P-RL algorithm in the fourth section. Introduces the experiments and
result in the fifth section. Finally we concluded the algorithm.

2 Related Work

Early works have proposed many methods which based on pedestrian motion
model to dealing with the problem of robot navigation in crowds environment.
The Optimal Reciprocal Collision Avoidance(ORCA) [11] is the best performance
algorithm in these algorithms. In this algorithm, the robot calculates the velocity
space of other agents to avoid collisions with them, the robot can selects the
optimal velocity in the intersection of all permitted geometric feasible velocity
space. However, since the velocity space-based method does not consider the
change of future state with agents, they will create oscillatory and unnatural
behaviors in crowds environment.

The method of using pedestrian motion model to dealing with the problem
of mobile robot in dense crowded is too depend on the human-engineered hyper
parameters and rules which the effect is often poor. In order to dealing with
these problems, deep reinforcement learning method has been widely studied in
the field of robot navigation. In Deep reinforcement learning method, the robot
use neural network learning experience to understand crowds environment which
produces paths that are close to human behavior through learning.

There are a number of recent studies proposed the collision avoidance algo-
rithm using deep reinforcement learning which integrates pedestrian motion
prediction into the decision-making process to generate a path close to human
behavior [3–5]. Chen proposed a collision avoidance algorithm [4,5], this meth-
ods extracts the pedestrian motion state information from the original data
and takes the pedestrian motion state information as the input of reinforcement
learning. The relevant features of the interaction between the crowds and robot
are encoded into a fixed-length vector, which processes the state of each pedes-
trian in descending order according to the distance between the pedestrian and
the robot. However, it is not reasonable to allocate importance according to dis-
tance, the pedestrian following the robot may not be as important as the farther
pedestrian in front of it. A recent work proposed a approaches named SARL [3].
This method improved on previous work which uses the self-attention module
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to allocate different importance weights to different parts of the crowds, so as to
further improve the navigation performance.

Although these methods have proved well results when working, but there are
still some shortcomings for robot navigation. Firstly, these methods are based
on an idealized assumption that the motion states of robots and pedestrians
are globally known and absolutely real. And, these methods are based on single
frame data and do not process the time series information. It will lead to the
robots short-sighted and make a detour in the dense crowds because of they do
not consider the future movement state of pedestrians.

3 Robot Navigation Base Deep Reinforcement Learning

3.1 Problem Formulation

We designed a task of robot navigation that robot through the crowds and move
to a random goal position. The navigation task of mobile robot in the crowds
can be regarded as a decision process problem in deep reinforcement learning.
We take crowds environment as the multiple agent problem to modeling between
the robot and the crowds, where only robot agents’ policy π is trainable, and
the crowds agents’ policy π̃ is designed to a unknown function that is modeled
as a part of the environment.

In the past research, it is usually assumed that there is the robot and crowds
in the X-Y plane of the 2D-workspace. They suppose each agent state can
be observed, it include the position p, velocity v, orientation θ, goal position
g, preferred speed vpref and radius r, which are expressed as p = [px, py],
v = [vx, vy], θ, r, g = [gx, gy] and vpref . The robot state at time t can be
defined as St = [px, py, vx, vy, θ, gx, gy, r, vpref ], and the crowds state at time
t of each human state can be defined as Oi

t = [pi
x, pi

y, vi
x, vi

y, θ, gi
x, gi

y, ri, vi
pref ].

In the real-world, it is difficult for sensors to perceive the absolute real motion
state of pedestrian based on single frame data. So as to simulate the real-world
environment, we remove the speed, goal position and preferred speed informa-
tion of each crowds agent, and assume that the robot only observe the position,
direction and radius of each crowds agent. After modify, the robot data of each
frame become that states St = [px, py, vx, vy, θ, gx, gy, r, vpref ] and observation
state Oi

t = [pi
x, pi

y, θ, ri].
At each time step t, the robot observes a state of crowds which is include

the robot state and the each humans motion states. It can be defined as Sjn
t =

[St, O
1
t , O2

t , ..., On
t ].

The reward R(sjn
t , at) is designed to excitation the robot when reach goal

position and punish the robot close to humans or collisions humans.

R(sjn
t , at) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−0.25 dmin < 0,

−0.1 + dt/2 0 < dmin < 0.2,

1 pt = pg,

0 otherwise

(1)
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where dmin is the minimum safe distance between humans and robot for a cycle,
pt = [px, py] is the robot position at each time step t, pg = [gx, gy] is the goal
position.

We expect to obtain an optimal policy π∗ by deep reinforcement learning
that maximizes the expectation of discounted total rewards, the optimal value
function V ∗ of the state Sjn

t can be formulated as:

V ∗(Sjn
t ) =

T∑

t=0

γt · R
(
sjn

t , π∗
(
sjn

t

))
, (2)

where γ ∈ [0, 1) is a discount factor.
Base on Bellman Equation, the optimal value function can get a optimal

policy π∗
(
sjn

t

)
by the value iteration method. It can be derived as:

π∗(Sjn
t ) = argmax

at∈A
R(sjn

t , at)+

γ�t

∫

Sjn
t+�t

P (Sjn
t+�t|Sjn

t , at)V
∗(Sjn

t+�t) dSjn
t+�t

(3)

where �t is the time of decision interval between two actions, A is the action
space, P (Sjn

t+�t|Sjn
t , at) is a transition probability from Sjn

t to Sjn
t+�t when the

action at is executed.

3.2 Partially Observable Markov Decision Processes

In the real environment, Markov property is difficult to hold. The Partially
Observable Markov Decision Process model is an extension of Markov Decision
Process in partially observable environment, it can better capture the dynamics
of many real-world environments. Typically, the POMDP model can be defined
as the tuple (S,A, T,R,Z,O).

S is a collection of real state st in the real environment.
A is a collection of all available actions of the robot, and at ∈ A stand for

the action which the robot take in time t.
T is the probability distribution of the agent transferring to other states st+1

after executing action at at the state st, T (st, at, st+1) = p(st+1|st, at).
R is the reward which represents the reward after the agent takes an action

at, and it can be defined as R(st, at) = rt.
Z is a collection of observation results, which is the environmental data

obtained by the robot’s sensors.
O is the probability distribution of receiving observation zt after the agent

take action at in the state st, O(st, at, zt) = p(zt|st, at).
In the partially observable markov decision processes system, the system state

is not completely known. We maintain a belief over possible states. It defined a
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belief update function τ to estimate the current state.

bt(st+1) = ηO(st, at, zt)
∑

st∈S

T (st, at, st+1)bt−1(st) (4)

bt = τ(b0, a1, z1, a2, z2, ..., at, zt) (5)

where η is a normalizing constant, b0 is an initial belief, st ∈ S, b(st) � 0, and∑
st∈S b(st) = 1.

4 P-RL

4.1 Overall Framework

In this paper, we inspired by the DRQN algorithm [12] and proposed a new
algorithm. In our algorithm, we use of POMDP model to replace the MDP
model in reinforcement learning, and introduces the LSTM neural network into
the Value-Network. It deal with the problem of the robot navigation unsafe and
detour in the crowds environments. This algorithm as outlined in Algorithm 1.

Algorithm 1: P-RL algorithms
1 Initialize Value-Network Q;
2 Initialize the observation space S, action space A;
3 Set a random goal position g;
4 while Goal not reached do do
5 Get a observation state of robot and crowds Sjn

t ;
6 Select at = argmax

at∈A
R(sjn

t , at) + γ�t.υpref · Q(sjn
t ), Execute action at;

7 Obtain reward rt and result observation sjn
t+1;

8 end

4.2 Value-Network

In order to make the algorithm have the ability to process time series, we intro-
duce the LSTM neural network and attention module into the Value-Network.
We divide the Value-Network into feature module, belief module and decision
module, as show in Fig. 1.

Feature Module. We used the multi-layer perceptron neural networks(MLP1)
to encode state of robot and crowd into a fixed length vector, and obtain the
high-dimensional feature information of human-robot interaction εt.

εt = ϕε(s
jn
t ;Wε) (6)

where ϕε(·) is an encoded function composed of a multi-layer perceptron with
relu activations function, Wε is the encode weights.
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Fig. 1. The Value-Network is made up of the multi-layer perceptron neural networks
with activations function Relu and long-short memory networks and attention module.
It can be divided into feature module, belief module and decision module. The inputs
is the robot and crowds motion state, and the outputs is a optimal value of the value
function.

Belief Module. The module is made up of the LSTM neural network and the
attention module. In this module, the LSTM neural network infers the relation-
ship between each frame’s feature information of human-robot interaction ht.
The attention module scored each frame, and weighted by the attention score
αt to find the keyframe. Since the module has strong inference ability to time
series, we use it as the belief update function of POMDP model. The module
input is the feature information of human-robot interaction for each frame, and
output the corresponding belief bt.

ht = ψh(εt) (7)

where ψh(·) is a time series inference function composed of a long-short memory
network.

αt = φα(ht;Wα) (8)

where φα(·) is an attention function composed of a multi-layer perceptron.

bt =
T∑

t=0

softmax(αt)ht (9)

Decision Module. The module a multi-layer perceptron(MLP2). This module
is a regression network, which is composed of multiple fully connected layers. It
can be predicted the Q-value through observation state Sjn

t and belief value bt.

Qt = VQ(S
jn
t , bt;WQ) (10)
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where VQ(·) is a decision function composed of a multi-layer perceptron, WQ is
the decision weights.

5 Experiments

5.1 Simulation Setup

We built a simulation environment based on Gym which can simulation robot
navigation in crowds environment. In this simulation environment, we used cir-
cles with the radius of 0.25m to behalf of robots and crowds. Among them, robots
for crowds are controlled by Optimal Reciprocal Collision Avoidance algorithm
[11]. We assume that the robot and the crowd move freely in a space, in which
the crowd will not actively avoid the robot. The robot and the crowd are ran-
domly placed on a circular side length with a diameter of 4m, and the opposite
point on the side length over the center of the circle is set as the goal position.
The goal of robots and crowd was to move from the start position to the goal
position. So as to improve the training efficiency, we set the upper limit of robot
navigation time to 25 s. It is defined as navigation failure, when the navigation
time exceeds this upper limit.

5.2 Quantitative Evaluation

There are three most advanced methods, CADRL [5], LSTM-RL [4] and SARL
[3], are implemented as base-line methods for this experiments. It is difficult to
obtain the information of pedestrian speed in the simulated real world, so we
delete the information of speed in the population state based on the baseline
method. So as to assure the equity of the experiment, we run all algorithms in
this environment.

We use the method with Temporal-Difference Learning to train the deep
reinforcement learning algorithm. We create some data sets by ORCA [11] algo-
rithm to pretreatment train the neural network before deep reinforcement learn-
ing training. We generate 2000 pretrain data with ORCA [11] to initialization of
deep reinforcement learning. After pretraining, we train the algorithm for 4000
times of reinforcement learning. We use the method of dynamic greedy coeffi-
cient ε to improve the learning efficiency of deep reinforcement learning. At the
initial stage of training, the greedy coefficient e is set to 0.5, which makes the
algorithm more exploratory to generate more training data. With the increase
of training times, we gradually reduce the greedy coefficient ε to 0.01, making
the algorithm trust the trained neural network to promote the convergence of
the algorithm.

Figure 2 shows the curves of success rate, collision rate, reward and cost
time to reach goal in the simulated environment after 4000 rounds of training
for CADRL [5], LSTM-RL [4], SARL [3] and P-RL.

Analyzing Fig. 2, we can conclude that in the training environment without
pedestrian speed information, all base-line methods have been affected to a cer-
tain extent. Among them, CADRL [5] can not converge without pedestrian speed
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Fig. 2. The curves of success rate, collision rate, reward and cost time to reach goal in
the simulated environment after 4000 rounds.

information. In collision rate, LSTM-RL [4] and SARL [3] can not achieve good
convergence, and the collision rate remains at a high level. Although CADRL [5]
has the lowest collision rate, but the success rate and cost time is basically zero.
It can be seen that CADRL [5] maintains excellent collision avoidance ability,
but it has lost its path planning ability, so it is unable to complete the robot
mobile task. Compared with the base-line methods, our proposed algorithm P-
RL can maintain better navigation performance even when the pedestrian speed
information is lost. From the graph, we can see that our algorithm maintains
high robustness in terms of Success rate, Collision rate and Navigation Time.
And through the reward curve, we can see that our algorithm maintains a higher
learning efficiency than base-line methods, it can learn better navigation strate-
gies faster than base-line methods.

We used 500 random navigation tests to evaluate the model, using the average
of 500 tests data as the evaluation benchmark, as show in Table 1.

Analyzing Table 1, we can conclude that in the partially known environment
where the pedestrian speed state is lost, the data of the baseline algorithm can
not meet the standard, and the success rate is lower than 0.8, so the robot
navigation task can not be completed well. We provide the P-RL algorithm has
strong robustness, it still can maintain a success rate of 0.9 in this environment,
and the collision rate and navigation time are better than the baseline algorithm.
This shows that our algorithm has better performance in robot navigation tasks.
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Table 1. Table of the average of 500 random navigation tests data.

Method Success rate Collision rate Navigation time

CADRL 0.10 0.00 15.80
LSTM-RL 0.71 0.06 13.01
SARL 0.79 0.16 12.45
P-RL (Our) 0.90 0.05 12.21

6 Conclusion

In this work, we present the P-RL algorithm to dealing with the problem of
crowd navigation. The algorithm replaces deep reinforcement learning the MDP
model with the POMDP model, and introduces the LSTM neural network into
the deep reinforcement learning algorithm. The LSTM neural network has the
ability to process time series information to overcome the short-sighted problem
of robot trajectory time, and enhances the robustness of the algorithm. And,
add the attention network into the neural network, infer the relative importance
of the adjacent frame data relative to its future state through the attention
network, so as to focus on the key frame data and improve the learning efficiency.
Experimental results show our algorithm is preferable to other algorithms in time
overhead and navigation success rate in crowds environment.
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Abstract. In order to improve the recognition accuracy of stationery
placed in two layers in the material box and overcome the influence of
different depth of field on the recognition accuracy of stationery, one
stationery recognition system using dual cameras is proposed in this
work. In this mode, we employ two cameras, one has a shallow depth of
field, which is mainly used to identify the stationery placed on the upper
layer of the material box. The other camera has a deep depth of field,
which is mainly used to identify the stationery placed on the lower layer
of the material box. When the stationery recognition system works, the
two cameras works in parallel, and according to the comparison accuracy
of two cameras for the same stationery, the one with higher accuracy
is selected as the final output of the system. One real test has been
done to verify the performance of the proposed system, it shows that
the proposed system is able to accurately identify stationery at different
levels.

Keywords: Stationery recognition · Two layers · Dual cameras

1 Introduction

Image recognition technology is the ways to identify the image automatically
according to the image color characteristics, texture features, shape features
and spatial relationship features, which employs the computer vision, pattern
recognition, machine learning and other technical methods [4,5]. The earliest
image recognition technology can be traced back to the 1960 s [1,3], With the
development of computer technology and artificial intelligence, image processing
has gradually developed to target recognition, target recognition, fingerprint
recognition, etc. The image recognition technology used has also evolved from
the earliest template matching and prototype matching to deep learning and
support vector machine methods [2].
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In this paper, in order to improve the recognition accuracy of stationery
placed in two layers in the material box and overcome the influence of different
depth of field on the recognition accuracy of stationery, one stationery recogni-
tion system using dual cameras will be designed and investigated. In this mode,
we employ two cameras, it is mainly used to identify the stationery placed on
the upper layer of the material box. The other camera has a deep depth of field,
it is mainly used to identify the stationery placed on the lower layer of the mate-
rial box. When the stationery recognition system works, the two cameras works
in parallel, and according to the comparison accuracy of two cameras for the
same stationery, the one with higher accuracy is selected as the final output of
the system. One real test has been done to verify the performance of the pro-
posed system, it shows that the proposed system is able to accurately identify
stationery at different levels.

2 Dual Camera-Based Stationery Recognition Method

In this section, we will design the dual camera-based stationery recognition
method. The structure of the stationery recognition system using dual cameras is
shown in Fig. 1. From the figure, we can see that the stationery recognition sys-
tem includes two camera lens, which is able to overcome the influence of different
depth of field on image recognition caused by storing two layers of stationery in
the material box. The upper camera lens is used to identify stationery placed on
the upper floor, and the lower camera lens is used to identify stationery placed
on the lower floor.

The identification flow chart of the dual camera-based stationery recognition
method is shown in Fig. 2. From the figure, we can see easily that the the iden-
tification flows of the upper and lower camera lens have two modes: photo mode
and image mode. Firstly, when the stationery recognition system start to work,
both the upper and lower camera lens are working in parallel, they carry out the
following operations at the same time:

– Determine whether the camera is needed to take photos.
– If it needs the camera to take photos, the mode is photo mode, in this mode,

the camera is used to take pictures of the stationery, which is used to match
in the next steps.

– If it does not need the camera to take photos, the mode is image mode, in
this mode, the camera gets the image template from the data base, which is
built off line.

– Match the picture and the template of the stationery.
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After the above operations are completed, the recognition system selects
which lens should be selected as the final result of the system according to the
comparison of the results of two camera lens.

3 Test

In this section, we will investigate one real test to show the effectiveness of the
proposed method. In this section, the setting of the test will be introduced. And
the results of the tests will be investigated.

Fig. 1. The structure of the stationery recognition system using dual cameras.



692 K. Qian et al.

Fig. 2. The identification flow chart of the dual camera-based stationery recognition
method.

3.1 The Setting of the Test

The real test has been done in the engineering training center of the Qilu Uni-
versity of Technology, Jinan, China. Figure 3 shows the real environment of the
test. In this work, the test employs two industrial lenses: one is used as the
upper lenses, the other one is used as the lower lenses, the two lenes can meet the
requirements of different depth of field. Both the lenes are fixed on bracket. In this
work, the HIKVISION MV-CE200-10GM and MV-CA050-11UM as the camera.
And the computer is LAPTOP-OGCH3AJG, its CPU is Intel (R) Core(TM)
i7-8550U CPU @ 1.80 GHz 2.00 GHz, and its RAM is 8.00 GB.
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Fig. 3. The real environment of the test.

3.2 The Software of the System

In this work, we develop one software of the system, which is used to control the
system to get the picture and identify the type of stationery. The Fig. 4 shows
the main interface of software. From the figure, one can see easily that the main
interface obviously includes the image display of two different lenses. The soft-
ware of this system mainly includes camera debugging, template maintenance,
network configuration and other functions. Before the system is enabled, we first
need to complete the camera calibration using the software, which is shown in
Fig. 5.
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Fig. 4. The main interface of software.

Fig. 5. The software completes the calibration of the camera.
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Fig. 6. The identification of the document bag at the lower level of the material box
(a) the photo taken and (b) the identification result.
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3.3 Stationery Identification

In this section, we will show the performance of the designed stationery identifi-
cation system. In this section, we select two kinds of stationery: the file bag and
the calculator. To the lower layer of material box, the identification of the doc-
ument bag at the lower level of the material box is shown in Fig. 6. Here, Fig. 6
(a) is the photo taken and Fig. 6 (b) is the identification result. From the figure,
we can see that the proposed system is useful to complete the identification of
the document bag at the lower level of the material box (Fig. 7).

Fig. 7. The identification of the calculator at the upper level of the material box (a)
the photo taken and (b) the identification result.
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4 Conclusion

In this paper, in order to improve the recognition accuracy of stationery placed
in two layers in the material box and overcome the influence of different depth of
field on the recognition accuracy of stationery, one stationery recognition system
using dual cameras will be designed and investigated. In this mode, we employ
two cameras, it is mainly used to identify the stationery placed on the upper layer
of the material box. The other camera has a deep depth of field, it is mainly used
to identify the stationery placed on the lower layer of the material box. When
the stationery recognition system works, the two cameras works in parallel, and
according to the comparison accuracy of two cameras for the same stationery, the
one with higher accuracy is selected as the final output of the system. One real
test has been done to verify the performance of the proposed system, it shows
that the proposed system is able to accurately identify stationery at different
levels.
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Abstract. Due to the accuracy requirements of the human body lower
limb posture capture system, this paper proposes a quaternion Kalman
filter-based human body lower limb posture capture method. Firstly, we
employ the wearable inertial sensors to collect posture data of the lower
limbs. Then, for the purpose of weakening the interference of the noise to
the posture data of the sensors, the quaternion Kalman filter is designed.
With the output of the quaternion Kalman filter, the lower limb joints’
spatial position coordinates can be computed. The experimental results
show that the proposed quaternion Kalman filter-based scheme can effec-
tively reduce the attitude error, which make the attitude expression more
intuitive and accurate.

Keywords: Quaternion · Kalman filter · Position calculation ·
Wearable inertial sensor

1 Introduction

In recent decades, due to the increasing aging of Chinese society and people’s
pursuit of high-quality life, patients with sports impairment have increasingly
demanded effective rehabilitation training [1]. The inertial sensor posture cap-
ture system has the advantages of low cost, convenient operation and simple
system composition, which is conducive to the use of civilians in rehabilitation
training [4]. The advancement of wearable sensor technology provides an impor-
tant breakthrough for clinicians and graduate schools engaged in rehabilitation
medicine [3]. It integrates gyroscopes, accelerometers, and magnetometers. The
accuracy will be interfered by drift errors, motion acceleration, and surrounding
environmental magnetic fields, resulting in inaccurate attitude data output. How
to ensure the accuracy of posture information has become a hot topic [8].

Kalman filter is a magic filter algorithm, it is a state estimation algorithm
that combines prior experience and measurement update. Kalman filtering can
be applied to any dynamic system with uncertain information to make basic
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predictions for the next direction of the system. Once accompanied by vari-
ous disturbances, the Kalman transform can always point out what actually
happened. Recently, Kalman filtering has been implemented in many different
waves [7].

The accuracy of using wearable sensors to obtain posture data may be
affected by the environment, the joints tracked, and the type of exercise per-
formed, resulting in insufficient accuracy. This article presents an algorithm for
capturing the pose of the human body’s lower limbs based on the quaternion
Kalman filter. This method uses wearable inertial sensors to capture the pos-
ture data of the lower limbs, uses a quaternion Kalman filter as a local data
fusion filter, and then uses the filtered posture quaternion to calculate the three-
dimensional space position of the lower limb joints. After a lot of experimental
verification, it can be determined that this scheme makes the acquired posture
more accurate and intuitive.

The framework of this article is as follows: Sect. 2 designs the posture capture
scheme of human lower limbs. Section 3 discusses the quaternion Kalman filter
and the solution of lower limb joint positions. Section 4 verifies the quaternion
Kalman filter through the results of semi-physical simulation. Section 5 summa-
rizes this article.

2 Data Fusion Model

In this section, we will design the data fusion model used in this work. Since
the quaternion has the advantages of no gimbal deadlock phenomenon, high
efficiency, and convenient to use, we choose the quaternion as the attitude data
of the inertial sensor. In order to collect posture information of the lower limbs,
five wearable inertial sensors are used to place the abdomen, thigh and calf of
the human body respectively, and then the posture information will be collected.
The block diagram of the quaternion Kalman filter system is shown in Fig. 1. It
includes 5 quaternion Kalman filter local filters, the filter outputs the posture
quaternion Q, and uses the output results to calculate the position of the lower
limb joints to obtain accurate and intuitive lower limb posture.

Equation (1) represents the state equation of the filter in the fusion model,
taking the attitude quaternion of each sensor as the state variable.

Q(t)
l
=

⎡
⎢⎢⎣

1 − 1
2ωx (t − 1)T − 1

2ωy (t − 1)T − 1
2ωz (t − 1)T

1
2ωx (t − 1)T 1 1

2ωz (t − 1)T − 1
2ωy (t − 1)T

1
2ωy (t − 1)T − 1

2ωz (t − 1)T 1 1
2ωx (t − 1)T

1
2ωz (t − 1)T 1

2ωy (t − 1)T − 1
2ωx (t − 1)T 1

⎤
⎥⎥⎦Q(t − 1)

l
+ w(t − 1)

l
,

(1)

where Q(t)l =
[
q0 q1 q2 q3

]T represents the state vector of the filter of the lth

sensor at the time index t, l ∈ (1, n), n=5. T represents the sampling period;
(ωx (t − 1) , ωy (t − 1) , ωz (t − 1)) represents the projection of the angular veloc-
ity from the n system to the b system in the b system at the time index t, that
is output value of the gyroscope. w(t − 1)l ∼ N (

0,Gl
)

is the process noise.
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Fig. 1. Quaternion Kalman filter structure diagram.

The measurement equation used in this work can be written as:

Z(t)l = I4×4Q(t)l + Γ(t)l
, (2)

where Z(t)l =
[
q0 q1 q2 q3

]T represents the measured value of the lth sensor. I4×4

represents the 4th order identity matrix. Γ(t)l ∼ N (
0,Rl

)
is the measurement

noise.

3 Quaternion Kalman Filter and Calculation of Lower
Limb Joint Position

This section will design the quaternion Kalman filter based on model (1) and
(2) as the filter of each sensor. First, we rewrite the model (1) (2) as follows:

{
Q(t)l = F(t − 1)lQ(t − 1)l + w(t − 1)l

Z(t)l = H(t)lQ(t)l + Γ(t)l , (3)

In this model, the system parameter

F (t − 1) =

⎡

⎢
⎢
⎣

1 − 1
2ωx (t − 1) T − 1

2ωy (t − 1) T − 1
2ωz (t − 1) T

1
2ωx (t − 1) T 1 1

2ωz (t − 1) T − 1
2ωy (t − 1) T

1
2ωy (t − 1) T − 1

2ωz (t − 1) T 1 1
2ωx (t − 1)T

1
2ωz (t − 1) T 1

2ωy (t − 1) T − 1
2ωx (t − 1) T 1

⎤

⎥
⎥
⎦

is used as the state transition matrix, and the attitude quaternion of the sensor
is used as the State vector [5]. Choose attitude quaternion as the observation
vector. Because the state quantity and observation vector are both attitude
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quaternion, so the observation matrix is a 4th order identity matrix. H(t)l =
I4×4. According to model (3), quaternion Kalman filter can be designed.

First, it is known that the attitude quaternion output by the sensor is used as
the initial value Q(0)l of the state estimator. Then, Q(t|t − 1)l can be estimated
a priori on the time index t using Eq. (4) and Eq. (5).

Q(t|t − 1)l = F(t − 1)lQ(t − 1)l
, (4)

PQ(t|t − 1)l = F(t − 1)lPQ(t − 1)l
(
F(t − 1)l

)T

+ Gl, (5)

where Q(t|t − 1)l represents the prior estimation of the state quantity at the time
index of t, and PQ(t|t − 1)l represents the predicted value of the covariance of
the prior estimation error of the state quantity. Gl represents the process noise
variance of the lth sensor. Then, Eqs. (6), (7) and (8)can be used to update the
state quantity Q(t)l on the time index t.

K(t)l = PQ(t|t − 1)l
(
H(t)l

)T
[
Rl + H(t)lPQ(t|t − 1)l

(
H(t)l

)T
]−1

(6)

Q(t)l = Q(t|t − 1)l + K(t)l
[
Z(t)l − H(t)lQ(t|t − 1)l

]
(7)

PQ(t)l =
[
I − K(t)lH(t)l

]
PQ(t|t − 1)l (8)

where K(t)l is expressed as the Kalman gain coefficient, which can fuse the
measured value and the state quantity estimated a priori, and the result of the
measured quantity and the state quantity estimated a priori can be weighed
according to the magnitude of K(t)l. Rl represents the measurement noise vari-
ance of the lth sensor. Q(t)l represents the posterior estimation of the state
quantity at the time index t. PQ(t)l represents the updated value of the error
covariance of the state quantity.

The filter outputs the attitude quaternion, which is expressed as the rotation
from the navigation coordinate system to the carrier coordinate system, so the
rotation matrix Cb

n can be expressed as:

Cb
n =

⎡

⎣
2q2

0+2q2
1−1 2q1q2+2q0q3 2q1q3−2q0q2

2q1q2−2q0q3 2q2
0+2q2

2−1 2q2q3+2q0q1

2q1q3+2q0q2 2q2q3−2q0q1 2q2
0+2q2

3−1

⎤

⎦ , (9)

The coordinates of the knee joint and ankle joint are calculated based on
the posture quaternion and limb size output by the quaternion Kalman filter
and the position of the reference point. The detailed calculation method will be
introduced below.

First, determine the reference system as the C system. This method uses
the coordinate system of the sensor Xsens Dot where the abdomen is located
as the reference coordinate system, that is, the C coordinate system. The joint
coordinates calculated are all the position coordinates in this reference system.
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Take the right leg joint as an example. This method requires that the direction
of the right hip joint coordinate system is consistent with the direction of the
reference coordinate system, and the coordinate system of the lower limb joints
is required to be consistent with the coordinate system of the Xsens Dot sensor
installed on the thigh and calf. Lp is the thigh length; Ld is the calf length.
The direction of the sensor’s own coordinate system is shown in Fig. 2, which
conforms to the right-handed coordinate system [6]. The installation position of
the sensor and the direction of the sensor and joint position coordinate system
are shown in Fig. 3 [2].

Fig. 2. Sensor coordinate system.

Then the rotation matrix from the direction of the right knee joint coordinate
system (k system) to the direction of the reference coordinate system (C system)
can be expressed as:

CC
k = CC

nCn
k = CC

n (Ck
n)

T, (10)

The rotation matrix from the direction of the right ankle joint coordinate
system (a system) to the direction of the reference coordinate system (C system)
can be expressed as:

CC
a = CC

nCn
a = CC

n (Ca
n)

T, (11)
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Fig. 3. The installation position of the sensor and the direction of the sensor and joint
position coordinate system.

In the reference coordinate system (C coordinate system), through actual
measurement, the three-dimensional space coordinates of the right hip joint posi-
tion can be obtained:

Ph = (xh,yh,zh) , (12)
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Since the X-axis direction of the knee joint position coordinate system coin-
cides with the direction of the thigh, the right knee joint only has a component
in the X-axis direction relative to the right hip joint point Ph [4]. Then in the
reference coordinate system (C), the three-dimensional space coordinates of the
right knee joint can be expressed as:

Pk = LpCC
k,1 + Ph, (13)

where CC
k,1 is the first column vector of the rotation matrix CC

k .
In the same way, in the reference coordinate system (C), the three-

dimensional space coordinates of the right ankle joint can be expressed as:

Pa = LdCC
a,1 + Pk. (14)

where CC
a,1 is the first column vector of the rotation matrix CC

a .
The above are all steps to calculate the joint coordinates of the right leg, and

the calculation method of the joint of the left leg is the same as above.

4 Experimental Test

4.1 Experimental Environment

Five wearable inertial sensors Xsens Dot were used in the experiment. The author
placed the wearable inertial sensors at the reference point and the thigh and calf
of the lower limbs, and tried to ensure that the sensors on the upper and lower
legs were kept in the same straight line, and as far as possible to ensure that
the sensor Xsens Dot at the reference point remained stationary. In the course
of the experiment, with the assistance of a rehabilitation bicycle, the author
simulates a patient with sports impairment to perform rehabilitation exercises
for the lower limbs. The measured data environment and target personnel are
shown in Fig. 4 and Fig. 5.

4.2 Performance Analysis of the Proposed Algorithm

For the convenience of observation, We compare the filtered pose quaternion-
solved joint position results and the directly measured pose quaternion-solved
joint position results with reference values.

Figure 6 and Fig. 7 are the distribution diagrams of the absolute error of the
joint three-dimensional space position calculated by using the quaternion before
and after filtering. The black point set represents the distribution of the absolute
error of the joint three-dimensional space position calculated by the measured
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Fig. 4. Experimental equipment and target personnel.
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Fig. 5. Test environment.

value. The green point set represents the distribution of the absolute error of the
joint three-dimensional space position calculated after filtering. It can be clearly
seen that through filtering, the absolute error values of the X-axis, Y-axis, and
Z-axis of the knee and ankle are significantly reduced. Therefore, it can be shown
that the algorithm proposed in this paper has a good performance in reducing
the absolute error.

Figure 8 and Fig. 9 are cumulative distribution function (CDF) plots of joint
position errors before and after using the quaternion Kalman filtering method.
As shown in the figure, the solid black line represents the CDF curve of the
joint three-dimensional space position solved by the measured value. The green
solid line represents the CDF curve of the joint three-dimensional space position
calculated after filtering. It can be clearly seen from the figure that when y=0.9,
the x value corresponding to the green solid line is smaller than the x value
corresponding to the black solid line. That is to say, when the probability reaches
90 %, the joint position errors calculated by the filter value are significantly
smaller than the joint position errors calculated by the measured value.
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Table 1 shows the Root Mean Square Error (RMSE) before and after using
the quaternion Kalman filter. It can be proved that the quaternion Kalman
filter used in this experiment can effectively reduce the error of measuring joint
position.
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Fig. 6. Three dimensional position error distribution of right leg joint.
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Fig. 8. CDF map of the three-dimensional space position of the right leg joint before
and after filtering.
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Fig. 9. CDF map of the three-dimensional space position of the left leg joint before
and after filtering.
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Table 1. Three-dimensional space position RMSE of joints before and after filtering.

Position Aixs Before filtering RMSE/cm After filtering RMSE/cm

Right knee X 3.4887 1.9565

Y 1.4524 1.2612

Z 0.45817 0.18342

Right ankle X 3.3338 1.9025

Y 1.5993 0.97097

Z 4.1668 1.3026

Left knee X 3.7244 0.7424

Y 0.71415 0.6598

Z 0.2622 0.12884

Left ankle X 3.2437 0.95625

Y 1.4911 0.90548

Z 6.1471 2.1697

5 Conclusion

In this paper, quaternion Kalman filter is used to capture the lower limb posture.
Firstly, using quaternion to express attitude can avoid the phenomenon of cardan
deadlock, and the measurement noise can be reduced by filtering quaternion.
Secondly, quaternion and limb length can be used to accurately calculate the
three-dimensional position of the joint, so that the expression of human lower
limb posture is more intuitive and easy to understand.

This method uses quaternion Kalman filters to filter the posture data output
by the five sensors, and then the posture quaternion obtained before and after
filtering was used to solve the three-dimensional space coordinate of the lower
limb joint. Finally, the three dimensional position of the joint is compared with
the reference value.

Through a large number of experiments in this article, it can be proved
that through the quaternion Kalman filter and joint position calculation, more
intuitive and accurate posture joint position results can be obtained.
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Abstract. Fourier transform infrared spectrometer has a wide range of applica-
tions in many fields. In order to ensure the spectral quality of the spectrometer
output, it is necessary to perform certain processing on the original spectrum.After
having developed the Fourier transform infrared spectrometer, in this paper we
design the infrared spectrum information processing algorithm. The basic trans-
formations of the spectrum, such as spectral derivation, spectral normalization,
centralization, and normalization, are realized. The methods of wavelet transform
and S-G smoothing filtering are used to filter out the noise. By means of multivari-
ate scattering correction method, the baseline shift and offset phenomenon of the
infrared spectrum of the sample are corrected. Combining principal component
analysis and Mahalanobis distance, a detection method of abnormal samples is
proposed. Through the combination of multiple data processing algorithms, the
processed spectra can play a better role in subsequent spectral analysis.

Keywords: Fourier transform infrared spectrometer · Spectral information
processing · Filtering and denoising · Baseline correction

1 Introduction

Fourier transform infrared spectrometer can carry out qualitative and quantitative anal-
ysis of samples, and has been widely used in many fields such as medicine, chemical
industry, geologic mining and so on [1, 2]. In the process of infrared spectrum signal
acquisition, it may be affected by factors such as the state of the spectrometer, acqui-
sition background, detection conditions, etc., resulting in interference in the measured
spectrum [3, 4], such as noise interference. Since the background is collected every time
while collecting a sample spectrum, the change of the background causes the spectrum to
have a baseline drift phenomenon. Other factors such as abnormal sample interference
and light scattering will also reduce the accuracy and stability of the model. There-
fore, preprocessing the spectral data is a key step to ensure the output performance of
the Fourier transform infrared spectrometer. In this paper, the processing of spectral
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information mainly includes the basic transformation of the spectrum, the filtering of
redundant noise interference and other irregular influencing factors, such as baseline drift
caused by background interference during acquisition, noise interference of instruments
and detection environments, and abnormal detection in spectra.

In order to remove the redundant noise interference of the spectrum, McClure et al.
made a detailed study on the influence of the random noise of the spectrum on the model
[5]. They confirmed that the random noise superimposed on the spectral signal will
deteriorate the accuracy of the model. For the influence of baseline drift, baseline shift
and uneven particle distribution on the spectrum, the commonly used solutions are the
first derivative, the second derivative and the multivariate scattering correction [6]. The
existence of abnormal sample data will affect the predictive ability of the model and
cause deviations in the prediction. Commonly used methods for identifying abnormal
samples include Mahalanobis distance method and principal component analysis, and
the combination of partial least squares principal component score and Mahalanobis
distance. The Mahalanobis distance method was used to identify the abnormal value
of the leaf spectrum of Junzao [7]. During the sample spectrum collection process, the
collected spectrum inevitably has interference due to the instrument, the sample itself or
other reasons. Using the original spectrum directly will lead to poor model accuracy and
instability. The sample spectrum information can be processed according to the research
experience and the characteristics of the sample. This research will carry out the design
of infrared spectrum information processing algorithm for our developed Fourier trans-
form infrared spectrometer. The methods of spectral preprocessing include derivation,
standard normal transformation, smoothing and filtering, multivariate scattering cor-
rection, etc. In actual processing, various methods will be combined in a certain order
according to specific conditions.

2 Basic Transformation of Infrared Spectrum

2.1 Spectral Derivation

Spectral derivation is one of the commonly used preprocessing methods in infrared
spectroscopy, which can eliminate baseline drift and improve spectral resolution. The
direct differencemethod is used for the derivation of the spectrum.As a discrete spectrum
derivation method, for the discrete spectrum xi, i = 1,…, n, the first order derivative and
second derivative spectra at the wavelength i and the difference width g are calculated
according to the following methods. The formula for the first derivative is

xi,1st = xi − xi+g

g
(1)

And the second order derivative formula is

xi,2nd = xi + xi+2g − 2xi+g

g2
(2)

Taking Mn3Al2(SiO4)3 material as an example, Fig. 1 shows the original spectrum
and its first derivative, and Fig. 2 shows the original spectrum and its second derivative.
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Fig. 1. Infrared spectrum of Mn3Al2(SiO4)3 and its first order derivative.

Fig. 2. Infrared spectrum of Mn3Al2(SiO4)3 and its second order derivative.

It can be seen that for the spectrum with high resolution and many wavelength
sampling points, the derivative spectrum obtained by the direct difference method can
meet the requirements. However, for the spectrum of sparse wavelength sampling points,
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the derivative obtained by this method will have a large error. In this case, the Savitzky-
Golay convolution derivation method can be used for calculation.

2.2 Normalization

When using infrared spectroscopy, it is necessary to correlate the characteristics of the
spectrum with the properties or structural characteristics of the sample to be tested.
Therefore, it is often necessary to use data enhancement algorithms to reduce or elim-
inate some redundant information. Commonly used algorithms include centralization,
standardization and normalization. The main function of normalization is to normalize
the ordinate of the spectrum, which is convenient for quantitative analysis of infrared
spectrum. For absorbance spectra, the absorbance of the maximum absorption peak after
normalization was normalized to 1 and the baseline was normalized to 0.

The specific calculation formula is shown in formula (3), where x is the absorbance
corresponding to a certain wavelength, xmin is the minimum value of absorbance among
all absorbance values in the spectrum, xmax is the maximum value of absorbance among
all absorbance values in the spectrum, and x∗ is the normalized absorbance value after
processing, being between [0,1].

x∗ = x − xmin

xmax − xmin
(3)

Figure 3 shows the result of normalizing the original infrared spectrum of
Mn3Al2(SiO4)3 material.

Fig. 3. Infrared spectrum and its normalization.
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2.3 Centralization

Centralization, also known as zero-average, is the basic transformation of the infrared
spectrum. It mainly completes the translation of the spectrum andmoves it to the position
with 0 as the center point. By subtracting the average value of all the data from each
spectral data, the average value of the spectral data after centering is 0, and the variance
is not limited. The centralization enables all spectral data to be distributed on both sides
of the zero point, fully reflecting the change information, and effectively removing the
impact of changes caused by objective factors such as temperature or human operation
on the spectral data. The specific calculation formula is shown in formula (4), where x
is the ordinate value corresponding to a certain wavelength, and μ is the average value
of the ordinate corresponding to all wavelengths of the spectrum.

x∗ = x − μ (4)

Still taking the Mn3Al2(SiO4)3 material in Fig. 1 as an example, after centering the
original infrared spectrum, the spectrum is shown in Fig. 4.

Fig. 4. Infrared spectrum and its centralization.

2.4 Standardization

As one of the basic transformations of infrared spectroscopy, standardization maps the
data to a standard normal distribution with a mean of 0 and a standard deviation of 1.
On the basis of data centralization, the data is divided by the standard deviation of all
spectral data to make it satisfying the standard normal distribution.
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Fig. 5. Infrared spectrum and its normalization.

x∗ = x − μ

σ
(5)

The specific calculation of standardization is shown in formula (5), where x is the
original spectral data,μ is the averagevalue of all spectral data,σ is the standard deviation
of all spectral data, x* is the value after normalization, which obeys the standard normal
distribution x* ~ N(0, 1). For the Mn3Al2(SiO4)3 material in Fig. 1, the normalized
spectrum is shown in Fig. 5.

3 Filtering and Denoising of Infrared Spectrum

The output of infrared spectrometer not only contains useful information, but also super-
imposes random errors, such as noise. The methods of noise filtering include Kalman
filter, wavelet analysis, wavelet packet transform, smooth noise filtering and so on. In
this paper, wavelet packet transform and S-G convolution smoothing are used to realize
the filtering and denoising of infrared spectrum.

3.1 Wavelet Packet Filter Denoising

Wavelet Packet Transform (WPT) has higher accuracy and flexibility in signal analysis
than wavelet transform, and has finer local analysis capabilities. Wavelet transform
is mainly used for signal noise filtering, data compression and model transfer, while
wavelet packet analysis is mainly used for signal noise removal [8]. As shown in Fig. 6,
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the wavelet packet transform can not only decompose the low-frequency part of the
signal, but also the high-frequency part. This decomposition has neither redundancy nor
omissions, so it contains a lot of medium and high frequency information. Signals are
able to perform better time-frequency localized analysis.

S

A1 A2

AA2 DA2 AD2 DD2

AAA3 DAA3 ADA3 DDA3 AAD3 DAD3 ADD3 DDD3

The image part with relationship ID rId27 was not found in the file.

Fig. 6. Three-layer wavelet packet decomposition tree.

Wavelet packet transform can decompose spectral information into background
information, component information and noise. The basic steps of wavelet packet
threshold denoising are as follows [9]:

(1) Wavelet packet decomposition of the signal. Select the appropriate wavelet function
and decomposition scale according to the signal, and calculate the optimal wavelet
basis given the entropy criterion;

(2) Threshold quantization of wavelet packet decomposition coefficients. Choose the
appropriate threshold rule according to experience, select the appropriate threshold,
and process the decomposed wavelet packet coefficients;

(3) Wavelet packet reconstruction. The original spectral signal is reconstructed from
the wavelet packet decomposition coefficients of the N-th layer and the processed
coefficients.

For wavelet packet transformation, the selection of wavelet basis is very critical.
Generally, a suitable wavelet basis function is selected from the four aspects of com-
pactness, regularity, vanishingmoment and symmetry. The commonly usedwavelet basis
functions are Daubechies wavelet system, SymletsA function system, Meyer wavelet,
Coiflet wavelet system, Biorthogonal wavelet, and the commonly usedwavelet functions
in spectral denoising are db2, db4, sym6, boir2.4 [10]. After experimental comparison,
this project selects a db4 wavelet for spectral denoising.

Once the signal undergoes wavelet packet transformation, the information is dis-
tributed in each frequency band. The effective spectral signal is usually concentrated in
the low frequency band. On the larger wavelet packet coefficient, the noise energy is
generally distributed on the entire coefficient axis, so it can be considered that the signal
is generally concentrated in the amplitude value. The larger wavelet packet coefficients
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and the noise are distributed on the smaller amplitude wavelet packet coefficients, so the
threshold method can be used to extract useful signals. Because the threshold selection
is too large, the details of the useful signal will be filtered out, and the threshold selection
is too small, the denoising effect is not ideal, so it is necessary to select an appropriate
threshold to quantize the wavelet packet decomposition coefficients. In this paper, the
Sqtwolog length logarithm criterion is selected to set the threshold, and the specific
calculation formula is as follows.

H = √
2 ∗ log(L(s)) (6)

whereH is the set threshold, and L(s) is the length of the signal. Continuing the example
of Fig. 1, Fig. 7 shows the actual effect of wavelet packet denoising of infrared spectra.

Fig. 7. Comparison before and after wavelet packet denoising of infrared spectrum.

3.2 Savitzky-Golay Convolution Smoothing

Savitzky-Golay convolution smoothing method, also called S-G smoothing, uses poly-
nomials for data smoothing. S-G smoothing uses polynomials to perform polynomial
least squares fitting on the data in the moving window, and its essence is a weighted
average method. S-G smoothing can retain useful information in spectral signals, elim-
inate random noise, and make the curve smoother. It is a widely used denoising method
at present [11].

A subset of the original spectral data is selected as the window instead of the entire
spectrum. The width of the smoothing window is set to 2m + 1, that is, the window
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width n = 2m + 1. Assuming that the original data points within the window can be
fitted with a k-1 polynomial, i.e.

yi = a0 + a1i + a2i
2 + · · · + ak−1i

k−1 (7)

where i = (−m, −m + 1, ···, 0, 1, ···, m−1, m). Therefore, the above-mentioned poly-
nomial can be obtained for each of the n original data points in the window, and n such
polynomials constitute a k -element linear equation system, and the k fitting parameters
aj need to be solved. Generally, the selected filter windowwidth n should be greater than
or at least equal to k. When n = k, the fitting parameters can be solved by linear algebra;
if n > k, the least squares method can be used to solve.

Juxtaposing the above polynomials, the followingmatrix operations can be obtained:
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It can be simplified to the following system of overdetermined equations

Y(2m+1)×1 = X(2m+1)×k · Ak×1 + E(2m+1)×1 (9)

The calculation formula of the final solution of the filter value Y is as follows

Ŷ = XA = X (X TX )−1X TY = BY (10)

Among them B = X (X TX )−1X T is the filter coefficient matrix, which is determined
by and only by theX matrix, and theBmatrix is a (2m+ 1)× (2m+ 1)matrix. According
to the coefficient matrix, the S-G smooth fitting equation can be obtained.

Selecting the window width as 5 and the order of the fitting polynomial as 2, the
result of S-G smoothing filtering on the infrared spectrum of Mn3Al2(SiO4)3 is shown
in Fig. 8.

4 Multivariate Scattering Correction

Due to the influence of instrument background, sample particle size and other factors,
baseline drift often occur in infrared analysis, and baseline correction can effectively
eliminate these effects [12].Methods such as peak-valley point leveling, offset deduction,
differential processing, and baseline tilt can be used, and the most commonly used
method is multivariate scattering correction.

Multiple Scattering Correction (MSC) was proposed by Martens et al. It is a com-
monly used method in spectral data preprocessing, mainly used to correct the shift and
offset of the infrared spectral baseline of the sample. The resulting scattering effects
improve the signal-to-noise ratio of the original absorbance spectrum. The method is
based on the spectral array of a set of samples, and the basic idea is to effectively sep-
arate the absorption information of chemical substances from the scattered light signal
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Fig. 8. SG smoothing filter results.

in the spectrum, assuming that the scattering coefficient is the same at all wavelengths.
The specific steps of the multivariate scattering correction algorithm to process infrared
spectral data are as follows:

Find the average spectrum of all sample spectra. The formula for calculating the
average spectrum is:

Si,j =

n∑

i=1
Si,j

n
(11)

where S is the n × p dimensional spectral matrix, that is, there are n groups of sample
spectra, and each spectrum contains p wavelength data.

The spectrum of each sample was subjected to a linear regression operation with the
average spectrum, and the average spectrumwas regarded as the standard spectrumof the
entire spectrum matrix. The regression coefficients and regression constants bi of each
spectrum relative to the standard spectrum were obtained through a linear regression
operation mi. The formula for calculating the univariate linear regression is:

Si = miS + bi (12)

Among them Si is the spectral data of the i-th sample, and S is the average spec-
trum calculated in step one, the linear offset mi and tilt translation bi are obtained after
performing a single linear regression operation.

The original spectrum of each sample is based on the average spectrum, and the
regression constant and regression coefficient are used to correct the drift and offset of
the spectrum. The basic method is to make the difference between the original spectrum
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of the sample and its tilt shift, and divide its linear offset at the same time, so as to
correct the baseline shift and shift of the spectrum. The spectral absorption information
is not affected, so the signal-to-noise ratio of the spectrum is improved. The calculation
method is as follows:

Si(MSC) = (Si − bi)

mi
(13)

During the spectrum acquisition process, the phenomenon of baseline drift will occur
due to changes in the acquisition environment. Still taking Mn3Al2(SiO4)3 material as
an example, the overall spectra of the spectrum repeated fifteen times are shown in
Fig. 9, and it can be seen that the spectra has a baseline drift phenomenon. The spectra
is processed by the method of multivariate scattering correction, and the result is shown
in Fig. 10, which shows the effectively elimination of the baseline drift.

Fig. 9. Original multispectral images.

5 Abnormal Sample Removal

Abnormal samples will have a great impact on the infrared spectral model. The most
widely used method is the Mahalanobis distance method [13]. In view of the charac-
teristics of multi-variable spectral wavelength and easy overfitting, this paper combines
principal component analysis and Mahalanobis distance to detect abnormal samples.

The principal components of each sample are first calculated, and the principal
components of the sample replace the spectral data of the sample. The formula for
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Fig. 10. Spectra after multivariate scattering correction.

calculating Mahalanobis distance is as follows:

D2(i) = (
Si − S

)
C−1
S

(
Si − S

)T
(14)

where S is the sample data, CS is the covariance of the sample data, and S is the mean
of the data. The threshold is set to distinguish abnormal samples. The threshold setting
formula is as follows:

Dt = D + eδD (15)

in which D is the mean of the Mahalanobis distance, δD is the standard deviation of
the Mahalanobis distance, and e is a weight coefficient used to adjust the threshold for
judging outliers. The larger the Dt value, the larger the value Di − Dt , and the smaller
the value, the less likely an anomaly is. When the average spectrum of a sample is very
close to the sample, it is called the neighbor of the average sample.

Using the idea of discriminating spectral outliers combining Mahalanobis distance
and principal component analysis, the 15 spectral samples shown in Fig. 9 are ana-
lyzed, and the sequence numbers of outliers are 6 and 7, and the abnormal samples are
successfully eliminated.

6 Conclusion

Considering our developed Fourier transform infrared spectrometer, the spectral prepro-
cessing algorithm is described in this paper. Firstly, the methods of first-order deriva-
tive, second-order derivative, centralization, normalization, and standardization of the
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spectrum are discussed, and the spectrum can be transformed according to the detailed
requirements. Using wavelet transform, S-G smoothing, principal component analysis-
Malanobis distance method, multivariate scattering correction and other methods to
process the spectrum, we can filter and denoise the spectrum, analyze the baseline shift
and offset phenomenon of the infrared spectrum of the sample, as well as complete the
detection of abnormal samples. As the first step of spectral analysis, the design of spectral
preprocessing algorithm provides a solid foundation for the qualitative and quantitative
analysis of subsequent spectra. Subsequent studies will also be carried out on spectral
fitting, peak marking, and spectral feature extraction.
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Abstract. Functional Electrical Stimulation (FES) cycling system is
beneficial to the rehabilitation of patients with Spinal Cord Injury(SCI).
In this paper, an FES cycling control system based on angular switching
of electrical stimulation phases was developed using an indoor cycle, an
electrical stimulator, a wireless inertial sensor and a PC. Then, this sys-
tem was tested by healthy subjects. The device was able to send feedback
data on the angle of the crank in real time to a PC, which processed the
acquired data and sent serial data to the electrical stimulator to control
the switching of the electrical stimulation phases. The electrical stimula-
tor was configured in different set-up files by testing the muscle tolerance
of the volunteers. Under the set experimental mode, at different crank
angles, the target muscles are given appropriate stimulation pulses by
the electrical stimulator. The electrical stimulation pattern: the quadri-
ceps and biceps femoris of the volunteers were given alternate stimulation
patterns. In the experiment, two healthy volunteers were test at 3 dif-
ferent cycling speed of 0.6 lap/sec, 1 lap/sec and 2 lap/sec. The test
results show that the function and implementation of the controller are
successful.

Keywords: Cycling · Lower limb · FES

1 Introduction

Spinal cord injury is the most serious complication of Trauma, often leading to
severe dysfunction of the limbs below the injured segment. Specifically, spinal
cord injuries can severely affect the ability to perform functional movements
such as standing, walking or cycling. In the United States, approximately 291,000
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people have spinal cord injuries [1]. This disease not only causes physical damage
such as physical impairments of the patient’s limbs, motor dysfunction, but also
brings severe psychological pressure to the individual, which also has a great
impact on its return to society. For patients with spinal cord injury, preventing
muscle atrophy is a key factor, and it is necessary to train the affected side
muscles. Studies have shown that FES is one of the most effective ways of muscle
recovery [2]. FES technology uses electrical stimulation to activate paralyzed or
paralyzed muscles with precise stimulation sequence and stimulation intensity
[3], so that patients with spinal cord injury can restore certain motor functions.

Stimulating the leg muscles to achieve cyclic movements is much easier to
achieve than using FES to achieve movements such as standing and walking.
The FES cycling system is designed to achieve cyclic movements of the lower
limbs by sequentially stimulating the patient’s large muscle groups (including the
quadriceps, gluteus, hamstrings and other muscles of the leg) and controlling
the knee and ankle joints. By selecting the appropriate stimulation pattern,
FES pedal exercise helps spinal cord injury patients to replenish muscle fatigue
and increase rehabilitation training time [4,5]. And it can be used to prevent
muscle atrophy during inactivity and aging, making it possible to repair muscle
damage caused by various muscle diseases [6]. The system consists of four main
components: the stimulator, the mechanical device, the controller and the signal
acquisition equipment.

The effect of FES on cardiorespiratory function was proposed by Faghri PD
et al. in 1984 [7]. This system was the prototype of the FES pedal cycle and has
since attracted more attention from researchers. Various scholars have looked at
the FES cycling in terms of improvements in physical function and have con-
cluded that the FES cycling system has improved cardiopulmonary function, leg
muscle recovery and bone density in patients [8–10]. In the field of FES cycling
control systems, in 1997 Chen et al. Document [11] applied fuzzy control theory
to the study of FES cycling system controllers for on-line real-time control of
system parameters. In 2001, Gföhler et al. Document [12] looked at the effects
of the geometry of the cycling not only in terms of the independent parameters
used to generate moments, but also in terms of individual differences of paral-
ysed patients. Kusgima et al. Document [13] proposed a FES cycling system
for speed tracking control of human limbs, modelled Lagrangian dynamics and
analysed its stability using Lyapunov’s method. Cousin et al. Document [14,15]
applied admittance control to the FES loop control system. There are also more
constraints required for a control system that is too complex in realising a simple
rehabilitation exercise process. This paper therefore proposes a simple control
system for the FES cycling.

In this paper, in order to test the simple FES cycling control system, referring
to T. Watanabe et al. proposed a FES control system that triggers electrical
stimulation by the accelerometer signal attached to the crank [16] and Mingxu
Sun et al. proposed the finite state machine [17]. Use the wireless inertial sensor
to directly measure the crank acceleration to switch the stage of controlling the
electric stimulator. By limiting the speed, two healthy volunteers were allowed
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to perform the FES cycling control system proposed by the FES cycling exercise
test. Finally, the state transition of the electric stimulator was analyzed.

2 Overview of the FES Cycling Control System

2.1 The Components of the FES Cycling Control System

The FES cycling system consists of an electrical stimulator, a cycle and a wireless
inertial sensor, each of which is described below.

Stimulator. The FES cycling rehabilitation system can switch the working
phase of the electrical stimulator through the crank angle. Electrical stimula-
tion has the characteristics of expandable channels, programmable and portable.
Electrical stimulator are divided into master and slave, which have the advan-
tages of small size and light weight. Main control: 13 cm ∗ 10 cm ∗ 2 cm, slave
electrical stimulator: 6 cm ∗ 5.5 cm ∗ 1.5 cm. It is powered by a rechargeable
lithium battery, and the stimulation parameter 20 Hz. The biphasic pulse width
is between 0–180 us, and the intensity is adjustable within the range of 0–100 mA.
These stimulating pulses are in direct contact with the target muscle through
the electrode sheet, and the pulse is input to the muscle and the muscle is con-
tracted to complete the target action. If the three channels of the master control
cannot reach the required number of channels, the number of channels can be
expanded by expanding the slave electrical stimulation.

Cycle. Use a fixed stationary cycle for testing. This cycle has a simple structure,
so that the results can be better affected by external interference during the test
process (for example, the resistance caused by the chain and the resistance caused
by the friction between the wheel and the ground, etc.); in the static state, it
reduces the accident.

Wireless Inertial Sensor. Since it is required to switch the next stage of the
electrical stimulator according to the real-time angle, there are certain require-
ments for the receiving speed of the angle data. If the inertial sensor in the electric
stimulator is used to transmit data directly, the bicycle movement is restricted by
the wired condition of the serial port. Therefore, use the WIFI nine-axis sensor
to collect the crankshaft angle data and transmit it to the control system using
the User Datagram Protocol (UDP). UDP is a connectionless protocol, and data
communication can be realized only by the application and the receiving end in
a local area network. At the sending end, the speed of UDP transmission of data
is only limited by the speed at which the application program generates data,
the capacity of the computer, and the transmission bandwidth; at the receiving
end, UDP puts each message segment in a queue, and the application reads it
from the queue every time A message segment. According to the above char-
acteristics of UDP, it meets the requirements of real-time communication. The
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Fig. 1. The outline drawing of a cycle with FES control system. One of the electrodes
is attached to the quadriceps and the other to the biceps.

outline drawing of a cycle with FES control system is shown in the Fig. 1. Fix the
wireless inertial sensor on the center of the left crankshaft of the cycle with tape.
The angle and angular velocity signals are measured by the inertial sensor, and
the data of the inertial sensor is read to the PC through the UDP protocol. The
timing of the electrical stimulator switching state is determined by the crank
angle. Using the expandable electrical stimulator based on our previous research
and development, the muscles are automatically electrically stimulated through
the electrode pads at the appropriate time selected. The stimulus data is trans-
mitted from the PC to the expandable electric stimulator through the serial port.
The electric stimulator selects the state according to the received signal, thereby
generating the stimulation pulse with the pulse frequency, pulse amplitude and
pulse width suitable for the location. The output channel is composed of three
channels of the master and one channel of the slave.

2.2 Experimental

Before the experiment, the volunteers’ muscle tolerance was tested through the
test mode of the electrical stimulator. Then configure the electrical stimulator
with a profile suitable for volunteers. Also, before the experiment, the volunteers
were told to subjectively control the riding speed of the FES bicycle at approx-
imately 0.6 laps/sec, 1 lap/sec, and 2 laps/sec. Each FES riding exercise time
exceeds 30 s, and the 30 s data with stable speed is taken during analysis.

Experimental Subjects. The subjects of this study included a 25-years-old
healthy male and a 23-years-old healthy male.

Experimental Environment. We choose a wide and comfortable indoor envi-
ronment as the test site. During the test, two healthy volunteers performed cycle
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exercises of 0.6 laps/sec, 1 laps/sec, and 2 laps/sec, and recorded data such as
the crank angle of the bicycle. Channel 1, channel 2, channel 3 and channel 4 of
the electrical stimulation stimulate the right quadriceps, left quadriceps, right
biceps femoris and left biceps femoris respectively. The physical map is shown
in the Fig. 2.

Fig. 2. FES cycling control system.

Experiment Methods. In this paper, we use the stimulation mode: quadriceps
and biceps femoris stimulation alternately. The quadriceps is the thigh muscle
of the human body, located in the front of the thigh muscle, with the function of
extending the knee joint and bending the hip joint. The biceps femoris is one of
the posterior muscles of the thigh and has the function of the knee joint. During
the experiment, quadriceps and biceps femoris were alternately stimulated by
electric stimulator to achieve the extension and flexion of the knee joint. The
right quadriceps and left biceps femoris were stimulated and defined as phase
1, and the left quadriceps and right biceps femoris were stimulated as phase
2. Transitions of phase 1 and phase 2 are triggered by suitable methods. The
structure of the left and right cranks on the horizontal plane is shown in Fig. 3.

The initial state is set as the left crank is on the top, the right crank is on
the bottom, the left foot is pedaling forward as the movement direction, and
the initial position of the electrical stimulator is phase 1. When the receiving
crank Angle is greater than or equal to 130o, the electrical stimulator performs
phase 2. When the receiving crank Angle is greater than or equal to 310o, the
electrical stimulator performs phase 1. Phase 1 and phase 2 correspond to left
pedal and right pedal respectively. Considering that in the case of convulsion of
lower limbs, the method of triggering phase transition with a reading will cause
instability of the controller.
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Fig. 3. Structure diagram of left and right cranks on horizontal plane. Blue line and
red line symmetrical. (Color figure online)

The method of timing 6 discontinuous effective readings can better deal with
the noise impact of upper limb convulsion [16]. Therefore, the triggering method
in this paper is to start the effective count when one point reaches the threshold,
automatically skip the no count when the number that does not reach the trig-
gering condition in the count, and start the transition phase when the effective
count reaches 6.

Implementation flow chart of FES controller is shown in Fig. 4. The initial
state is set with the left crank on the top, the right crank on the bottom, and
the forward cycling with the left foot as the direction of movement. The right
quadriceps and the left biceps femoris muscles are stimulated first. When the
received crank angle is between 310–130, the right quadriceps and left biceps
femoris muscles (phase 1) are stimulated by the electrical stimulator and left
pedal. When the received crank angle is between 130 and 310, the left quadri-
ceps and right biceps femoris muscles (phase 2) are stimulated by the electrical
stimulator and right pedal.

Results. During the volunteer FES cycle exercise, the relationship between the
cycle exercise time and the crank angle at different speeds is shown in Fig. 5
and Fig. 6. It can be seen from the figure that within 30s, under different speed
conditions, there are two phase transition points in a cycle.
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Fig. 4. Implementation flow chart of FES controller.

It can be concluded that the proposed FES cycling control system can tran-
sition points following the crank angle and stimulate the corresponding thigh
muscles. In order to more intuitively observe the phase switching, we inter-
cepted the data of two volunteers riding for two cycles in FES. It can be seen
in Fig. 5 that the speed of volunteer 1 in the first two turns was not very stable.
We used the data of the third and fourth cycles and the corresponding electrical
stimulator channel pulses. Volunteer 2’s speed was relatively stable. We used the
data of the second and third cycles and the corresponding electrical stimulator
channel pulses. Figure 7 and Fig. 8 show the controller phase transition of two
volunteers during two cycles of FES cycle. In the figure, the transition time from
the phase 1 to the phase 2 and from phase 2 to phase 1 corresponds to the
transition between phase points. Moreover, in order to make the control system
more stable, six discontinuous effective readings are used as the state transition
condition. Therefore, the phase transition has a certain delay for the threshold
point.
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Fig. 5. Volunteer 1’s FES cycling in 30 s. The first point is switched from phase 1 to
phase 2, the second point is switched from phase 2 to phase 1 and so on.
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Fig. 6. Volunteer 2’s FES cycling in 30 s. The first point is switched from phase 1 to
phase 2, the second point is switched from phase 2 to phase 1 and so on.
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Fig. 7. Pulse waveform output from four channels of the electrical stimulator (take two
cycles of the volunteer 1’s FES cycling).
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Fig. 8. Pulse waveform output from four channels of the electrical stimulator (take
two cycles of the volunteer 2’s FES cycling).

3 Conclusion

This paper first gives a brief introduction to the current research status and
system composition of the FES cycling system, and then proposes a method
of electrical stimulation mode applied to the FES cycling and conducts exper-
iments. The experimental results show that the response of the FES cycling
control system based on the electrical stimulation mode is timely and stable in
operation. However, there will be some shortcomings in the system, for example,
the testers in this experiment are healthy people, not tested on patients with
spinal cord injury, so the system will have some shortcomings, and the next
step will be to continue to improve the system with the actual situation of the
patients.
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Abstract. The gradient boosting decision tree is a commonly used and
effective ensemble machine learning method. In this paper, a factional
gradient boosting decision tree scheme is first proposed with several loss
functions discussed. This scheme implies that different algorithms can
be established when adopting different fractional order gradient meth-
ods. It is then shown that with satisfactory convergence of fractional
gradient descent algorithms, the proposed algorithms can train mod-
els with required accuracy in less number of iterations. Finally, several
examples are provided to demonstrate the accuracy and efficiency of the
algorithms.

Keywords: Fractional calculus · Gradient descent method · Ensemble
method · GBDT

1 Introduction

Machine learning evolves from the broad field of artificial intelligence and plays
an essential part in many areas. In the study of machine learning, ensemble
methods refer to a kind of state-of-art learning approaches that combine multi-
ple training learners. They have shown excellent performance in various machine
learning applications and analytics competitions, e.g., Kaggle challenges. There
are two primary techniques to associate the base learners: boosting [10,11,15]
and bagging [1]. Gradient boosting is a classic ensemble technique for handling
regression and classification problems. It combines the outputs of many base
learners, typically decision trees, to produce a powerful learner in an additive
form. Gradient boosting decision tree (GBDT) has been widely used recently
mainly due to its high accuracy and fast training. Some works have been done
to speed up the computation of GBDT under different parallel settings, e.g.,
XGBoost [3], LightGBM [12], and PLANET [14]. Some other works exploit ben-
efits of GBDT for different machine learning applications. For instance, Lamb-
daMART used GBDT to solve the ranking problem in [2].
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In GBDT, each new tree is trained on the per-point residual defined as the
negative gradient of loss function with regard to output of previous trees. Hence,
GBDT can be regarded as an analogy of gradient descent method from parameter
space to function space. A novel algorithm is proposed in this article by applying
the fractional gradient descent method from this perspective.

The authors respectively proposed fractional gradient methods which can
converge but with a low convergence rate in [5,7,16,20]. Nevertheless, it cannot
be assured that the method will converge to the real global solution. The short-
coming has been partially overcome in [17]. After that, by approximating the
exact fractional derivative, a new fractional gradient method was proposed by us
[4,18]. Subsequently, three new viable solutions to the convergence problem were
came up with in [19]. The algorithm proposed in [4,18] has been widely used in
many applications, such as least mean square algorithm [6,21], system identifica-
tion [8,9], recommender systems [13], etc. It is shown that the fractional gradient
method is a promising algorithm. Additionally, the convergence speed should be
taken into account. In [19], both theoretical analysis and simulation study indi-
cate that all the designed methods can achieve the true convergence quickly.
Therefore, the multiple learners boosted by fractional gradient may reach the
required accuracy within less iterations and time costs.

Motivated by the previous discussions, a generalized fractional gradient
boosting decision tree algorithm is presented in this article. It is shown by exper-
iments with early stopping that the proposed algorithm trains the model quicker
with the same tolerance compared to traditional gradient boosting decision tree.
It also indicates the wide and potential applications of fractional gradient descent
method.

The rest of this paper is organized as follows. A succinct review of frac-
tional calculus, fractional gradient descent method, and ensemble methods is
provided in Sect. 2. Then a detailed description of fractional gradient boost-
ing decision tree algorithm is presented in Sect. 3, with several loss functions
discussed. Section 4 exhibits several simulations to show the accuracy and effec-
tiveness of the proposed algorithm. At last, Sect. 5 draws some conclusions.

Notation: Throughout the paper, the following notations are used. x and x
denote the variable and vector respectively. Γ (α) =

∫ ∞
0

e−ttα−1dt is the Gamma
function which is an extension of the factorial function to real number arguments.
arg min

f
L(f(·)) stands for argument of the minimum. The indicator function

of a subset of a whole instance space is a function defined as I(x ∈ Rjm) ={
0, x �∈ Rjm,
1, x ∈ Rjm.

ExL(f(x)) is the mathematical expectation of function f(x) to
x.

2 Preliminaries

A brief introduction of mathematical background of fractional order calculus
and fractional gradient descent, and ensemble methods will be presented in this
section.
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2.1 Fractional Gradient Descent Method

Fractional order calculus is a generalization of integer order calculus. There are
three widely used definitions for fractional order calculus, Riemann-Liouville
definition, Caputo definition and Grünwald-Letnikov definition. In this article,
only Riemann-Liouville and Caputo definitions are adopted.

The Riemann-Liouville derivative is expressed as

RL
c Dα

x f(x) =
1

Γ (n − α)
dn

dxn

∫ x

c

f(τ)
(x − τ)α−n+1

dτ, (1)

where n − 1 < α < n, n ∈ Z+, c is the lower terminal.
The form of Caputo derivative is as follows

C
c D

α
x f(x) =

1
Γ (n − α)

∫ x

c

f (n)(τ)
(x − τ)α−n+1

dτ. (2)

Furthermore, if function f(x) can be expanded as a Taylor series, the frac-
tional derivatives can be rewritten as

RL
c Dα

x f(x) =
∑+∞

i=0

(
α

i

)
f (i)(x)

Γ (i + 1 − α)
(x − c)i−α, (3)

C
c D

α
x f(x) =

∑+∞
i=n

(
α − n

i − n

)
f (i)(x)

Γ (i + 1 − α)
(x − c)i−α, (4)

or
RL
c Dα

x f(x) =
∑+∞

i=0

f (i)(c)
Γ (i + 1 − α)

(x − c)i−α, (5)

C
c D

α
x f(x) =

∑+∞
i=n

f (i)(c)
Γ (i + 1 − α)

(x − c)i−α, (6)

From the Formulas (3–6), we can note that the fractional derivative, both in
the sense of Riemann-Liouville definition and Caputo definition, can be expanded
to a series of integer order derivatives.

Gradient descent is one of the simplest of the frequently used numerical mini-
mization methods. To find a local minimum of a function using gradient descent,
one takes steps proportional to the negative of the gradient (or approximate gra-
dient) of the function at the current point.

xk+1 = xk − μ∇f(xk), (7)

where xk is the current point, xk+1 is the next point, μ is the learning rate and
∇f(xk) is the first-order gradient at x = xk.

There are three fractional order gradient descent methods introduced in [19]:
fixed memory step, higher order truncation and variable fractional order. Then
the update law can be rewritten as

xk+1 = xk − μh, (8)



738 K. Gao and Y. Wang

where h is calculated by different equations which are listed in Eqs. (9–11).

h =
∑+∞

i=1

(
α − 1

i − 1

)
f (i)(xk)

Γ (i + 1 − α)
(xk − xk−K)i−α, (9)

h =
f (1)(xk)

Γ (2 − α)
(|xk − c| + ε)1−α, (10)

h =
∑+∞

i=1

(
α(xk) − 1

i − 1

)
f (i)(xk)

Γ (i + 1 − α(x))
(xk − c)i−α(x), (11)

thereinto, α(x) in Eq. (11) can be designed as follows

α(x) =
1

1 + βf(x)
, (12)

α(x) =
2

1 + eβf(x)
, (13)

α(x) = 1 − tanh(βf(x)). (14)

2.2 Ensemble Methods

One major task of machine learning, pattern recognition and data mining is to
construct good models from data sets. A formal formulation of learning process
is as follows

f∗ = arg min
f

Ey,xL(y, f(x))

= arg min
f

Ex[Ey(L(y, f(x)))|x],
(15)

where x denotes the instance, y denotes the label, L is the loss function used
in the problem, and f mapping x to y is the goal of the function estimation.
Besides, if the label is categorical, the task is called classification and the learner
is called classifier; if the label is numerical, the task is called regression and the
learner is called fitted regression model [22].

The idea of ensemble learning is to build a prediction model by combining the
strengths of a collection of simpler base models which can be decision tree, neural
network, support vector machine or other kinds of machine learning algorithms.
In GBDT, decision tree is adopted as the base learner. Ensemble learning can be
broken down into two parts: developing a population of base learners from the
training data and then combining them to form the composite predictor. The
base learners can be generated in a parallel style, e.g., bagging, or in a sequential
style, e.g., boosting.

3 Main Results

In this section, a fractional gradient boosting machine algorithm will be proposed
with both regression and classification loss functions discussed.
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3.1 Fractional Gradient Boosting Decision Tree

Decision trees partition the space of all joint predictor variable values into dis-
joint regions Rj , j = 1, 2, . . . , J , as represented by the terminal nodes of the
tree. Hence, the formula of a tree can be expressed as

T (x;Θ) =
∑J

j=1
γjI(x ∈ Rj), (16)

with parameters Θ = {Rj , γj}J
1 . There are several strategies to induce a tree,

e.g., ID3, C4.5, CART. The boosted trees model takes an additive form

fM (x) =
∑M

m=1
T (x;Θm). (17)

As mentioned before, the boosted trees are induced in a sequential way: the
later trees will take the former trees into account. In this situation, we can try a
greedy stagewise approach: assuming that the current model fm−1(x) is already
attained, solve the Eq. (18) to grow the m-th tree at m iteration

Θ̂m = arg min
Θm

∑N

i=1
L(yi, fm−1(xi) + T (xi;Θm)). (18)

Then how to build a tree at each iteration is described next. Since there is a
finite data sample {yi,xi}N

i and the loss function in using f(xi) to predict label
on the training data is

L(f) =
∑N

i=1
L(yi, f(xi)), (19)

to minimize the Eq. (19), a numerical optimization problem is obtained

f̂ = arg min
f

L(f), (20)

where the parameters f ∈ R
N are the values of the approximating function f(xi)

at each data point xi

f = {f(x1), f(x2), . . . , f(xN )}. (21)

Obviously, due to the addictive form, the equation f =
∑M

m=1 hm, where
hm ∈ R

N is the predicted value of the tree at m iteration, can be obtained.
Taking the greedy stagewise approach, a natural and acceptable approach is
inducing a tree to fit the negative gradient of loss function at each data points
by applying gradient descent method.

gim =
∂L(yi, fm−1(xi))

∂fm−1(xi)
, (22)

Θ̃m = arg min
Θ

∑N

i=1
(−gim − T (xi;Θ))2, (23)
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where squared error is used to measure closeness.
GBDT can be viewed as an application of gradient descent method in func-

tion space, rather than parameter space. Hence, a modified fractional gradient
boosting algorithm can be designed where fractional gradient descent is applied.

There are three fractional order gradient descent methods developed: fixed
memory step, higher order truncation, and variable fractional order [19]. Since
the commonly used loss function in classification problem is cross entropy and
the series number of fractional gradient of cross entropy in Eq. (9) and (11) is
infinite, we will only adopt higher order truncation to improve GBDT in this
article. There is an emphasize of the update law expressed as

xk+1 = xk − μ
f (1)(xk)
Γ (2 − α)

(|xk − c| + ε)1−α, (24)

where α is the fractional order, ε is a small nonnegative number.
Furthermore, with the initial instant varying, the equation can be re-

expressed as

xk+1 = xk − μ
f (1)(xk)
Γ (2 − α)

(|xk − xk−1| + ε)1−α, (25)

where xk−1 is the predicted value in previous iterations.
The update law can be viewed as an optimized gradient descent method with

the step length

μk = μ
(|xk − c| + ε)1−α

Γ (2 − α)
, (26)

or

μk = μ
(|xk − xk−1| + ε)1−α

Γ (2 − α)
, (27)

varying according to the iteration.
Suppose the function f is convex and differentiable, and the gradient is Lip-

schitz continuous with constant L > 0, if the adaptive step size is less than 1/L,
the gradient descent will yield a solution fk which satisfies

f(xk) − f(x∗) ≤ ‖x0 − x∗‖22
2μmink

. (28)

That means the convergence rate of the method is at least sublinear.
It is worth noticing that with the iterations increasing, the distance between

xk and xk−1 decreases. This causes the step length become larger than it should
be in classical gradient descent method. By the virtue of growing step length, the
learning rate is faster than the classical gradient descent in the eventual stages.

Naturally, since fractional order gradient descent method converges to
extreme points with more efficiency compared to classical gradient one, we can
use the value calculated by fractional gradient descent method to induce new
decision trees. Then Eq. (22) is replaced by

gim = ∂L(yi,fm−1(xi))
∂fm−1(xi)

[|fm−1(xi)−c|+ε]1−α

Γ (2−α) , (29)
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or
gim = ∂L(yi,fm−1(xi))

∂fm−1(xi)
[|fm−1(xi)−fm−2(xi)|+ε]1−α

Γ (2−α) . (30)

A brief description of the process is demonstrated in Algorithm1.

Algorithm 1. Fractional gradient boosting decision tree.
1: Input: Data sample {yi,xi}N

1

2: Initialize: f0(x) = arg min
γ

∑N
i=1 L(yi, γ).

3: for m = 1 → M do
4: Compute the fractional gradient as the working response

gim =
∂L(yi,fm−1(xi))

∂fm−1(xi)

[|fm−1(xi)−c|+ε]1−α

Γ (2−α)
,

or

gim =
∂L(yi,fm−1(xi))

∂fm−1(xi)

[|fm−1(xi)−fm−2(xi)|+ε]1−α

Γ (2−α)
,

where i = 1, . . . , N .
5: Build a decision tree, T (x; Θ) =

∑J
j=1 γjI(x ∈ Rj), through CART

{Rjm}J
1 = J − terminal node tree({−gim,xi}N

1 ).

6: Improve the fit by optimizing the coefficients for each of these terminal nodes

γjm = arg min
γ

∑
xi∈Rjm

L(yi, fm−1(xi) + γ).

7: Update the approximation

fm(x) = fm−1(x) +
∑J

j=1
γjmI(x ∈ Rjm).

8: end for

3.2 Loss Functions of Regression and Classification

Several popular loss criteria commonly used in regression and classification prob-
lems will be discussed in this part. In view of the only difference between Eq. (29)
and (30) which is the initial point, we consider the fractional gradient with the
same initial point only in this section.

Least-squares is the most commonly used regression loss function, generally
known as

L(yi, f(xi)) =
[yi − f(xi)]2

2
. (31)

The corresponding fractional gradient is expressed as

gim = −yi − fm−1(xi)
Γ (2 − α)

[|fm−1(xi) − c| + ε]1−α. (32)
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The formula of least absolute deviation is shown below

L(yi, f(xi)) = |yi − f(xi)| , (33)

and fractional gradient is displayed as

gim = − sign(yi − fm−1(xi))
Γ (2 − α)

[|fm−1(xi) − c| + ε]1−α. (34)

Huber loss is more robust to outliers in data than least square loss function
and also differentiable at 0 compared to least absolute deviation. It is defined
as

L(yi, f(xi)) =

{
1
2
[yi−f(xi)]

2, |yi − f(xi)| ≤ δ,
δ[|yi−f(xi)| − δ

2
],|yi − f(xi)| > δ.

(35)

Moreover, the fractional gradient goes like this

gim =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−yi − fm−1(xi)

Γ (2 − α)
×

[|fm−1(xi)−c|+ε]1−α,

|yi−fm−1(xi)| ≤ δ,

−δ sign(yi − fm−1(xi))

Γ (2 − α)
×

[|fm−1(xi)−c|+ε]1−α,

|yi−fm−1(xi)| > δ.

(36)

In addition, there are other common loss functions to choose: the quantile
loss, likelihood loss, and so on.

With regard to classification problem, cross entropy is generally chosen as
the loss function. The binomial deviance is shown as

L(yi, f(xi)) = −[yi log pi + (1 − yi) log(1 − pi)], (37)

where pi = 1
1+e−f(xi)

, yi ∈ {0, 1}. It can be naturally extended to the K-class
multinomial deviance loss function

L({yi, fk(xi)}K
1 ) = −

∑K

k=1
I(yi = k) log pk(xi)

= −
∑K

k=1
I(yi = k)fk(xi) + log(

∑K

l=1
efl(xi)),

(38)

where pk(xi) = efk(xi)
∑K

l=1 efl(xi)
, y ∈ {1, 2, . . . ,K}. The final estimates {fk(xi)}K

1 can

be used to obtain corresponding probability estimates {pk(xi)}K
1 . These in turn

can be used for classification.
The fractional gradients of the two loss function can be expressed as

gim = −yi − pi,m−1

Γ (2 − α)
[|fm−1(xi) − c| + ε]1−α

, (39)

where pi,m−1 = 1

1+e−fm−1(xi)
for the binomial case, and

gkim = − I(yi=k)−pk,m−1(xi)
Γ (2−α) [|fm−1(xi) − c| + ε]1−α

, (40)

where pk,m−1(xi) = efk,m−1(xi)
∑K

l=1 efl,m−1(xi)
for the multinomial case.
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4 Experiments

Several examples are provided to illustrate the improved efficiency of the algo-
rithms. As has been noted, fractional gradient boosting decision tree can han-
dle both regression and classification problems, there are comparisons between
the proposed and original algorithms of regression and classification datasets
respectively. Since the proposed algorithm is designed to accelerate the process
of training, we primarily focus on the iterations and time costs with the same
tolerance. We will describe our experimental setup, datasets and the results of
simulations, and analysis on the algorithms.

4.1 Regression

A major challenge in training models is how long is enough to obtain the model
with desired accuracy. Early stopping is a simple, effective, and widely used
approach to balance between underfitting and overfitting. That is when the
improvement of the score in the last given-number iterations is less than the
given tolerance tol = 0.01, the training procedure pauses.

For regression problem, there are three publicly available datasets adopted:
boston housing price, diabetes and california housing price which is more com-
plex than the first dataset. The basic information is summarized in Table 1.

Table 1. Datasets used in regression.

Name Samples total Dimensionality

Boston housing price 506 13

Diabetes 442 10

California housing price 20640 8

With the given tolerance, the averages of iterations, cost time and R2 scores
which are defined in (41) of 40 times training are listed in Table 3 with fixed
initial point and Table 4 with changing initial point.

R2(y, f(x)) = 1 −
∑N

i=1 [yi − f(xi)]
2

∑n
i=1 (yi − ȳ)2

, (41)

where ȳ = 1
n

∑N
i=1 [yi − f(xi)]

2.
Looking at Table 3, it is obvious that with narrow difference of 0.01, fractional

gradient boosting decision tree can bring nearly 2× speed-up by selecting a
proper fractional order α. Nevertheless, what stands out in the table is that
the convergence rate will decrease with α increasing. If α is greater than 1,
the convergence rate will be less than the original algorithm. Figure 1 shows the
iterations-R2 score curves of diabetes datasets using the algorithm with the same



744 K. Gao and Y. Wang

Fig. 1. Iterations-R2 Score curve of diabetes.

initial point. The trend of the set of curves reveals the same result. Hence the
range of α should be limited to (0, 1).

As to the algorithm with changing initial point, the results displayed in
Table 4 indicate that it can also improve the convergence speed significantly.
Furthermore, the range of α can extend to (0, 2). Figure 2 shows the iterations-
R2 score curves of california housing price with changing initial point.

It can be seen from these two tables that selecting appropriate parameters
is an essential step of fractional gradient boosting decision tree. Otherwise, we
may have a lengthy training process.

4.2 Classification

For classification problem, there are also three datasets adopted: iris, digits and
a portion of forest cover type.

Table 2. Datasets used in classification.

Name Samples total Dimensionality

Iris 150 4

Digits 1797 64

Forest cover type 10000 54
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Fig. 2. Iterations-R2 Score curve of california housing price.

Similarly, the averages of 40 times training are displayed in Table 6 with fixed
initial point and Table 5 with changing initial point.

In Table 6, the results of iris and digits does not show evident improve-
ment of fractional gradient compared to traditional algorithm. However, if we
relax the restriction on accuracy score which is defined as accuracy(y, f(x)) =
1
N

∑N
i=1 I(f(xi) = yi), there is also a nearly 2× speed-up of forest cover type.

Table 5 details the results of fractional gradient boosting decision tree with
changing initial point. But the data is not that satisfactory. The algorithm does
not achieve notable but still encouraging improvement which is highlighted in
Table 5.

Though the results of classification are not exactly as expected, it still indi-
cates that fractional gradient boosting algorithm can obtain models with the
same accuracy score within approximate or even much less iterations compared
to classical algorithm.
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Table 3. Comparison on iterations, time cost, and test scores with different α and
fixed initial point.

α Boston housing price Diabetes California housing price

Iteration number Cost time R2 score Iteration number Cost time R2 score Iteration number Cost time R2 score

0.5 29.6000 0.0327 0.8424 8.7000 0.0096 0.2524 54.3000 0.8056 0.7486

0.6 39.3500 0.0411 0.8515 10.9500 0.0111 0.3559 56.0000 0.8099 0.7441

0.7 48.6750 0.0506 0.8553 14.3750 0.0150 0.3917 59.1250 0.7977 0.7411

0.8 62.3000 0.0624 0.8535 21.0250 0.0205 0.4038 62.8000 0.8315 0.7373

0.9 88.5000 0.0864 0.8546 33.2250 0.0297 0.4045 67.6000 0.9014 0.7330

Origin 117.3750 0.1128 0.8534 55.2000 0.0474 0.4031 72.7250 0.9146 0.7266

1.1 165.0000 0.1598 0.8518 94.0250 0.0809 0.4032 79.4250 1.0536 0.7200

1.2 218.7750 0.2198 0.8485 154.3250 0.1420 0.4030 86.8000 1.2118 0.7093

1.3 310.5250 0.3390 0.8476 267.9000 0.2512 0.4021 96.6750 1.4491 0.6982

1.4 453.4500 0.5147 0.8445 488.0000 0.4961 0.4011 106.3000 1.8005 0.6795

1.5 667.6000 0.7105 0.8405 884.1750 0.8544 0.4003 113.1250 1.7205 0.6459

Table 4. Comparison on iterations, time cost, and test scores with different α and
changing initial point

α Boston housing price Diabetes California housing price

Iteration number Cost time R2 score Iteration number Cost time R2 score Iteration number Cost time R2 score

0.5 267.3000 0.3323 0.7560 13.9250 0.0178 0.3592 72.7000 1.2214 0.2633

0.6 206.5000 0.2548 0.7833 24.2000 0.0303 0.3835 90.4750 1.4538 0.4106

0.7 147.9750 0.1680 0.8095 30.8250 0.0318 0.3950 100.4250 1.5616 0.5445

0.8 113.6000 0.1159 0.8250 36.8250 0.0354 0.4002 86.6750 1.2353 0.6296

0.9 105.5750 0.1182 0.8407 45.5000 0.0465 0.4037 80.4000 1.2634 0.6931

Origin 117.3750 0.1564 0.8534 55.2000 0.0606 0.4031 72.7250 1.2455 0.7266

1.1 99.6750 0.1141 0.8525 54.6250 0.0566 0.4044 61.2000 0.9091 0.7477

1.2 83.8250 0.1031 0.8508 60.0250 0.0670 0.3971 53.4750 0.8782 0.7674

1.3 70.4000 0.0894 0.8510 62.6750 0.0714 0.3966 44.3000 0.7607 0.7764

1.4 61.2250 0.0669 0.8273 60.3750 0.0589 0.4003 38.2750 0.5752 0.7739

1.5 46.4500 0.0522 0.7808 56.7000 0.0552 0.3504 32.1250 0.4865 0.7601

Table 5. Comparison on iterations, time cost, and test scores with different α and
changing initial point

α Iris Digits Forest cover type

Iteration number Cost time Accuracy scores Iteration number Cost time Accuracy scores Iteration number Cost time Accuracy scores

0.5 73.8750 0.3245 0.9483 202.9750 10.0915 0.9537 491.4500 57.6011 0.7906

0.6 71.4000 0.3246 0.9467 201.1000 10.4114 0.9543 468.2000 56.5454 0.7931

0.7 70.1000 0.3467 0.9458 190.2750 10.7328 0.9544 476.4000 61.7794 0.7999

0.8 67.1250 0.3240 0.9450 181.2000 10.2598 0.9543 435.9000 57.2084 0.8035

0.9 64.6250 0.3153 0.9458 178.5500 9.9963 0.9536 415.5000 55.2197 0.8066

Origin 63.9000 0.3168 0.9450 181.1750 9.9996 0.9537 454.6500 60.7997 0.8131

1.1 58.2500 0.2838 0.9467 21.0500 1.2051 0.7922 28.1500 3.9193 0.6998

1.2 54.4500 0.2676 0.9458 7.8750 0.4599 0.4778 7.7750 1.1326 0.4931

1.3 46.7500 0.2287 0.9183 6.5000 0.3722 0.1456 7.5500 1.0984 0.3156

1.4 20.4750 0.0998 0.5900 15.4750 0.8775 0.2952 8.4500 1.2138 0.2433

1.5 27.8500 0.1407 0.6558 12.3250 0.6984 0.1955 8.9000 1.2747 0.1734



A Novel Algorithm of Machine Learning 747

Table 6. Comparison on iterations, time cost, and test scores with different α and
fixed initial point

α Iris Digits Forest cover type

Iteration number Cost time Accuracy scores Iteration number Cost time Accuracy scores Iteration number Cost time Accuracy scores

0.5 63.1250 0.3427 0.9450 133.7750 8.8068 0.9285 78.5000 12.1962 0.7355

0.6 63.3000 0.3023 0.9450 147.4500 8.7175 0.9410 104.1500 14.1998 0.7491

0.7 63.3750 0.3214 0.9450 156.8500 9.5226 0.9456 124.7750 18.2460 0.7622

0.8 62.6500 0.2983 0.9450 166.4750 9.2084 0.9499 192.2500 25.4559 0.7819

0.9 63.6750 0.2989 0.9433 181.8250 10.0452 0.9527 252.4750 32.7774 0.7930

Origin 63.9000 0.2888 0.9450 181.1750 9.3711 0.9537 454.6500 57.9821 0.8131

1.1 65.4000 0.3240 0.9442 244.8250 12.6987 0.8870 307.5000 40.6255 0.7933

1.2 65.1000 0.3180 0.9458 287.6500 14.2570 0.8136 96.9750 13.2535 0.6585

1.3 63.9000 0.2944 0.9442 51.5500 2.5292 0.4266 38.6250 5.6046 0.5369

1.4 59.7750 0.3068 0.9083 15.4000 0.9606 0.2727 25.9500 3.7102 0.4663

1.5 55.4000 0.2931 0.9000 10.1500 0.6157 0.2008 14.3500 2.0934 0.3289

5 Conclusions

In this paper, the fractional gradient boosting decision tree algorithm has been
investigated. After introducing three proposed fractional gradient methods, this
study applies higher order truncation to gradient boosting for the first time
to develop fractional gradient boosting decision tree and then provides sev-
eral examples to evaluate the effectiveness of the proposed algorithm. These
experiments confirm that fractional gradient boosting decision tree can attain
well-trained models with a significantly improved speed for regression compared
with the traditional GBDT method. Furthermore precise fractional order ranges
are obtained for regression and classification problem respectively through the
results. In general, the paper demonstrate the promising applications of the frac-
tional gradient descent method.
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Abstract. In this paper, we study an apple grading model based on the convolu-
tional neural network to classifyRedFuji apples according to features of size, color
and external defects. Firstly, Red Fuji apple images are collected by professional
equipment, and the RGB model of apple image is extracted and transformed into
HSI model. Secondly, the segmentation between apple and background is realized
by Otsu method in the S channel. Thirdly, the ResNet-50 network is improved
by convolutional block attention module and LeakyReLU activation function.
Finally, improved ResNet-50 network is applied to apple grading and compared
with other mainstream convolutional neural networks. The experimental result
shows that improved ResNet-50 network reaches the highest accuracy 95.1% in
apple grading experiment, which is higher than AlexNet, VGG-16, GoogleNet,
Mobilenet-V2 and the ResNet-50 network.

Keywords: Apple grading · ResNet network · Attention mechanism ·
LeakyReLU activate function

1 Introduction

Apple grading is an important part of the apple industry. In the apple growth, picking,
transportation will be more or less rot, insect pests, crushing and other damage to the
quality of apple. Apple shape, diameter and color will affect the sales, and then affect
the profit, so apple grading is particularly important. The early apple grading method
was manual sorting, which not only consumed a lot of manpower, but also slowly and
inefficiently. Therefore, fast and accurate grading of apple is of great significance to the
development of apple industry.

At present, neural network, machine learning and machine vision method has been
widely used in fruit quality detection and classification due to its advantages in image
processing [1]. Yuhui Ji [2] et al. applied the SVM model to the grading of apple based
on features of defect and color, and the accuracy reached 91%. Payman Moallem [3]
et al. detected Calyx region by K-means clustering method and applied the SVMmodel
to apple grading, and the best accuracy reached 92.5%. Maoyong Nie [4] et al. applied
Canny edge detection and SVM model based on particle swarm optimization, and the
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accuracy reached 92%.ZhengXu [5] et al. appliedGA-SVMmodel to realize the grading
of apple, and the accuracy reached 92.3%. Jinquan Li [6] et al. designed a shallow neural
network through the Caffe framework to classify apple, and the accuracy reached 92%.
To sum up, automatic classification has been widely used in apple grading, but there is
still room for improvement in the accuracy of apple automation. In order to improve the
accuracy of apple grading, this paper proposes improved ResNet-50 network to classify
Red Fuji apples, and the experiment result proves that this network can effectively
improve apple grading accuracy.

2 Overall Design of the Apple Grading Method

In this paper, the apple gradingmethodmainly includes data acquisition, data expansion,
image segmentation, improving ResNet-50 network, data set setting and setting com-
parison experiment to verify the accuracy of improved ResNet-50 network. Improved
ResNet-50 network joins CBAM and LeakyReLU activation function. CBAM is Con-
volutional Block Attention Module [7, 8], which makes it easier for networks to capture
significant information by focusing more on channel and spatial features. LeakyReLU
activation function is used to solve the problem of neurons failing to learn to update (sud-
den death of neurons problem) [9]. In this paper, improved ResNet-50 network model is
built on Pytorch framework, and its accuracy is tested through the Red Fuji apples data
set. The apple grading system design is shown in Fig. 1. Apple grading system design.

Data acquisition

Data expansion

Image segmentation

Dataset setting

Contrast experiment

Conclusion

Improve ResNet-50 network

Fig. 1. Apple grading system design
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2.1 Data Acquisition

The experimental material is Red Fuji apples, and apple images are collected by the
apple image acquisition system, as shown in Fig. 2. Each apple is measured three times,
and collected from the top, left side and right side respectively. A total of 1030 images
of Red Fuji apple are collected, as shown in Fig. 3.

Fig. 2. Apple image acquisition system

Fig. 3. Red fuji apple image (left 1, 2, 3 sides; 4 top)

2.2 Data Expansion

Convolutional neural network requires a large amount of data for training and validating,
so this paper applies the following methods to expand the data of apple images: (1)
Vertical mirror flip, (2) Horizontal mirror flip, (3) Shrink or enlarge an image to a certain
scale, (4) Using random rotating on image between −60 ˚ – 60 ˚, (5) Using random cut
on image.

After the above picture expansion method, the data set is expanded to 6800 images.
The data set after expansion is shown in Fig. 4.

Fig. 4. Expanded red fuji apple data set (From left to right:1. Original picture 2. Expand at random
scale 3. Horizontal mirror flipping after random scaling 4. Vertical mirror flipping after random
scaling)
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2.3 Image Segmentation

After data expansion, Red Fuji apple images of the data set is segmented to extract apple
information. In this paper, the Otsu method is used for image segmentation, which is an
algorithm to obtain the global threshold of the image proposed by the Japanese scholar
Otsu [10, 11]. The algorithm principle is as follows:

Assuming that the image contains L gray levels, the threshold T divides the pixels
of the image into two types B1 (less than T ) and B2 (greater than T ). The mean values
of the two types of pixels are m1 and m2 respectively, and the mean values of the total
pixels ism. The probability of pixel point to B1 and B2 are p1 and p2 respectively. When
σ 2 reaches its maximum value, the gray level k value is the threshold T . The calculation
formula of OTSU method is as follows:

p1 =
∑k

i=0
pi (1)

p2 =
∑L

i=k+1
pi (2)

p1m1 + p2m2 = m (3)

p1 + p2 = 1 (4)

σ 2 = p1(m1 − m)2 + p2(m2 − m)2. (5)

The specific steps of apple image segmentation are as follows:
RGBmodel is extracted and transformed intoHSImodel by the following conversion

formula.

H =
{

θ G ≥ B
360◦ − θ G < B

(6)

S = 1 − 3min(R,G,B)

R + G + B
(7)

I = R + G + B

3
(8)

where

θ = arccos

⎧
⎨

⎩
0.5[(R − G) + (R − B)

[
(R − G)2 + (R − B)(G − B)

] 1
2

⎫
⎬

⎭. (9)

The HSI channel gray scale map and histogram informationmap are shown as Fig. 5.
After the experiment and comparison of histogram information in channels H, S

and I, the difference between apple and background information in channel S is more
obvious, so S channel is chosen for image segmentation. Firstly, 3 × 3 mean-filter is
selected to process the S channel gray image, and then the segmentation between apple
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(a) H channel image (left) H channel histogram information (right)

(b) S channel image (left) S channel histogram information (right)

(c) I channel image (left) I channel histogram information (right)

Fig. 5. HSI channel grayscale image and histogram information

and background is realized by Otsu method. After this step, a small part of images have
incomplete segmentation, so using the hole filling, expansion and corrosion operation
to remove noise points, and making the white area as close as the shape of the original
apple. Finally, the image is completely segmented, the middle area is filled with RGB
color to obtain the final result. The image segmentation process is shown in Fig. 6.

Fig. 6. Image segmentation process (From left to right:1. Image after OTSU method 2,3.
Morphologic process 4. Image filling with RGB channel)
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2.4 Improving ResNet-50 Network

Deep convolutional neural network has the problem of degradation, that is, with the
increase of network depth, network accuracy becomes saturated or even decreases.
ResNetNetwork isResidualNetwork,which adopts unique jump connection technology,
that greatly alleviates the degradation problem of deep neural Network [12].

Convolutional Block Attention Module
Convolutional Block Attention Module (CBAM) is an attentional mechanism module,
which is divided into Channel Attention Module and Spatial Attention Module. The
structure of CBAM is shown in Fig. 7.

Input 
feature F

Channel-
refined 
feature 

Fʹ

MLPMaxpool

Avgpool

+ sigmoid

Refined 
Feature Fʹʹ

Channel Attention 
Mc

[Maxpool,Avgpool]

7*7 conv

sigmoid

Spatial Attenton Ms

Spatial Attention Module

Channel Attention Module

Fig. 7. CBAM structure

In the Channel Attention Module, the input feature is F , , which goes through global
Max-pooling and global Avg-pooling based on image size respectively, and then enter
MLP (Muti-Layer Perception). The MLP output two features are added based on ele-
ments. The combinative feature graphMc is generated with sigmoid activation function.
Mc and input feature F are multiplied based on elements to generate feature F ′, which
is the output feature of the Channel Attention Module. TheMc calculation formula is as
follows: (σ is the sigmoid activation function)

Mc = σ {MLP[MaxPool(F)] + MLP[AvgPool(F)]} (10)

F ′ = Mc ⊗ F . (11)
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In the Spatial Attention Module, the input is F ′, which goes through channel-
based global Max-pooling and global Avg-pooling respectively, and then goes through
a channel-based merge operation and a convolution layer to reduce the dimension to one
channel. The feature graph Ms is generated with sigmoid activation function. Ms and
input feature F ′ are multiplied based on elements to generate feature F ′′, which is the
output feature of the Spatial Attention Module. Ms calculation formula is as follows:
(f 7×7 is the convolution layer of 7 × 7; σ is the sigmoid activation function)

Ms = σ
{
f 7×7[MaxPool

(
F ′);AvgPool(F ′)]} (12)

F ′′ = Ms ⊗ F ′. (13)

ResNet-50 Network and CBAM
In this paper, CBAM is added behind the block activation function. The output of the
activation function after the first convolutional network in the block is set as F , and
CBAM is added sequentially. The output is denoted as F ′′. The input F ′′ into the next
convolution layer of the block until the optimization of the whole model is completed.
By adding CBAM, the accuracy of the network can be effectively improved. Improved
ResNet-50 network is shown in Fig. 8.

Input feature

Conv

Channel Attention Module

Spatial Attention Module

Next Conv

Onput feature

CBAM

Fig. 8. Improved ResNet-50 network (Conv is convolution network)
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Activation Function
In this paper, LeakyReLU activation function is used. Compared to the ReLU activation
function, the LeakyReLU activation function has the following characteristics: When
the input x is less than 0, there is still a very small gradient of the value a ∗ x output (a
is a very small positive number, custom), thus avoiding the problem of neurons failing
to update and learn. ReLU and LeakyReLU activation functions are shown in Fig. 9.

ReLU

y=0

y=x

y

x

LeakyReLU

y=ax

y=x

y

x

Fig. 9. Activation functions (left: ReLU; right LeakyRelu)

ReLU and LeakyReLU activation functions is calculated by the following formula:
(a is a small positive number)

F(x) =
{
0 x ≤ 0
x x > 0

(14)

F(x) =
{
a ∗ x x ≤ 0
x x > 0

. (15)

3 Experiment and Conclusion

3.1 Data Set

In this paper, Red Fuji apple data set contains 3054 images. Firstly, according to our
demand, we classify the overall data of apples into three parts: first-class, second-class
and third-class. After being selected by several professionals according to the grading
standard of Red Fuji apples as shown in Table 1, a total of 781 first-class apples, 1241
s-class apples and 1032 third-class apples are sorted out.

Then, the above data are randomly divided into training-set and verification-set in a
ratio of 8:2. Training-set 2448, validation-set 606.The apple grading data set is shown
in Table 2.
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Table 1. Red fuji apple grading standard

Feature\Grade First-class Second-class Third-class

Apple shape Apple shape index ≥
0.85

Apple shape index ≥
0.80

Basic shape with this
apple class

Apple color Red colored area ≥
75%

Red colored area
≥ 50%

Red colored area ≥
25%

Diameter ≥ 80 mm ≥ 70 mm ≥ 65 mm

Diseases No No No

Wound No No No or slight

Chapped No No No or slight

Sunburnt apple No No No or slight

Table 2. Apple grading data set

First-class Second-class Third-class Total number

Training-set 625 997 826 2448

Validation-set 156 244 206 606

Total number 781 1241 1032 3054

3.2 Experiment Set

The apple grading experiment is carried out under the Ubuntu 18.04 system, and two
GPU 2080Ti are used to accelerate the training of the program.

In order to validate the accuracy of improved ResNet-50 network in Red Fuji apples
grading, five mainstream convolutional neural networks is selected for comparison,
including, AlexNet, VGG-16, GoogleNet, Mobilenet-V2 and unimproved ResNet-50
network. We choose the highest accuracy rate and the average of the top five accuracy
rate respectively as evaluation indexes to evaluate the accuracy of each network to apple

Table 3. Red fuji apples grading accuracy

Network\Aaccuracy Highest-accuracy (%) Average of the top five accuracy (%)

AlexNet 88.0 87.5

VGG-16 88.2 87.5

GoogleNet 91.8 90.7

Mobilenet-V2 87.2 86.8

ResNet-50 89.5 88.6

Improved ResNet-50 95.1 94.8
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grading. Red Fuji apples grading accuracy is shown in Table 3. The accuracy comparison
curve of each network is shown in Fig. 10.

The experimental result shows that the highest accuracy of improved ResNet-50
network is 95.1%, 3.3% higher than that of the second-rank GoogleNet network in
Red Fuji apples grading, and the average of the top five accuracy of improved ResNet-
50 network is 94.8%, 4.1% higher than that of the second-rank GoogleNet network.
Improved ResNet-50 network achieves 95.1% accuracy in apple grading. To sum up,
improved ResNet-50 network combined with combination of CBAM and LeakyReLU
activation function has greater accuracy in apple grading.

Fig. 10. Improved ResNet-50 network accuracy curve compared with VGGNet, AlexNet,
Mobilenet-V2, GoogleNet, ResNet-50 (from left to right, from top to bottom).
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3.3 Conclusion

This paper proposes an apple grading model based on improved ResNet-50 network by
comparing the external features of the apple and draws the following conclusion: The
addition of CBAM which contains a Channel Attention Module and a Spatial Attention
Module, makes the network more aware of channel and spatial features and easier to
extract key information. The addition of the LeakyReLU activation function alleviates
the problem of neurons failing to update and learn. The above two improvements make
ResNet-50 networkmore accurate for apple grading. In the apple grading experiment, the
improved ResNet-50 network reaches high accuracy 95.1%, 5.6% improvement over the
unimproved ResNet-50 network and 3.3% improvement over the second-rank network
GoogleNet.
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