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Preface

This book highlights the most recent advances in nanoscience from leading
researchers in Ukraine, Europe, and beyond. It features contributions from partici-
pants of the 10th International Research and Practice Conference “Nanotechnology
and Nanomaterials” (NANO-2021), held in Lviv, Ukraine, on August 25–27, 2021.
This event was organized jointly by the Institute of Physics of the National Academy
of Sciences of Ukraine, Taras Shevchenko National University of Kyiv (Ukraine),
University of Tartu (Estonia), University of Turin (Italy), and Pierre and Marie
Curie University (France). Internationally recognized experts from a wide range
of universities and research institutes shared their knowledge and key results in the
areas of nanocomposites and nanomaterials, nanostructured surfaces, microscopy
of nanoobjects, nanooptics and nanophotonics, nanoplasmonics, nanochemistry,
nanobiotechnology, and surface-enhanced spectroscopy.

Today, nanotechnology is becoming one of the most actively developing and
promising fields of science. Numerous nanotechnology investigations are already
producing practical results that can be applied in various areas of human life from
science and technology to medicine and pharmacology. The aim of these books is to
highlight the latest investigations from different areas of nanoscience and to stimulate
new interest in this field. Volume II of this two-volume work covers such important
topics as nanocomposites, nanostructured surfaces, and their applications.

This book is divided into two parts: Part One—Nanomaterials and Nanocom-
posites; Part Two—Nanostructured Surfaces. Parts covering nanooptics photonics
and nanobiotechnology can be found in Volume I: Nanooptics and Photonics,
Nanochemistry and Nanobiotechnology and Their Applications.

The papers published in these four parts fall under the broad categories of
nanomaterial preparation and characterization, nanobiotechnology, nanodevices and
quantum structures, and spectroscopy and nanooptics. We hope that both volumes
will be equally useful and interesting for young scientists or Ph.D. students and
mature scientists alike.

Kyiv, Ukraine Olena Fesenko
Leonid Yatsenko
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Properties of Liquid Systems Within
Nanostructure in the Vicinity
of a Critical Point

D. Gavryschenko, N. Atamas, G. Taranyik, and G. Verbinska

Abstract The influence of a spatial nanoconfinement on a thermodynamic behavior
of equilibrium properties of fluid systems has been investigated. The correlation
effects generalization of a confined non-uniform fluid theory has been built in the
case of a binary solution for nanostructures. The obtained results let us calculate
the concentration spatial distribution of a binary fluid system within a wide range
of variations of the thermodynamic parameters for nanosystems of a different form.
A second-order differential equations for a local density and concentration were
obtained on the base of solution of isoparametric problem minimization of system’s
free energy as a functional of density and concentration under the condition of a
constant number of particles. Density profiles of a binary solution were calculated
along the critical isochor within the nanostructure. Obtained results show that in this
case, density and concentrations become a nonlinear function of the coordinate. The
density profiles of fluid were calculated within a single-wall carbon nanotube. It is
shown that bulk density essentially inclines from the average value.

Keywords Binary solution in confined geometry · Nanovolumes · Density spatial
distribution · Concentration spatial distribution
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1 Introduction

The study of the density profile, as well as the spatial distribution of concentrations,
and chemical potentials of solution components in the external field (gravitational
effect [1]) in a limited system near a critical point liquid vapor, and critical strat-
ification points of important amplitudes of the corresponding scale laws, and also
widely applied in research of processes of adsorption in the limited systems [2, 3],
and thermodynamic behavior of liquid systems in nanovolumes [4]. Both theoretical
methods [5, 6] and computer modeling methods [7] are used to study this problem.
It is also important to construct a solution of this problem for supercritical states [8].

In classical thermodynamics, this problem is solved in the local approximation
on the basis of a known algebraic relationship between the chemical potential of the
system μ(�r) and an potential of the external field u(�r):

μ0 − μ(�r) = u(�r),

whereμ0 is the chemical potential of the system in the absence of an external field [9].
However, with large gradients of the external field, or in the vicinity of critical points
of different nature, non-local effects become significant. Therefore, in the general
case, to calculate the local density ρ(�r) and concentration x(�r) for nanosystems
and for the systems under the external field, it is necessary to solve the problem of
minimizing the free energy functional of the system.

The calculation of the liquid density profile n = n(�r , T ) for individual liquid
substances in a gravitational field u(�r) was first proposed by Van der Waals on the
basis of a local expression. Later, the refined form of this classical result was taken
as a basis for a number of studies by different authors [10, 11]. In [12, 13], paired
correlation functions are found within the framework of Ornstein–Zernike theory
and in the approximation of anomalous dimension, and also situations when paired
correlations become long-range [14] are analyzed. This approach allowed to obtain
refinement of expressions for calculating the density of an inhomogeneous system.

The presence of limiting surfaces leads, firstly, to the need to consider the ther-
modynamics of matter and critical phenomena in a limited volume on the phase
boundary [15] (in particular, there is no boundary thermodynamic transition), and
secondly, to the need to take into account the interaction potential fluid with a wall
[16].

In spatially bounded fluids in the critical region, which are essentially anisotropic
systems, there must be effects due to the density distribution both in the surface
layers in the direction perpendicular to the bounding surface, and the height density
distribution resulting from the gravitational effect [17].

The state of such a system can be fully determined by a set of intensive parameters,
none of which describes the size of the system or the shape of the surface that limits
it, and the total number of particles N = NA+NB , where NA and NB are the number
of particles of the variety “A” and “B”, accordingly.
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To build a consistent thermodynamic theory to describe the behavior of a
one-component inhomogeneous system, a fundamental approach was previously
proposed based on calculating the contribution fromeach layer between equipotential
surfaces not to the corresponding thermodynamic potentials, but to the Hamiltonian
of the system. In this case, one can write:

u(�r) = μ0 − μ
(

⇀
r
)

+ �μcor (�r), (1)

where �μcor is the contribution due to correlation effects for which the expression
in the form of an infinite series was obtained [18].

The aim of this work is to generalize the formalism proposed in [19] in the case
of a two-component solution under the action of an external field in nanosystems in
a wide range of changes of thermodynamic parameters, including around the critical
stratification point. This paper also considers the problem of obtaining density and
concentration profiles of a binary solution in a plane-parallel layer with exponential
near-wall potential.

2 Results and Discussion

2.1 Chemical Potential of an Inhomogeneous Binary System

To describe the thermodynamic behavior of an inhomogeneous binary fluid in a
bounded system, we use a lattice model of a fluid in which an external field u(z) acts
along the axis 0z; in addition, the system is bounded in this direction: z it can vary
within [−L , L].Having constructed the decomposition of the potential of the external
field uBA(�r) = uB(�r) − uA(�r) into the Taylor functional series �x(�r) = x(�r) − x0

according to the deviations of the concentration from its value x0 under the absence
of an external field, we obtain an expression uBA(�r) similar to the expression (1):

βuBA(z) = β(μ0 − μ(z)) + a
d2

dz2
�x(z), (2)

where a is spatial moment of direct correlations function, β = 1/kT .
The construction of the solution of the obtained equation for nanosystems has

certain features. In particular, the solution of this equation must be subjected to the
conditions of transversality, which in this case have the following obvious form:

d

dz
�x(z)

∣∣∣∣±L

= 0, (3)

and isoparametry (in this case—the condition of the number of particles constancy
in the system):
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L∫

−L

dz�x(z) = 0. (4)

Note, that the imposition of the additional condition (4) in the solution of Eq. (2) is
related to the need of specificity of the chemical potential of a homogeneous system.
The obtained results indicate that the formula for a local approximation can be used
only to describe the concentration distribution of inhomogeneous binary systems in
the presence of external fields of a small spatial gradients that are far from a critical
point. But as we approach the critical point, the role of correlation terms increases,
and therefore it is necessary to use the obtained expression.

2.2 Distribution of Concentration in a Non-Ideal Pore
in the Gravitational Field Near the Critical Point
of Stratification

Consider the case when the system along the axis of the gravitational field 0z, the
potential of which is given by the obvious expressions:

uA(z) = −m0Agz,

uB(z) = −m0Bgz, (5)

where g—is free fall acceleration, and there are forces of attraction or repulsion
near the walls (so-called non-ideal time), the potential of which is modeled by the
following expressions [18]:

uA(z) = BA1e
−k(L+z) + BA2e

−k(L−z)

= (BA1 + BA2)e
−kLchkz + (BA1 − BA2)e

−kLshkz,

uB(z) = BB1e
−k(L+z) + BB2e

−k(L−z)

= (BB1 + BB2)e
−kLchkz + (BB1 − BB2)e

−kLshkz, (6)

where BA1 (BB1) and BA2 (BB2) are the amplitudes of the wall potentials on the left
and right pore boundaries for substances, respectively. Then, in the approximation
of smooth inhomogeneity, the solution of Eq. (2) under the conditions (3) and (4)
has the following form:

�x(z) = −A m0BAgL

{(
1

κLchκL
− z

L

)

− C1e
−kL k

κ

1

k2 − κ2

shkL

shκL
chκz
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− C2e
−kL k

κ

1

k2 − κ2

chkL

chκL
shκz

+ C1e
−kL 1

k2 − κ2
chkz + C2e

−kL 1

k2 − κ2
shkz

+ C2(BBA1 + BBA2)e
−kL 1

kκ2L
shkL

}
. (7)

where C1 = BBA1+BBA2
m0BAgL

and C2 = BBA1−BBA2
m0BAgL

are dimensionless parameters that char-
acterize the ratio of the characteristic energy of near-wall potentials to the change in
the energy of the gravitational field at altitude L .

Figures 1, 2, 3 and 4 show the spatial distribution of the concentration of themodel
binary solution �x(z) at different values of the correlation radius ξ for systems with
L = 10−7 m with different values of constants BBA1 and BBA2 at a fixed valuem0BA.

The analysis of the given concentration profiles shows that when the system
is relatively far from the critical point, the concentration profiles are determined
exclusively by the external gravitational field at any of the considered values of
constants BBA1 and BBA2.

The local approximation in this case also leads to the emergence of concentration
profiles, which coincide with the concentration profiles in a system with ideal walls,
i.e., are determined only by the existence of a gravitational field.

Fig. 1 Spatial distribution
of the concentration �x(z)
of binary solution in a flat
non-ideal pore in the
gravitational field for the
system k−1 = 3 · 10−10 m,
BBA1 = 10−24 J,
BBA2 = 10−24 J,
C1 = 2 · 105, C2 = 0 at
different values ξ : 1 −
5 · 10−9, 2 − 10−8, 3 −
5 · 10−8, 4 − 10−7 m, 5–at
local approximation
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Fig. 2 Spatial distribution
of the concentration �x(z)
of binary solution in a flat
non-ideal pore in the
gravitational field for the
system k−1 = 3 · 10−10 m,
BBA1 = 10−24 J,
BBA2 = 0.1 · 10−24 J,
C1 = 1.1 · 105,
C2 = 0.5 · 105 at different
values ξ : 1 − 5 · 10−9, 2 −
10−8, 3 − 5 · 10−8, 4 − 10−7

m, 5–at local approximation

Fig. 3 Spatial distribution
of the concentration �x(z)
of binary solution in a flat
non-ideal pore in the
gravitational field for the
system k−1 = 3 · 10−10 m,
BBA1 = 0.5 · 10−24 J,
BBA2 = −0.25 · 10−24 J,
C1 = 2.5 · 105,
C2 = 7.5 · 105 at different
values ξ : 1 − 5 · 10−9, 2 −
10−8, 3 − 5 · 10−8, 4 − 10−7

m, 5–at local approximation
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Fig. 4 Spatial distribution
of the concentration �x(z)
of binary solution in a flat
non-ideal pore in the
gravitational field for the
system k−1 = 3 · 10−10 m,
BBA1 = 0.5 · 10−24 J,
BBA2 = −0.5 · 10−24 J,
C1 = 0, C2 = 1 · 105 at
different values ξ : 1 −
5 · 10−9, 2 − 10−8, 3 −
5 · 10−8, 4 − 10−7 m, 5–at
local approximation

The existence of walls in this case leads to a certain deformation of the profiles
at the boundaries of the system at distances of the order of the effective radius of the
wall forces, i.e., experimentally, these effects cannot be observed.

As the correlation radius increases, the contribution of non-local terms increases,
which leads to a significant dependence of concentration profiles on the coordinate
throughout the system, C1 and C2 as the selected “asymmetry” of the wall potential
at fixed parameter values (see Figs. 3 and 4).

In Figs. 5 and 6, it is shown the spatial distribution of the concentration of the
model binary solution �x(z) for different values of the correlation radius ξ for
systems with L = 10−7 m with different and fixed values of constants BBA1 and
BBA2.

It is easy to see the change in value m0BA, and hence the change in the values of
the parameters C1 and C2, then a significant qualitative change in the concentration
profiles binary solution is observed, i.e., the presence of imperfect walls can be
significant way to distort the picture observed in the classical gravitational effect.

The absolute value of the deviation at fixed values C1 and C2 is determined by
the value of m0BA.

If the concentration of the solution is large enough,C1 andC2 should be observed,
it practically coincides with the distribution in the absence of an external field. As
these parameters decrease, the contribution of the gravitational term increases, C1

and C2 at sufficiently small values, a practically constant distribution of the solution



10 D. Gavryschenko et al.

Fig. 5 Spatial distribution
of the concentration �x(z)
of binary solution in a flat
non-ideal pore in the
gravitational field for the
system k−1 = 3 · 10−10 m,
BBA1 = 0.5 · 10−24 J,
BBA2 = −0.5 · 10−24 J,
C1 = 0, C2 = 0.47 · 105 at
different values ξ : 1 −
5 · 10−9, 2 − 10−8, 3 −
5 · 10−8, 4 − 10−7 m, 5–at
local approximation

Fig. 6 Spatial distribution
of the concentration �x(z)
of binary solution in a flat
non-ideal pore in the
gravitational field for the
system k−1 = 3 · 10−10 m,
BBA1 = 0.5 · 10−24 J,
BBA2 = −0.5 · 10−24 J,
C1 = 0, C2 = 0.25 · 105 at
different values ξ : 1 −
5 · 10−9, 2 − 10−8, 3 −
5 · 10−8, 4 − 10−7 m, 5–at
local approximation
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concentration for a system with ideal walls must be observed—a pure gravitational
effect.

The data given in Fig. 5 show that in themiddle of the system (in the layer bounded
by planes with coordinates z ≈ ±0.3L), the gravitational field leads to insignificant
(≈ 2%) deviations of the concentration that coincide in signwith those that calculated
in the local approximation, and a more significant deviation occurs near the system
walls, and the value of this deviation is determined only by the magnitude of the
near-wall potential.

Thus, the analysis of the data presented in Figs. 1, 2, 3, 4, 5 and 6 indicates that
for this model system under the condition C1 ≥ 105 or C2 ≥ 105, the concentration
profile is determined exclusively by the near-wall potential, and under the conditions
C1 ≤ 104 or C2 ≤ 104 the gravitational field. At constant C1 and C2 intermittent
values∼ 104−105, the spatial distribution of the solution concentration is determined
by both the near-wall potential, and the presence of an external gravitational field.

In general case, the presence of non-ideal walls leads to the fact that the concentra-
tion profiles lose the properties of the odd coordinate function, which must be taken
into account in the experimental study of the critical properties of the fluid and in
calculating the corresponding critical amplitudes. In addition, the spatial distribution
of the concentration gradient changes significantly, which could affect the results
of experiments on the scattering of light, and neutrons in the vicinity of the critical
point of stratification.

3 Conclusions

1. It is shown that in the vicinity of the critical point of stratification, the presence of
non-ideal walls leads to the change in the concentration profile of a mixture in the
volume determined by the correlation radius of the corresponding homogeneous
system.

2. It is shown that in the systems bounded by non-ideal walls, the correlation contri-
bution leads to decrease in gravitational effect, and its increase depending to the
symmetry of the near-wall potential, and the orientation of the system relatively
to the gravitational field.

3. It is established that the presence of walls of different nature causes significant
deviations in the concentration from that which is found in the local approxima-
tion, which affects the values of the critical amplitudes calculated on the results
of experimental studies.
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Electron Tunneling in Heterostructures
with Germanium Quantum Dots

Sergey I. Pokytnyi and Volodymyr Ya. Gayvoronsky

Abstract It is shown that electron tunneling through a potential barrier that separates
two quantum dots of germanium leads to the splitting of electron states localized
over spherical interfaces (a quantum dot–a silicon matrix). The dependence of the
splitting values of the electron levels on the parameters of the nanosystem (the radius
a quantum dot germanium, as well as the distance D between the surfaces of the
quantum dots) is obtained. It is shown that the splitting of electron levels in the QD
chain of germanium causes the appearance of a zone of localized electron states,
which is located in the bandgap of silicon matrix. It was found that the motion of
a charge-transport exciton along a chain of quantum dots of germanium causes an
increase in photoconductivity in the nanosystems.

Keywords Splitting of electronic states · Charge-transfer exciton · Spherical
interfaces · Potential barrier · Coulomb interaction · Quantum dots

1 Introduction

In germanium/silicon, heterostructures with germanium quantum dots (QDs) are of
the second type, the main electron level was in the silicon matrix, and the main
level of holes was in the germanium QD [1–11]. A significant shift of the shift of
the valence band (ΔEv(Ge) = 610 meV) of germanium QDs (relative to the ceiling
of the valence band of the silicon matrix) caused hole localization in the QDs. A
substantial shift of the bottom of the conduction band (ΔEc(Si) = 340 meV) of the
silicon matrix (relative to the bottom of the conduction band of germanium QDs) in
the heterostructurewas a potential barrier for electrons (electronsmoved in thematrix
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and did not penetrate into the QD) [1–11]. When studying the optical properties of
Ge/Si nanoheterostructureswith germaniumQDs, experimentalwork [1]was the first
to reveal the spatial separation of electrons and holes, as a result of which electrons
were localized above the QD surface, and holes moved into QDs. The transition
between such states was indirect in space [1, 2, 9–12]. In experimental studies [1,
2], it was established that in nanosystems consisting of germanium QDs located in
silicon matrices, the excitation of spatially indirect excitons (SIE) is possible [3–16].

The effect of significant increase in the SIE binding energy (by almost two orders
of magnitude) is found in nanosystems containing semiconductor (cadmium sulfide,
zinc selenide, germanium) QDs, compared with the exciton binding energy in the
corresponding single crystals [12–17]. Such an effect of significant increase in the
SIE binding energy opens the possibility for the use of nanosystems as an active field
of nanolasers operating on exciton transitions at room temperatures.

In [3, 7], heterostructures, which are linear germanium QD chains on silicon
substrates, were obtained using the method of electron-beam lithography. The
average radii of QD of germanium did not exceed 30 nm. In Ge/Si heterostruc-
tures with germanium QDs, it was established in experimental works [1, 2] that
low-temperature optical absorption and photoluminescence spectra were caused by
interband electron transitions from the valence band of germaniumQD to the conduc-
tion band of the silicon matrix. The photoluminescence signal of nanostructures in
the infrared spectral region (0.20–1.14) eV was observed up to room temperature
[1–8].

At low concentrations N QDs of germanium, when in linear chains the average
distance (~ N −1/3) between the surfaces of the QD significantly exceeds the Bohr
radius of the electron (ae = 0.63 nm) in the silicon matrix, that is,

aeN
1/3 � 1, (1)

the interaction between QDs can be neglected. The optical properties of such
nanosystems were mainly determined by the energy spectra of electrons and holes
localized near the surface of single germanium QDs grown in a silicon matrix
[1–5, 7, 8, 15, 16].

With the increase of the concentration N of germanium QD in linear chains, the
average distance between the surfaces of the QD decreased. In nanostructures with
large concentrations N of QDs at distances between the QD surfaces (about ae), it is
necessary to take into account the interaction between the QD surfaces. In this case,
the condition should be satisfied

aeN
1/3 ∼ 1 (2)

As the spacing between the QDs surfaces is decreased, the overlapping integral
S(a, D) of the exciton wave functions and the energy of the exchange interaction
of the electrons with the holes substantially increase. Therefore, a coupled state of
two excitons is formed in the nanosystem, i.e., an exciton quasimolecule consisting
of two QDs appeared in the nanosystem [17–19]. In such exciton quasimolecule,
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electrons and holes were separated in space (the holes moved in germanium QDs,
and the electrons were localized over a spherical interface (QD—silicon matrix)).
In [17], it was shown that the appearance of a quasimolecule had a threshold nature
and was possible in the nanosystem, in which the distance D between the surfaces
of the QDs was determined by the condition D(1)

c ≤ D ≤ D(2)
c . The existence of

such a distance D(1)
c was due to quantum size effects, in which the decrease in the

energies of interaction of the electrons and holes entering into the Hamiltonian of
the exciton quasimolecule with decrease of the distance D between the QD surfaces
could not compensate for the increase in the kinetic energy of electrons and holes.
At larger distance D between the surfaces of QDs, such that D ≥ D(2)

c , the exciton
quasimolecule splits into two excitons (from spatially separated electrons and holes)
[17].

The interband and intraband radiation from the n-InGaAs/GaAs heterostructures
with the double and triple tunnel coupled and selectively doped quantum wells has
been investigated [20–22]. A steep increase of the interband radiation intensity was
found which appeared under the lateral electric field. This effect was due to the long
lifetime of the injected charge carriers, which is three orders of magnitude longer
than the lifetime in a similar bulk direct-gap semiconductor. It is shown that the long
lifetimes of the injected charge carriers were caused by the spatial separation of the
injected holes and electrons between the bound wells.

At present, the optical properties of Ge/Si heterostructures with germanium QDs
have not been adequately studied. In particular, there are no works that investigate
electron tunneling between the surfaces of germanium QDs in the linear chains of
germanium QDs on silicon substrates. Therefore, in this paper, in contrast to [18,
19], the splitting of electron states localized over a spherical interface (germanium
QD–silicon matrix) due to electron tunneling through a potential barrier separating
two QDs is investigated.

2 The Splitting of Electron States in Germanium/Silicon
Heterostructure with Germanium Quantum Dots

In [18, 19], a model of nanosystems consisting of two spherical QD(A) and QD(B)
with radii a, containing germanium with a dielectric constant (ε2 = 16.3) grown in
a silicon matrix with a dielectric constant (ε1 = 11.7). It was assumed that the holes
h(A) i h(B) with effective masses ((mh /m0) = 0.39) were located at the centers of
QD(A) and QD(B). In the nanosystem, electrons e(1) and e(2) with effective masses
((me

(1)/m0)= 0.98) were localized over the spherical surfaces of QD(A) and QD(B)
in potential wells caused by the Coulomb attraction Veh (x) electron and hole in a
silicon matrix. The energy of the Coulomb interaction of an electron with a hole was
described by the formula [12, 13]

Veh(x) = − e2

ε̃x
(3)
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where ε̃ = 2 ε1ε2/ (ε1 + ε2)—dielectric constant of the nanosystem and x−− electron
distance from the surface of the QD). If in the nanosystem with a high concentration
of QDs N (condition (2) is satisfied), the distance D between the surfaces of the
germanium QDs exceeded the value D(2)

c , , then the exciton quasimolecule would
have been decayed into two excitons inwhich electronswere located above the spher-
ical interface (QD–matrix), and the holes were in the valence band of germanium
QDs [17].

If the distances D between the surfaces of QD of germanium in the nanosystem
exceeded the value of D(2)

c , , then the exciton quasimolecule decayed into two exci-
tons, in which electrons were localized above the spherical interface (QD–matrix),
and the holes were in the valence band of germanium QD [17]. Such excitons
appeared when the photon with the energy smaller than the width of the band gap
Eg(Si) of the silicon matrix was absorbed by the nanosystem [17]. The ground state
E0 (a) of the exciton with the increase of the radius QD a (so that a ≥ 22.2 nm)
passed into the ground state of a two-dimensional exciton (from a spatially separated
electron and hole) localized above the flat interface (germanium–silicon) with the
energy [15, 16]

E0(a) = −E2D
ex , E2D

ex = 2�
2/μ2D

ex

(

a2Dex
)2

, (4)

where E2D
ex = 82 meV is the binding energy of the two-dimensional SIE. The Bohr

radii of such SIE is

a2Dex = ε̃
(

m0/μ
2D
ex

)(

�
2/m0e

2
)

, (5)

where μ2D
ex = m(1)

e mh/
(

m(1)
e + mh

)

—the reduced mass of the SIE, wherein a2Dex =
2.6 nm.

In [15] and [16], the energy of the SIE state E0 (a) was measured from the bottom
of the conduction band of the siliconmatrix (Ec(Si) = Eg(Si) = 1.17 eV). Between the
electronic states localized over the spherical surfaces ofQD(A) andQD(B), tunneling
is possible through the potential barrier that separates these QDs. Such a potential
barrier is caused by the Coulomb attraction Veh (x) (3) of electrons e(1) and e(2) to
their holes located in the centers of QD(A) and QD(B). We can write the expression
describing the potential barrier U(x) in this form [18, 19]:

U (x) = − e2

ε̃((D/2) − x)
, 0 ≤ x ≤ (D/2) (6)

U (x) = − e2

ε̃((D/2) + x)
, (−D/2) ≤ x ≤ 0 (7)

The potential energy U(x) consists of two symmetric potential wells (6) and (7),
separated by a potential barrier of height
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U0(D) = U (x = 0) − 2e2

ε̃D
(8)

Electron tunneling through the potential barrierU(x) (6)–(8), separating twoQDs,
causes the splitting of the exciton energy level Eex (a), which is located in the potential
wells U(x) (6, 7) in the silicon matrix at two close exciton levels Eex

(1)(a) and
Eex

(2)(a). Such close exciton levels Eex
(1)(a) and Eex

(2)(a) correspond to states in
which the electron moves simultaneously in both potential wellsU(x) (6, 7). We will
assume that the potential barrier U(x) (6, 7) is described by a semiclassical field.
Using approach [13], we obtain the expression that determines the splitting �Eex

(a, D) = (Eex
(1)(a) − Eex

(2)(a)) of the exciton level (Eex (a) = −E0(a) = E0).

�Eex (a, D) = (�ω0(a, D)/π) exp

[

−(2/�)
b∫
0
p(x)dx)

]

(9)

In formula (9), the quantity

ω0(a, D) = (

π/μ2D
ex

)

[

b∫
0
dx/p(x)

]−1

, (10)

describes the frequency of the classical periodic electron motion in the field U(x) (6,
7), and p(x) determines the momentum of an electron moving in the field U(x) (6,
7), wherein

p(x) = [−2μ2D
ex (U (x) + E0)

]1/2
, (11)

b—turning point whose value is determined from the expression U(x = b) = E0(a).

After integrating formula (9), taking into account (6)–(8), we obtain an expression
that describes the splitting �Eex (a, D) of the exciton level (Eex (a) = −E0) [18,
19]:

�Eex (a, D) = 2−3/2
{[

1−(

˜E0˜D
)1/2(

˜E0 ˜D −1
)1/2

]

(

2˜E0
)− 3/2

+ ln
[

(

˜E0˜D
)1/2 + (

˜E0 ˜D −1
)1/2

]}−1

×
[

(

˜E0˜D
)1/2 + (

˜E0 ˜D −1
)1/2

]−2
√
2
exp

[

−2D̃1/2 (

˜E0 ˜D −1
)1/2

]

E2D
ex

(12)

where
(

˜E0 = (

E0/E2D
ex

))

and D̃ = (

D/a2Dex
)

. Formula (12) is valid only for the
weak splitting �Eex (a, D) of the exciton level Eex (a). In this case, the following
condition should be satisfied

(�Eex (a, D)/E0) � 1 (13)
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Expression (12) is obtained in the semiclassical approximation, in which it is
assumed that the potential field U(x) (6), (7) is a semiclassical field. In this case, the
condition [18, 19] should be satisfied

�
d

dx
(p(x))−1 � 1, (14)

which is performed at

(

˜E0 · D̃
)

> 1 (15)

Magnitude splitting (12) is �Eex (a, D)> 0, if

(

˜E0 ˜D
)1/2(

˜E0 ˜D−1
)1/2

< 1 (16)

Conditions (15) and (16) are satisfied when

(

˜E0 · D̃
)

> 2−1
(

1 + 51/2
)

(17)

Thus, the fulfillment of the requirement (17) allows us to obtain an expression
that describes the splitting �Eex (a, D) (12) of the exciton level Eex (a), in the
semiclassical approximation. From formula (12), it is followed that with the increase
of the distance D between the surfaces of the QD (so that D̃ � 1), the splitting
�Eex (a,D) decreases (�Eex (a,D) D̃−√

2). Therefore, in a nanosystem with a small
concentration of QDsN (so that condition (1) is satisfied), the probability of electron
tunneling through the potential barrierU(x) (6)–(8) separating twoQDs takes a small
value. In this case, the splitting values �Eex (a, D) (12) of the exciton levels Eex (a)

will be negligible compared with the energies of the excitonic levels Eex (a).
The exciton levels E0(a), as well as the potential barrier U(x) (6)–(8), are in the

forbidden zone of the siliconmatrix. Therefore, in order for the potential barrierU(x)
(6)–(8) to be located in the forbidden zone of the silicon matrix, the condition [18,
19]:

|Uo(D)| < Eg(Si) (18)

Requirement (18), taking into account (8), (4), and (5), is satisfied for nanosystems
in which the distance D between the surfaces of the QDs exceeds the value

D >
(

E2D
ex /Eg(Si)

)

a2Dex (19)

Inequality (19) holds for nanosystems in which the distances D between the
surfaces of the QDs exceed the values (D > 0.18 nm).

The positions of the exciton levels E0(a), which are located in the band gap
of the silicon matrix, do not depend on the temperature T, if the distances of these
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levels from the bottomof the conduction band Ec(Si) of the siliconmatrix significantly
exceed the thermal energy (kB T ) of the electron (where kB is a constant Boltzmann),
i.e., the following condition must be met [18, 19]:

(

Ec(Si) + E0(a)
) � kBT (20)

3 Calculation Results and Discussion

We will estimate the splitting �Eex (a, D) (12) of the exciton levels (Eex (a1) =
−E0(a1) = −64 meV) and (Eex (a2) = −E0(a2) = −72 meV) in the nanosystem
consisting of a chain of germanium QDs with average radii a1 = 12.8 nm and
a2 = 15 nm [15, 16], grown in a silicon matrix, and studied under experimental
conditions [1–11] (see Tables 1 and 2). For average distancesD between the surfaces
of QDs, which continuously vary in the range from D1 = 7.8 nm to D2 = 8.4 nm,
using the formula (12), we obtain for the exciton level Eex (a1) the splitting values
�Eex(a, D) monotonically varying in the interval from �Eex(a1, D1) = 8 meV to
�Eex(a1, D2) = 0.16 meV (see Table 1) [18, 19]. In this case, for the exciton level
Eex (a2), the splitting �Eex(a, D) takes a monotonically varying value in the range
from �Eex(a2, D1) = 8.8 meV to �Eex(a2, D2) = 0.2 meV (see Table 2) [18, 19].
Such splittings �Eex (a1, D1) and �Eex (a1, D2) correspond to the temperatures
T1 (1) = 92 K and T2 (1) = 1.85 K. Splittings �Eex (a2, D1) and �Eex (a2, D2)
correspond to the temperatures T1 (2) = 102 K and T2 (2) = 2.3 K. Requirements (13)
for the smallness of splittings �Eex (a1, D) and �Eex (a2, D) in comparison with
the value of the energy of the exciton levels E0(a1) and E0(a2) are satisfied [18, 19].

The splitting values �Eex (a1, D) and �Eex (a2, D), according to (12), have a
strong exponential dependence on the distance D between the surfaces QD. With a
slight increase in the distance D from D1 = 7.8 nm to D2 = 8.4 nm, the splitting
values�Eex (a,D) (12) substantially decrease from�Eex (a1, D1)= 8meV to�Eex

(a1, D2) = 0.16 meV, as well as from �Eex (a2, D1) = 8.8 meV to �Eex (a2, D2)
= 0.2 meV (see Table 1 and Table 2) [18, 19]. With an increase in the average radius
of the QD a (from a1 = 12.8 nm to a2 = 15 nm), the exciton-level energy values
E0(a) increase (from E0(a1) = 64 meV to E0(a2) = 72 meV) [15, 16].

Table 1 Dependence of the splitting �Eex (a1,D) (12) of the exciton level (E0(a1) = −64 meV)

in a nanosystem that consists of two germanium QDs with average radii a1 = 12.8 nm, on the
distance D between the surfaces of the QD

a1 nm E0(a1) meV D nm �Eex (a1, D) meV

12.8
12.8
12.8
12.8

64
64
64
64

7.8
8
8.2
8.4

8
2.4
0.64
0.16
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Table 2 Dependence of the splitting �Eex (a2,D) (12) of the exciton level (E0(a2) = −72 meV)

in a nanosystem that consists of two germanium QDs with average radii a2 = 15 nm, on the
distance D between the surfaces of the QD

a2 nm E0(a2) meV D nm �Eex (a2, D) meV

15
15
15
15

72
72
72
72

7.8
8
8.2
8.4

8.8
2.8
0.78
0.2

It should be noted that the estimates of the splitting values �Eex (a, D) (12) of
the exciton levels Eex (a) are obtained here within the framework of the theory we
have developed, and the conditions (13), (14) and (18)–(20) are satisfied.

It was shown in [15, 16] that in a Ge/Si nanosystem with germanium QDs in the
integral of average QD radii (6.4 nm ≤ a ≤ 22.2 nm) upon absorption of a quantum
of light with energy

�ωex (a) = Eg(Ge)−�Ec(Si)−Eex (a), (21)

in the band gap of the silicon matrix, an SIE state with energy Eex (a) appeared. In
formula (21), Eex (a) is the SIE binding energy, and the value

(

Eg(Ge)−�Ec(Si)
) =

330 meV. For the appearance in the nanosystem with germanium QDs with radii
a1 = 12.8 nm and a2 = 15 nm of exciton levels (Eex (a1) = −64 meV) and
(Eex (a2) = −72 meV), , according to (21), light quanta with following energies
�ωex (a1) = 266 meV and �ωex (a2) = 258 meV are required [15, 16]. Such ener-
gies �ωex (a1) = 266 meV and �ωex (a2) = 258 meV were contained in the infrared
spectral region (0.20–1.14) eV, which was observed under experimental conditions
up to room temperature [1, 2].

Let us assume that the distancesD between the surfaces of theQDswill be the same
in the entire linear chain of germanium QDs on the substrate of the silicon matrix [3,
7]. As a result, of electron tunneling through the potential barrierU(x) (6)–(8), which
separatesQDs, the exciton states Eex (a) are split, forming a zone of localized electron
states in a linear germanium QD chain. The qualitative estimate of the width of the
zone of localized electronic states gives a value that is determined by the magnitude
of the order of splitting �Eex (a, D) (12) of the exciton levels Eex (a). Such a zone
of localized electronic states is located in the band gap of the silicon matrix. The
position of the zone of localized electron states in the nanosystem is determined by
the position of the exciton level E0(a). With an increase in the average radius of
QD a (for a ≥ 22.2 nm), the exciton level E0(a) approached the ground level of the
two-dimensional exciton E2D

ex = 82 meV (4) [15, 16]. The position of the zone of
localized electron states also approaches the main level of the two-dimensional SIE
E2D
ex (4). Thus, the position of the zone of localized electronic states depends on the

average radius a of the QD, and the width of the zone of localized electronic states
depends on the distance D between the surfaces of the QD. Comparing the splitting
dependence �Eex (a, D) (12) of the exciton level Eex (a) at a certain QD’s radius
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a with the experimental value of the width of the zone of localized electron states
arising in the QD chain of germanium, one can obtain the distances D between the
QD surfaces [18, 19].

In the linear chain of germanium QDs [3, 7], due to the presence of translational
symmetry, the electronic excitation moves in the zone of localized electron states.
In this case, the electron excitation in the nanosystem is a charge-transfer exciton
[23], in which the hole is in the valence band of a germanium QD, and the electron,
tunneling between the quantum dots, moves in the zone of localized electron states.
As the QD radius a increased, the binding energy |Eex (a)| of the ground state of the
exciton in the nanosystem increased [15, 16]. Therefore, the distance D, for which
the square of the overlapping integral S(D, a) of the exciton wave functions took the
maximum value, decreased with increasing radius QD a [17]. The spatial separation
of electrons and holes in a Ge/Si heterostructure with germanium QDs resulted in a
small overlap integral of electron and hole wave functions that described the motion
of electrons and holes in a nanoheterostructure not exceeding the value (∼= 0.08) [17].
Therefore, the lifetimes of excitons from spatially separated electrons and holes are
substantially longer (by two orders of magnitude) to the lifetimes of excitons in a
single crystal of silicon [1, 2, 11]. The motion of such a “long-lived” electron in the
zone of localized electronic states located in the band gap of the silicon matrix leads
to an increase in photoconductivity in the nanosystem.

Using approach [18, 19], we obtain an expression that qualitatively describes the
current density j(a,D), caused by the movement of electrons in the zone of localized
electron states:

j(a, D) ≈ K (a, D) ≈ exp
[

−2D̃1/2(
˜E0 ˜D−1

)1/2
]

(22)

In formula (22), K (a, D) determines the coefficient of transparency of the poten-
tial barrierU(x) (6)–(8).With the increase of the distanceD between the QD surfaces

(so that D̃ � 1), the current density j(a, D) (22) decreases
(

j(a, D) exp
(

−D̃
))

.

4 Conclusion

It is shown that in the QD chain of germanium, a zone of localized electron states
arises, which is located in the bandgap of the silicon matrix. Such a zone of local
electron states is caused by the splitting of electron levels in the QD chain of germa-
nium. Moreover, the motion of an electron in the zone of localized electron states
causes an increase in photoconductivity in the nanosystem. The effect of increasing
photoconductivity can make a significant contribution in the process of converting
the energy of the optical range in photosynthesizing nanosystems [24–28].

It has been established that comparison of the splitting dependence �Eex (a,
D) (12) of the exciton level Eex (a) at a certain radius a QD with the experimental
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value of the width of the zone of localized electron states arising in the QD chain of
germanium allows us to obtain the distances D between the QD surfaces.

It has been shown that by changing the parameters of Ge/Si heterostructures with
germanium QDs (radii a QD germanium, as well as the distance D between the
surfaces of the QDs), it is possible to vary the positions and widths of the zones
of localized electronic states. The latter circumstance opens up new possibilities in
the use of such nanoheterostructures as new structural materials for the creation of
new nanooptoelectronics and nanophotosynthesizing devices of the infrared range
[24–28].
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Thermodynamic Analysis of the Process
Obtaining Promoted Iron in Various
Gaseous Media

L. Frolova and B. Blyuss

Abstract A thermodynamic analysis of the reduction process of iron-based oxide
systems with nickel and cobalt additives in various gaseous media (coke oven gas,
carbon monoxide(II), and hydrogen) has been carried out. The method of mini-
mizing the total thermodynamic potentials was used to calculate the equilibrium
compositions of the products of the process under study. The expediency of using
hydrogen for the reduction of iron oxide is shown. Its optimal concentration and
process temperature are established.

Keywords Iron oxide · Reduction · Gas media · Thermodynamics

1 Introduction

Currently, the areas of use of nanodispersed metals and alloys are expanding,
including in environmental technologies [1–5]. One of these materials is nanocom-
posites based on nanoiron, which have high catalytic and adsorption characteristics
in the purification of aqueous media from organic and inorganic contaminants and
highmagnetic characteristics [6]. The efficiency of using suchmaterials is associated
with the high dispersion of iron nanoparticles and, accordingly, their large specific
surface area and chemical activity. Despite many advantages, such systems have a
number of disadvantages, themain ofwhich is significant pyrophoricity, the tendency
of particles to aggregate. One way to slow down these processes is doping nanoiron
particles with transition metal cations and synthesizing composites [7–9]. Therefore,
the presence of cobalt and nickel stabilizes nanosized iron. Thus, the relevance of
the work is pre-determined by the need to improve modern highly efficient photo-
catalysts, catalysts, and adsorbents. There are various technologies for obtaining
dispersed iron. For example, the decomposition of Fe(CO)5 in organic solvents or
in argon. But the most common method is the reduction of Fe2+ or Fe3+ ions from
solutions of their salts with alkali metal borohydrides [10, 11]. The iron obtained
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in this way has a typical so-called “core–shell” structure in which the central part
consists of iron, and the surface is covered with a thin layer of Fe(II) and Fe(III)
oxides, which are formed as a result of oxidative processes. These materials have a
large specific surface area and high reactivity. However, a significant disadvantage is
that nanoiron has a tendency to aggregate and is easily oxidized with the formation of
an oxide layer on the particle surface. These factors reduce the activity and efficiency
of nanoiron [12].

The most common variant of the technology for producing iron powder is the
reduction of iron oxides and hydroxides (Fe2O3, Fe3O4, Fe(OH)3, and α-FeOOH)
with hydrogen [13–15]. In this case, the metal particles mainly retain the shape and
particle size distribution of the original powder during the reduction process under
certain conditions.

The same group of methods includes obtaining oxides through carbonate, oxalate,
oxyhydroxides (goethite, lepidocrocite), or other insoluble but easily decomposing
compounds. The main advantage of these methods is the possibility of obtaining a
pure product even when raw materials of low purity are used.

By calcining powders of coagulatedNi- and Fe-tartrates at 250–400 °C (2 h), ultra-
fine Ni(II) ferrite powders with a particle size of 10 nm were obtained. In powders,
mixtures of Ni- and Fe-tartrates have the chemical properties of individual salts. The
homogeneity of their mixing strongly affects the course of the thermal reaction and
the properties of the resulting powders. The reservoir temperature and particle size
increase with the deterioration of mixing, which initiates an increase in the size of
intermediate phases (α–Fe2O3, NiO, or Ni) [16].

The general scheme for obtaining highly dispersed iron powder can be represented
as follows:

• production of hydroxides
• dehydration of hydroxides to oxides
• reduction of oxides to metallic iron.

In this case, the size and shape of powder particles are mainly determined by the
structure of hydroxides.

The reduction process is the final stage and largely determines the important
parameters such as the granulometric composition of products, the content ofmetallic
iron in them, and the structure of particles [17–19]. These parameters can be signif-
icantly affected by the choice of reducing gas, since it determines the temperature
regime of the process, the composition of the gaseous medium, and, consequently,
the state of the surface of the final product [20].

It is known that the reduction and regeneration of iron oxides can be carried out
not only with hydrogen, carbon monoxide, and ammonia, but also with technically
available gas mixtures: coke, generator, water, etc.
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2 Methodology

For reasonable choice of the optimal gas medium, a thermodynamic analysis of the
reduction process was carried out.

Thermodynamic calculations were carried out according to the method, which
is based on the first variational principle of chemical thermodynamics, using the
ASTRA program.

On the basis of thermodynamic calculations, the equilibrium compositions of
the products of chemical reactions were determined at various initial compositions,
temperatures, and pressures.

The powder with the optimal weight content of the components was taken as the
feedstock. In terms of oxides in wt %: Fe2O3–95, NiO–4, and CoO–1.

Coke oven gas based on, (composition: 57% CH4, 34% H2, 3% CO, 4.4% (CO2

+ N2), 0.4 O2, 1.2% heavy hydrocarbons), CO and hydrogen. The amounts of gases
were taken in excess of the stoichiometric amount.

The calculation was carried out in the temperature range 300–1100K at a pressure
of 0.1 MPa. During the calculation, the influence of the composition of the reducing
gaseousmediumon the course of the processwas studied. The calculationwas carried
out taking into account the possibility of formation of the following products: Fe2O3,
Fe3O4, FeO, CoO, NiO, Fe, C, Fe3C, Co, and Ni in the condensed phase and H, H2,
H2O, NH3, CO, CO2, CH4, CH3, C2H2, C6H6, CH2O, N2C, and HCN in the gas
phase. The concentrations of substances were expressed in mol/kg of the system
under study.

3 Results and Its Discussion

The temperature dependence of the equilibriumcomposition of the Fe2O3–CoO–NiO
oxide system during reduction with coconut gas is shown in Fig. 1.

From the analysis of the dependence, it follows that the complete reduction of
iron oxides to metal occurs at 700 K, and with a further increase in temperature, its
amount decreases due to the formation of iron carbide. Nickel oxides are completely
reduced at 400 K and cobalt at 900 K.

Figure 2 shows the temperature dependence of the equilibrium compositions of
the same system during the reduction of carbon monoxide(II).

As can be seen from Fig. 2, the reduction of oxides begins at 500 K; however, the
degree of reduction strongly depends on temperature and is maximum at 1000 K.

Nickel oxide is reduced at 400 K and cobalt oxide at 800 K. At 900 K, the
existence of iron carbide is thermodynamically possible. The reducing properties of
the released carbon appear at a temperature of 1000 K.

Figure 3 shows the results of thermodynamic calculations of the chemisorbent
reduction process in a hydrogen medium. Nickel oxide is completely reduced to
metal at 400 K, at 600 K oxides of iron and cobalt.
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Fig. 3 Dependence of the equilibrium composition of the Fe–Co–Ni–O–H system on temperature
during hydrogen reduction, pressure 0.1 MPa

To clarify the optimal hydrogen concentrations, which allow the reduction of
the complex Fe–Co–Ni oxide system at lower temperatures, the influence of the
hydrogen content in the gas mixture on the temperature of the complete reduction of
oxides was studied.

Figure 4 shows the generalized temperature dependence of the total concentrations
of two solid phases. The first contains metal oxides, and the second contains metals
at different hydrogen concentrations.

Fig. 4 Dependence of the
total concentrations of the
solid phase of the
Fe–Co–Ni–C–N–O–H
system on temperature at P
= 0.1 MPa, the gaseous
medium is hydrogen;
1–3—total concentration of
metals; 1*–3*—total
concentration of metal
oxides; 1–1*—90% H2,
2–2*—60% H2, and
3–3*—20% H2
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Comparing the presented results, we can conclude that with an increase in the
hydrogen content in the gas mixture, the temperature region of the existence of
a solid solution of iron, cobalt, and nickel increases, and the temperature of the
complete reduction of oxides shifts to lower temperatures.

According to the results obtained from thermodynamic calculations, hydrogen is
the optimal gas medium, since it provides complete reduction of iron, cobalt, and
nickel oxides tometals at 600K (hydrogen concentration 60%wt.), while the product
is not cracked by carbon and iron carbide. Thus, the highly developed porous surface
of the catalyst, the structure of the particles, and, as a result, the good adsorption
capacity of the metal powder are preserved.
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Formation of Carbon Nanotubes
from Products of Methane Air
Conversion on Ni/Cr and Fe Catalysts

A. I. Khovavko, A. A. Nebesnyi, D. S. Filonenko, M. Yu. Barabash,
A. A. Kolesnichenko, A. M. Sviatenko, S. Ya. Brichka, and Guochao Nie

Abstract The aim of this work is to determine the mechanisms of formation of
carbon nanotubes on substrates with Fe and Ni/Cr nanostructures. The promoters of
nanotube growth were deposited by thermal evaporation in a vacuum universal post
as thin polydisperse layers of metals. The surface layers of iron and chromel were
deposited on sitall (glass–ceramic) substrates. X-ray phase analysis of as-deposited
catalysts showed the formation of growth centers of nanotubes.Carbonnanomaterials
with different morphology were synthesized from methane air conversion products
by chemical vapor deposition. The Raman spectra showed the defective nature of
the deposited materials.

Keywords Carbon nanotubes · Spectroscopy · Electron microscopy · X-ray phase
analysis

1 Introduction

Today, nanocarbon materials of different types attract the attention of researchers
and developers of new devices in various fields of science and technology due to a
unique combination of electrical, mechanical, thermal, optical, and other properties.
In particular, they are considered as the materials for building blocks for the devel-
opment of new nanostructured materials for the functional elements of electronic
and photonic devices. These materials improve mechanical, thermal, and interfacial
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properties of multiphase polymeric composites graphene/carbon nanotubes (CNTs)
[1].

The optimal functional characteristics of nanocarbonmaterials are directly related
to their internal structure which can vary significantly depending on the conditions
of their production and additional treatment. Therefore, the information about their
structure and its dependence on different methods of impact is important for targeted
development of materials with specified physical and mechanical properties. Data
on the effect of the structure of nanocarbon materials on their optical characteristics
is key in determining the conditions for producing samples with improved functional
parameters for photonic elements.

Acetylene, methane, ethylene, propylene, and benzene are most often used for
the synthesis of CNTs from hydrocarbons. It is known that effective catalysts for
the formation of CNTs are metals of the iron subgroup—Fe, Co, and Ni, and their
mixtures. SiO2and Al2O3 are usually used as catalyst carriers. As a carbon source,
we chose a conversion gas with a significant content of carbon monoxide (CO).
One carbon atom per molecule provides significant control over the technological
parameters of carbonmaterials, namely the precursor concentration, flow rate, partial
pressure, temperature, the type of catalyst, and so on. Researchers have described
in detail the Co–Mo/SiO2 catalysts that were used for the synthesis of single-walled
CNTs using the CO disproportionation reaction at 700–850 °C. It is believed [2]
that the use of carbon monoxide made it possible to produce single-layer nanotubes.
The thermal decomposition of pure CO on a Ni–CO catalyst deposited on Al2O3

was performed at a pressure slightly above atmospheric pressure and at 1200 °C.
Single-layer CNTs were also produced.

A great achievement was the synthesis of molybdenum catalyst used for the
synthesis of CNTs from CO. The catalyst was produced by impregnation of alumina
with a solution of molybdenum derivatives in methanol, followed by heating to
200 °C. The diameter of CNTs formed on this catalyst was 1–5 nm. At the ends
of many of them, catalyst particles several nanometers in size were found, which
allowed the researches to suggest the “yarmulke” mechanism for coating growth.
The film of chemisorbed carbon atoms on the surface of a catalyst particle is called a
“yarmulke”. According to this mechanism, the catalyst particles promote the dehy-
drogenation of hydrocarbonmolecules deposited on them from the gas phase. Carbon
diffuses to the open end of a CNT (where the catalyst particle is located) along the
surface or in the volume of the catalyst, and fits into the CNT structure. The systems
Ni–MgO, CO–MgO, and Ni–AlPO4 were also successfully tested as catalysts for the
decomposition of CO [3].

This paper presents the results of producing nanocarbon materials. This topic
belongs to the priority fields of scientific research, development, and technology in
Ukraine.
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2 Materials and Methods

Iron [4] and standard chromel K alloy (89–91 Ni, 8.5–10 wt.% Cr) [5] catalysts
were deposited on sitall substrates [6] in a modernized vacuum universal post VUP-
5 M (Fig. 1) by vacuum thermal evaporation of iron and chromel at a residual gas
pressure of 10–2–10–3 Pa, field strength E= 60–80 V/cm2, and substrate temperature
300 °C. The layers were formed on the surfaces of polished sitall substrates pre-
cleaned by a standard chemical method [7]. The substrates were positioned in a
separate zone of the vacuum post. The samples were located at a distance of h =
8·10–2 m above the evaporator, which promoted a uniform deposition of iron and
chromel. The advantage of this technique is the ability to use two evaporators in one
cycle and to apply annealing without need to depressurize the chamber. A system
of automatic control of the film growth was developed to control the reproducibility
of a given distribution of components through the thickness of the films [8]. The
control of evaporated material was performed by monitoring the shift of the resonant
frequency of quartz sensors (8 MHz), the parameters of electric arc evaporation, and
the substrate temperature. The signals of the quartz resonant sensors that registered
the mass of each film component were used to control the molecular fluxes in real
time. The sensitivity of quartz sensors was 6·10–8 kg/m2, and the software-controlled
frequency drift did not exceed 10 Hz/h.

The synthesis of carbon nanotubes was carried out using as raw material—one of
the most affordable and cheap hydrocarbon gas—natural gas. The main component
of natural gas is methane; its content can reach 90% or more. The bond in the CH4

molecule between carbon and hydrogen atoms is relatively strong, so the decompo-
sition of methane, even with a catalyst, requires elevated temperatures which provide
the pre-conditions for the formation of soot carbon together with the nanotubes. In
order to convert the carbon contained in CH4 molecules into a less stable compound,
natural gas is pre-converted by transformingmethane into unstable carbonmonoxide
(CO) at low temperatures. The use of natural gas conversion productsmade it possible
to reduce both the synthesis temperature of carbon nanotubes to 600–650 °C and the
content of amorphous carbon in these nanotubes.

The conversion of natural gas was performed at the converter developed and
constructed at the Gas Institute of the National Academy of Sciences of Ukraine
(Fig. 2).

The converter 1 was heated by an electric furnace, and the temperature in the
catalyst film was about 950 °C. The conversion of natural gas was carried out with
air heated in the air heater 2 to 550 °C; the air flow rate was about 0.3. The converted
gas was first cooled in the cooler 3, and then dried in the desiccant 4 filled with silica
gel. As a result, the converted gas contained up to 18% CO and 35% H2, 1.5–2%
oxidants, and 0.5–1.5% CH4, N2 balance. The gas composition was measured using
a Gazochrom gas analyzer.

The dried converted gas was fed into the unit for CNT production, where the
carbon material was grown on sitall substrates with deposited catalyst layer in the
quartz reactor. It was determined in [9] that the highest rate of carbon yield occurs at
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Fig. 1 Scheme of technological unit for producing thin nanocomposite films by vacuum co-
deposition: 1—vacuum chamber; 2—samples; 3—substrate transport system; 4—transportation
system engine; 5—shutter; 6, 7, 8—metal evaporators; 9—quartz sensors for controlling molec-
ular beams and film mass; 10—light guides; 11—quartz resonator controller; 12—ADC, DAC,
coupling board; 13—pressure sensor with controller; 14, 15, 16—power supply; 17—converters
and manipulators; 18—vacuum unit VUP-5 M [8]

Fig. 2 Scheme of laboratory
gas converter: 1—converter;
2—air heater; 3—cooler;
4—drying unit
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Fig. 3 Scheme of experimental unit for producing carbon nanomaterials

about 650 °C, so the reactor was pre-heated to this temperature in our experiments.
The consumption of converted gas was about 6 l/h.

The carbon nanotubes were grown in a horizontal quartz reactor with external
electric heating (Fig. 3).

As the catalyst carriers, sitall plates were used; nanosized films of iron, chromel,
and nichromewere deposited on the surfaces of these plates. The plates were sequen-
tially placed in the center of the reactor. The substrate coated with Fe was oxidized
at T = 600 °C in air atmosphere for 30 min. After oxidation, the reactor was blown
down with nitrogen. Oxidized plates were reduced in a hydrogen atmosphere for one
hour with a gradual temperature increase from 400 °C to 650 °C. Reductive treatment
of iron oxides (on iron plates) with hydrogen at relatively low temperatures enables
to get a surface of freshly reduced iron with high catalytic activity. After hydrogen
treatment, the gas atmosphere in the reactor was replaced by the products of natural
gas air conversion. The converted gas was continuously fed into the reactor heated
up to 650 °C for 2.5 h.

After the deposition of the carbon nanomaterial, the reactor with the plates in it
was blown down with nitrogen and cooled to 80 °C. The sequence of heat treatment
of the material in different gas atmosphere is shown in Fig. 4.

Fig. 4 Thermogram of treatment of substrate with deposited catalyst in atmospheres of H2,
converted gas, N2
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X-ray phase analysis was carried out with an X-ray diffractometer Ultima-IV,
Rigaku, Japan (National Technical University of Ukraine “Igor Sikorsky Kyiv Poly-
technic Institute”) in CuKα radiation. The peaks in diffraction patterns were identi-
fied using the databases ICDD PDF-2 and PDF-4. The carbon nanomaterials were
investigated with scanning electron microscopy (JSM-6490LV microscope) with a
resolution of up to 1 nm (Fig. 6). The Raman spectra of the samples were investi-
gated using a Raman spectrometer mini-Raman Pro (Lightnovo, Denmark). A laser
with wavelength λ = 785 nm was used for the spectrum range 600–2000 cm−1. The
accuracy of determining the wave number was in the range 0.5–2 cm−1. The regis-
tration parameters were the following: exposure 100 ms, 50 spectra were averaged.
The laser power was 5.88–47.38 mW.

3 Results and Discussion

The catalyst layers of chromel and ironwere deposited under the conditions described
above. The deposition process was provided by the possibility to deposit several
materials without depressurizing the chamber, with little thermal impact on the
treated structure. To control the reproducibility of films with a given distribution
of components through the thickness, a system of automatic control of the process
of film growth was developed. The synthesis and growth of the films were controlled
with two computerized control systems. These measures provided the production of
films with reproducible technical parameters. The mass scatter of the samples in the
experiments of the same type of did not exceed 15%.

Diffractionmaximaof nickel and chromiumwere observed in diffractograms from
chromel film (Fig. 5). Apparently, during the deposition of chromel, it decomposed
with the formation of metals and chromium oxide (Cr2O5). X-ray spectrum analysis
also revealed the signals that correspond to the structure of nickel chromate NiCr2O4.
According to [10], nickel chromate can be the center of growth of carbon nanotubes
and is a promising catalytic material along with pure metals. Oxides of silicon and
aluminum are considered as the contribution from the substrate. The most intense
diffraction maxima of chromium oxide Cr2O5are observed in the ranges 2θ = 10–
18°and 28–30°.

From the viewpoint of thermodynamics, the reaction of thermal decomposition
of CO (with CO2 and carbon as products) crucially differs from the processes of
pyrolysis of hydrocarbons: the equilibrium yield of carbon at atmospheric pressure
approaches noticeable values in the region of low temperatures 300–750 K, and
it reduces as temperature increases and pressure decreases. On the contrary, the
carbon yield in the pyrolysis of C2H2 and CH4 increases with increasing temperature
and decreasing pressure, approaching noticeable values at 1250–1500 K. Therefore,
it would seem that carbon monoxide is a less convenient starting reagent for the
synthesis of CNTs. However, it is more difficult to heat hydrocarbons above 800–
900 °C before contact with the catalyst as compared to CO for kinetic reasons. In
this regard, CO has an advantage over hydrocarbons.
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Fig. 5 Diffractogram of thin chromel layer on sitall substrate

Carbon formed onmetals of the subgroup of iron and their alloyswith othermetals
appears in the form of deposits with different morphological and crystallographic
characteristics that depend on the properties of the catalysts and experimental condi-
tions. These dependencies make it possible to purposefully control the technology
of obtaining carbon deposits with different morphology. Carbon can be deposited as
threads of various configurations, nanotubes, plates, and so on [11]. Themechanisms
of catalytic formation of CNTs are divided into root growth and tip growth [12]. In
the first, CNTs grow from the surface of the metal particles that remain in contact
with the substrate. In the second, a metal particle detaches from the substrate and is
held on a growing nanotube. The synthesis of CNTs from arc discharge or by laser
dispersion in most cases occurs by root growth [13].

Raman spectroscopy is a technique for rapid and non-destructive monitoring of
electron and phonon parameters of carbonmaterials, which correlatewith their chem-
ical composition and structure at the level of chemical interactions. The Raman
spectra (Fig. 7) of the produced materials are characterized by the position, half-
width, and relative intensity of the spectral bands, which are determined by the
structural state of carbon. Typically, the Raman spectra of chemically synthesized
multilayer carbon nanotubes have two bands, in the region of 1590 cm−1 (G band,
tangential mode E2g of symmetric valent vibrations of sp2 hybridized carbon bonds),
and about 1340 cm−1 (D band caused by totally symmetric vibrations ofA1g aromatic
sp2 hybridized carbon rings).The classical spectrum of carbon nanotubes contains
two characteristic peaks at 1298 and 1586 cm−1, which correspond to the D and
G mode, respectively (Fig. 7a). The first mode D characterizes the defect structure
of graphene layers of nanotubes. The second mode G corresponds to the tangen-
tial valent carbon–carbon vibrations and characterizes the ordering of the carbon
phase. The ratio of these two modes shows the amount of defects in nanotubes.
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Fig. 6 Micrographs of carbon nanomaterials: a, b—iron catalyst (SEM and TEM); c—chromel
catalyst (SEM)
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Fig. 7 Raman spectra of carbon materials with: a— iron catalyst; b—chromel catalyst; c—multi-
layer nanotubes

Known lines in the Raman spectra of insufficiently ordered graphite are within
1585–1570 cm−1and 1350 ÷ 1300 cm−1 [14].

The Raman spectra in Figs. 7b and c are almost identical. These spectra show
strong luminescence in the range 1100–2000 cm−1, which is not typical for the
samples of purified nanotubes (Fig. 7c). Additional signals are observed, probably
from different types of carbon and/or catalysts. This luminescence can be caused
by the transparency of the sample and the contribution from the substrate (the beam
hit the area where the number of nanotubes was very small); however, this hypoth-
esis requires further study. Characteristic D and G modes at frequencies 1364 and
1510 cm−1are found out. These modes can be caused by multilayer nanotubes which
were observed in electron microscopy images. It was found that the D line is more
intense and wider than the G line (Fig. 7), which indicates a large number of defects
(D/G < 1). This ratio also characterizes the curvature (bending) of the layer. Besides,
the G mode disintegrates into G + and G − (peak splitting), which indicates the
presence of single-layer CNTs.
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4 Conclusions

Thin layers of iron and chromel catalysts were produced in the developed unit.
CNTs were synthesized from the products of methane air conversion by chemical
vapor deposition in a flow reactor. It is shown that the synthesis of CNTs at T >
650 °C increases the mobility of catalytic particles in the carrier, which leads to their
agglomeration, and therefore, affects the growth of CNTs.

The electron microscopy (SEM and TEM) studies of the structure of carbon
nanomaterials showed that the developed synthesis technology makes it possible to
formCNTs of different morphology and thickness. The Raman spectra confirmed the
presence of carbon nanotubes with two characteristic peaks at 1364 and 1510 cm−1,
which correspond to D and G modes, respectively. The ratio of these two modes
indicated a significant number of defects in carbon nanotubes.
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Generalized Constitutive Equations
and Coupled Phenomena
at the Nanoscale: Applications
to Nanofluidics

Natalya Kizilova

Abstract Physical phenomena at the micro and nanoscales have specific features
that must be accounted for in the governing equations. Wall roughness at such scales
has the same order of magnitude as the size of micro/nanoparticles in the fluids
moving through solid geometries. Diffusive scattering of the particles at the rough-
ness leads to the tangentialmomentum transfer along the flowdirection that is consid-
ered as velocity slip conditions. Heat transfer in the boundary fluid layer is amplified
by the scattering that is observed as temperature jump boundary conditions. Besides,
in the basic physical laws, the terms with space gradients are more important that
those at the macroscales that leads in the high-order governing equations instead of
the Navier–Stokes and turbulent flow equations. Those conclusions are supported by
experimental measurements that reveal discrepancy between the pressure–flow rela-
tionships computed from the classical equations and real flows in the same geometry.
In this paper, a systematic review of generalized constitutive equations and coupled
phenomena based on the wave propagation in the fluids and viscoelastic solids at the
micro and nanoscales is given.

1 Introduction

Fluid flows and related physical processes at micro and nanoscales are determined
by general balance laws for mass, momentum, moment of force, energy, charge, and
entropy, but the corresponding constitutive equations must be generalized to account
for the small-scale and fast phenomena [1]. Besides, the boundary conditions (BC)
at the fluid–solid interfaces must be modified [2–4]. Numerous experimental data
revealed a noticeable discrepancy between the measured pressure–flow dependences
and the theoretical ones computed on the Poiseuille flow through a channel/tube with
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circular/rectangular/triangular/trapeziodal or other geometries [5–11]. The experi-
mental studies confirmed that the flow resistances were ~10–90% higher than the
theoretical values computed with velocity no-slip BC for the corresponding geom-
etry, and some of them are by ~350% over the theoretical predictions. The expla-
nation of the micro/nanoscale phenomena is based on the diffusive scattering of the
fluid particles at the wall roughness that is compatible to the particle size, and the
high surface-to-volume ratios (S/V) in the micro/nanoscales. First theory of velocity
slip BC had been developed for rarefied gas [12, 13] including the heat transfer
processes [14]. Later, its applicability had been shown for fluids at the small scales
[1, 3, 4, 15]. Importance of the generalized heat transfer law instead of the Fourier
law for the heat balance equation has always been shown in numerous theoretical
and experimental studies [16–19]. In this study, the effects of the both generalized
physical laws and BC on the fluid flows at different conditions are studied. The
corresponding analytical/semianalytical solutions are important for validation of the
numerical code and finite elementmodeling (FEM) for the internal and external flows
of micro/nanofluids in complex geometries [20–22] including the soft viscoelastic
solids [23] and biological fluids and tissues [24, 25].

2 Diffusive Scattering and Velocity Slip Boundary
Conditions (BC)

Recent development of microelectro-mechanical systems (MEMS) based on
microfluidic technologies revealed importance of more general BC at the fluid–solid
boundaries. The gas microflows are used as small-scale heat exchangers for cooling
integrated circuits, and miniature gas chromatography systems for the detection of
pollutants, small chemical, and bioreactors for medical and biological purposes have
revised the applicability of conventional physical laws and BC at the micro and
nanoscales [1, 3, 4, 15]. The flow parameters are gas flow-based MEMS depend on
the Knudsen number (Kn= λ/h) which is defined as the ratio of the molecular mean-
free path (λ) to a characteristic dimension (h) of the flow. When Kn � 1, the gas can
be considered as a continuous medium that is governed by hydrodynamic equations,
while at Kn ~ 1, the gas molecules can be modeled based on the kinetic theory. In
the hydrodynamic regime, the flow properties are assumed to be in the local thermo-
dynamic equilibrium with their surroundings, and the linear dependencies between
the thermodynamic forces and fluxes are valid, namely.

1. Fourier heat flux

�JT = −k∇T, (1)

2. Fick’s diffusion law

�JD = −D∇C, (2)
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3. Darcy’s percolation law

�Jm ≡ ρ f �v = −Kρ f

μ f
∇ p, (3)

4. Ohm’s law

�Je = −ρe∇ϕe, (4)

where T is the temperature, k is the thermal conductivity, D is the diffusion
coefficient, C is themass concentration,ρ f , μ f are the fluid density and viscosity,
p is the hydrostatic pressure, K is the permeability of the porous medium, ρe is
the electric charge density, and ϕe is the electric field potential.

Thermodynamic equilibrium also confirms the no-velocity-slip and no-
temperature-jump BC in the hydrodynamic regime. The linear dependence between
the shear stress tensor (τik) and strain rate tensor (ε̇ik) (Newton’s law of viscosity)
corresponds to the so-called Newtonian fluids while more general no-linear depen-
dencies F(τik, τ̇ik, εik, ε̇ik) = 0 correspond to different types of the non-Newtonian
macroscopic fluids. In the kinetic regimes, the assumption of thermodynamic equi-
librium could be invalid due to the compatibility of the free path and the length scale
(λ ~ h) when the gas molecules could slide over the solid surface and a discontinuity
in the velocity at the wall occurs. In dilute gases, the mean-free pass is determined
by the diameters dp of particles and their numerical concentration N (number per

unit volume) as λ =
(√

2Nπd2
p

)−1
[1–3].

Based on the experimental studies and theoretical considerations, the following
Kn-based flow regimes have been distinguished [3]

(1) Continuum flow (ordinary fluid) for Kn < 0.001,
(2) Slip-flow regime (slightly rarefied) for 0.001 < Kn < 0.1,
(3) Transition regime (moderately rarefied) for 0.1 < Kn < 10,
(4) Free-molecule flow (highly rarefied) for 10 < Kn.

Such discrepancy had been observed in the rarefied gas flows, and Navier in 1873
proposed the first formulation of the velocity slip BC

∂	 :
(
T̂ �n

)
τ
+ κvτ = 0, (5)

where ∂	 is the boundary of the flow domain 	, �v, and T̂ are the fluid velocity and
stress tensor, �n and �τ are normal and tangential unit vectors to ∂	, κ is the “friction”
coefficient.

In 1879, J.C. Maxwell proposed another formulation for the velocity slip at the
rough isothermal wall [26]
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(
vτ − vw ± 2 − σ

σ
Kn

∂vτ

∂n

)∣∣∣∣
∂	

= 0, (6)

where vw is the wall velocity and σ is the tangential momentum accommodation
factor (σ = 1 for purely diffuse reflection and σ → 0 for pure no-slip).

In the case of non-isothermal wall, the condition (6) was generalized by Maxwell
as [26] in the form

(
vτ − vw − 2 − σ

σ
Kn

∂vτ

∂n
− 3

4

μ f

ρ f T

∂T

∂τ

)∣∣∣∣
∂	

= 0. (7)

The BC (7) well describes slip flow over a non-isothermal plane wall, while
for the flows along the curved walls, the better correspondence can be obtained by
application the BC in the form [26]

(
vτ − vw − 2 − σ

σ

λ

μ f
ϒ − 3

4

1 − γ

γ

Pr

p
�

)∣∣∣∣
∂	

= 0, (8)

where ϒ and � are the tangential shear stress and heat flux at the wall, p is the
hydrostatic pressure, Pr = cpμ f /k is the Prandtl number, cp is the specific heat
capacity, and γ = cp/cv is the ratio of specific heats.

For the fluid flows over the isothermal microparticles, the BC (6) can be
generalized as

(
vτ − vw − 2 − σ

σ

Kn

1 − Kn · G(Kn)

∂vτ

∂n

)∣∣∣∣
∂	

= 0, (9)

where the function |G(Kn)| < 1 can be determined from experiments.
The BC (6)–(9) describe well the slightly rarefied gases and microfluids (fluids

with particles of dp ~ 5–500 μm) while for the moderately rarefied gases and
nanofluids (fluids with particles of dp ~ 5–500 νm), the second-order derivatives
cannot be neglected, and instead of (6), the isothermal BC must be rewritten as [26]

(
vτ − vw − 2 − σ

σ
Kn

(
∂vτ

∂n
+ Kn

2

∂2vτ

∂n2

))∣∣∣∣
∂	

= 0. (10)

In 1898, M. Smoluchowski derived similar velocity slip BC with the temperature
jump in the form [27]

(
T − Tw − 2 − σT

σT

2γ

1 + γ

λ

Pr

∂T

∂n

)∣∣∣∣
∂	

= 0, (11)

where Tw is the wall temperature, σT is the thermal accommodation at the wall
which represents the fraction of reflected molecules possessing the mean energy
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of gas molecules at the temperature Tw [28], and σT = 1 when the energy of the
reflected (scattered) particles corresponds to Tw.

The modified Maxwell-Smulochowski’s BCs at the isothermal wall were formu-
lated in [29] as

(
v − vw − 2−σ

σ
Kn ∂v

∂n − 3(γ−1)
2πγ

Kn2Re
Ec

∂T
∂τ

)∣∣∣
∂	

= 0,(
T − Tw − 2γ (2−σT )

(γ+1)σT

Kn
Pr

∂T
∂n

)∣∣∣
∂	

= 0,
(12)

where Re= ρ f vh/μ f is the Reynolds number, Ec = v2/cp�T is the Eckert number,
and �T is the characteristic temperature difference in 	.

According to numerous measurements, the tangential (σ ) and thermal (σT )

accommodation coefficients strongly depend on the physical properties of fluid and
solid materials [1–4, 15, 29]. In practical applications, the simplified expressions for
(12) can be used in the form [3, 30, 31]

(
v − vw − αKn ∂v

∂n + βKn2 ∂2v
∂n2

)∣∣∣
∂	

= 0,(
T − ξTw − ζ ∂T

∂n

)∣∣
∂	

= 0,
. (13)

where α ∈ [1; 1.15], β ∈ [0.5; 1.31] represent the first and second-order slip effects,
{ξ, ζ } ∈ [0, 1][0, 1] represent the interfacial conditions and adsorption properties of
the materials that can be measured from experiments in known flow conditions, fluid
and solid materials.

Better correspondence of the velocity slip BC have been confirmed in the exper-
iments with Newtonian fluid flows [32], porous walls [33], walls with slide coating
[34], biological fluids [35], flows of polymer melts [36], and in turbulent flows [37].
Recently, more generalized formulations of the BCs (5)–(13) based on the slip length
concept [38] and superexponential models [39] have been proposed.

(1) Rectangular channels. Experimental studies of the gas flow through the rectan-
gular glass channels with hydraulic diameters Dh = 45.5–83.1 μm and silicon
channels with Dh = 55.8–72.4μm and the friction coefficient ~ 10–30% higher
in silica channels and in 3–5 times high in glass channels compared to the
Poiseuille formula [12]. When the temperature varies from T = 0 to T = 85 °C,
the friction coefficient of the fluid flows in the silicon channels with Dh = 5;
12; 25μm increased by 5–30% [40]. In the metallic microchannels with heights
H = 22.7–26.3 μm and widths W = 150–600 μm, an increase of ~ 20% over
the no-slip BC was measured [5]. Laminar and turbulent flows in the stainless
steel channels with Dh = 133–367 μm also demonstrated deviations from the
classic no-slip BC [8]. The laminar-to-turbulent transition has been detected at
the critical Reynolds numbers Re* = 200–700 depending on Dh , and the value
Re* decreases with Dh .

(2) Trapezoidal channels. Laminar flows of water (Re < 1500) in the silicon
microchannels with Dh = 51.3–168.9 μm and wall roughness ε = (0.0176–
0.0285)D demonstrated the friction factor by 8–38%higher than those predicted
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by the no-slip BC [9]. Gaseous flows (nitrogen, helium, and argon) in the
microchannels exhibited good correspondence to theoretical computations with
first-order slip BC [41].

(3) Circular tubes. In the stainless steel and silica tubes with diameters D = 50–
254 μm and ε = (0.007–0.035)D at Re = 100–2000, the deviation between
the no-slip flow increased with increasing Re and decreasing D. The laminar-
to-turbulence transition in the circular tubes was detected at Re* = 300–900
depending on the diameter [8].

Generalizations of the analytical solutions for classical Poiseuille and Couette
flows in the channels with different cross sections with velocity slip BC at the
isothermal walls was computed in [2] for the case of different roughness of the
upper and bottom walls. It was shown, by a proper choice of the channel geometry,
wall roughness, and flow regime, the hydraulic resistance of the channel could be
decreased. The corresponding expressions for the mass flow rate Q(m3/s) and wall
shear stress τ (N/m2) are summarized in Table 1.

Similar correspondence has been obtained in the experimentswith non-isothermal
walls [29, 42]. Analytical expressions for the velocity and temperature have been
computed for the Poiseuille flow between the parallel plates and constant heat flux
(Jw = const) at the walls [29]:

v(y) = �pRe

2L

(
1 −

( y

h

)2 + 2
2 − σ

σ

2Kn

2 + Kn
+ 3(γ − 1)

2πγ

Kn2Re

Ec
Ts

)
,

Q = 4

3
+ 4

2 − σ

σ

2Kn

2 + Kn
+ 3(γ − 1)

πγ

Kn2Re

Ec
Ts,

�p

L
= 3σ(γ − 1)Kn2(2 + Kn)

2πγ Ec(2σ − 5σKn) + 12Kn)
,

T (x, y) = Tsx + RePr Ts

(
C1y2

2
− y4

12

)
− Ec Pr

y4

3
+ C2y + C3,

Ts = 1

Re Pr Q

(
Jw + 8

3
Ec Pr

)
, (14)

where the constants C1,2,3 are not presented here due to their complexity, h is the
distance between the plates.

Similar solution for the Couette flow between the parallel plates [29]:

v(y) = vw

(
y/h + (2 − σ)Kn/σ

1 + 2(2 − σ)Kn/σ
+ 3(γ − 1)

2πγ

Kn2Re

Ec
Ts

)
,

Q = 1

2
+ 3(γ − 1)

2πγ

Kn2Re

Ec
Ts,

T (x, y) = Tsx + C1y3

6
+ C2y2

2
−

(
C1

2
+ C2

)
y + C3,
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Table 1 Expressions for the mass flow rate Q(m3/s) and wall shear stress τ (N/m2) Poiseuille
and Couette flows in the channels with different cross sections with velocity slip BC; α1, α2 are
roughness coefficients for the corresponding walls

N Expressions Schemes

1 Couette flow between parallel plates

Q = (V1 + V2)h2 + 2h(α2V1 + α1V2)

2(h + α2 + α1)
,

τ = μ
V2 − V1

h + α2 + α1
.

2 Couette flow between coaxial rotating cylinders

Q = A3
R3
2−R3

1
3 − A4(R2 − R1),τ(r) = A3 + A4

r2
,

A3 = 	2R4
2 A1 − 	1R4

1 A2

R3
2(R2 − α2)A1 − R3

1(R1 + α1)A2

A4 = 	2R3
1R

4
2(R1 + α1) − 	1R4

1R
3
2(R2 − α2)

R3
2(R2 − α2)A1 − R3

1(R1 + α1)A2

A1,2 = R2
1.2 + α1,2R1,2 − β1,2

3 Laminar flow in an inclined duct

Q = ρg sin α

μ
h(αh + β + h2

3
),

τ (y) = ρgh sin α
(
1 − y

h

)
,

4 Poiseuille flow between parallel plates

Q = 2

3

�ph

μLh12

⎛
⎜⎜⎝
2h3 + 2h2(α1 + α2)

+3h(β1 + β2 − 2α1α2)

+3(β1α2 − β2α1)

⎞
⎟⎟⎠

τ(y) = �p

Lh12
(β1 − β2 − h(α1 + α2) − yh12).

h12 = 2h − (α1 − α2)

(continued)
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Table 1 (continued)

N Expressions Schemes

5 Poiseuille flow in the circular tubes

Q = �p

8μL
πR2(R2 + 4(β − αR)

)
,

τ (r) = �p

2L
r

6 Poiseuille flow in the tubes of elliptic cross section

Q = πa3b3�p

4μL
(
a2 + b2

)
(
1 + β − αa

a2
+ β − αb

b2

)
,

τzx (x) = �p

2μL

b2

a2 + b2
x, τzy(y) = �p

2μL

a2

a2 + b2
y

7 Poiseuille flow in the annulus between two
coaxial circular tubes

Q = π�p

8μL

(
2

(A1 − A2)
(
R2
2 − R2

1

)

R1R2 ln(R2/R1) + α1R2 + α2R1

+
R1R2

2
A3

(
2R2

2 ln R2 − 2R2
1 ln R1 − R2

2 + R2
1

)

−(
R4
2 − R4

1

)

⎞
⎠,

τ (r) = �P

4L

(
A5

R1R2

r
− 2r

)
,

A1 = R1
(
R2
1 + 2α1R1 + 2β1

)
(R2 ln R2 − α2),

A2 = R2
(
R2
2 − 2α2R2 + 2β2

)
(R1 ln R1 + α1),

A3 = R2
2 − R2

1 − 2(α1R1 + α2R2 + β2 + β1)

R1R2 ln(R2/R1) + α1R2 + α2R1
.

Ts = 2

Re Pr Q

(
Jw + Ec Pr

(1 + 2Kn)2

)
. (15)

Solution for the Poiseuille flow with different constant heat fluxes at the walls has
been found by asymptotic methods [43]. An atomistic theory for the velocity slip
and temperature jump BCs has been recently developed in [44].
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3 Generalization of the Heat Transfer Law

It is well known, substitution of the Fourier heat Eq. (1) into the energy balance law
gives the parabolic equation for the temperature [45]

ρcp
dT

dt
= −div �JT + σT = div(k∇T ) + σT , (16)

where σT (t, �r) is the distributed heat sources.
The parabolic Eq. (16) predicts that thermal signals propagate with infinite speed

that is not valid for thermal waves as it was had first been noted by Nernst (1917).
Based on the kinetic theory developed in the works by J. C. Maxwell, the Maxwell–
Cattaneo equation had been derived [46] to introduce the finite speed of the thermal
waves

[
I + τrel

∂

∂t

]
�J = −k∇T, (17)

where τrel is the relaxation time and I is the unit operator.
Substitution of (17) into the energy balance law instead of (1) gives the hyperbolic

equation for temperature in the form

τrel
∂2T

∂t2
+ ∂T

∂t
= ϑ�T + 1

ρcp

(
σT + τrel

∂σT

∂t

)
, (18)

where ϑ = k/ρcp is the thermal diffusivity.
Hyperbolic Eq. (18) describes the heat waves propagated at the speed c =√

ϑ/τrel . The generalized Guyer–Krumhansl law formulation includes not only the
relaxation time but also space derivatives of the hear flux in the form [47]

τrel
∂ �JT
∂t

+ �JT = −k∇T + κ∇2 �JT , (19)

where κ = l2, l is the characteristic length scale.
Then the temperature balance Eq. (18) can be re-written as

τrel
∂2T

∂t2
+ ∂T

∂t
− κ

∂

∂t
�T = ϑ�T + 1

ρcp

(
σT + τrel

∂σT

∂t
− κ�σT

)
. (20)

When the heat propagation at the nanoscale is considered
(
κ �

∣∣∣ �JT
∣∣∣/

∣∣∣∇2 �JT
∣∣∣
)

(19) can be reduced to the Poisueille-type law of phonon hydrodynamics [48]

� �JT = k

κ
∇T, (21)
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where �JT , T , and κ/k are equivalent to the �v, p, μ f in the Poiseuille flow.
The generalized Eq. (20) describes the heat waves propagated at different speeds

exhibiting wave dispersion (e.g., frequency-dependent properties). In the case of 1D
heat transfer problem along axis 0x, the solution of (20) can be found in the form of
the heat waves [45, 48]

T (t, x) = T ∗ eiω(t−x/c), (22)

where T∗ is the wave amplitude and m = ω/c is the wave number. In the absence
of the heat sources substitution of (22) into (20) gives for the wave speed c, phase
speed vp, and the wave attenuation length La the following expressions

c2 = ϑ + iκω

τω − i
ω, vp = ω

Re(m)
=

√
(ϑ2 + κ2ω2)ω

τ 2κ2ω4 + (τ 2ϑ2 + κ2)ω2 + ϑ2
cos−1(ψ/2),

La = (Im(m))−1 =
√

ϑ2 + κ2ω2

(τ 2κ2ω4 + (τ 2ϑ2 + κ2)ω2 + ϑ2)ω
sin−1(ψ/2), (23)

where ψ = a tan
(

ϑ+τκω2

κ−τϑ

)
.

At κ = 0 and small frequency approximation ωτrel � 1, (23) gives the expres-
sions vp = √

2kω, La = √
2k/ω predicted by classical Fourier heat transfer law.

When the internal heat sources σT 
= 0, solution of the non-uniform Eq. (20) must be
added in (20) (forced heat transfer). This term is very important in biological systems
[43] and at the heat (infrared) exposition, chemical reactions with heat effect, and
radiate heat transfer.

4 Generalization of the Rheological Law

Laminar and turbulent flowsofNewtonianfluids canbemodeledbasedon theNavier–
Stokes equations for compressible and incompressible fluids and their modifications,
Reynolds-averaged equations, etc. The generalized velocity slip and temperature
jump BCs allow more accurate estimations of the viscous and thermal effects at
slow (steady and low Re number) flows and relatively large scales (κ ~ 0). Correct
estimations of the coupled thermomechanical phenomena at the micro/nanoscales
can be carried out when the more general physical laws are accounted for. The
nonlinear relationships between the shear stress (τ̂ ) and strain rate (v̂) tensors with
fast phenomena at small scales can be described by the momentum balance law

ρ
d�v
dt

= −∇ p + div
(
τ̂
)

(24)

and the generalized rheological law
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τ ′ ∂τ̂

∂t
+ τ̂ = 2μ

(
v̂ + τ ′′ ∂ v̂

∂t

)
+ μ̃v̂2, (25)

where τ ′, τ ′′ are the stress relaxation and retardation times, μ̃ is the transverse
viscosity.

Substitution (25) into (24) gives the momentum equation for the non-Newtonian
fluid with transverse viscosity

ρ

[
I + τ ′ ∂

∂t

]
∂�v
∂t

+ ρ

[
I + τ ′ ∂

∂t

]
(�v · ∇)�v

= −
[
I + τ ′ ∂

∂t

]
∇ p + μ

[
I + τ ′′ ∂

∂t

]
��v + μ̃div(v̂2). (26)

Equation (26) and the incompressibility condition

∂ρ

∂t
+ div(ρv) = 0 (27)

where ρ = ρ(p) present the system of two partial differential equations (PDE) for
{�v(t, �r), p(t, �r)}.

The systems (26), (27) has also solution in the form of the pressure and flowwaves
(small excitations). For instance, in the 1D case

v(t, x) = v ∗ eiω(t−x/c), p(t, x) = p ∗ eiω(t−x/c), (28)

where v∗, p∗ are the velocity and pressure amplitudes.
Substitution of (28) into the system (26), (27) linearized around the steady point

(p, v) = (p0, 0),p0 = const , gives the following algebraic system for the amplitudes

∣∣∣∣∣
ρ
(
iω − ω2τ ′) + μ

(
1 + iωτ ′′)ω2

c2 − iω
c

(
1 + iωτ ′)

−ρ ω
c

�
p0

ω

∣∣∣∣∣
(
v∗
p∗

)
=

(
0
0

)
. (29)

where � = p0∂ρ/∂p|p=p0 is the compressibility of the medium.
The compatibility condition for the matrix (29) gives the dispersion relationship

for the wave speed

c2 =
(
1 + iωτ ′′)�μω − iρp0

(
1 + iωτ ′)

ρ(ωτ ′ − i)�
. (30)

The phase speed vp and the wave attenuation length La in this case are

va = �−1 cos−1(ψ/2), La = �−1ω−1sin−1(ψ/2), (31)
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where � =
√

(ρ�ωτ ′B1+B2)
2+ρ2�2(B1+ωτ ′B2)

2

B2
1+B2

2
,ψ = −a tan

(
B1+ωτ ′B2

ρ�ωτ ′B1+B2
ρ�

)
, B1 =

μ�ω + ρp0ωτ ′, B2 = ω2τ ′′� − ρp0.
The coupled heat and mass transfer problems in the micro/nanosystems must be

considered based on the systems (20), (26), (27) with BC (12), (13), or (7)–(10) and
(11). The flow stability problems can be studied based on the steady flow solutions
(14) or (15) in the non-isothermal case or based on the solutions listed in Table 1 for
the isothermal case. Then the corresponding PDE system (20), (26), (27) must be
linearized around the corresponding steady solution (Table 1 or (14), (15)) with the
small excitations (22), (28).

5 Generalization of the Diffusion Law

In the same way, the Fick’s diffusion law (2) can be generalized to the case of the
fast transfer at the micro/nanoscale in the form of the unsteady Fick’s law

τrel
∂ �JD
∂t

+ �JD = −D∇C + κ∇2 �JD (32)

Since substitution of (2) into the mass balance equation gives the second Fick’s
law presented by the parabolic equation

∂C

∂t
= D�C (33)

that cannot describe the concentration waves presented in the chemical reactions and
long-range signaling in plants [49]. Substitution (32) instead (2) gives the generalized
diffusion equation

τrel
∂2C

∂t2
+ ∂C

∂t
− κ

∂

∂t
�C = D�C (34)

that describes the concentration waves with speed c = √
D/τrel .

Solution of (34) can also be found as running waves. For instance, in the 1D case
substitution C(t, x) = C ∗ eiω(t−x/c) into (34) gives the dispersion relationship for
the wave speed, the phase speed vp, and the wave attenuation length La in the form

c = ω

√√√√ (Dτrel − κ)2ω2 + (
D + τrelκω2

)2
(
τ 2
relω

2 + 1
) ,

vp = √
Pω cos−1(ψ/2), La =

√
P

ω
sin−1(ψ/2), (35)
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where ψ = a tan
(

D+ω2κτrel
ω(κ−τrel D)

)
and P = D2+ω2κ2

(ω4κ2τ 2
rel+ω2(τ 2

rel D
2−κ2)+D2)

.

6 Further Generalizations

The fluid and gas flow through a porous medium composed by micro/nanoparticles,
tubes, fibers, crystals, fullerenes, and other small-scale elements must be described
by a generalized unsteady Darcy law with Brinkman term for fluid percolation in
porous materials

τrel
∂ �Jm
∂t

+ �Jm = −Kρ f

μ f
∇ p + κ∇2 �Jm . (36)

instead the classicalDarcy law (3) [] that producesmore detailed relationship between
the flow velocity and hydrostatic pressure.

Substitution of (3) into the continuity condition (27) gives the elliptic equation
for

τ
∂�v
∂t

+ �v − κ
∂

∂t
��v = −K

μ
(∇ p − γ ), (37)

where γ is the threshold pressure gradient.
Electric phenomena in the micro/nanowires, ribbons, and tubes can be described

by the generalized unsteady Ohm’s law for electric charge �Je

τ
∂ �Je
∂t

+ �Je = −ρe∇ϕe + κ∇2 �Je. (38)

Substitution of (38) instead of (4) into the electric charge balance law

∂ρe

∂t
+ div �Je = 0

gives the resulting electric charge balance equation at the micro/nanoscale

τrel
∂2ρe

∂t2
+ ∂ρe

∂t
− κ�

∂ρe

∂t
+ ρe�ϕe + ∇ρe∇ϕe = 0 (39)

That must be solved together with Maxwell equations.
The modified Eq. (37) and (39) have solutions in the form of running waves.

The coupled problems of heat transfer in the convective, diffusive, percolation
flows with electromagneric phenomena can be solved based on the corresponding
generalized equations with modified BC accounted for the diffusive scatter of the
micro/nanoparticles at the wall roughness.
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7 Conclusions

Classical physical laws at the macroscale at the thermodynamic equilibrium condi-
tions are presented by linear dependencies between the corresponding fluxes and
thermodynamic forces. At the micro/nanoscale, the high gradient space derivatives
and time derivatives of the fluxes become prevalent and must be accounted for in the
general mass, momentum, energy, and electric charge balance laws. That changes the
type of the corresponding PDE from parabolic to hyperbolic and, therefore, allows
propagation of the heat, concentration, charge and hydrodynamic waves, and their
interconnections in the coupled thermomechano-electric processes. A brief review
of the generalized Fourier, Fick, Darcy, Ohm, and rheological law is presented. The
correspondingmodified systems of PDEare derived. Solutions of the obtained system
in the form of the running waves (small excitations) are presented for the 1D case.
The generalized BCs at the micro/nanoscales include the first/second-order velocity
slip and temperature jump due to diffusive scatter of the particles at the wall rough-
ness. This conclusion is confirmed by numerous experiments with micro/nanofluid
flows in the miniature ducts/tubes or over the micro/nanoparticles.

Analytical solutions for the Poiseuille flows of Newtonian fluids through circular,
elliptic, rectangle, and open channels with velocity slip BC for both isothermal and
non-isothermal walls are presented. Those solutions can be used as steady case state
for further investigation of the stability of coupled heat and mass transfer in the
convective, diffusive, and percolation flows with/without electric phenomena as well
as fluid–structure interaction at the micro/nanoscales.
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Investigation of Long-Term Oxidation
Resistance of Titanium Alloys
with a Coating Based on Ti–Al-C System
Nanocomposites

Viktoriya Podhurska, Tetiana Prikhna, Orest Ostash, Bogdan Vasyliv,
Yuriy Holovatyuk, Volodymyr Sverdun, Tetiana Serbeniuk,
Oleksandr Kuprin, and Margarita Bortnitskaya

Abstract Physical and mechanical properties of thin sheets (0.5 mm) of titanium
grades VT1-0 and OT4-1 in the operating conditions of intermedium-temperature
fuel cell were compared. It is established that the heat and oxidation resistance of
the OT4-1 alloy was dominated by titanium VT1-0, which allows it to be considered
as a promising substrate material for the manufacture of thin interconnects of solid
oxide fuel cell. The oxidation resistance of Ti–Al-C coatings obtained by magnetron
deposition under differentmodes has been studied. The 2.5μmthick coating obtained
by the method of magnetron deposition having the Young’s modulus close to the
OT4-1 alloy substrate can be considered promising for this purpose.

1 Introduction

Nowadays, solid oxide fuel cell (SOFC) interconnects are traditionallymade of sheets
(0.3…0.5 mm thick) of Crofer steels, which contain 20…24% Cr [1]. However, it is
known that due to the diffusion of chromium from the interconnect to the cathode,
functional properties of the interconnect deteriorate. Due to oxidation, the surface
electrical conductivity of such interconnects is lost. This requires the creation of
special coatings on their surface [2]. In addition, the high density of Crofer steels (γ
~ 8 g/cm3) causes a significant weight of a SOFC.
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An alternative to Crofer steels is composites based on the titanium MAX phases
(γ ~ 4.1… 4.3 g/cm3) [3–5], especially in the case of intermediate temperature (550–
650 °C) SOFC. Here, the MAX phase of Ti2AlC is preferred over the MAX phase
of Ti3AlC2. Oxidation resistance of Ti3AlC2 at 600 °C in contrast to Ti2AlC is
abnormally lowered due to the formation of TiO2 oxide of the anatase type [6–8].
Higher oxidation resistance of Ti2AlC is probably due to the ability of oxygen to
penetrate the crystal lattice of Ti2AlC, forming a solid solution of Ti2Al (C1-xOx) and
inhibiting the formation of titanium and aluminum oxides in the near-surface layers
[5, 9, 10]. However, like Crofer steels, during long-term exposure to air at 600 °C, the
MAX samples of the Ti3AlC2 and Ti2AlC phases lose their electrical conductivity
[11–13].

Interconnects made of thin (0.2…0.5 mm) titanium sheets with coatings based
on MAX phases of the Ti–Al–C system can be more efficient [14]. Behavior of
coatings obtained by vacuum-arc deposition under conditions of long-term exposure
to oxidizing media at 600 °C was studied in [15]. Here, a thin sheet of titanium
grade VT1-0 was used as a substrate. It is known [16] that this material is not
oxidation-resistant, so for the interconnects of fuel cells with an operating tempera-
ture of 550… 650 °C, it is necessary to change the substrate material. In this paper,
the influence of technological parameters of coatings on their long-term oxidation
resistance depending on the substrate material was investigated.

2 Materials and Methods

Mechanical characteristics σB (ultimate tensile strength) and σ0.2 (yield strength)
were determined on standard fivefold flat specimens 0.5 mm thick and 2 mm wide
of the working part, in air at 20 °C and after heating to 600 °C.

Oxidation resistance tests of the material were performed during 4 stages. Each
stage involved heating of a polished sample to 600 °C in air, holding for 250 h and
cooling to room temperature. The weight gain of the sample �m was measured on
analytical scales of the brandRadwag-AS after each stage of the test with an accuracy
of ±0.1 mg. Oxidation resistance of the material was evaluated by the ratio �m/S,
where S is the initial surface area of the sample.

The Nano Indenter G200 system (Agilent Technologies, USA) equipped with a
Berkovich diamond tip was used to determine the nanohardness H (10 mN) and
the elastic modulus E of the coatings [17]. Ten indentations were made on each
sample. The maximum load was 10 mN, for which the depth of indentation was
approximately 200…300 nm.

Planar rectangle target based on Ti2AlC MAX phase of 180 × 90 mm and 6 mm
thick was used for the coatings deposition by DC magnetron sputtering. Preliminary
evacuation of the setup was carried out until the vacuum in the chamber was at least
10−3 Pa. Ar was used as a working gas at a pressure of 2 Pa. The distance between
the target and rotating substrates was 120 mm. A negative bias potential of 50 V
was applied to the substrate. The deposition of coatings was carried out at different
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power of the magnetron discharge. The discharge power was controlled by varying
the discharge voltage 320 to 430 V.

Zeis EVO-40XVP scanning electron microscope was used for microstructural
studies, where SEM EDX analysis of local content of alloying elements was also
performed using INCA Energy 350 system.

3 Results and Discussion

In order to improve the oxidation resistance of SOFC interconnects, titanium alloy
grade OT4-1, the properties of which were compared to those of titanium grade VT1-
0, was chosen as a substrate material. The chemical composition of these materials
is given in Table 1.

It is found that tensile strength and yield strength ofOT4-1 alloy in the temperature
range of 20…600 °C significantly exceed those of VT1-0 titanium. At the operating
temperature of the fuel cell (600 °C), it meets the requirements for interconnect
materials (σ0.2 > 100 MPa), in contrast to titanium grade VT1-0 (Fig. 1, Table 2).

In the previous stage of the work, the efficiency of vacuum-arc coating was
substantiated. However, this method is technologically complex and of high-energy

Table 1 Chemical composition (wt.%) of the studied titanium alloys

Titanium grade Ti Al Mn C Fe Si Zr

VT1-0 Balance – – 0.03 0.20 0.10 –

OT4-1 Balance 1.83 1.54 0.04 0.09 0.14 0.11

Fig. 1 Temperature
dependence of strength
characteristics of titanium
grades VT1-0 and OT4-1

○ – σВ OT4-1 
● – σ0.2 OT4-1 
□ – σВ VТ1-0 
■ – σ0.2 VТ1-0 

Table 2 Strength characteristics of titanium grades VT1-0 and OT4-1 at different temperatures

Titanium grade σ0.2, MPa σB, MPa

20 °C 600 °C 20 °C 600 °C

OT4-1 547 202 652 244

VT1-0 320 65 425 85
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consumption [14, 15]. To simplify the technology of coating the interconnects, the
method of magnetron deposition in different modes was chosen (Table 3).

It was also found that the OT4-1 alloy is twice superior to titanium grade VT1-0 in
long-term (based on 1000 h) oxidation resistance (Fig. 2), which for both alloys vary
in parabolic dependence. Thus, according to the obtained results, a OT4-1 titanium
alloy substrate with a coating resistant to high temperature oxidation can be used for
the manufacture of thin-walled (0.5 mm) interconnects for intermediate temperature
(550…650 °C) SOFC.

The study of oxidation resistance of coatings on OT4-1 titanium alloy substrate at
600 C on the basis of 1000 h has showed that the ones based on Ti–Al–C composite,
formed by high-energy deposition (MAX-1) has the best oxidation resistance (�m/S
=0.22mg/cm2).Coatings formedbymedium-energymagnetrondeposition (MAX-2
andMAX-3) had oxidation resistance at the level of OT4-1 alloy, and oxidation resis-
tance of the coating obtained by low-energy deposition (MAX-4) was intermediate
(Fig. 2).

Table 3 Technological modes of coatings deposition

Sample No Mode P, W t, min δ, μm

MAX-1 HP+Mo 2800 90 9

MAX-2 MP 960 180 9.5

MAX-3 MP 930 120 4.8

MAX-4 LP 612 120 2.5

Comment HP+Mo: high power mode; LP: low power mode; MP: medium power mode; P is the
power applied; t is the deposition time; δ is the thickness of the coating

Fig. 2 Oxidation resistance of titanium grades VT1-0 and OT4-1 and coatings based on Ti–Al-C
composite at 600 °C on the basis of 1000 h
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Microstructural analysis showed that all coatings have a columnar structure with
high adhesion to the substrate (Fig. 3).

Sample 
No.

SEM microstructure
Surface Cross section

MAX-1 

MAX-2 

MAX-3 

MAX-4 

Fig. 3 SEM microstructure on the surface and in the cross section of the coatings
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Table 4 Influence of substrate material on chemical composition and mechanical properties of
coatings based on MAX phases of titanium

Substrate material Sample No Chemical composition,
at %

δ, μm H, GPa E, GPa

Ti Al C

OT4-1 MAX-1 45 22.7 32.3 9 15 ± 1 240 ± 10

OT4-1 MAX-2 46 22.1 31.9 9.5 11 ± 1 200 ± 10

OT4-1 MAX-3 53 20.1 26.9 4.8 10 ± 1 170 ± 10

OT4-1 MAX-4 57.6 22.2 20.2 2.5 9 ± 1 150 ± 10

VT1-0 MAX-5 [15] 51.7 21.8 26.5 6 5, 5 ± 1 132 ± 10

In high-energy and long-term medium-energy deposition modes (MAX-1 and
MAX-2), a coating thickness of ~ 9 μm with high hardness and Young’s modulus
was obtained, but local microcracking zones were detected on the coating surface
(Fig. 3, Table 4). With decreasing both power and deposition durations (MAX-3),
the coating thickness decreased by half with some decrease in hardness, Young’s
modulus, and surface microcracking. With further reduction in power (MAX-4), the
coating thickness became 2.5 μm, nanohardness H = 9 GPa, and Young’s modulus
E= 150 GPa, which is closest to the characteristics determined for the titanium alloy
OT4-1 substrate material (H= 4.2 GPa; E= 145 GPa). In this case, the proximity of
the physical and mechanical characteristics of the coating material and the substrate
determines the minimum surface microcracking of the sample MAX-4 (Fig. 3).

Local chemical analysis of the surfaces of coatings obtained in different techno-
logical modes (MAX-1… MAX-4) showed (Table 4) that their phase compositions
present MAX phases of different structural type, obviously Ti2AlC and Ti3AlC2,
which provide high conductivity of the coatings (3…4·105 Sm/m).

In addition, it should be noted that the characteristics of the material of the sample
MAX-4 are close to those of a coating obtained earlier [15] by vacuum-arc deposi-
tion on a titanium substrate grade VT1-0 (Table 4), according to which a fuel cell
interconnect material with high functional properties was obtained [15].

Thus, according to the obtained results, the 2.5 μm thick coating obtained by the
method of magnetron deposition having Young’s modulus close to that of the OT4-1
alloy substrate can be considered promising for fuel cell interconnects.

4 Conclusions

According to the obtained results, a OT4-1 titanium alloy substrate with a coating
resistant to high temperature oxidation can be used for the manufacture of thin-
walled (0.5mm) interconnects for intermediate temperature fuel cells (550…650 °C).
The 2.5 μm thick coating obtained by the method of magnetron deposition having
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Young’s modulus close to the OT4-1 alloy substrate can be considered promising for
this purpose.
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Analytical Solutions for N-Electron
Interacting System Confined in Graph
of Coupled Electrostatic Semiconductor
and Superconducting Quantum Dots
in Tight-Binding Model with Focus
on Quantum Information Processing

Krzysztof Pomorski

Abstract Analytical solutions for a tight-bindingmodel are presented for a position-
based qubit and N interacting qubits realized by quasi-one-dimensional network of
coupled quantum dots expressed by connected or disconnected graphs of any topol-
ogy in 2 and 3 dimensions where one electron is presented at each separated graphs.
Electron(s) quantum dynamic state is described under various electromagnetic cir-
cumstances with an omission spin degree-of-freedom. The action of Hadamard and
phase rotating gate is given by analytical formulas derived and formulated for any
case of physical field evolution preserving the occupancy of two-energy level sys-
tem. The procedure for heating up and cooling down of the quantum state placed
in position based qubit is described. The interaction of position-based qubit with
electromagnetic cavity is described. In particular non-local communication between
position based qubits is given. It opens the perspective of implementation of quan-
tum internet among electrostatic CMOS quantum computers (quantum chips). The
interface between superconducting Josephson junction and semiconductor position-
based qubit implemented in coupled semiconductor q-dots is described such that
it can be the base for electrostatic interface between superconducting and semi-
conductor quantum computer. Modification of Andreev Bound State in Josephson
junction by the presence of semiconductor qubit in its proximity and electrostatic
interaction with superconducting qubit is spotted by the minimalistic tight-binding
model. The obtained results allow in creating interface between semiconductor quan-
tum computer and superconducting quantum computer. They open the perspective

K. Pomorski (B)
Faculty of Computer Science and Telecommunications, Cracow University of Technology,
Cracow, Poland

School Of Electrical And Electronic Engineering, University College Dublin, Dublin, Ireland

Quantum Hardware Systems, Lodz, Poland
e-mail: kdvpomorski@gmail.com
URL: http://www.quantumhardwaresystems.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
O. Fesenko and L. Yatsenko (eds.), Nanomaterials and Nanocomposites, Nanostructure
Surfaces, and Their Applications, Springer Proceedings in Physics 279,
https://doi.org/10.1007/978-3-031-18096-5_7

67

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18096-5_7&domain=pdf
mailto:kdvpomorski@gmail.com
http://www.quantumhardwaresystems.com
https://doi.org/10.1007/978-3-031-18096-5_7


68 K. Pomorski

of construction of QISKIT like software that will describe both types of quantum
computers as well as their interface.

Keywords N-body problem · Tight-binding · Semiconductor electrostatic
position-based qubit · Wannier qubit · Semiconductor Wannier qubit interface with
Josephson junction · Quantum gates · Quantum non-local communication ·
Electrostatic entanglement · Entanglement between matter and radiation

1 Introduction to Recent Trends in Q-Technologies

Quantum technology opens the gate for quantum computation and quantum sensing
as well as quantum communication. Also in the nearest perspective one shall con-
sider quantum Artificial Intelligence as extension of classical Artificial Intelligence.
Because of high technical cost of implementation of quantum technologies one shall
think about usage of both classical and quantum technologies at one chip what is
possible in FD SOI CMOS technology that currently manufactures transistors with
3nm of channel length. The quantummechanics offers the superposition of states and
massive parallelism as well as non-local correlations that are non-present in classical
world perceived by us. However these phenomena occurs only in special time scale
and under specific thermodynamic conditions in the case of special geometries and
confining potentials. Basically the quantum system needs to bemaximally decoupled
from the world to keep its unique quantum features. On the other hand we need to
be able to interact with quantum system relatively quickly what brings the need for
not so small interaction of qubit with classical or semiclassical interface via specific
channels. At the same time we would expect the quantum technology to be highly
reproducible in large scale, compact and having an easy interface with already exist-
ing technologies mostly working at room temperature. Basically ideal candidate for
qubit does not exist and we have to make trade-off between certain technical parame-
ters. The first option is to chose the system that is maximally decoupled from external
world so we arrive to the idea of ion traps. We are placing atomic ions in almost ideal
vacuum and we trap them by strong magnetic and electric fields. Maxwells equa-
tions does not allow for complicated topologies of EM confinement field affecting
ion positions and thus we are limited to the case of ions on one line as it is indicated
by many experimentalist. However every time we are about to use quantum ionic
processor we need to cool down and set the ions in certain positions what makes
structure to be practically not adjustable for large scales. However the decoherence
times are more than promising since T1 and T2 time is in range of seconds what
makes it bigger by 4 orders magnitude than any other quantum technology available
so far. This makes ion trap to be excellent quantum sensors.

On the other hand we can think about use of electron or electron spin to represent
the state of qubit. So far the electron is most successful carrier of classical informa-
tion. Thus we need to use it on the level of qubit implementation in semiconductor or
in superconductor. In the natural way we arrive to the electrostatic qubit in semicon-
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ductor, where presence of single electron corresponds to logical |1〉 and its lack to |0〉
(Fujisawa [1], Petta [2]) or to superconducting Cooper pair box. However electron-
electron interaction is quite strong as in comparison with spin to spin interaction.
The strength of the interaction preimposes the decoherence time since the stronger
is the interaction the smaller is the decoherence time. At the same time big quantum
information density is usually leading to higher decoherence times since qubit-qubit
interaction is more prominent.

Every qubit assembles can be described by the following Hamiltonian operator:

Ĥt = H[Q0] + ([HQ − HQ0 ])[Q\Q0] + H[Q−Env] + H[Q−Q] + H[Env] =
Nqbits∑

l=1

(Ee,l (t)|el (t) >< el (t)| + Eg,l (t)|gl (t) >< gl (t)|+

+ Tg→e,l (t)|el (t) >< gl (t)| + Te→g,l (t)|gl (t) >< el (t)|)[Q0]

+
Nqbits∑

l=1

(

+∞∑

s1l=3

(Es1,l (t)|s1l (t) >< s1l (t)| +
+∞∑

s2l=3,s2l �=s1l

Ts1l→s2l ,l (t)|s1l (t) >< s2l (t)|)+

+Tesl →s3l ,l (t)|esl (t) >< s3l (t)| + Ts3l→esl ,l
(t)|s3(t)l >< e(t)sl | + Tgsl →s3l ,l (t)|gsl (t) >< s3l (t)|+

+ Ts3l→gsl ,l
(t)|s3(t)l >< g(t)sl |)[Q\Q0]+

+ (

+∞∑

i=1

Nqbits∑

l=1

+∞∑

s1l=(g,e,...)

+∞∑

s2l=(g,e,...)

U3(s1l , s2l , i, t)|s1l (t), i(t) >< s2l (t), i(t)|)[Q−Env]+

+(

Nqbits∑

l=1

Nqbits∑

k=1,k �=l

+∞∑

s1k=(g,e,...)

+∞∑

s2l=(g,e,...)

U4(s1k , s2l , t)|s1k(t), s2l (t) >< s1k (t), s2l (t)|)[Q−Q]+

+(

+∞∑

i=1

Ei (t)|i(t) >< i(t)|)[Env].

The given Hamiltonian is describing quantum system embedded in external envi-
ronment (external world) and it has terms HQ0 , HQ\Q0 , HQ−Env, HQ−Q, HEnv. In
particular we have idealistic mathematical model of qubit that is isolated from exter-
nal world and denoted by HQ0 (blue color). Next Hamiltonian term HQ\Q0 (green
color) describes Hamiltonian setting qubit state and Hamiltonian term capable of
qubit readout. However it is not suprising that Hamiltonian term responsible for
qubit setting and reading can also contribute to its decoherence. The Hamiltonian
terms describing the decoherence are due to qubit-qubit interaction and due to qubit-
environment interaction (red and orange color). Usually we drop the last Henv term
since we assume that environment has infinite size and has well-defined thermody-
namical state that cannot be changed by the small size and finite quantum system
Q that implements qubits. The value of Ee and Eg is determined by the qubit con-
finement potential, while functions f1(t) and f2(t) give us the ways to implement
qubit setting mechanism and qubit reading mechanism by means of time-dependent
Hamiltonians that are driven by external biasing circuit [qubit controlling circuit].
Formally we recognize that qubit assembly is the many body system with certain
desired degrees of freedom (in general the available number of degrees of freedom
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is much bigger than desired and it is a function of given quantum technology) that
are controlled by given quantum technology placed in special thermodynamic condi-
tions and given qubit implementation scheme. Study of the quantum system Q being
assemble of interacting qubits embedded in external world denoted as environment is
fundamental study and as much important for fundamental science as for technology.

Basically the thermodynamics is against preservation of information stored in
qubit since entropy is increasing with time. The difference between energy levels
of ground state (g) and excited state (e) is tiny and can be directly evaluated from
Schrodinger equation. Once the excited level is occupied to certain extent it is in
metastable state and tends to decay into ground state g. This decay time in case lack
of external perturbations is shorter for the case of systems with bigger difference
between excited and ground state. Because of this decay quantum state needs to be
refreshed all the times to maintain its content (IBM Q-Experience provides super-
conducting Josephson junction qubits of 100µs coherence time). The biggest danger
to qubit coherence is energy of surrounding environment that is expressed especially
by Henv last Hamiltonian term and by Henv−Q . Moderate decoherence to qubit state
is by qubit-qubit interaction HQ−Q that is potential factor limiting the maximum
density of quantum logic.

Zoo of existing quantum technologies is growing. However still there exists two
fundamental representation of q-information in spin of electron or Cooper pair and
in electric charge as it is depicted in Fig. 1.

Currently there exist various paradigms for quantum computation. Themost com-
mon is by the use of quasiparticle that is trapped in effective field that builds up the
quantization of the energetic levels.

Paradigms existing currently assume that the quantum system shall be controlled
either by electric or magnetic field factor or by combined magnetic and electric field
that is generated by the controlling circuit. The good example are superconducting
Cooper pair box (JJ-Josephson junction controlled by external capacitor), flux-qubit
JJ (JJ controlled by external solenoid), phase JJ qubit (controlled by biasing electric
current) and transmon qubit (controlled both by solenoid and capacitor). Indeed
very recent progress was done very much up to electrical control of various types
of technologies. The experiments conducted in 2003 by Fujisawa [1] have revealed
significant charge noise problem and contributed to the change of the dominant
paradigm in development of quantum circuits that was about shift from electric to
magnetic field control and later electromagnetic control what is greatly expressed in
superconducting technologies by common use of transmon superconducting qubit
(and transmon like qubits: Xmon, etc.). The details are specified in the attached
Table 1.
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�Fig. 1 Summary of quantum information technologies [Arxiv: 1801.06722] as in case of one-
and two-qubit operations and single-shot measurement, for (a) and semiconductor spin qubit in
a single quantum dot (b) [T. Fujisawa, NTT Technical Review, Vol. 1 No. 3, 2003], for a phase
controlled Josephson junction qubit (c) polarized by external electric current, for a chargeflux or
transmon superconducting qubit (d) polarized by both external magnetic and electric field, for a
Cooper pair box Josephson junction qubit (e) as polarized by external electric field, for charged
ions Pauli trap qubit as in (f) as with interactions given by (g) and a semiconductor charge qubit
in a double quantum dot with interactions given in (h). One can encounter 3 main architectures of
superconducting qubits as given in (c1), (c2), (c3) as corresponding to charge, flux and phase qubit.

Table 1 Quick overview on quantum technologies

Comparison of dominant quantum technologies

Quantum technology
[S-spin or C-charge
like] qbits

Scalability Coherence time T1 Coherence time T2

Ion traps [S] Relatively low >1010µs! >106 µs!

Semiconductor qubits High ∼1–10ns ∼1–10ns

→ Charge qubit [C] High 7 ns 250ps

→ Spin qubit [S] High 59 ns 59ns

→ Spin singlet-triplet
qubit [S]

→ Spin exchange
qubit [S]

High 19

→ Spin resonant
exchange qbit [S]

High 0 19µs

→ Spin-charge qbit
[S-C qbit]

High 80ns

Josephson junction
qubits

Moderate 0.1–100µs 0.1–100µs

→ Cooper pair box
[C]

Moderate 2 µs 2 µs

→ Flux qubit [S] Moderate 4.6 µs 1.2 µs

→ Phase qubit Moderate 0.5 µs 0.3 µs

→ 3D Transmon
[S-C]

High >100µs >140µs

→ 2 D Transmon
[S-C]

Moderate 50 µs 20 µs

→ Fluxm [S-C] Moderate 1000 µs >10µs

→ C-shunt [S-C] Moderate 55 µs 40 µs

→ Xmon [S-C] Moderate 50 µs 20 µs

→ Gatemon [S-C] Moderate 5.3 µs 3.7 µs
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2 Description of Position Based-Qubit in Tight-Binding
Model

We refer to the physical situation from Fig. 2 and we consider position based-qubit
in tight-binding model [3] and its the Hamiltonian of this system is given as

Ĥ(t) =
(
Ep1(t) ts12(t)
t†s12(t) Ep2(t)

)

[x=(x1,x2)]
= (E1(t) |E1〉t 〈E1|t + E2(t) |E2〉 〈E2|)[E=(E1,E2)]. (1)

The Hamiltonian Ĥ(t) eigenenergies E1(t) and E2(t) with E2(t) > E1(t) are given
as

E1(t) =
(

−
√

(Ep1(t) − Ep2(t))2

4
+ |ts12(t)|2 + Ep1(t) + Ep2(t)

2

)
,

E2(t) =
(

+
√

(Ep1(t) − Ep2(t))2

4
+ |ts12(t)|2 + Ep1(t) + Ep2(t)

2

)
, (2)

and energy eigenstates |E1(t)〉 and |E2(t)〉 have the following form

|E1, t〉 =
⎛

⎝ (Ep2(t)−Ep1(t))+
√

(Ep2(t)−Ep1(t))2

2 +|ts12(t)|2
−i tsr (t)+tsi (t)−1

⎞

⎠ ,

|E2, t〉 =
⎛

⎝−(Ep2(t)−Ep1(t))+
√

(Ep2(t)−Ep1(t))2

2 +|ts12(t)|2
tsr (t)−i tsi (t)

1

⎞

⎠ . (3)

This Hamiltonian gives a description of two coupled quantum wells as depicted in
Fig. 2. In such situation we have real-valued functions Ep1(t), Ep2(t) and complex-
valued functions ts12(t) = ts(t) = tsr (t) + i tsi (t) and ts21(t) = t∗s12(t), what is equiv-
alent to the knowledge of four real valued time-dependent continuous or discontinues
functions Ep1(t), Ep1(2) , tsr (t) and tsi (t). The quantum state is a superposition of
state localized at node 1 and 2 and therefore is given as

|ψ〉[x] = α(t) |1, 0〉x + β(t) |0, 1〉x = α(t)

(
1
0

)
+ β(t)

(
0
1

)
, (4)

where |α(t)|2 (|β(t)|2) is probability of finding particle at node 1(2) respectively,
which brings |α(t)|2+|β(t)|2=1 and obviously 〈1, 0|x ||1, 0〉x = 1 = 〈0, 1|x ||0, 1〉x
and 〈1, 0|x ||0, 1〉x = 0 = 〈0, 1|x ||1, 0〉x . In Schrödinger formalism, states |1, 0〉x
and |0, 1〉x are Wannier functions that are parameterized by position x . We work in
tight-binding approximation and quantum state evolution with time as given by
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(1)

V1(t)a V2(t)a

(2)

V3(t)a

[-> source of AC voltage]

dipole
microwave
antenna

Va(X)

x

=

QUBIT A

(1) (2)

QUANTUM 
SWAP GATE

(1)

V1(t)a V2(t)a

(2)

V3(t)a Va(X)

x

=

QUBIT A

(1) (2)

gate1a gate2a gate3a

V1(t)b V2(t)b V3(t)b Vb(X)

x

=

gate1b gate2b gate3b

QUBIT B
d1

a 2 electrostatically
coupling qubits parametrized

Fig. 2 [Left]: Electrostatic position-based qubit implemented in CMOS technology [4]. [Upper
Left]: Simplistic representation by particle localized in two regions of space denoted by nodes (1)
and (2); [Lower Left]: case of two electrostatically interacting qubits implementing quantum swap
gate. Quantum dynamics are parameterized by presence of electrons at nodes 1, 2, 1’ and 2’
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i�
d

dt
|ψ(t)〉 = Ĥ(t) |ψ(t)〉 = E(t) |ψ(t)〉 . (5)

The last equation has an analytic solution

|ψ(t)〉 = e
1
i�

∫ t
t0
Ĥ(t1)dt1 |ψ(t0)〉 = e

1
i�

∫ t
t0
Ĥ(t1)dt1

(
α(0)
β(0)

)
(6)

and in quantum density matrix theory we obtain

ρ̂(t) = ρ̂†(t) = |ψ(t)〉 〈ψ(t)| =
= Û (t, t0)ρ̂(t0)Û (t, t0)

−1 =
= e

1
i�

∫ t
t0
Ĥ(t1)dt1(|ψ(t0)〉 〈ψ(t0)|)e− 1

i�

∫ t
t0
Ĥ(t1)dt1 =

= e
1
i�

∫ t
t0
Ĥ(t1)dt1

((
α(0)
β(0)

) (
α∗(0) β∗(0)

) )
e−

∫ t
t0

Ĥ(t1)dt1
i� =

= Û (t, t0)

( |α(0)|2 α(0)β∗(0)
β(0)α(0)∗ |β(0)|2

)
Û (t, t0)

†. (7)

Having Hermitian matrix Â with real-valued coefficients a11(t), a22(t), a12r (t),
a12i (t) and Pauli matrices σ1, σ2, σ3, σ0 = Î2by2 we observe that

Â2×2 =
(

a11 a12r + ia12i
a12r − ia12i a22

)
,=

= a12rσ1 − a12iσ2 + 1

2
(a11 − a22)σ3 + 1

2
(a11 + a22)σ0. (8)

and for Â2N×2N = �k1,k2,...,kN bk1,k2,...,kN (σk1 × σk2 × · · · × σkN )we obtain the unique
matrix decomposition in terms of Pauli matrix tensor products, where ki = 0, . . . , 3.

Using the above property for matrix of size 2×2 we obtain e
1
i�

∫ t
t0
Ĥ(t1)dt1 = Û (t, t0),

and assuming Ep1(t) = Ep2(t) = Ep(t) and we are given matrix e
1
i�

∫ t
t0
Ĥ(t1)dt1 =

⎛

⎜⎜⎜⎜⎜⎜⎝

e
−i
∫ t
t0

Ep (t ′)dt ′
� ch

(√
− ∫ t

t0
(|ts (t ′)|2)dt ′

�

)
e

−i
∫ t
t0

Ep (t ′)dt ′
� (

∫ t
t0

(t∗s (t ′))dt ′)sh

(√
− ∫ tt0 |ts (t ′)|2)

�

)

√
− ∫ t

t0
((tsi (t ′)2+tsr (t ′))2)dt ′

e
−i
∫ t
t0

Ep (t ′)dt ′
� (

∫ t
t0

(−ts (t ′))dt ′)sh

(√
− ∫ tt0 |ts (t ′)|2dt ′

�

)

√
− ∫ t

t0
((tsi (t ′)2+tsr (t ′))2)dt ′

e
−i
∫ t
t0

Ep (t ′)dt ′
� ch

(√
− ∫ t

t0
(|ts (t ′)|2)dt ′

�

)

⎞

⎟⎟⎟⎟⎟⎟⎠
,

(9)

where sh(.) and ch(.) are sinh and cosh hyperbolic functions, where |ts(t)|2 =
|tsr (t)|2 + |tsi (t)|2. This matrix is unitary so Û †(t, t0) = Û−1(t, t0). At the very end
we will also consider more general case when Ep1(t) �= Ep2(t). At first let us con-
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sider the case of two localized states in the left and right quantum well so there is no
hopping which implies ts = 0. In such case the evolution matrix Û (t, t0) is unitarian
and has the following form

Û (t, t0) = e
1
i�

∫ t
t0
Ĥ(t1)dt1 =

⎛

⎝e
−i
∫ t
t0

Ep1(t ′)dt ′
� 0

0 e
−i
∫ t
t0

Ep2(t ′)dt ′
�

⎞

⎠ , (10)

what implies that left and right quantum dot are two disconnected physical systems
subjected to its own evolution with time. However since one electron is distributed
between those physical systems the measurement conducted on the left quantum dot
will have its immediate effect on the right quantum dot. Another extreme example is
the situation when hopping energy is considerably bigger than localization energy.
In such case we set Ep1 = Ep2 = 0 and in case of non-zero hopping terms we obtain

Û (t, t0) = e
1
i�

∫ t
t0
Ĥ(t1)dt1

=

⎛

⎜⎜⎜⎜⎜⎜⎝

ch

(√
− ∫ t

t0
(|ts (t ′)|2)dt ′

�

)
(
∫ t
t0

(t∗s (t ′))dt ′)sh

(√
− ∫ tt0 |ts (t ′)|2)

�

)

√
− ∫ t

t0
((tsi (t ′)2+tsr (t ′))2)dt ′

(
∫ t
t0

(−ts (t ′))dt ′)sh

(√
− ∫ tt0 |ts (t ′)|2dt ′

�

)

√
− ∫ t

t0
((tsi (t ′)2+tsr (t ′))2)dt ′

ch

(√
− ∫ t

t0
(|ts (t ′)|2)dt ′

�

)

⎞

⎟⎟⎟⎟⎟⎟⎠
, (11)

Now it is time tomove tomost general situation of Ep1 �= Ep2, tsr , tsi �= 0.We have 4

elements of evolution matrix given as Û (t, t0) = e
1
i�

∫ t
t0
Ĥ(t1)dt1 =(

U (t, t0)1,1 U (t, t0)1,2
U (t, t0)2,1 = U (t, t0)∗1,2 U (t, t0)2,2

)
.

U (t, t0)1,1 =

exp

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−

√√√√−�2

(
|
∫ t

t0
dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′tsr (t ′)|2

))

+i�
∫ t

t0
dt ′(Ep1(t ′) + Ep2(t ′))

2�2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

2�

(
(
∫ t
t0

dt ′(Ep1(t ′) − Ep2(t ′)))2 + 4
(
| ∫ tt0 dt ′ tsi (t ′)|2 + | ∫ tt0 dt ′tsr (t ′)|2

)) ×

×
[

− i(
∫ t

t0
dt ′Ep1(t ′))

√√√√−�2

(
|
∫ t

t0
dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′ tsr (t ′)|2

))
+

+ �

(
|
∫ t

t0
dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′tsr (t ′)|2

))
×
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e

√
−�2

(
| ∫ tt0 dt ′(Ep1(t ′)−Ep2(t ′))|2+4

(
| ∫ tt0 dt ′tsi (t ′)|2+| ∫ tt0 dt ′tsr (t ′)|2

))

�2 +

+
((

(

∫ t

t0
dt ′(Ep1(t ′) − Ep2(t ′)))2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′tsr (t ′)|2

)))
+

+ i(
∫ t

t0
dt ′Ep1(t ′))e

√
−h2

(
| ∫ tt0 dt ′(Ep1(t ′)−Ep2(t ′))|2+4

(
| ∫ tt0 dt ′tsi (t ′)|2+| ∫ tt0 dt ′tsr (t ′)|2

))

�2

×
√√√√−�2

(
|
∫ t

t0
dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′tsr (t ′)|2

))

− i(
∫ t

t0
dt ′Ep2(t ′))e

√
−�2

(
| ∫ tt0 dt ′(Ep1(t ′)−Ep2(t ′))|2+4

(
| ∫ tt0 dt ′tsi (t ′)|2+| ∫ tt0 dt ′tsr (t ′)|2

))

�2 ×
√√√√−�2

(
|
∫ t

t0
dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′ tsr (t ′)|2

))
+

+ i(
∫ t

t0
dt ′Ep2(t ′))

√√√√−�2

(
|
∫ t

t0
dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′tsr (t ′)|2

))]
. (12)

U (t, t0)1,2 =

2�(

∫ t

t0
dt ′(tsi (t ′) − i tsr (t ′)))e−

i
∫ t
t0

dt ′(Ep1(t ′)+Ep2(t ′))
2�

sinh

⎛

⎜⎜⎝

√
−�2

(
| ∫ tt0 dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
| ∫ tt0 dt ′ tsi (t ′)|2 + | ∫ tt0 dt ′tsr (t ′)|2

))

2h2

⎞

⎟⎟⎠

√
−�2

(
| ∫ tt0 dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
| ∫ tt0 dt ′tsi (t ′)|2 + | ∫ tt0 dt ′tsr (t ′)|2

))

= U (t, t0)∗2,1 . (13)

U (t, t0)2,2=
exp

⎛

⎝−
√

−�2
(
| ∫ tt0 dt ′(Ep1(t ′)−Ep2(t ′))|2+4

(
| ∫ tt0 dt ′ tsi (t ′)|2+| ∫ tt0 dt ′ tsr (t ′)|2

))
−i�

∫ t
t0
dt ′(Ep1(t ′)+Ep2(t ′))

2�2

⎞

⎠

2�

(
(
∫ t
t0
dt ′(Ep1(t ′) − Ep2(t ′)))2 + 4

(
| ∫ tt0 dt ′tsi (t ′)|2 + | ∫ tt0 dt ′tsr (t ′)|2

)) ×

×
[

+ i(
∫ t

t0
dt ′Ep1(t

′))

√

−�2

(
|
∫ t

t0
dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′tsr (t ′)|2

))
+

+ �

(
|
∫ t

t0
dt ′(Ep1(t

′) − Ep2(t
′))|2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′tsr (t ′)|2

))
×

e

√
−�2

(
| ∫ tt0 dt ′ (Ep1 (t ′)−Ep2 (t ′))|2+4

(
| ∫ tt0 dt ′ tsi (t ′ )|2+| ∫ tt0 dt ′ tsr (t ′)|2

))

�2 +

+
((

(

∫ t

t0
dt ′(Ep1(t

′) − Ep2(t
′)))2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′tsr (t ′)|2

)))
+

− i(
∫ t

t0
dt ′Ep1(t

′))e

√
−�2

(
| ∫ tt0 dt ′ (Ep1 (t ′)−Ep2 (t ′))|2+4

(
| ∫ tt0 dt ′ tsi (t ′ )|2+| ∫ tt0 dt ′ tsr (t ′ )|2

))

�2 ×
√

−�2

(
|
∫ t

t0
dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′tsr (t ′)|2

))

+ i(
∫ t

t0
dt ′Ep2(t

′))e

√
−�2

(
| ∫ tt0 dt ′ (Ep1 (t ′)−Ep2 (t ′ ))|2+4

(
| ∫ tt0 dt ′ tsi (t ′ )|2+| ∫ tt0 dt ′ tsr (t ′ )|2

))

�2 ×
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√

−�2

(
|
∫ t

t0
dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′tsr (t ′)|2

))
+

− i(
∫ t

t0
dt ′Ep2(t

′))

√

−�2

(
|
∫ t

t0
dt ′(Ep1(t ′) − Ep2(t ′))|2 + 4

(
|
∫ t

t0
dt ′tsi (t ′)|2 + |

∫ t

t0
dt ′tsr (t ′)|2

))]
.

(14)

We recognize that more efficient mathematical representation of qubit evolution
with time is by introducing 4 quantities that are real valued functions of the form:

EP1(t) = EP[Ep1]t =
∫ t

t0

dt ′Ep1(t
′), EP2(t) = EP[Ep2]t =

∫ t

t0

dt ′Ep2(t
′),

T R(t) = T R[tsr ]t =
∫ t

t0

dt ′tsr (t ′), T I (t) = T I [tsi ]t =
∫ t

t0

dt ′tsi (t ′).

It shall be underlined that Ep1(t ′), Ep2(t ′),tsr (t ′) and tsi (t ′) can be continuous or
discontinuous real valued functions of finite value of any dependence and that EP[.],
T R[.] and T I [.] are functionals of Hamiltonian parameters. Usually in case of nano-
circuit their range of values and time-dependence is limited but can be extended with
more advanced engineering and circuit topology. It can be carefully examined if one
moves from Schroedinger to tight-binding formalism so value Ep1 is associated with
energy of particle localized at node 1 and Ep2 is associated with energy of particle
localized at node 2, while ts is measure of energy that can be transported between
node 1 and 2 that takes places during particle movement. ts can also be measured by
the delocalized energy between 2 nodes. Therefore highly energetic particle moving
across nanostructure of q-wells shall have high value of ts and low value of Ep1

and Ep2 so ballistic transport takes place. On another hand slowly moving particle
participating in diffusive transport between one q-well and neighbouring q-well is
strongly localized so Ep1, Ep2 >> |ts |.

3 Action of Phase Rotating Gate Described Analytically

Let us consider the situation of single qubit from Fig. 2 when we assume the follow-
ing dependencies: Ep1(t) = Ep2(t) = Ep = constant and ts12(t) = ts21(t) = ts(t) =
constant1. In such we have two time-independent eigenenergies E1 = Ep − ts and
Ep + ts . For simplicity we assume (α(0) ∈ R), (β(0) ∈ R). The probability of find-
ing electron at node 1 is given by angle � at Bloch sphere expressed as
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P1(t) = |α(t)|2 = 1

2
((|α(0)|2 + |β(0)|2)

+ 1

2
(|α(0)|2 − |β(0)|2) cos(( E2 − E1)t

�
)) = cos(�(t))2,

P2(t) = |α(t)|2 = 1

2
((|α(0)|2 + |β(0)|2)

− 1

2
(|α(0)|2 − |β(0)|2) cos(( E2 − E1)t

�
)) = sin(�(t))2, (15)

and it oscillates periodically with frequency proportional to distance between ener-
getic levels E2 and E1 and is given as ω0 = E2−E1

�
. Therefore the same occupancy

at node is repeating with periodic time td = n 2π�

E2−E1
for integer n. Obviously proba-

bility of finding of particle at node 2 is P2 = 1 − P1. The phase difference between
wavefunctions at node 1 and 2 is denoted as φ(t) and can be expressed analytically
by formula

−φ(t) = ASin

⎡

⎣
sin(

E1 t
�

)(|α(0)|2 − |β(0)|2) + sin(
E2 t
�

)(|α(0)|2 + |β(0)|2)

cos(
E1 t
�

)(|α(0)|2 − |β(0)|2) + cos(
E2 t
�

)(|α(0)|2 + |β(0)|2)

⎤

⎦

= ASin

⎡

⎣
1
2i (exp(i

E1t
�

) − exp(−i
E1t
�

))(|α(0)|2 − |β(0)|2) + 1
2i (exp(i

E2 t
�

) − exp(−i
E2 t
�

))(|α(0)|2 + |β(0)|2)

1
2 (exp(i

E1t
�

) + exp(−i
E1t
�

)))(|α(0)|2 − |β(0)|2) + 1
2 (exp(i

E2 t
�

) + exp(−i
E2 t
�

))(|α(0)|2 + |β(0)|2)

⎤

⎦

= ASin

⎡

⎣
1
2i (1 − exp(−i

2E1 t
�

))(|α(0)|2 − |β(0)|2) + 1
2i (exp(i

(E2−E1)t
�

) − exp(−i
(E2+E1)t

�
))

1
2 (1 + exp(−i

2E1 t
�

)))(|α(0)|2 − |β(0)|2) + 1
2 (exp(i

(E2−E1)t
�

) + exp(−i
(E1+E2)t

�
))

⎤

⎦ =

= ASin

⎡

⎣
1
2i (1 − exp(−i

2E1 t
�

))(|α(0)|2 − |β(0)|2) + 1
2i (cos(

(E2−E1)t
�

) + i sin(
(E2−E1)t

�
)) − exp(−i

(E2+E1)t
�

))

1
2 (1 + exp(−i

2E1 t
�

)))(|α(0)|2 − |β(0)|2) + 1
2 (cos(

(E2−E1)t
�

) + i sin(
(E2−E1)t

�
) + exp(−i

(E1+E2)t
�

))

⎤

⎦

= ASin

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(1 − e
−i

2E1 t
� )(|α(0)|2 − |β(0)|2)

+

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

cos(�(t))2 − 1
2

1
2 (|α(0)|2 − |β(0)|2)

+i |

√√√√√1 − (
cos(�(t))2 − 1

2
1
2 (|α(0)|2 − |β(0)|2)

)2 |s
sin(

(E2−E1)t
�

)
− e

−i
(E2+E1)t

�

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

i(1 + e
−i

2E1 t
� ))(|α(0)|2 − |β(0)|2)

+i

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

cos(�(t))2 − 1
2

1
2 (|α(0)|2 − |β(0)|2)

+i |

√√√√√1 − (
cos(�(t))2 − 1

2
1
2 (|α(0)|2 − |β(0)|2)

)2 |s
sin(

(E2−E1)t
�

)
+ e

−i
(E1+E2)t

�

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(16)

We recognize that three frequencies are involved ω1 = E1
�
, ω21m = E2−E1

�
, ω21p =

E2+E1
�

in the dynamics of phase difference of quantum state between nodes 2 and 1.
We are using sign function as Sign(sin( (E2−E1)t

�
))) = s

(sin( (E2−E1)t
�

))
so it has 1 and −1

values for positive and negative values of sin (E2−E1)t
�

and 0 otherwise. More phase
difference across position based qubit between nodes 1 and 2 is codependent on the
occupancy of the left and right node as given by last equation in the case of time-
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independent Hamiltonian. Such situation is not taking place in most conventional
qubits using energy eigenbases to encode information but takes place in position
based semiconductor qubit. The ideal phase rotating gate implemented in position
based qubit brings desired phase difference between wavefunctions at nodes 2 and
1 is not changing the occupancy of node 1 and 2. If we want to keep the occupancy
from time t = 0we need to consider times td = n 2π�

E2−E1
. At time t=0 phase difference

was assumed to be 0.

4 Action of Hadamard Gate in Position Qubit

The Hadamard gate is able to conduct the following unitary transformation on quan-
tum state |ψ(t)〉 and is given as

UHadamard =
(
1 1
1 −1

)
. (17)

It has property U †
Hadamard = UHadamard and UHadamardU

†
Hadamard = 1 so double action

of Hadamard gate gives UHadamardU
−1
Hadamard = 1.

Let us concentrate on the position dependent qubit with time-independent param-
eters Ep1, Ep2 = Ep1 = Ep, ts ∈ R. In such case we obtain following eigenenergies
E1 = Ep − ts and E2 = Ep + ts . From simple calculations we can notice that two
eigenenergies E1 = Ep − ts and E1 = Ep + ts have corresponding eigenstates

|E1〉 = 1√
2
(|1, 0〉x − |0, 1〉x ), |E2〉 = 1√

2
(|1, 0〉x + |0, 1〉x ), (18)

that are orthonormal so 〈1, 0|1, 0〉 = 〈0, 1|0, 1〉 = 1 and 〈1, 0|0, 1〉 = 〈0, 1|1, 0〉 =
0. At the same time 〈E1|E1〉 = 〈E2|E2〉 = 1 and 〈E1|E2〉 = 〈E2|E1〉 = 0. We rec-
ognize that Formula 18 can be written in the compact form as

(|E2〉
|E1〉

)
= 1√

2

(
1 1
1 −1

)(|1, 0〉x
|0, 1〉x

)
= ÛHadamard

(|1, 0〉x
|0, 1〉x

)
,

(|1, 0〉x
|0, 1〉x

)
= 1√

2

(
1 1
1 −1

)(|E2〉
|E1〉

)
= ÛHadamard

(|E2〉
|E1〉

)
. (19)

We recognize that quantum transformation is naturally encoded in transformation
from position quantum system eigenbases into energy eigenbases. Quantum logical
0 can be spanned (represented) by state |1, 0〉x = |0〉L (presence of electron in qubit
on the left side in Fig. 2) and quantum logical 1 can be spanned (represented) by the
state |0, 1〉x = |1〉R (presence of electron in qubit on the right side). Therefore qubit
state shall be defined by
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|ψt 〉 = α(t) |1, 0〉x + β |0, 1〉x = ei Ph(α(t))=iξ(t)(|α(t)| |1, 0〉x
+ ePh(β(t))−Ph(α(t))β(t) |0, 1〉x ) =
= eiξ(t)(|α(t)| |1, 0〉x + eiφ(t)β |0, 1〉x ). (20)

Action of Hadamard gate requires

|0〉L = |1, 0〉x → 1√
2
(|1, 0〉x + |0, 1〉x )

= 1√
2
(|1〉L + |2〉L),

|0〉R = |0, 1〉x → 1√
2
(|1, 0〉x − |0, 1〉x )

= 1√
2
(|1〉L − |2〉L). (21)

that is heating up (left transition from occupancy of two energetic levels expressed by
quantum state |1, 0〉x to occupancy of E2 level given by quantum state 1√

2
(|1, 0〉x +

|0, 1〉x )) or cooling down (right transition from occupancy of 2 energetic levels
expressed by quantum state |0, 1〉x to the occupancy of ground state E1 given by
quantum state 1√

2
(|1〉L − |2〉L)) of quantum state in 2 energy level system. We rec-

ognize that quantum logical 0 or presence of state (electron) in left well is achieved
when there is equal occupancy (given by cE1) of energetic level E1 and E2 so
|cE1(t)|2 = |cE2(t)|2. The scheme how to change the complete occupancy of ener-
getic level E1 into full occupancy of energetic level E2 is given by Formula 37 that
is associated with time-dependent Hamiltonian applied to position based qubit. The
quantum state is given as

|ψ(t)〉 = 1√
2
[(cE1(t)(|1, 0〉x − |0, 1〉x )) + (cE2(t)(|1, 0〉x + |0, 1〉x ))] =

1√
2
[e 1

� (e
1

�i (t−t0)E1cE1(t0)(|1, 0〉x − |0, 1〉x ))

+(e
1

�i (t−t0)E2(t−t0)cE2(t0)(|1, 0〉x + |0, 1〉x ))] =
1√
2
[((+e

1
�i (t−t0)E1cE1(t0) + (e

1
�i (t−t0)E2(t−t0)cE2(t0)) |1, 0〉x +

((−e
1

�i (t−t0)E1cE1(t0) + (e
1

�i (t−t0)E2(t−t0)cE2(t0)) |0, 1〉x ].

Such state will evolve after characteristic time from logical state |0〉L into quantum
logical |1〉L and later into |0〉L and so on. We can also set logical quantum state in
position space parameterized by x andwe can read the results of Hadamard operation
action in energy space or reversely. Engineers have the choice of setting qubit state
in a position space (what is more intuitive if one aims to obtain high integration
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circuits) or in energy space. By setting the quantum state in position space (as by
injecting electron from left side into left well of qubit) one needs to read it by energy
space or reversely. Reading the quantum state after Hadamard operation (or any
other quantum operation) in energy space requires either spectroscopy of occupation
of energy levels which basically means that we need to use microwaves in order to
populate or depopulate given energy level(s).Alternativemethod for reading the qubit
state after Hadamard operation (or any other quantum operation) is determination the
state of neighbouring qubit that interactswithmeasured qubit in electrostaticway as it
is depicted in the right side of Fig. 2. The determination of occupancy of energy level
E1 and E2 will give us the information on the qubit state after Hadamard operation
(so presence of at least 2 energy levels in physical system is the requirement) and
formally we have

|ψ〉output = cE1 |E1〉 + cE2 |E2〉 = cE1 |0〉L−output + cE2 |1〉L−output

= ÛHadamard(α |0〉L−input + β |1〉L−input). (22)

5 Rabi Oscillations in General Case for 2 Energy Level
System

In general case during heating up of q-state or during cooling down of q-state we need
to consider theHamiltonian as H = E1 |E1〉 〈E1| + E2 |E2〉 〈E2| + f1(t) |E2〉 〈E1| +
f2(t) |E1〉 〈E2|. If we want to have time-dependent only E1(t) and onlyE2(t) states
we need to consider H = E1 |E1(t)〉 〈E1(t)| + E2 |E2(t)〉 〈E2(t)| + f1(t) |E2(t)〉
〈E1(t)| + f2(t) |E1(t)〉 〈E2(t)|. Let us see the dynamics of quantum states with
time so we have f1(t), f2(t) = 0 for t <= 0 and constant non-zero otherwise
( f1(t) = f1 = const1, f2(t) = f2 = const2) so one obtains the equation

+ �i
d

dt
cE1(t) = (cE1(t)E1 + f2(t)cE2(t)),

+ �i
d

dt
cE2(t) = (cE2(t)E2 + f1(t)cE1(t)). (23)

From first equation we have 1
f2(t)

(+�i d
dt cE1(t)(t) − E1cE1(t)(t)) = cE2(t) and we

obtain the second equation

+ �i
d

dt
(

1

f2(t)
(+�i

d

dt
cE1(t) − E1cE1(t)))

= (
1

f2(t)
(+�i

d

dt
cE1(t) − E1cE1(t)))E2 + f1(t)cE1(t). (24)

which gives,
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d

dt
(

1

f2(t)
(+�i

d

dt
cE1(t) − E1cE1(t)(t)))

= −d f2
dt

1

f 22 (t)
(+�i

d

dt
cE1(t) − E1cE1(t)(t))

+ (
1

f2(t)
(+�i

d2

dt2
cE1(t)(t) − E1

d

dt
cE1(t))

= 1

i�
(

1

f2(t)
(+�i

d

dt
cE1(t) − E1cE1(t)(t)))

E2 + 1

i�
f1(t)cE1(t)(t). (25)

and it implies

d2

dt2
cE2(t)

�i

f2(t)
+ d

dt
cE2(t)[−d f2

dt

�i

f 22 (t)
− (E1 + E2)

f2(t)
]

+ cE2(t)[ E1

i�

E2

f2(t)
+ d f2

dt

E1

f2(t)2
− 1

�i
f1(t)] = 0. (26)

After multiplication by f2(t)
�i the last equation gives

d2

dt2
cE1(t) + d

dt
cE1(t)[−d f2

dt

1

f2(t)
+ i

(E1 + E2)

�
]

+ β(t)[− E1E2

�2
− i

�

d f2
dt

E1

f2(t)
+ 1

�2
f1(t) f2(t)] = 0. (27)

In analogical way we obtain

d2

dt2
cE2(t) + d

dt
cE2(t)[−d f1

dt

1

f1(t)
+ i

(E1 + E2)

�
]

+ β(t)[− E1E2

�2
− i

�

d f1
dt

E2

f1(t)
+ 1

�2
f1(t) f2(t)] = 0. (28)

Boundary conditions are given as

i�
d

dt
cE1(t

+
0 ) = E1cE2(t

+
0 ) + f2(t

+
0 )cE1(t0),

i�
d

dt
cE2(t

+
0 ) = E2cE1(t

+
0 ) + f1(t

+
0 )cE2(t0),

cE2(t
+
0 ) = cE2(t0), cE1(t

+
0 ) = cE1(t0). (29)

From later considerations it turns out that f1(t)∗ = f2(t) so f1(t) = fa(t) + i fb(t)
and f2(t) = fa(t) − i fb(t), where fa(t) and fb(t) are real valued functions. There-
fore we can write the equations of motion as
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d2

dt2
cE1(t) + d

dt
cE1(t)[−d f2

dt

1

f2(t)
+ i

(E1 + E2)

�
]

+ cE1(t0)[− E1E2

�2
− i

�

d f2
dt

E1

f2(t)
+ 1

�2
fa(t) fb(t)] = 0. (30)

In analogical way we obtain

d2

dt2
cE2(t0)(t) + d

dt
cE2(t0)[−d f1

dt

1

f1(t)
+ i

(E1 + E2)

�
]

+ cE1(t)[− E1E2

�2
− i

�

d f1
dt

E2

f1(t)

+ 1

�2
( fa(t)

2 + fb(t)
2)] = 0. (31)

Boundary conditions are given as

i�
d

dt
cE2(t

+
0 ) = E1cE2(t

+
0 ) + ( fa(t0) − i fb(t0))cE1(t0),

i�
d

dt
cE1(t0)(t

+
0 ) = E2cE1(t0)(t

+
0 ) + ( fa(t0) + i fb(t0)cE2(t0),

cE2(t
+
0 ) = cE2(t0), cE1(t

+
0 ) = cE1(t0). (32)

Very special case is when f1(t) = a exp(ct) + ib exp(ct), f2(t) = a exp(ct) − ib
exp(ct), where c, a and b are real valued. In such cases we obtain the equations for
the occupancy of energy state E1 and E2 expressed as

d2

dt2
cE2(t) + d

dt
cE2(t)(t)[−c + i

(E1 + E2)

�
]

+ cE2(t)(t)[− E1E2

�2
− i

�
E1c + 1

�2
(a2 + b2)exp(2ct)] = 0. (33)

First case is c = 0, � = 1 and solution is

cE1(t) = e− 1
2 i(E1+E2−i

√
−4a2−4b2−E2

1+2E1E2−E2
2 )t g1

+ e
1
2 (−i(E1+E2)+

√
−4a2−4b2−E2

1+2E1E2−E2
2 )t g2, (34)

where g1 and g1 are complex values. Having non-zero c we obtain solutions

cE1(t) = c1 exp

(
1

2
t

(
−
√

−4a2e2ct − 4b2e2ct + c2 − 2icE1 + 2icE2 − E21 + 2E1E2 − E22 + c − i E1 − i E2

))
+

c2 exp

(
1

2
t

(√
−4a2e2ct − 4b2e2ct + c2 − 2icE1 + 2icE2 − E21 + 2E1E2 − E22 + c − i E1 − i E2

))
, (35)
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cE2(t) = c1 exp

(
1

2
t

(
−
√

−4a2e2ct − 4b2e2ct + c2 + 2icE1 − 2icE2 − E21 + 2E1E2 − E22 + c − i E1 − i E2

))
+

c2 exp

(
1

2
t

(√
−4a2e2ct − 4b2e2ct + c2 + 2icE1 − 2icE2 − E21 + 2E1E2 − E22 + c − i E1 − i E2

))
. (36)

The simplified case of last formula can be given as

cE2(t) = −g4 exp

(
−1

2
i t

(
−i
√

−E2
1 + 2E1E2 − E2

2 − 4 + E1 + E2

))

(
−1 + exp

(
1

2
i t

(
−i
√

−E2
1 + 2E1E2 − E2

2 − 4 + E1 + E2

)

+1

2
t

(√
−E2

1 + 2E1E2 − E2
2 − 4 − i(E1 + E2)

)))
(37)

and the numerical example of its dependence on time is depicted in Fig. 6, where
initially energy level E1 was completely populated and with time the full population
of energy level E2 was achieved while energy level E1 was completely depopu-
lated. Such dependence can be used for example in the action of Hadamard gate
implemented in electrostatic position dependent qubit. If f1(t) and f2(t) func-
tions have small values one can assume |E1〉 = 1√

2
(|1, 0〉x − |0, 1〉x ) and |E2〉 =

1√
2
(|1, 0〉x + |0, 1〉x ) and

Ĥ(t)x =
(
Ep ts
t∗s E p

)
+ 1

2

(+ f1(t) + f2(t) − f1(t) + f2(t)
+ f1(t) − f2(t) −( f1(t) + f2(t))

)
. (38)

Hermicity of last Hamiltonian requires that f1(t) = f2(t)∗ (Figs. 3, 4 and 5).

Fig. 3 Case of position based qubit with N = 6 energetic levels and unoccupied ground state
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Fig. 4 Positionbasedqubitwith 5 energetic levels, two-different potentialminimaandoneoccupied
localized state

V(x)

x

Vg2(t)

Vg1(t)

-L +L0 -L+L0 2L+L0

E4

E6
E7
E8
E9

Coupling between
localized state in
the right q-well

Coupling between localized
state in the right q-ell and
delocalized state in q-well

E5

E2
E3

E1

Coupling between localized
states in the left q-well

Coupling between
localized state in

left q-well and
delocalized state

Coupling between
delocalized q-states

It requires certain shapes of
microwave external field
with special frequencies

Possible transfer behind localized states
is an example of non-local phenomena!!!

Fig. 5 All possible quantum processes in the system of 2 coupled q-dots in the case of various
microwave fields: transitions between delocalized eigen energetic levels (P1), transitions between
left localized eigen energies (P2), transitions between right localized eigen energy states (P3),
transitions between left and right delocalized eigen energy states (P4), transitions between left
localized q-states and delocalized q-states (P5), transitions between right localized q-states and
delocalized q-states (P6). One can also distinguish process on injection of electron from outside to
2-qwell system (P7) and process of ejection of electron from 2-qwell system to the outside (P8).
Six processes P1–P6 are described by the Hamiltonian (48) and its precursor Hamiltonian (48)
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6 Extension of 2-Energy Tight Binding Model into N
Energetic Levels for Position Based Qubit in Arbitrary
Electromagnetic Environment

Pictures presented before as in Eq.1 with N=2 energetic levels can be easily extended
for arbitrary number of energy levels E1 < E2 < · · · < E2N1=N what is valid in
time-independent case. It is worth mentioning that very last chain of inequali-
ties between time depedent eigenenergies does not need to be always valid in
the general case of time-dependent Hamiltonian. In most general case we have
N = 2N1 energetic levels among 2 coupled quantum wells controlled electrostat-
ically. Quite obviously we are omitting continuum spectrum of eigenenergies and
we only concentrate on the systemwith electrons confiment by some effective poten-
tial. It requires introduction of 2N1 orthogonal Wannier functional bases such that
|x1〉1 , . . . , |x1〉N1

, |x2〉1 , . . . , |x2〉N1
=(|1, 0〉E1−E2 ,…, |1, 0〉EN1−1−EN1

, |0, 1〉E1−E2 ,

. . . , |0, 1〉EN1−1,EN1
) and such that 〈x1|k (|x2〉m) = 0 for anymdifferent than k. In such

case the quantum state for N1 = 3 (N = 2N1) is described as

|ψ〉 (t) = γE1−E2,p1(t) |x1〉E1,E2
+ γE3−E4,p1(t) |x1〉E3,E4

+ γE5−E6,p1(t) |x1〉E5,E6
+ γE5−E6,p2(t) |x2〉E5−E6

+ γE3−E4,p2(t) |x2〉E3−E4
+ γE1,p2(t) |x2〉E1−E2

=

= 1√
N

⎡

⎢⎢⎢⎢⎢⎢⎣
γE1−E2,p1(t)

⎛

⎜⎜⎜⎜⎜⎜⎝

1
0
0
0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎠
+ γE3−E4,p1(t)

⎛

⎜⎜⎜⎜⎜⎜⎝

0
1
0
0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎠
+ · · · + γE1−E2,p2(t)

⎛

⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0
1

⎞

⎟⎟⎟⎟⎟⎟⎠

⎤

⎥⎥⎥⎥⎥⎥⎦

=

⎛

⎜⎜⎜⎜⎜⎜⎝

γE1−E2,p1(t)
γE3−E4,p1(t)
γE5−E6,p1(t)
γE5−E6,p2(t)
γE3−E4,p2(t)
γE1−E2,p2(t)

⎞

⎟⎟⎟⎟⎟⎟⎠
. (39)

The probability of presence of electron at node 1 is P1(t) = |γE1−E2,p1(t) +
γE3−E4,p1(t) + γE5−E6,p1(t)|2 and the probability of presence of electron at node
2 is P2(t) = |γE1−E2,p2(t) + γE3−E4,p2(t) + γE5−E6,p2(t)|2. The act of measurement
on position based qubit is represented by the operator

PLef t = |1, 0〉E1,E2
〈1, 0|E1,E2

+ |1, 0〉E3,E4
〈1, 0|E3,E4

+ |1, 0〉E5,E6
〈1, 0|E5,E6

,

(40)
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PRight = |0, 1〉E1,E2
〈0, 1|E1,E2

+ |0, 1〉E3,E4
〈0, 1|E3,E4

+ |0, 1〉E5,E6
〈0, 1|E5,E6

.

(41)

Let us review the Hamiltonian describing system with N = 2N1 energy lev-
els. Essentially we have 2N1 coefficients describing energy localized at 2 nodes
Ep1,1, Ep1,2, . . . , Ep1,N1 , Ep2,1, Ep2,2, . . . , Ep2,N1 , so we are dealing with Epu,m

coefficients, where m=1…N1, pu is 1 or 2 and we have taken into account existence
of all N = 2N1 energetic levels. Let us set N1 = 3 and in such case the quantum state
Hamiltonia in the case of lack of transition between energetic levels corresponding
to Fig. 4. can be written as

Ĥ =

⎛

⎜⎜⎜⎜⎜⎜⎝

E1,p1 0 0 0 0 t1,p1→p2

0 E2,p1 0 0 t2,p1→p2 0
0 0 E3,p1 t3,p1→p2 0 0
0 0 t3,p2→p1 E3,p2 0 0
0 t2,p2→p1 0 0 E2,p2 0

t1,p2→p1 0 0 0 0 E1,p2

⎞

⎟⎟⎟⎟⎟⎟⎠

x

=

= E1,t

∣∣E1,t
〉 〈
E1,t

∣∣+ E2,t

∣∣E2,t
〉 〈
E2,t

∣∣+ E3,t

∣∣E3,t
〉 〈
E3,t

∣∣

+ E4,t

∣∣E4,t
〉 〈
E4,t

∣∣+ E5,t

∣∣E5,t
〉 〈
E5,t

∣∣

+ E6,t

∣∣E6,t
〉 〈
E6,t

∣∣ . (42)

It is important to mention that in the case of lack of time-dependent Hamiltonian
having any among frequency components Ek−El

�
for k �= l such that (k, l) = 1 . . . 6

there is no possibility for the occurrence of resonant state and change of probability
of occupancy among different energetic levels. In such case (|1, 0〉E1,E2

〈1, 0|E1,E2
)

(|1, 0〉E3,E4
〈1, 0|E3,E4

) = 0. However it is not true if there exists resonant state and if
for example Hamiltonian consists following non-zero components with frequencies
( E1−E3

�
, E1−E4

�
, E2−E3

�
, E2−E4

�
).

Now we are moving towards the situation of system with position based qubit
with 5 energetic levels, two-different potential minima and one occupied localized
state on the right side as depicted in Fig. 5. We have Hamiltonian of the form

Ĥ =

⎛

⎜⎜⎜⎜⎝

E2,p1 0 0 t2,p1→p2 0
0 E3,p1 t3,p1→p2 0 0
0 t3,p2→p1 E3,p2 0 0

t2,p2→p1 0 0 E2,p2 0
0 0 0 0 E1,p1

⎞

⎟⎟⎟⎟⎠

= E1(t) |E1(t)〉 〈E1(t)| + · · · + E5(t) |E5(t)〉 〈E5(t)| (43)

with corresponding quantum state given as

|ψ, t〉x = γE5,E4,p1(t) |1, 0〉E5,E4
+ γE3,E2,p1(t) |1, 0〉E3,E2

+ γE5,E4,p2(t) |0, 1〉E5,E4
+ γE3,E2,p2(t) |1, 0〉E3,E2

+
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+ γE1,p2(t) |0, 1〉E1
=

⎛

⎜⎜⎜⎜⎝

γE5,E4,p1(t)
γE3,E2,p1(t)
γE3,E2,p2(t)
γE5,E4,p2(t)
γE1,p2(t)

⎞

⎟⎟⎟⎟⎠

x

. (44)

The energetic states parametrized by E5, E4 or E3, E2 can move freely between
node 1 and 2 so they are delocalized while the state numerated by E1 is the particular
localized ground state. Specified Hamiltonian structure implies that the ground state
cannot be moved to excited states and reversely excited states cannot be moved into
ground state .

The coupling between ground state and first excited state at node 2 occurs in the
case of modified Hamiltonian of the following form as

Ĥ =

⎛

⎜⎜⎜⎜⎝

E2,p1 0 0 t2,p1→p2 0
0 E3,p1 t3,p1→p2 0 0
0 t3,p2→p1 E3,p2 0 0

t2,p2→p1 0 0 E2,p2 t1→2,p2→p2

0 0 0 t2→1,p2→p2 E1,p1

⎞

⎟⎟⎟⎟⎠

= E1(t) |E1(t)〉 〈E1(t)| + E2(t) |E2(t)〉 〈E2(t)| + . . .

+ E5(t) |E5(t)〉 〈E6(t)| + f1(t) |E2〉 〈E1|
+ f2(t) |E1〉 〈E2| + f3(t) |E3〉 〈E1| + f4(t) |E1〉 〈E3| . (45)

In a particular state it is allowed for the wave-packet in the right-well to undergo
transition from energetic state E1 to E2 and E3 and reversely. A better picture can be
obtained from Schroedinger equation. Last Hamiltonian implies presence of time-
dependent component in matrix that has ω21 = E2−E1

�
and ω31 = E3−E1

�
frequency

components.
In such case the projectors (|0, 1〉E1,E2

〈0, 1|E1,E2
)(|0, 1〉E1,E3

〈0, 1|E3,E1
) are dif-

ferent from zero because of existence of resonant states characterized by frequencies
ω21 and ω31. Now we are moving from position based Hamiltonian representation
into energy based that is by identity transformation

Ĥ(t) =

⎛

⎜⎜⎜⎜⎝

E5 0 0 0 0
0 E4 0 0 0
0 0 E3 0 0
0 0 0 E2 0
0 0 0 0 E1

⎞

⎟⎟⎟⎟⎠

⎛

⎜⎜⎜⎜⎜⎝

1
E5

0 0 0 0
0 1

E4
0 0 0

0 0 1
E3

0 0
0 0 0 1

E2
0

0 0 0 0 1
E1

⎞

⎟⎟⎟⎟⎟⎠
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⎛

⎜⎜⎜⎜⎝

E2,p1 0 0 t2,p1→p2 0
0 E3,p1 t3,p1→p2 0 0
0 t3,p2→p1 E3,p2 0 0

t2,p2→p1 0 0 E2,p2 t1→2,p2→p2

0 0 0 t2→1,p2→p2 E1,p1

⎞

⎟⎟⎟⎟⎠
=

=

⎛

⎜⎜⎜⎜⎝

E5 0 0 0 0
0 E4 0 0 0
0 0 E3 0 0
0 0 0 E2 0
0 0 0 0 E1

⎞

⎟⎟⎟⎟⎠

⎛

⎜⎜⎜⎜⎜⎜⎝

E2,p1

E5
0 0 t2,p1→p2

E5
0

0 E3,p1

E4

t3,p1→p2

E4
0 0

0 t3,p2→p1

E3

E3,p2

E3
0 0

t2,p2→p1

E2
0 0 E2,p2

E2

t1→2,p2→p2

E2

0 0 0 t2→1,p2→p2

E1

E1,p1

E1

⎞

⎟⎟⎟⎟⎟⎟⎠

Nowweneed to specify the energy eigenstates introducing Ê = diag(E5, E4, E3, E2,

E1) and we obtain Ê acting on

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E2,p1
E5

0 0
t2,p1→p2

E5
0

0
E3,p1
E4

t3,p1→p2
E4

0 0

0
t3,p2→p1

E3

E3,p2
E3

0 0

t2,p2→p1
E2

0 0
E2,p2
E2

t1→2,p2→p2
E2

0 0 0
t2→1,p2→p2

E1

E1,p1
E1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛

⎜⎜⎜⎜⎜⎜⎝

γE3,E2,p1
γE4,E5,p1
γE4,E5,p2
γE3,E2,p2

γE1,p2

⎞

⎟⎟⎟⎟⎟⎟⎠

x

= Ê

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

γE3,E2,p1(t)
E2,p1
E5

+ t2,p1→p2
E5

γE3,E2,p2(t)

γE4,E5,p1(t)
E3,p1
E4

+ t3,p1→p2
E4

γE4,E5,p2(t)

γE4,E5,p2(t)
E3,p2
E3

+ γE4,E5,p1(t)
t3,p2→p1

E3
E2,p2γE3,E2,p2

E2
+ γE1,p2 t1→2,p2→p2

E2
+ γE3,E2,p1 t2,p2→p1

E2
t2→1,p2→p2

E1
γE2,E3,p2(t) + γE1,p2(t)

E1,p1
E1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

x

=

⎛

⎜⎜⎜⎜⎜⎝

γE2,E3,p1(t)E2,p1 + t2,p1→p2γE2,E3,p2(t)

0
0
0
0

⎞

⎟⎟⎟⎟⎟⎠

E5

+

⎛

⎜⎜⎜⎜⎜⎝

0
γE4,E5,p1(t)E3,p1 + t3,p1→p2γE4,E5,p2(t)

0
0
0

⎞

⎟⎟⎟⎟⎟⎠

E4

+

⎛

⎜⎜⎜⎜⎜⎝

0
0

γE4,E5,p2(t)E3,p2 + γE4,E5,p1(t)t3,p2→p1
0
0

⎞

⎟⎟⎟⎟⎟⎠

E3

+

⎛

⎜⎜⎜⎜⎜⎝

0
0
0

E2,p2γE2,E3,p2 + γE1,p2 t1→2,p2→p2 + γE2,E3,p1 t2,p2→p1
0

⎞

⎟⎟⎟⎟⎟⎠

E2

+

+

⎛

⎜⎜⎜⎜⎜⎝

0
0
0
0

t2→1,p2→p2γE2,E3,p2(t) + γE1,p2(t)E1,p1

⎞

⎟⎟⎟⎟⎟⎠

E1

(46)
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It is noticeable to recognize that the ground state eigenvector from localized state
was converted into delocalized state by the presence of non-zero γE1,p2(t)E1,p1 term
in the Hamiltonian .

⎛

⎜⎜⎜⎜⎝

0
0
0
0

γE1,p2(t)E1,p1

⎞

⎟⎟⎟⎟⎠

E1

· →

⎛

⎜⎜⎜⎜⎝

0
0
0
0

t2→1,p2→p2γE5,E4,p2(t) + γE1,p2(t)E1,p1

⎞

⎟⎟⎟⎟⎠

E1

·

Also second energy level eigenvector was changed.

⎛

⎜⎜⎜⎜⎝

0
0
0

E2,p2γE5,E4,p2 + γE5,E4,p1t2,p2→p1

0

⎞

⎟⎟⎟⎟⎠

E2

→

⎛

⎜⎜⎜⎜⎝

0
0
0

(E2,p2γE5,E4,p2 + γE5,E4,p1t2,p2→p1) + γE1,p2t1→2,p2→p2

0

⎞

⎟⎟⎟⎟⎠

E2

. (47)

The element t2→1,p2→p2 is responsible for heating up or cooling down of the localized
state. We notice that all other eigenenergy vectors were not changed by the presence
of non-zero elements t2→1,p2→p2 = t∗1→2,p2→p2 in the Hamiltonian 45.

It may occur that potential minima (bottom) in position based qubit can have
arbitrary depth so more than one eigenenergy state can be localized. The number of
localized states can be arbitrary big both on the left and the right side. In considered
example we have only localized on the right state. Localized states can be heated up
or cool down so one localized state is transfering into another localized state in the
same quantumwell. In general k states (as k = 2 in reference to the matrix 48) can be
localized on the right side among k + m all energetic states (wherem = 4 is number
of delocalized eigenenergy states) so total number of Hamiltonian eigenenergy state
k + m is 4 + 2 = 6.

Ĥ =

⎛

⎜⎜⎜⎜⎜⎜⎝

E2,p1 0 0 t2,p1→p2 0 0
0 E3,p1 t3,p1→p2 0 0 0
0 t3,p2→p1 E3,p2 0 0 0

t2,p2→p1 0 0 E2,p2 t1→2,p2→p2 t0→2,p2→p2

0 0 0 t2→1,p2→p2 E1,p2 t0→1,p2→p2

0 0 0 t2→0,p2→p2 t1→0,p2→p2 E0,p2

⎞

⎟⎟⎟⎟⎟⎟⎠
(48)
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We recognize that term the t1→0,p2→p2 is able to heat up and cool down the
localized q-state between 0 and 1 energetic level in q-well p2 and term t2→0,p2→p2

is describing interaction between 0 and 2 energy level in q-well p2, while term
t2→1,p2→p2 describes the interaction between 1st and 2nd energetic level in second
quantum well p2.

Now to describe the situation of 3 localized states in the left well (associated with
matrix coefficients in green) and 2 localized states in the right wells (associated with
matrix coefficients in red) and 4 states that are delocalized so we are dealing with
matrix of 9 states.

Ĥ =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E−1,p1 t0→−1,p1→p1 t1→−1,p1→p1 0 0 0 0 0 t0→−1,p1→p2

t−1→0,p1→p1 E0,p1 t1→0,p1→p1 0 0 0 0 0 0
t−1→1,p1→p1 t0→1,p1→p1 E1,p1 t2→1,p1→p1 0 0 0 0 0

0 0 t1→2,p1→p1 E2,p1 0 0 t2,p1→p2 0 0
0 0 0 0 E3,p1 t3,p1→p2 0 0 0
0 0 0 0 t3,p2→p1 E3,p2 0 0 0
0 0 0 t2,p2→p1 0 0 E2,p2 t1→2,p2→p2 t0→2,p2→p2

0 0 0 0 0 0 t2→1,p2→p2 E1,p2 t0→1,p2→p2

t−1→0,p2→p1 0 0 0 0 0 t2→0,p2→p2 t1→0,p2→p2 E0,p2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Heating up and cooling down of the localized quantum state in the left q-well is
controlled by Hamiltonian coefficients t0→−1,p1→p1, t1→0,p1→p1, t1→−1,p1→p1 and its
conjugate counterparts t−1→0,p1→p1, t0→1,p1→p1, t−1→1,p1→p1. Moving delocalized
q-state in the left q-well p1 into delocalized q-state in the left p2 well is by non-zero
t1→2,p1→p1 and its conjugate t2→1,p1→p1 in orange color. From the point of view
of q-mechanics it is also possible to transfer one q-state localized in the left q-well
into the q-state localized in the right q-well. It is achieved by the non-zero coefficient
t0→−1,p1→p2 and its conjugate t−1→0,p2→p1 in brown color. All these transfer between
states of different energies requires microwave field or AC voltage components. In
case of matrix 9 by 9 we can spot (92 − 9)/2 processes of transfer from one energetic
state into another energetic state in the same q-well or into opposite q-well. In general
for a N by N matrix one has (N 2 − N )/2 such processes. More detailed knowledge
about this processes might be only extracted from Schroediger formalism in 1, 2 or
3 dimensions. In most general case in the case of system with 9 energetic levels are
depicted in Fig. 6.

Now we are describing the most general situation for the system preserving 6
energy levels where position of potential minima and maxima can change in time
so localized states can change into delocalized or reversely. It is thus describing the
system is placed in outside time-dependent electromagnetic field of any dependence
so the matrix of position-based qubit Ĥ(t) can be written as
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Ĥ(t) =

⎛

⎜⎜⎜⎜⎜⎜⎝

E1,p1 t2→1,p1→p1 t3→1,p1→p1 t3→1,p2→p1 t2→1,p2→p1 t1,p2→p1

t1→2,p1→p1 E2,p1 t3→2,p1→p1 t3→2,p2→p1 t2,p2→p1 t1→2,p2→p1

t1→3,p1→p1 t2→3,p1→p1 E3,p1 t3,p2→p1 t2→3,p2→p1 t1→3,p2→p1

t1→3,p1→p2 t2→3,p1→p2 t3,p1→p2 E3,p2 t2→3,p2→p2 t1→3,p2→p2

t1→2,p1→p2 t2,p1→p2 t3→2,p1→p2 t3→2,p2→p2 E2,p2 t1→2,p2→p2

t1,p1→p2 t2→1,p1→p2 t3→1,p1→p2 t3→1,p2→p2 t2→1,p2→p2 E1,p2

⎞

⎟⎟⎟⎟⎟⎟⎠

x

.

(49)

Suchmatrix isHermitian so t∗k→s,pk→pl
= t∗k→s,pk→pl

for k and s among 1, 2 and 3 and
pk and pl having value p1 (presence of electron in left quantumwell) or p2 (presence
of electron in right quantum well) and having real-valued diagonal elements. The
meaning of non-diagonal coefficients is non-trivial.

In the general case the eigenvalues of described matrix cannot be determined ana-
lytically unless there are some preimposed symmetries as for example Ek,p1=Ek,p2

for k = 1, 2 and 3 and in such case eigenvalues are determined by the roots of poly-
nomial of 3rd order in an analytical way. Final reasoning can be conducted also
for the system with 8 energetic levels when one deals with roots of polynomial of
4th order. By proper electromagnetic engineering the system with 6 energetic levels
can be controlled by ((36 − 6)/2) + 6 = 15 + 6 = 21 time dependent parameters.
In most general case the system of position based qubit having 2 coupled quan-
tum dots with 6 energy levels can be parametrized by 36 real valued functions that
are time-dependent. Quite obviously the same system with 2N energetic levels can
be parametrized by (2N )2 real valued functions under the assumption that occu-
pancy of electron is distributed among 2N energetic levels. We introduce the nota-
tion γ1,p1 = γE1−E2,p1, γ2,p1 = γE3−E4,p1, γ3,p1 = γE5−E6,p1, γ3,p2 = γE5−E6,p2,

γ2,p2 = γE3−E4,p2, γ1,p2 = γE1−E2,p2. The last matrix can be written in energy bases
by using the last matrix of Hamiltonian with identity Ĥ(t) |ψ〉 (t) =

⎛

⎜⎜⎜⎜⎜⎜⎝

E1 0 0 0 0 0
0 E2 0 0 0 0
0 0 E3 0 0 0
0 0 0 E4 0 0
0 0 0 0 E5 0
0 0 0 0 0 E6

⎞

⎟⎟⎟⎟⎟⎟⎠

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

1
E1

0 0 0 0 0
0 1

E2
0 0 0 0

0 0 1
E3

0 0 0
0 0 0 1

E4
0 0

0 0 0 0 1
E5

0
0 0 0 0 0 1

E6

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

⎛

⎜⎜⎜⎜⎜⎜⎝

E1,p1 t2→1,p1→p1 t3→1,p1→p1 t3→1,p2→p1 t2→1,p2→p1 t1,p2→p1

t1→2,p1→p1 E2,p1 t3→2,p1→p1 t3→2,p2→p1 t2,p2→p1 t1→2,p2→p1

t1→3,p1→p1 t2→3,p1→p1 E3,p1 t3,p2→p1 t2→3,p2→p1 t1→3,p2→p1

t1→3,p1→p2 t2→3,p1→p2 t3,p1→p2 E3,p2 t2→3,p2→p2 t1→3,p2→p2

t1→2,p1→p2 t2,p1→p2 t3→2,p1→p2 t3→2,p2→p2 E2,p2 t1→2,p2→p2

t1,p1→p2 t2→1,p1→p2 t3→1,p1→p2 t3→1,p2→p2 t2→1,p2→p2 E1,p2

⎞

⎟⎟⎟⎟⎟⎟⎠

x
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×

⎛

⎜⎜⎜⎜⎜⎜⎝

γE1−E2,p1

γE3−E4,p1

γE5−E6,p1

γE5−E6,p2

γE3−E4,p2

γE1−E2,p2

⎞

⎟⎟⎟⎟⎟⎟⎠
. =

⎛

⎜⎜⎜⎜⎜⎜⎝

E1 0 0 0 0 0
0 E2 0 0 0 0
0 0 E3 0 0 0
0 0 0 E4 0 0
0 0 0 0 E5 0
0 0 0 0 0 E6

⎞

⎟⎟⎟⎟⎟⎟⎠

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

E1,p1

E1

t2→1,p1→p1

E1
t3→1,p1→p1

E1

t3→1,p2→p1

E1

t2→1,p2→p1

E1

t1,p2→p1

E1
t1→2,p1→p1

E2

E2,p1

E2

t3→2,p1→p1

E2

t3→2,p2→p1

E2

t2,p2→p1

E2

t1→2,p2→p1

E2
t1→3,p1→p1

E3

t2→3,p1→p1

E3

E3,p1

E3

t3,p2→p1

E3

t2→3,p2→p1

E3

t1→3,p2→p1

E3
t1→3,p1→p2

E4

t2→3,p1→p2

E4

t3,p1→p2

E4

E3,p2

E4

t2→3,p2→p2

E4

t1→3,p2→p2

E4
t1→2,p1→p2

E5

t2,p1→p2

E5

t3→2,p1→p2

E5

t3→2,p2→p2

E5

E2,p2

E5

t1→2,p2→p2

E5
t1,p1→p2

E6

t2→1,p1→p2

E6

t3→1,p1→p2

E6

t3→1,p2→p2

E6

t2→1,p2→p2

E6

E1,p2

E6

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

x

⎛

⎜⎜⎜⎜⎜⎜⎝

γE1−E2,p1

γE3−E4,p1

γE5−E6,p1

γE5−E6,p2

γE3−E4,p2

γE1−E2,p2

⎞

⎟⎟⎟⎟⎟⎟⎠

x

=

= Ê

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E1,p1
E1

γ1,p1(t) + t2→1,p1→p1
E1 γ2,p1(t) + t3→1,p1→p1

E1
γ3,p1(t) + t3→1,p2→p1

E1
γ3,p2(t) + t2→1,p2→p1

E1
γ2,p2(t) + t1,p2→p1

E1
γ1,p2(t)

t1→2,p1→p1
E2

γE1,p1(t) + E2,p1
E2

γE2,p1(t) + t3→2,p1→p1
E2

γE3,p1(t) + t3→2,p2→p1
E2

γE3,p2(t) + t2,p2→p1
E2

γ2,p2(t) + t1→2,p2→p1
E2

γ1,p2(t)
t1→3,p1→p1

E3
γ1,p1(t) + t2→3,p1→p1

E3
γ2,p1(t) + E3,p1

E3
γ3,p1(t) + t3,p2→p1

E3
γ3,p2(t) + t2→3,p2→p1

E3
γ2,p2(t) + t1→3,p2→p1

E3
γ1,p2(t)

t1→3,p1→p2
E4

γ1,p1(t) + t2→3,p1→p2
E4

γ2,p1(t) + t3,p1→p2
E4

γ3,p1(t) + E3,p2
E4

γ3,p2(t) + t2→3,p2→p2
E4

γ2,p2(t) + t1→3,p2→p2
E4

γ1,p2(t)
t1→2,p1→p2

E5
γ1,p1(t) + t2,p1→p2

E5
γ2,p1(t) + t3→2,p1→p2

E5
γ3,p1(t) + t3→2,p2→p2

E5
γ3,p2(t) + E2,p2

E5
γ2,p2(t) + t1→2,p2→p2

E5
γ1,p2(t)

t1,p1→p2
E6

γ1,p1(t) + t2→1,p1→p2
E6

γ2,p1(t) + t3→1,p1→p2
E6

γ3,p1(t) + t3→1,p2→p2
E6

γ3,p2(t) + t2→1,p2→p2
E6

γ2,p2(t) + E1,p2
E6

γ1,p2(t)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

E

= E1

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

E1,p1
E1

γ1,p1 + t2→1,p1→p1
E1 γ2,p1 + t3→1,p1→p1

E1
γ3,p1(t) + t3→1,p2→p1

E1
γ3,p2(t) + t2→1,p2→p1

E1
γ2,p2(t) + t1,p2→p1

E1
γ1,p2(t)

0
0
0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

E

+

+E2

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

0
t1→2,p1→p1

E2
γ1,p1(t) + E2,p1

E2
γ2,p1(t) + t3→2,p1→p1

E2
γ3,p1(t) + t3→2,p2→p1

E2
γ3,p2(t) + t2,p2→p1

E2
γ2,p2(t) + t1→2,p2→p1

E2
γ1,p2(t)

0
0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

E

+

+E3

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

0
0

t1→3,p1→p1
E3

γ1,p1(t) + t2→3,p1→p1
E3

γ2,p1(t) + E3,p1
E3

γ3,p1(t) + t3,p2→p1
E3

γ3,p2(t) + t2→3,p2→p1
E3

γ2,p2(t) + t1→3,p2→p1
E3

γ1,p2(t)

0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

E

+

+E4

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0

t1→3,p1→p2
E4

γ1,p1(t) + t2→3,p1→p2
E4

γ2,p1(t) + t3,p1→p2
E4

γ3,p1(t) + E3,p2
E4

γ3,p2(t) + t2→3,p2→p2
E4

γ2,p2(t) + t1→3,p2→p2
E4

γ1,p2(t)

0
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

E

+

+E5

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0

t1→2,p1→p2
E5

γ1,p1(t) + t2,p1→p2
E5

γ2,p1(t) + t3→2,p1→p2
E5

γ3,p1(t) + t3→2,p2→p2
E5

γ3,p2(t) + E2,p2
E5

γ2,p2(t) + t1→2,p2→p2
E5

γ1,p2(t)

0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

E

+
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+E6

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0

t1,p1→p2
E6

γ1,p1(t) + t2→1,p1→p2
E6

γ2,p1(t) + t3→1,p1→p2
E6

γ3,p1(t) + t3→1,p2→p2
E6

γ3,p2(t) + t2→1,p2→p2
E6

γ2,p2(t) + E1,p2
E6

γ1,p2(t)

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

E

=

= E1(t)cE1,t |E1, t〉 + E2(t)cE2,t |E2, t〉 + E3(t)cE3,t |E3, t〉
+ E4(t)cE4,t |E4, t〉
+ E5(t)cE5,t |E5, t〉 + E6(t)cE6,t |E6, t〉 =
= (E1(t) |E1, t〉 〈E1, t | + E2(t) |E2, t〉 〈E2, t |
+ E3(t) |E3, t〉 〈E3, t |
+ E4(t) |E4, t〉 〈E4, t | + E5(t) |E5, t〉 〈E5, t | +
E6(t) |E6, t〉 〈E6, t |) |ψ, t〉 . (50)

where |Ek, t〉 〈Ek, t | is projector on energy eigenstate Ek and 〈Ek, t | |El , t〉 = δk,l
and

Ê =

⎛

⎜⎜⎜⎜⎜⎜⎝

E1 0 0 0 0 0
0 E2 0 0 0 0
0 0 E3 0 0 0
0 0 0 E4 0 0
0 0 0 0 E5 0
0 0 0 0 0 E6

⎞

⎟⎟⎟⎟⎟⎟⎠
, |E1, t〉 =

⎛

⎜⎜⎜⎜⎜⎜⎝

1
0
0
0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎠
,

|E1, t〉 〈E1, t | =

⎛

⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎠
,

|E2, t〉 =

⎛

⎜⎜⎜⎜⎜⎜⎝

0
1
0
0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎠
, |E2, t〉 〈E2, t | =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎠
, . . . ,



96 K. Pomorski

|E6, t〉 =

⎛

⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0
1

⎞

⎟⎟⎟⎟⎟⎟⎠
, |E6, t〉 〈E6, t | =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1

⎞

⎟⎟⎟⎟⎟⎟⎠
. (51)

It is worth noticing that having knowledge on all eigenvalues E1(t), . . . , EN (t)
with time we can determine the eigenenergy occupancy with time from position
occupancy in unique way. From the above considerations the following relations
takes place

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

E1,p1

E1

t2→1,p1→p1

E1
t3→1,p1→p1

E1

t3→1,p2→p1

E1

t2→1,p2→p1

E1

t1,p2→p1

E1
t1→2,p1→p1

E2

E2,p1

E2

t3→2,p1→p1

E2

t3→2,p2→p1

E2

t2,p2→p1

E2

t1→2,p2→p1

E2
t1→3,p1→p1

E3

t2→3,p1→p1

E3

E3,p1

E3

t3,p2→p1

E3

t2→3,p2→p1

E3

t1→3,p2→p1

E3
t1→3,p1→p2

E4

t2→3,p1→p2

E4

t3,p1→p2

E4

E3,p2

E4

t2→3,p2→p2

E4

t1→3,p2→p2

E4
t1→2,p1→p2

E5

t2,p1→p2

E5

t3→2,p1→p2

E5

t3→2,p2→p2

E5

E2,p2

E5

t1→2,p2→p2

E5
t1,p1→p2

E6

t2→1,p1→p2

E6

t3→1,p1→p2

E6

t3→1,p2→p2

E6

t2→1,p2→p2

E6

E1,p2

E6

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

E/x

⎛

⎜⎜⎜⎜⎜⎜⎝

γE1−E2,p1(t)
γE3−E4,p1(t)
γE5−E6,p1(t)
γE5−E6,p2(t)
γE3−E4,p2(t)
γE1−E2,p2(t)

⎞

⎟⎟⎟⎟⎟⎟⎠

x

=

⎛

⎜⎜⎜⎜⎜⎜⎝

cE1,p1(t)
cE2,p1(t)
cE3,p1(t)
cE3,p2(t)
cE2,p2(t)
cE1,p2(t)

⎞

⎟⎟⎟⎟⎟⎟⎠

E

= Â(t)γ̂ .

By proper controlling matrix in position representation we can achieved desired
occupancy of energetic levels with time expressed by cE1,p1(t), . . . , cE1,p2(t) coef-
ficients. On another hand preimposing dependence of occupancy of energetic levels
by quantum state expressed in cE1,p1(t), . . . , cE1,p2(t) with time one can achieve
desired dependence of electrons positions γE1,p1(t), . . . , γE1,p2(t) by using relation
|ψ, t〉x = γ̂ (t) = Â(t)−1ĉE (t) = Â(t)−1 |ψ, t〉E .

7 Case of Electrostatic Qubit Interaction

We consider most minimalist model of electrostatically interacting two position-
based qubits that are double quantum dots A (with nodes 1 and 2 and named as
U-upper qubit) and B (with nodes 1’ and 2’ and named as L-lower qubit) with local
confinement potentials as given in the right side of Fig. 2. By introducing notation
|1, 0〉x = |1〉 , |0, 1〉x = |2〉 ,

∣∣1′, 0′〉
x = ∣∣1′〉 ,

∣∣0′, 1′〉
x = ∣∣1′〉 the minimalistic Hamil-

tonian of the system of electrostatically interacting position based qubits can be
written as

Ĥ = (ts21(t) |2〉 〈1| + ts12(t) |1〉 〈2|) Îb) + ( Îa(ts2′1′(t)
∣∣2′〉 〈1′∣∣+ ts1′2′(t)

∣∣2′〉 〈1′∣∣)+
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+ (Ep1(t) |1〉 〈1| + Ep2(t) |2〉 〈2|) Îb + Îa(Ep1′(t)
∣∣1′〉 〈1′∣∣+ Ep2′ (t)

∣∣2′〉 〈2′∣∣)+

+ q2

d11′

∣∣1, 1′〉 〈1, 1′∣∣+ q2

d22′

∣∣2, 2′〉 〈2, 2′∣∣+ q2

d12′

∣∣1, 2′〉 〈1, 2′∣∣+ q2

d21′

∣∣2, 1′〉 〈2, 1′∣∣ =
Hkinetic1 + Hpot1 + Hkinetic2 + Hpot2 + HA−B (52)

described by parameters Ep1(t), Ep2(t), Ep1′(t), Ep2′(t), ts12(t), ts1′2′(t) and dis-
tances between nodes k and l’: d11′ ,d22′ ,d21′ ,d12′ . In such case q-state of the system
is given as

|ψ, t〉 = γ1(t) |1, 0〉U |1, 0〉L + γ2(t) |1, 0〉U |0, 1〉L
+ γ3(t) |0, 1〉U |1, 0〉L + γ4(t) |0, 1〉U |0, 1〉L , (53)

where normalization condition gives |γ1(t)|2 + . . . |γ4(t)|2. Probability of finding
electron in upper system at node 1 is by action of projector P̂1U = 〈1, 0|U 〈1, 0|L +
〈1, 0|U 〈0, 1|L on q-state P̂1U |ψ〉 so it gives probability amplitude |γ1(t) + γ3(t)|2.
On the other hand probability of finding electron from qubit A (U) at node 2 and
electron from qubit B(L) at node 1 is obtained by projection P̂2U,1L = 〈0, 1|U 〈1, 0|L
acting on q-state giving (〈0, 1|U 〈1, 0|L) |ψ〉 that gives probability amplitude |γ3(t)|2.
Referring to picture from Fig. 2 we set distances between nodes as d11′ = d22′ = d1,

d12′ = d21′ =
√

(a + b)2 + d2
1 and assume Coulomb electrostatic energy to be of the

form Ec(k, l) = q2

dkl′
and hence we obtain the matrix Hamiltonian given as Ĥ(t) =

⎛

⎜⎜⎜⎜⎜⎝

Ep1(t) + Ep1′ (t) + q2

d1
ts1′2′ (t) ts12(t) 0

ts1′2′ (t)∗ Ep1(t) + Ep2′ (t) + q2√
(d1)2+(b+a)2

0 ts12(t)

t∗s12(t) 0 Ep2(t) + Ep1′ (t) + q2√
(d1)2+(b+a)2

ts1′2′ (t)

0 t∗s12(t) ts1′2′ (t)∗ Ep2(t) + Ep2′ (t) + q2

d1

⎞

⎟⎟⎟⎟⎟⎠
(54)

We can introduce notation Ec1 = q2

d1
and Ec2 = q2√

d2
1+(b+a)2

. In most general

case of 2 qubit electrostatic interaction one of which has 4 different Coulomb
terms on matrix diagonal Ec1 = q2

d11′
, Ec2

q2

d12′
, Ec3 = q2

d21′
, Ec4 = q2

d22′
and |ψ, t〉 =

Û (t, t0) |ψ, t0〉. We introduce q1 = Ep1(t) + Ep1′(t) + Ec11′ , q2 = Ep1(t) + Ep2′

(t) + Ec12′ , q3 = Ep2(t) + Ep1′(t) + Ec21′ , q4 = Ep2(t) + Ep2′(t) + Ec22′ and in
such case by using Formula (8) one can decompose 2 particle Hamiltonian 54 as

Ĥ =
[ (q1 + q2 + q3 + q4)

4
σ0 × σ0 + (q1 − q2 + q3 − q4)

4
σ0

× σ3 + (q1 + q2 − q3 − q4)

4
σ3 × σ0+

(q1 − q2 − q3 + q4)

4
σ3 × σ3 + +tsr1(t)σ0 × σ1 − tsi1(t)σ0
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× σ2 + tsr2(t)σ1 × σ0 − tsi2(t)σ2 × σ0 (55)

Avery similar procedure is for the case of 3or N interactingparticles soonedealswith
tensor product of 3 or N Pauli matrices. In order to simplify representation of unitary
matrix describing physical system of 2 particles evolution with time it is helpful to
define Q1(t) = ∫ t

t0
(Ep1(t ′) + Ep1′(t ′) + Ec11′)dt ′,Q2(t) = ∫ t

t0
(Ep1(t ′) + Ep2′(t ′) +

Ec12′)dt ′, Q3(t) = ∫ t
t0
(Ep2(t ′) + Ep1′(t ′) + Ec21′)dt ′,Q4(t) = ∫ t

t0
(Ep2(t ′) + Ep2′

(t ′) + Ec22′)dt ′ and T R1(t) = ∫ t
t0
dt ′ts1r (t ′) , T I1(t) = ∫ t

t0
dt ′ts1i (t ′). We consider

the situation when there is no hopping between q-wells ts2 = 0 so, the second parti-
cle is localized among two quantum wells and first particle can move freely among 2
q-wells. We obtain the following unitary matrix evolution with time with following
Û (t, t0)1,2 = Û (t, t0)1,4 = 0 = Û (t, t0)2,3 = Û3,4 and

Û (t, t0)1,1 =
1

2
√

(Q1(t) − Q3(t))2 + 4
(
T R1(t)2 + T I1(t)2

)

[
Q1(t)

(
−ei�

√
(Q1(t)−Q3(t))2+4(T R1(t)2+T I1(t)2)

)

+
(√

|Q1(t) − Q3(t)|2 + 4(T R1(t)2 + T I1(t)2) + Q3(t)
)

×
(
−ei�

√
(Q1(t)−Q3(t))2+4(T R1(t)2+T I1(t)2)

)
+

√
(Q1(t) − Q3(t))2 + 4

(
T R1(t)2 + T I1(t)2

)

+ (Q1(t) − Q3(t)))e
− 1

2 i�
(√

| ∫ t
t0
dt ′(q1(t ′)−q3(t ′))|2+4(t2s1r+t2si1)+(Q1(t)+Q3(t))

)]
(56)

Û (t, t0)1,3 =
2(T I1(t) − iT R1(t))e

− 1
2 (Q1(t)+Q3(t))i�

sin

(
1
2 �

√
|Q1(t) − Q3(t)|2 + 4(T R1(t)2 + T I1(t)2)

)

√
|Q1(t) − Q3(t)|2 + 4(T R1(t)2 + T I1(t)2)

, (57)

Û (t, t0)2,2 =
[
e
( 1
2 i�

(√
(Q2(t)−Q4(t))2+4(T R1(t)2+T I1(t)2)−(Q2(t)+Q4(t))

)
)×

×
(√

(Q2(t) − Q4(t))2 + 4(T R1(t)2 + T I1(t)2) − Q2(t) + Q4(t)
)

2
√

(Q2 − Q4)2 + 4(T R1(t)2 + T I1(t)2)

− e
(

1
2 i�

(
−
√

(Q2(t)−Q4(t))2+4(T R1(t)2+T I1(t)2)−(Q2(t)+Q4(t))
))

×
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×
(
−√(Q2(t) − Q4(t))2 + 4(T R1(t)2 + T I1(t)2) − Q2(t) + Q4(t)

)

2
√

(Q2 − Q4)2 + 4(T R1(t)2 + T I1(t)2)
(58)

Û (t, t0)3,3 =
exp

(
− 1

2 i�
(√

(Q1(t)2 − Q3(t))2 + 4
(
T R1(t)2 + T I1(t)2

)+ Q1(t) + Q3(t)
))

2
√

(Q1(t)2 − Q3(t))2 + 4
(
T R1(t)2 + T I1(t)2

) ×

[
Q1(t)

(
−1 + e

i�
√

(Q1(t)−Q3(t))2+4
(
T R1(t)2+T I1(t)2

))
+

(√
(Q1(t) − Q3(t))2 + 4

(
T R1(t)2 + T I1(t)2

)− q3

)

e
i�
√

(Q1(t)−Q3(t))2+4
(
T R1(t)2+T I1(t)2

)
+

+
√

(Q1(t) − Q3(t))2 + 4
(
T R1(t)2 + T I1(t)2

)+ Q3(t)

]
(59)

Û (t, t0)4,4 =
exp

(
− 1

2 i�
(√

(Q2(t) − Q4(t))2 + 4
(
T R1(t)2 + T I1(t)2

)+ Q2(t) + Q4(t)
))

2
√

(Q2(t) − Q4(t))2 + 4
(
T R1(t)2 + T I1(t)2

) ×

×
[
Q2(t)

⎛

⎜⎝−1 + e
i�

√
(Q2(t)−Q4(t))2+4

(
T R1(t)2+T I1(t)2

)⎞

⎟⎠+

+
(√

(Q2(t) − Q4(t)2)2 + 4
(
T R1(t)2 + T I1(t)2

)− Q4(t)

)

e
i�

√
(Q2(t)−Q4(t))2+4

(
T R1(t)2+T I1(t)2

)

+
√

(Q2(t) − Q4(t))2 + 4
(
T R1(t)2 + T I1(t)2

)+ Q4(t)

]

Û (t, t0)2,4 =
2(T I1(t) − iT R1(t))e

− 1
2 i�(Q2(t)+Q4(t))

sin

(
1
2 �

√
(Q2(t) − Q4(t))2 + 4

(
T R1(t)2 + T I1(t)2

))

√
(Q2(t) − Q4(t))2 + 4

(
T R1(t)2 + T I1(t)2

) (60)

The example of function dependence of eigenenergy spectra of 2 electrostatically
interacting qubits on distance is given by Fig. 6.

An important observation is that any element of matrix Ĥ(t ′) for t ′ ∈ (t0, t)

denoted as Hk,l(t ′) is transferred to element Ûk,l(t, t0) = e
1

�i

∫ t
t0
dt ′(Hk,l (t ′)) of matrix

Û (t, t0). We can easily generalize the presented reasoning for the system of N elec-
trostatically coupled electrons confined by some local potentials. However we need
to know the position dependent Hamiltonian eigenstate at the initial time t0. In case
N > 2 finding such eigenstate is the numerical problem since analytical solutions
for roots of polynomials of one variable for higher order than 4 does not exist.
Using numerical eigenstate at time instance t0 we can compute the system quantum
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Fig. 6 Case of dependence of energy spectra on the distance d1 for the case of 2 electrostatically
interacting qubits from Fig. 2

dynamics in analytical way. This give us a strong and relatively simple mathemati-
cal tool giving full determination of quantum dynamical state at the any instance of
time. The act of measurement on position based qubit is represented by the operator
PLef t = |1, 0〉E1,E2

〈1, 0|E1,E2
and PRight = |0, 1〉E1,E2

〈0, 1|E1,E2
.

7.1 Simplified Picture of Symmetric Q-Swap Gate

Now we need to find a system 4 eigenvalues and eigenstates (4 orthogonal 4-
dimensional vectors) so we are dealing with a matrix eigenvalue problem) what
is the subject of classical algebra. Let us assume that 2 double quantum dot sys-
tems are symmetric and biased by the same voltages generating potential bottoms Vs

so we have Ep1 = Ep2 = Ep1′ = Ep2′ = Ep = Vs and that ts12 = ts1′2′ = ts . Denot-
ing Ec(1, 1′) = Ec(2, 2′) = Ec1 and Ec(1, 2′) = Ec(2, 1′) = Ec2 we are obtaining
4 orthogonal Hamiltonian eigenvectors

|E1〉 =

⎛

⎜⎜⎝

−1
0
0

+1

⎞

⎟⎟⎠ = − |1, 0〉U |1, 0〉L + |0, 1〉U |0, 1〉L

�= (a1 |1, 0〉U + a2 |0, 1〉U )(a3 |1, 0〉U + a4 |0, 1〉U ), (61)

|E2〉 =

⎛

⎜⎜⎝

1
0
0

−1

⎞

⎟⎟⎠ = |1, 0〉U |0, 1〉L − |0, 1〉U |1, 0〉L



Analytical Solutions for N -Electron Interacting System … 101

Fig. 7 Scheme of
renormalization in the
system of coupled qubits

�= (a1 |1, 0〉U + a2 |0, 1〉U )(a3 |1, 0〉U + a4 |0, 1〉U ). (62)

We observe that two first energetic states are degenerated so the same quantum
state corresponds to 2 different eigenenergies E1 and E2. This degeneracy is non-
present if we come back to Schroedinger picture and observe that localized energy
and hopping terms for one particle are depending on another particle presence that
will bring renormalization of wavevectors. Situation is depicted in Fig. 7. Degener-
acy of eigenstates is lifted if we set Ep1(|ψ(1′)|2, |ψ(2′)|2), Ep2(|ψ(1′)|2, |ψ(1′)|2),
Ep1′(|ψ(1)|2, |ψ(2)|2), Ep2′(|ψ(1)|2, |ψ(1)|2) and t1→2(|ψ(1′)|2, |ψ(2′)|2), t1′→2′

(|ψ(1′)|2, |ψ(2′)|2).
The same argument is for another wavevectors as given below.

∣∣E3(4)
〉 =

⎛

⎜⎜⎜⎜⎝

1
∓ 4ts

±(−Ec1+Ec2)+
√

(Ec1−Ec2)2+16t2s

∓ 4ts
±(−Ec1+Ec2)+

√
(Ec1−Ec2)2+16t2s

1

⎞

⎟⎟⎟⎟⎠

= |1, 0〉U |1, 0〉L + |0, 1〉U |0, 1〉L
+ c(|1, 0〉U |0, 1〉L + |0, 1〉U |1, 0〉L) =
= (|1, 0〉U + |0, 1〉U )(|1, 0〉L + |0, 1〉L)
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+ (c − 1)(|1, 0〉U |0, 1〉L + |0, 1〉U |1, 0〉L)
�= (a1 |1, 0〉U + a2 |0, 1〉U )(a3 |1, 0〉U + a4 |0, 1〉U ), (63)

where c = ∓ 4ts
±(−Ec1+Ec2)+

√
(Ec1−Ec2)2+16t2s

First two |E1〉 and |E2〉 energy eigenstates
are always entangled, while |E3〉 and |E4〉 eigenenergies are only partially entangled
if ∓ 4ts

±(−Ec1+Ec2)+
√

(Ec1−Ec2)2+16t2s
�= 1. If c = 1 = ∓ 4ts

±(−Ec1+Ec2)+
√

(Ec1−Ec2)2+16t2s
last

two energy eigenstates are not entangled. The situation of c = 1 takes place when
Ec1 = Ec2 so when two qubits are infinitely far away so when they are electrostati-
cally decoupled. Situation of c=0 is interesting because it means that |E3〉 and |E4〉
are maximally entangled and it occurs when ts = 0 so when two electrons are max-
imally localized in each of the qubit so there is no hopping between left and right
well.

The obtained eigenenergy states correspond to 4 eigenenergies

E1 = Ec1 + 2Vs, E2 = Ec2 + 2Vs, E1 > E2

E3 = 1

2
((Ec1 + Ec2) −

√
(Ec1 − Ec2)2 + 16t2s + 4Vs) =

= 1

2
((q2(

1

d1
+ 1√

d2
1 + (a + b)2

))

−
√√√√(q2(

1

d1
− 1√

d2
1 + (a + b)2

))2 + 16t2s + 4Vs),

E4 = 1

2
((Ec1 + Ec2) +

√
(Ec1 − Ec2)2 + 16t2s + 4Vs) =

1

2
((q2(

1

d1
+ 1√

d2
1 + (a + b)2

)

+
√√√√(q2(

1

d1
− 1√

d2
1 + (a + b)2

))2 + 16t2s + 4Vs), E4 > E3. (64)

We also notice that the eigenenergy states |E1〉, |E2〉 ,|E3〉, |E4〉 do not have its
classical counterpart since upper electron exists at both positions 1 and 2 and lower
electron exists at both positions at the same time. We observe that when distance
between two systems of double quantum dots goes into infinity the energy difference
between quantum state corresponding to |E3〉 and |E4〉 goes to zero. This makes
those two entangled states degenerated.

Normalized 4 eigenvectors of 2 interacting qubits in SWAP Q-Gate configuration
are of the following form
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|E1〉n = 1
√(

8

(
tsr1−tsr2√

(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

))2

+ 2

⎛

⎜⎜⎜⎜⎝

−1,
− 2(tsr1−tsr2)√

(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

,

2(tsr1−tsr2)√
(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

1

⎞

⎟⎟⎟⎟⎠

= 1
√(

8

(
tsr1−tsr2√

(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

))2

+ 2

|E1〉

|E2〉n = − 1
√(

8

(
tsr1−tsr2√

(Ec1−Ec2)2+4(tsr1−tsr2)2+Ec1−Ec2

))2

+ 2

⎛

⎜⎜⎜⎜⎝

−1
2(tsr1−tsr2)√

(Ec1−Ec2)2+4(tsr1−tsr2)2+Ec1−Ec2

− 2(tsr1−tsr2)√
(Ec1−Ec2)2+4(tsr1−tsr2)2+Ec1−Ec2

, 1

⎞

⎟⎟⎟⎟⎠

= − 1
√(

8

(
tsr1−tsr2√

(Ec1−Ec2)2+4(tsr1−tsr2)2+Ec1−Ec2

))2

+ 2

|E2〉

|E3〉n = 1
√(

8

(
tsr1+tsr2√

(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec1+Ec2

))2

+ 2

⎛

⎜⎜⎜⎜⎝

1,
− 2(tsr1+tsr2)√

(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec1+Ec2

,

− 2(tsr1+tsr2)√
(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec1+Ec2

,

1

⎞

⎟⎟⎟⎟⎠

= 1
√(

8

(
tsr1+tsr2√

(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec1+Ec2

))2

+ 2

|E3〉
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|E4〉n = 1
√(

8

(
tsr1+tsr2√

(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec2+Ec1

))2

+ 2

⎛

⎜⎜⎜⎜⎝

1,
2(tsr1+tsr2)√

(Ec1−Ec2)2+4(tsr1+tsr2)2+Ec1−Ec2

,

2(tsr1+tsr2)√
(Ec1−Ec2)2+4(tsr1+tsr2)2+Ec1−Ec2

,

1

⎞

⎟⎟⎟⎟⎠

= 1
√(

8

(
tsr1+tsr2√

(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec2+Ec1

))2

+ 2

|E4〉 .

We are obtaining simplifications after assuming tsr1(t) = tsr2(t) so we obtain

|E1〉n = 1√
2

⎛

⎜⎜⎝

−1
0
0
1

⎞

⎟⎟⎠ , |E2〉n = 1√
2

⎛

⎜⎜⎝

1
0
0

−1

⎞

⎟⎟⎠ , (65)

|E3〉n =
√√√√

4ts

(Ec2 − Ec1) + 8ts −
√

(Ec1 − Ec2)2 + 16t2s

⎛

⎜⎜⎜⎜⎜⎜⎝

1
− 4ts

(−Ec1+Ec2)+
√

(Ec1−Ec2)2+16t2s

− 4ts

(−Ec1+Ec2)+
√

(Ec1−Ec2)2+16t2s
1

⎞

⎟⎟⎟⎟⎟⎟⎠
,

(66)

|E4〉n =
√√√√

4ts

(Ec1 − Ec2) + 8ts −
√

(Ec1 − Ec2)2 + 16t2s

⎛

⎜⎜⎜⎜⎜⎜⎝

1
4ts

(Ec1−Ec2)+
√

(Ec1−Ec2)2+16t2s
4ts

(Ec1−Ec2)+
√

(Ec1−Ec2)2+16t2s
1

⎞

⎟⎟⎟⎟⎟⎟⎠
. (67)

It is worth mentioning that if we want to bring two electrostatic qubits to the
entangled state we need to cool down (or heat-up) the system of interacting qubits
to the energy E1 (or to energy E2). Otherwise we might also wish to disentangle
two electrostatically interacting qubits. In such way one of the scenario is to bring
the quantum system either to energy E3 or E4 so only partial entanglement will be
achieved. Other scenario would be by bringing the occupancy of different energetic
levels so net entanglement is reduced. One can use the entanglement witness in
quantifying the existence of entanglement. One of the simplest q-state entanglement
measurement is von Neumann entanglement entropy as it is expressed by Formula
185 that requires the knowledge of q-system density matrix with time. Such matrices
can be obtained analytically for the case of 2 electrostatically interacting qubits.
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It is interesting to spot the dependence of eigenenergies on distance between
interacting qubits in the general case as it is depicted in Fig. 6. Now we are moving
towards description the procedure of cooling down or heating up inQ-Swap gate. The
procedure was discussed previously in the case of single qubit. Now it is exercised
in the case of 2-qubit electrostatic interaction. For the sake of simplicity we will
change the occupancy of the energy level E1 and energy level level E2 and keep the
occupancy of other energy levels unchanged. We can write the |E2〉 〈E1| as

|E2〉n 〈E1|n = 1

2

⎛

⎜⎜⎝

1
0
0

−1

⎞

⎟⎟⎠
(−1 0 0 1

) =

⎛

⎜⎜⎝

−1 0 0 +1
0 0 0 0
0 0 0 0

+1 0 0 −1

⎞

⎟⎟⎠ ,

|E1〉n 〈E2|n = 1

2

⎛

⎜⎜⎝

−1
0
0
1

⎞

⎟⎟⎠
(
1 0 0 −1

) =

⎛

⎜⎜⎝

−1 0 0 +1
0 0 0 0
0 0 0 0

+1 0 0 −1

⎞

⎟⎟⎠ . (68)

We are introducing f1 and f2 real valued functions of small magnitude f (t) =
f1(t) = f2(t), (| f1|, | f2| << (E1, E2)) andwe are considering the followingHamil-
tonian having H0 that is time-independent and other part dependent part as

Ĥ = Ĥ0 + f1(t) |E2〉n 〈E1|n + f2(t) |E1〉n 〈E2|n = E1 |E1〉 〈E1| + E2 |E2〉 〈E2|
+ f1(t) |E2〉n 〈E1|n + f2(t) |E1〉n 〈E2|n =

=

⎛

⎜⎜⎜⎜⎜⎜⎝

2Ep + q2

d1
ts ts 0

t∗s 2Ep + q2√
(d1)2+(b+a)2

0 ts

t∗s 0 2Ep + q2√
(d1)2+(b+a)2

ts

0 t∗s t∗s 2Ep + q2

d1

⎞

⎟⎟⎟⎟⎟⎟⎠

+ 1

2

⎛

⎜⎜⎝ f1

⎛

⎜⎜⎝

−1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 −1

⎞

⎟⎟⎠+ f2

⎛

⎜⎜⎝

−1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 −1

⎞

⎟⎟⎠

⎞

⎟⎟⎠ =

=

⎛

⎜⎜⎜⎜⎜⎜⎝

2Ep + q2

d1
− f (t) ts ts f (t)

t∗s 2Ep + q2√
(d1)2+(b+a)2

0 ts

t∗s 0 2Ep + q2√
(d1)2+(b+a)2

ts

f (t) t∗s t∗s 2Ep + q2

d1 − f (t)

⎞

⎟⎟⎟⎟⎟⎟⎠

= Ĥ(t)E1<−>E2,Q-Swap. (69)
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Initially we have established the following parameters of tight-binding model as
ts12 = ts1′2′ . Changing ts12 into ts12 − f (t)

2 and ts1′2′ into ts1′2′ + f (t)
2 while keeping

other parameters of tight-binding model unchanged will result in the heating up
(cooling down) of q-state of SWAP gate so population of energy level E1 and E2

are time-dependent, while populations of energy levels E3 and E4 are unchanged.
Practically our results mean that we need to keep all our confiment potential bottoms
constant, while changing barrier height between neighbouring q-dots in each of
position based qubits. In such way we have established the procedure of perturbative
cooling (heatingup) of q-state.Non-perturbative approach is absolutely possible but it
requires full knowledge of time dependent eigenstates and eigenenergies (solutions of
eigenenergies of 4th order polynomial are very lengthy in general case) and therefore
corresponding expression are very lengthy. In similar fashion we can heat up or cool
down two coupled Single Electron Lines [3] as in Fig. 1 or any other q-system having
N interacting q-bodies that can be represented by the system ofN-interacting position
based qubits.

7.2 Case of Density Matrix in Case of 2 Interacting Particles
in Symmetric Case

We consider the simplifying matrix and highly symmetric matrix of the form

Ĥ(t)

=

⎛

⎜⎜⎜⎜⎜⎝

2Ep (t) + q2

d1
= q11 + q22 tsr2(t) tsr1(t) 0

tsr2(t) 2Ep (t) + q2√
(d1 )2+(b+a)2

= q11 − q22 0 tsr1(t)

tsr1(t) 0 2Ep (t) + q2√
(d1 )2+(b+a)2

= q11 − q22 tsr2(t)

0 tsr1(t) tsr2(t) 2Ep (t) + q2

d1 = q11 + q22

⎞

⎟⎟⎟⎟⎟⎠
=

= σ̂0 × σ̂0q11 + σ̂3 × σ̂3q22 + tsr2(t)σ̂0 × σ̂3 + tsr1(t)σ̂3 × σ̂0

(70)

that has only real value components Hk,l with q11 = Ep(t) + Ec1+Ec2
2 = Ep(t) +

1
2 (

q2

d1
+ q2√

(d1)2+(b+a)2
), q22 = Ec1−Ec2

2 = 1
2 (

q2

d1
− q2√

(d1)2+(b+a)2
) and Q11(t) = ∫ t

t0
d

t ′q11(t ′), Q22(t) = ∫ t
t0
dt ′q22(t ′), T R1(t) = ∫ t

t0
dt ′tsr1(t ′), T R2(t) = ∫ t

t0
dt ′tsr2(t ′).

We obtain the density matrix

Û (t) =

⎛

⎜⎜⎝

U1,1(t) U1,2(t) U1,3(t) U1,4(t)
U2,1(t) U2,2(t) U2,3(t) U2,4(t)
U3,1(t) U3,2(t) U3,3(t) U3,4(t)
U4,1(t) U4,2(t) U4,3(t) U4,4(t)

⎞

⎟⎟⎠ ,
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ρ̂(t) = Û (t, t0)

⎛

⎜⎜⎝

ρ1,1(t0) ρ1,2(t0) ρ1,3(t0) ρ1,4(t0)
ρ2,1(t0) ρ2,2(t0) ρ2,3(t0) ρ2,4(t0)
ρ3,1(t0) ρ3,2(t0) ρ3,3(t0) ρ3,4(t0)
ρ4,1(t0) ρ4,2(t0) ρ4,3(t0) ρ4,4(t0)

⎞

⎟⎟⎠ Û−1(t, t0) (71)

with the following components of unitary matrix

U1,1(t) = e−i�Q11(t)

2

[
− i Q22(t)×

×
⎛

⎝
sin
(
�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

√|Q22(t)|2 + (T R1(t) − T R2(t))2

+
sin
(
�

√|Q22(t)|2 + (T R1(t) + T R2(t))2
)

√|Q22(t)|2 + (T R1(t) + T R2(t))2

⎞

⎠+

+ cos
(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

+ cos
(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

) ]
. (72)

U1,2(t) =
ie−i�Q11(t)

(
(T R1(t) − T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) − T R2(t))2

−
(T R1(t) + T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

))

2
√

|Q22(t)|2 + (T R1(t) + T R2(t))2
, (73)

U1,3(t) = −ie−i�Q11(t)

[
(T R1(t) − T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) − T R2(t))2

+
(T R1(t) + T R2(t)) sin

(
�

√
|Q22(t)|2 + |T R1(t) + T R2(t)|2

) ]

2
√

|Q22(t)|2 + (T R1(t) + T R2(t))2
. (74)

U1,4(t) = 1

2
e−i�Q11(t)

[
i Q22(t)

[ sin
(
�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

√|Q22(t)|2 + (T R1(t) − T R2(t))2

−
sin
(
�

√|Q22(t)|2 + (T R1(t) + T R2(t))2
)

√|Q22(t)|2 + (T R1(t) + T R2(t))2

]

− cos
(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
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+ cos
(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

) ]
(75)

U2,1(t) = − i

2
e−i�Q11(t)

[
(T R1(t) − T R2(t)) sin

(
�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

√|Q22(t)|2 + (T R1(t) − T R2(t))2

−
(T R1(t) + T R2(t)) sin

(
�

√|Q22(t)|2 + (T R1(t) + T R2(t))2
) ]

√|Q22(t)|2 + (T R1(t) + T R2(t))2
(76)

U2,2(t) = 1

2
e−i�Q11(t)

[
i Q22(t)

[ sin
(
�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

√|Q22(t)|2 + (T R1(t) − T R2(t))2
+

sin
(
�

√|Q22(t)|2 + (T R1(t) + T R2(t))2
)

√|Q22(t)|2 + (T R1(t) + T R2(t))2

]
+

+ cos
(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

+ cos
(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

) ]
(77)

U2,3(t) = e−i�Q11(t)
[−Q22(t) sin

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) − T R2(t))2
+

+
Q22(t) sin

(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) + T R2(t))2
+

+
i cos

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
− i cos

(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

)

2

]
(78)

U2,4(t) = −
ie−i�Q11(t)

[
(T R1(t) − T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) − T R2(t))2
+

+
(T R1(t) + T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

) ]

2
√

|Q22(t)|2 + (T R1(t) + T R2(t))2
(79)

U3,1(t) = −ie−i�Q11(t)

[
(T R1(t) − T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) − T R2(t))2
+

+
(T R1(t) + T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

) ]

2
√

|Q22(t)|2 + (T R1(t) + T R2(t))2
(80)
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U3,2(t) = e−i�Q11(t)
[−Q22(t) sin

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) − T R2(t))2
+

Q22(t) sin
(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) + T R2(t))2
+

+
i cos

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
− i cos

(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

) ]

2
(81)

U3,3(t) = 1

2
e−i�Q11(t)

[
i Q22(t)

[ sin
(
�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

√|Q22(t)|2 + (T R1(t) − T R2(t))2

+
sin
(
�

√|Q22(t)|2 + (T R1(t) + T R2(t))2
)

√|Q22(t)|2 + (T R1(t) + T R2(t))2

]
+

+ cos
(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

+ cos
(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

) ]
(82)

U3,4(t) = (sin(�Q11(t))

+ i cos(�Q11(t)))

[
(T R1(t) − T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) − T R2(t))2
+

−
(T R1(t) + T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

) ]

2
√

|Q22(t)|2 + (T R1(t) + T R2(t))2
(83)

U4,1(t) = 1

2
e−i�Q11(t)

[
i Q22(t)

[ sin
(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

−
sin
(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

)

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

]
+

− cos

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

+ cos

(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

)]
(84)

U4,2(t) = −
ie−i�Q11(t)

[
(T R1(t) − T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) − T R2(t))2
+

+
(T R1(t) + T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

) ]

2
√

|Q22(t)|2 + (T R1(t) + T R2(t))2
(85)
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U4,3(t) = ie−i�Q11(t)
[ (T R1(t) − T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) − T R2(t))2
+

−
(T R1(t) + T R2(t)) sin

(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

)

2
√

|Q22(t)|2 + (T R1(t) + T R2(t))2

]
(86)

U4,4(t) = 1

2
e−i�Q11(t)

[
− i Q22(t)

[ sin
(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

+

sin
(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

)

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

]
+

+ cos

(
�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

+ cos

(
�

√
|Q22(t)|2 + (T R1(t) + T R2(t))2

)]
(87)

We set the quantum state to be |ψ, t0〉 = |E1〉 at time t0 so it is maximally entan-

gled and its densitymatrix isρ(t0) = |ψ, t0〉 〈ψ, t0| = |E1〉 〈E1| = 1
2

⎛

⎜⎜⎝

+1 0 0 −1
0 0 0 0
0 0 0 0

−1 0 0 1

⎞

⎟⎟⎠.

Finally we obtain the following density matrix

ρ1,1(t) =
(T R1(t) − T R2(t))2 cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
+ 2|Q22(t)|2 + (T R1(t) − T R2(t))2

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

)

(88)

ρ1,2(t) =
(T R1(t) − T R2(t))

[
− i
√

|Q22(t)|2 + (T R1(t) − T R2(t))2 sin
(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) +

+
Q22(t) cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
− Q22(t)

]

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) (89)

ρ1,3(t) = −(T R1(t) − T R2(t))

[
− i
√|Q22(t)|2 + (T R1(t) − T R2(t))2 sin

(
2�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) +
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+
Q22(t) cos

(
2�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

− Q22(t)

]

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) (90)

ρ1,4(t) = −
(T R1(t) − T R2(t))2 cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
+ 2|Q22(t)|2 + (T R1(t) − T R2(t))2

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

)

(91)

ρ2,1(t) =
(T R1(t) − T R2(t))

(
i
√

|Q22(t)|2 + (T R1(t) − T R2(t))2 sin
(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) +

+
Q22(t) cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
− Q22(t)

]

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) (92)

ρ2,2(t) =
(T R1(t) − T R2(t))2 sin2

(
�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

2
(|Q22(t)|2 + (T R1(t) − T R2(t))2

)

(93)

ρ2,3(t) = −
(T R1(t) − T R2(t))2 sin2

(
�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

2
(|Q22(t)|2 + (T R1(t) − T R2(t))2

)

(94)

ρ2,4(t) = −
(T R1(t) − T R2(t))

[
i
√

|Q22(t)|2 + (T R1(t) − T R2(t))2 sin
(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) +

+
Q22(t) cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
− Q22(t)

]

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) (95)

ρ3,1(t) = −(T R1(t) − T R2(t))

[
i
√

|Q22(t)|2 + (T R1(t) − T R2(t))2 sin
(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) +

+
Q22(t) cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
− Q22(t)

]

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) (96)
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ρ3,2(t) = −
(T R1(t) − T R2(t))2 sin2

(
�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

2
(|Q22(t)|2 + (T R1(t) − T R2(t))2

)

(97)

ρ3,3(t) =
(T R1(t) − T R2(t))2 sin2

(
�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

2
(|Q22(t)|2 + (T R1(t) − T R2(t))2

)

(98)

ρ3,4(t) =
(T R1(t) − T R2(t))

(
i
√

|Q22(t)|2 + (T R1(t) − T R2(t))2 sin
(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) +

Q22(t) cos
(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
− Q22(t)

]

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

)

(99)

ρ4,1(t) = −
(T R1(t) − T R2(t))2 cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
+ 2|Q22(t)|2 + (T R1(t) − T R2(t))2

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

)

(100)

ρ4,2(t) = −(T R1(t) − T R2(t))

[
− i
√|Q22(t)|2 + (T R1(t) − T R2(t))2 sin

(
2�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) +

+
Q22(t) cos

(
2�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

− Q22(t)

]

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) (101)

ρ4,3(t) = (T R1(t) − T R2(t))

[
− i
√

|Q22(t)|2 + (T R1(t) − T R2(t))2 sin
(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) +

Q22(t) cos
(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
− Q22(t)

]

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

) (102)

ρ4,4(t) =
(T R1(t) − T R2(t))2 cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
+ 2|Q22(t)|2 + (T R1(t) − T R2(t))2

4
(|Q22(t)|2 + (T R1(t) − T R2(t))2

)

(103)
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It turns out that ρn(t) = ρ(t) so one deals with a pure quantum state. Now we are
obtaining reduced matrices describing the state of particle B from 2 particle density
matrix.

ρB (t) =
(

ρ11(t) + ρ22(t) ρ13(t) + ρ24(t)
ρ31(t) + ρ42(t) ρ33(t) + ρ44(t)

)
=

⎛

⎜⎝
1
2

Q22 (t)(T R1(t)−T R2(t)) sin2
(
�

√
|Q22 (t)|2+(T R1(t)−T R2(t))2

)

|Q22 (t)|2+(T R1(t)−T R2(t))2

Q22 (t)(T R1(t)−T R2(t)) sin2
(
�

√
|Q22 (t)|2+(T R1(t)−T R2(t))2

)

|Q22 (t)|2+(T R1(t)−T R2(t))2
1
2

⎞

⎟⎠ . (104)

Consequently we can compute entanglement entropy. At first we evaluate

Log(ρB(t)) =
(
a b
c d

)
, (105)

a = 1

2

[
log

[
Q22(t)(T R1(t) − T R2(t)) cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
+

+|Q22(t)|2 + Q22(t)(T R2(t) − T R1(t)) + (T R1(t) − T R2(t))2
]

−2 log

[
|Q22(t)|2 + (T R1(t) − T R2(t))2

]

+ log

[[
Q22(t)(T R2(t) − T R1(t)) cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
+

|Q22(t)|2 + Q22(t)(T R1(t) − T R2(t)) + (T R1(t) − T R2(t))2
]

− log(4)

]

b = − tanh−1

(
Q22(t)(T R1(t)−T R2(t))

(
cos
(
2�

√
|Q22(t)|2+(T R1(t)−T R2(t))2

)
−1
)

|Q22(t)|2+(T R1(t)−T R2(t))2

)
= c

d = 1

2

[
log

[
Q22(t)(T R1(t) − T R2(t)) cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
+

|Q22(t)|2 + Q22(t)(T R2(t) − T R1(t)) + (T R1(t) − T R2(t))2
]

−2 log

[
|Q22(t)|2 + (T R1(t) − T R2(t))2

]]

+ log

[
Q22(t)(T R2(t) − T R1(t)) cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
+

|Q22(t)|2 + Q22(t)(T R1(t) − T R2(t)) + (T R1(t) − T R2(t))2
]

− log(4)

]
(106)

and we obtain the formula when we start from T R1(t0) = T R2(t0) as

SB (t) = Tr [ρB (t)Log[ρB (t)]] =

= Tr

[
⎛

⎜⎝
1
2

Q22(t)(T R1(t)−T R2(t)) sin2
(
�

√
|Q22(t)|2+(T R1(t)−T R2(t))2

)

|Q22(t)|2+(T R1(t)−T R2(t))2

Q22(t)(T R1(t)−T R2(t)) sin2
(
�

√
|Q22(t)|2+(T R1(t)−T R2(t))2

)

|Q22(t)|2+(T R1(t)−T R2(t))2
1
2

⎞

⎟⎠×
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Log

[
⎛

⎜⎝
1
2

Q22(t)(T R1(t)−T R2(t)) sin2
(
�

√
|Q22(t)|2+(T R1(t)−T R2(t))2

)

|Q22(t)|2+(T R1(t)−T R2(t))2

Q22(t)(T R1(t)−T R2(t)) sin2
(
�

√
|Q22(t)|2+(T R1(t)−T R2(t))2

)

|Q22(t)|2+(T R1(t)−T R2(t))2
1
2

⎞

⎟⎠
]]

=

= − log(4)
1

2
+ 1

2

[
log

[
Q22(t)(T R1(t) − T R2(t)) cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)
+

+|Q22(t)|2 + Q22(t)(T R2(t) − T R1(t)) + (T R1(t) − T R2(t))2
]

+

+ log

[
Q22(t)(T R2(t) − T R1(t)) cos

(
2�

√
|Q22(t)|2 + (T R1(t) − T R2(t))2

)

+|Q22(t)|2 + Q22(t)(T R1(t) − T R2(t)) + (T R1(t) − T R2(t))2
]

−2 log

[
|Q22(t)|2 + (T R1(t) − T R2(t))2

]

+
4Q22(t)(T R2(t) − T R1(t)) sin2

(
�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

|Q22(t)|2 + (T R1(t) − T R2(t))2
×

× tanh−1

⎛

⎝
Q22(t)(T R1(t) − T R2(t))

(
cos

(
2�

√|Q22(t)|2 + (T R1(t) − T R2(t))2
)

− 1
)

|Q22(t)|2 + (T R1(t) − T R2(t))2

⎞

⎠
]

(107)

The results obtained allows for monitoring of entanglement entropy with time
(Fig. 8).

Fig. 8 Entanglement entropy with time for 2 interacting particles for different functions of hopping
constant with time
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8 Case of 2 Coupled Single Electron Lines

We follow the reasoning described in [3]. At first, we consider a physical system
of an electron confined in a potential with two minima (position-dependent qubit
with presence of electron at node 1 and 2) or three minima (position dependent qubit
with presence of electron at nodes 1, 2 and 3), as depicted in Fig. 9a, which was also
considered by Fujisawa [1] and Petta [2] and which forms a position-dependent qubit
(or qudit). We can write the Hamiltonian in the second quantization as

Ĥ =
∑

i, j

ti→ j â
†
i â j +

∑

i

E p(i)â
†
i âi +

∑

i, j,k,l

â†i â
†
j âi â j Vi, j , (108)

where â†i is a fermionic creator operator at i-th point in the space lattice and â j is
fermionic annihilator operator at j-th point of the lattice. The hopping term ti→ j

describes hopping from i-th to j-th lattice point and is a measure of kinetic energy.
The potential Vi, j represents particle-particle interaction and term Ep(i) incorporates
potential energy. In this approach we neglect the presence of a spin. It is convenient
to write a system Hamiltonian of position based qubit in spectral form as

Ĥ(t) = Ep1(t) |1, 0〉 〈1, 0| + Ep2(t) |0, 1〉 〈0, 1| +
t1→2(t) |0, 1〉 〈1, 0| + t2→1(t) |1, 0〉 〈0, 1| =

= 1

2
(σ̂0 + σ̂3)Ep1(t) + 1

2
(σ̂0 − σ̂3)Ep2(t) +

1

2
(σ̂1 − i σ̂2)t2→1(t) + 1

2
(i σ̂2 − σ̂1)t1→2(t) (109)

where Pauli matrices are σ̂0, . . . , σ̂3 while system quantum state is given as |ψ(t)〉 =
α(t) |1, 0〉 + β(t) |0, 1〉 with |α|2 + |β|2 = 1 and is expressed in Wannier function
eigenbases |1, 0〉 = wL(x) and |0, 1〉 = wR(x) which underlines the presence of
electron on the left/right side as equivalent to picture from Schrödinger equation [4].
We obtain two energy eigenstates

∣∣E1(2)
〉 =

(
(Ep2−Ep1)±

√
4t1→2t2→1+|Ep1−Ep2|2
2t1→2

1

)
=

(Ep2 − Ep1) ±√
4t1→2t2→1 + |Ep1 − Ep2|2
2t1→2

|1, 0〉 + |0, 1〉 .

and energy eigenvalues

E1(2) = 1

2
(Ep1 + Ep2 ±

√
4t1→2t2→1 + |Ep1 − Ep2|2) =
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SINGLE ELECRON LINE (SEL) AS POSITION BASED QUDIT

a V0(t) V1(t) V2(t) V3(t)
[1] [2] [3]

V(x) of SEL

x

[1] [2] [3]

V0(t) V1(t) V2(t) V3(t)[1] [2] [3]

V0'(t) V1'(t) V2'(t) V3'(t)
[1'] [2'] [3']

b

U Line

L Line

2 SINGLE ELECTRON LINES (2SELs) COUPLING CAPACITIVELY

V0(t) V1(t) V2(t) V3(t)

[1] [2] [3]

Iin1(t) Iout1(t)
[1] [2] [3]

V0'(t) V1'(t) V2'(t) V3'(t)

[1'] [2'] [3']

Iin2(t) Iout2(t)
[1'] [2'] [3']

c

d

2 CLASSICAL LINES COUPLING CAPACITIVELY

[1] [2] [3]

[1'] [2'] [3']

R13 L13 R23 L23

R1'3' L1'3' R2'3' L2'3'

C11' C33'

U Line

L Line

2 SINGLE ELECTRON LINES IMPLEMENT IN CMOS TECHNOLOGY

Fig. 9 Nanometer CMOS structure [4], effective potential and circuit representation of: a electro-
static position-dependent qubit [4] (the quantum dot dimensions are 80×80nm2 in 22FDX FDSOI
CMOS technology); b, c two electrostatic position-dependent qubits representing two inductively
interacting lines (upper “U” and lower “L” quantum systems) in minimalistic way (more rigorously
they shall be named asMOS transistor single-electron lines). Presented systems are subjected to the
external voltage biasing that controls the local potential landscape in which electrons are confined.
Classical limit is expressed by circuit D
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1

2
(Ep1 + Ep2 ± 2|t1→2|

√

1 + | Ep1 − Ep2

2t1→2t2→1
|2) ≈

1

2
(Ep1 + Ep2 ± 2|t1→2|(1 + 1

2
| Ep1 − Ep2

2t1→2t2→1
|2)) ≈

1

2
(Ep1 + Ep2) ± |t1→2|. (110)

The last approximation is obtained in the limit of t1→2 � Ep1, Ep2 (classical limit
when system energy becomes big and |t | has the interpretation of kinetic energy)
what is the case depicted in the middle Fig. 3 when |t | → +∞. Since Schroedinger
formalismcanbe also applied to the position based qubit that has discrete eigenenergy
spectra, one expects that value Ep and ts takes discrete values. It is even more
pronounced when one is using formula being prescription for Ep and ts parameters
as

Ep(i) =
∫ +∞

−∞
dxψ∗

i (x)Ĥ0ψi (x), (111)

where ψ(x)i is wavefunction of electron localized at i-th node (i-th quantum well)
and Ĥ is effective Hamiltonian. In similar fashion we can define hopping constant
from node i-th to node j-th as energy participating in energy transport from one
quantum well into the neighbouring quantum well so we define

ts,i→ j =
∫ +∞

−∞
dxψ∗

i (x)Ĥ0ψ j (x), (112)

Another interesting fact is the transition from Schroedinger picture to the tight-
bindingpicture that canbedoneby |ψ〉 = ∫∞

−∞ ψ(x)dx |x〉 ≈ ∑k=+∞
k=−∞ �xψ(k) |k�x〉,

where �x is the distance between nodes. Having momentum operator defined as
�

�x
√−1

(− |k + 1〉 〈k| + |k〉 〈k + 1|) = �

�x
√−1

d
dx k

. We obtain the second derivative

by Euler formula ( d2

dx2 )k = 1
(�x)2 (|k + 1〉 〈k| + |k〉 〈k + 1| − 2 |k〉 〈k|). Now we can

recover the Schroedinger equation and we observe that ts,i→i+1 = �
2

2m�x w, where
w is positive and integer. Therefore ts,i→i+1 has the positive discrete values. We
also observe that the potential in the Schroedinger equation can be connected with
Ep(i) − 2ts,i→i+1 = Vp(i) at i-th node. Since kinetic energy is discrete and potential
energy in Schroedigner equation is continuous one obtains discrete Ep. The eigen-
state depends in the tight binding model depends on an external vector potential
source acting on the qubit by means of t1→2 = |t1→2|eiα = t∗2→1. Since every energy
eigenstate is spanned by |0, 1〉 and |1, 0〉, we will obtain oscillations of occupancy
between two wells [3–5]. It is worth-mentioning that the act of measurement will
affect the qubit quantum state. Since we are dealing with a position-based qubit,
we can make measurement of the electron position with the use an external single-
electron device (SED) in close proximity to the qubit. This will require the use of
projection operators that represent eigenenergy measurement as

∣∣E0(1)
〉 〈
E0(1)

∣∣ or, for
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example, measurement of the electron position at left side so we use the projector
|1, 0〉 〈0, 1|. We can extend the model for the case of three (and more) coupled wells.
In such a case, we obtain the system Hamiltonian for a position based qubit:

Ĥ =
∑

s

E ps |s〉 〈s| +
∑

l,s,s �=l

ts→l |l〉 〈s| , (113)

where |1〉 = |1, 0, 0〉 , |2〉 = |0, 1, 0〉 , |3〉 = |0, 0, 1〉 and its Hamiltonian matrix

H(t) =
⎛

⎝
Ep1(t) t2→1(t) t3→1(t)
t1→2(t) Ep2(t) t3→2(t)
t1→3(t) t2→3(t) Ep3(t)

⎞

⎠ (114)

and quantum state |ψ〉 (with a normalization condition |α|2 + |β|2 + |γ |2 = 1) is
given as

|ψ〉 =
⎛

⎝
α(t)
β(t)
γ (t)

⎞

⎠ = α(t) |1, 0, 0〉 + β(t) |0, 1, 0〉 + γ (t) |0, 0, 1〉 .

(115)

Coefficients α(t), β(t) and γ (t) describe oscillations of occupancy of one electron
at wells 1, 2 and 3. The problem of qubit equations of motion can be formulated
by having |ψ〉 = c1(0)e− i

�
t E1 |E1〉 + c2(0)e− i

�
t E2 |E2〉 + c3(0)e− i

�
t E3 |E3〉, where

|c1(0)|2,|c2(0)|2 and |c3(0)|2 are probabilities of occupancy of E1, E2 and E3 ener-
getic levels. Energy levels are roots of 3rd order polynomial

(−Ep1Ep2Ep3 + Ep3t
2
12 + Ep1t

2
23 + Ep2t

2
13 − 2ts12ts13ts23)

+(Ep1Ep2 + Ep1Ep3 + Ep2Ep3 − t212 − t223 − t213)E

−(Ep1 + Ep2 + Ep3)E
2 + E3 = 0,

where |E1〉 , |E2〉 , |E3〉 are 3-dimensional Hamiltonian eigenvectors.
By introducing two electrostatically interacting qudits, we are dealing with the

Hamiltonian of the upper and lower lines as well as with their Coulomb electrostatic
interactions.Weare obtaining theHamiltonian in spectral representation acting on the
product of Hilbert spaces in the form of Ĥ = ĤU × IL + IU × ĤL + ĤU−L where
Hu and Hl are Hamiltonians of separated upper and lower qudits, Hl−u is a two-line
Coulomb interaction and Iu(l) = |1, 0, 0〉u(l) 〈1, 0, 0|u(l) + |0, 1, 0〉u(l) 〈0, 1, 0|u(l) +
|0, 0, 1〉u(l) 〈0, 0, 1|u(l). The electrostatic interaction is encoded in Ec(1, 1′) = Ec(2,

2′) = Ec(3, 3′) = e2

4πε0εd
= q1 (red capacitors of Fig. 1) and q2 = Ec(2, 1′) = Ec(2,

3′) = Ec(1, 2′) = Ec(3, 2′) = e2

4πε0ε
√

d2+(a+b)2
and electrostatic energy of green

capacitors of Fig. 1. is
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Ec(1, 3
′) = Ec(3, 1

′) = q2 = e2

4πε0ε
√
d2 + 4(a + b)2

, (116)

where a, b and d are geometric parameters of the system, e is electron charge and ε is
a relative dielectric constant of the material; ε0 corresponds to the dielectric constant
of vacuum. The very last Hamiltonian corresponds to the following quantum state
|ψ(t)〉 (|γ1(t)|2 + . . . |γ9(t)|2 = 1) given as

|ψ(t)〉 = γ1(t) |1, 0, 0〉u |1, 0, 0〉l + γ2(t) |1, 0, 0〉u |0, 1, 0〉l
+γ3(t) |1, 0, 0〉u |0, 0, 1〉l + γ4(t) |0, 1, 0〉u |1, 0, 0〉l
+γ5(t) |0, 1, 0〉u |0, 1, 0〉l + γ6(t) |0, 1, 0〉u |0, 0, 1〉l
+γ7(t) |0, 0, 1〉u |0, 0, 1〉l + γ8(t) |0, 0, 1〉u |0, 1, 0〉l

+γ9(t) |0, 0, 1〉u |0, 0, 1〉l ,
(117)

where |γ1(t)|2 is the probability of finding two electrons at nodes 1 and 1’ at time
t (since γ1 spans |1, 0, 0〉u |1, 0, 0〉l ), etc. The Hamiltonian has nine eigenenergy
solutions that are parametrized by geometric factors and hopping constants tk,m as
well as energies Ep(k) for the case of ‘u’ or ‘l’ system. Formally, we can treat
Ep(k) = tk→k ≡ tk,k ≡ tk ∈ R as a hopping from k-th lattice point to the same lattice
point k. We obtain the following Hamiltonian

Ĥ =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ξ1,1′ t1′→2′ t1′→3′ t1→2 0 0 t1→3 0 0
t2′→1′ ξ1,2′ t2′→3′ 0 t1→2 0 0 t1→3 0
t3′→1′ t3′→2′ ξ1,3′ 0 0 t1→2 0 0 t1→3

t2→1 0 0 ξ2,1′ t1′→2′ t1′→3′ t2→3 0 0
0 t2→1 0 t2′→1′ ξ2,2′ t2′→3′ 0 t2→3 0
0 0 t2→1 t3′→1′ t3′→2′ ξ2,3′ 0 0 t2→3

t3→1 0 0 t3→2 0 0 ξ3,1′ t1′→2′ t1′→3′

0 t3→1 0 0 t3→2 0 t2′→1′ ξ3,2′ t2′→3′

0 0 t3→1 0 0 t3→2 t3′→1′ t3′→2′ ξ3,3′

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=
⎛

⎝
H(1)1′,3′ H1,2 H1,3

H(1)2,1 H(2)1′,3′ H2,3

H3,1 H3,2 H(3)1,3′

⎞

⎠ (118)

with diagonal elements ([ξ1,1′ , ξ1,2′ , ξ1,3′ ] , [ξ2,1′ , ξ2,2′ , ξ2,3′ ], [ξ3,1′ , ξ3,2′ , ξ3,3′ ]) set to
([(Ep1 + Ep1′ + Ec(1, 1′)), (Ep1 + Ep2′ + Ec(1, 2′)) , (Ep1 + Ep3′ + Ec(1, 3′))],
[((Ep1 + Ep1′ + Ec(1, 1′)), (Ep2 + Ep2′ + Ec(2, 2′)) , (Ep2 + Ep3′ + Ec(2, 3′))],
[((Ep3 + Ep1′ + Ec(3, 1′), (Ep3 + Ep2′ + Ec(3, 2′)), (Ep3 + Ep3′ + Ec(3, 3′))]). In
the absence of magnetic field, we have tk→m = tm→k = tk,l = tm,k ∈ R and in the
case of nonzero magnetic field tk,m = t∗m,k ∈ C. It is straightforward to determine
the matrix of two lines with N wells [=3 in this work] each following the math-
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ematical structure of two interacting lines with three wells in each line. Matrices
H1,2, H2,3, H1,3 are diagonal of size N × N with all the same terms on the diago-
nal. At the same time, matrices H(1)1′,N ′ ,…,H(N )1′,N ′ have only different diagonal
terms corresponding to ((ξ1,N ′ , . . . , ξ1,N ′), …, ((ξN ,N ′ , . . . , ξN ,N ′) elements. In sim-
plified considerations we can set t1→N = tN→1 and t1′→N ′ = tN ′→1′ to zero since a
probability for the wavefunction transfer from 1st to N -th lattice point is generally
proportional to≈ exp(−sN ),where s is some constant. It shall be underlined that in
the most general case of two capacitvely coupled symmetric SELs with three wells
each (being parallel to each other), we have six (all different Ep(k) and Ep(l ′)) plus
six (all different tk→s , tk ′→s ′ ) plus three geometric parameters (d, a and b) as well as
a dielectric constant hidden in the effective charge of interacting electrons q. There-
fore, the model Hamiltonian has 12+4 real-valued parameters (4 depends on the
material and geometry of 2 SELs). They can be extracted from a particular transis-
tor implementation of two SELs (Fig. 9c). There are two main physically important
regimes when t � Ep and when t � Ep. They correspond to the case of electron
tunneling from one quantumwell into another (electron is not in highly excited state)
and the case when electron wavepacket can move freely between neighbouring wells
(electron is in highly excited state).

9 Analytical and Numerical Modeling of Capacitively
Coupled SELs

9.1 Analytical Results

The greatest simplification of matrix (8) is when we set all tk ′→m ′ = to→m = |t |,
and all Ep(k) = Ep(m ′) = Ep for N = 3. Let us first consider the case of two
insulating lines (allwells on each line are completely decoupled so there is no electron
tunneling between the barriers and the barrier energies are high) where there are
trapped electrons so |t | = 0 (electrons are confined in quantum wells and cannot
move towards neighbouring wells). In such a case, we deal with a diagonal matrix
that has three different eigenvalues on its diagonal and has three different eigenenergy
values

Ê =

⎧
⎪⎪⎨

⎪⎪⎩

E1 = q1 = Ep + e2

4πεε0d
,

E2 = q2 = Ep + e2

4πεε0

√
|d|2+(a+b)2

,

E3 = q3 = Ep + e2

4πεε0

√
|d|2+4(a+b)2

,

(119)

so E3 < E2 < E1. In the limit of infinite distance between SELs, we have nine
degenerate eigenenergies. They are set to Epk which corresponds to six decoupled
quantum systems (the first electron is delocalized into three upper wells, while the
second electron is delocalized into three lowers wells).
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Let us also consider the case of ideal metal where electrons are completely delo-
calized. In such a case, all tk(k ′) � Epl(s) which brings Hamiltonian diagonal terms to
be negligible in comparison with other terms. In such a case, we can set all diagonal
terms to be zero which is an equivalent to the case of infinitely spaced SELs lines. It
simply means that in the case of ideal metals, two lines are not ‘seeing’ each other.

Let us now turn to the case where processes associated with hopping between
wells have similar values of energy to the energies denoted as Epk(l ′). In such a case,
the Hamiltonian matrix can be parametrized only by three real value numbers due to
symmetries depicted in Fig. 9b (we divide the matrix by a constant number |t |) so

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

q11 = 2Ep+ e2

d
|t | ,

q12 = 2Ep+ e2√
d2+(a+b)2

|t | ,

q13 = 2Ep+ e2√
d2+4(a+b)2

|t | .

For a fixed |t |, we change the distance d and observe that q11 can be arbitrary large,
while q12 and q13 have finite values for d = 0. Going into the limit of infinite distance
d, we observe that all q11 , q12 and q13 approach a finite value 2Ep

|t | . We obtain the
simplifiedHamiltonianmatrix that is aHermitian conjugate andhas a property Hk,k =
HN−k+1,N−k+1. It is in the form

Ĥ =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

q11 1 0 1 0 0 0 0 0
1 q12 1 0 1 0 0 0 0
0 1 q13 0 0 1 0 0 0
1 0 0 q12 1 0 1 0 0
0 1 0 1 q11 1 0 1 0
0 0 1 0 1 q12 0 0 1
0 0 0 1 0 0 q13 1 0
0 0 0 0 1 0 1 q12 1
0 0 0 0 0 1 0 1 q11

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(120)

We can analytically find nine energy eigenvalues and they correspond to the
entangled states. We have

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

E1 = q11 ,
E2 = q12 ,
E3 = 1

2 (q11 + q12 −√
8 + (q11 − q12)2),

E4 = 1
2 (q11 + q12 +√

8 + (q11 − q12)2),
E5 = 1

2 (q12 − q13 −√
8 + (q12 − q13)2),

E6 = 1
2 (q12 − q13 +√

8 + (q12 − q13)2).

(121)

The last 3 energy eigenvalues are the most involving analytically and are the roots
of a 3rd order polynomial
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(2q11 + 6q13 − q11q12q13) + (−8 + q11q12 +
q11q13 + q12q13)Ek − (q11 + q12 + q13)E

2
k + E3

k = 0.

(122)

We omit writing direct and very lengthy formulas since the solutions of a 3rd-order
polynomial are commonly known. The eigenvectors have the structure given in
Appendix 1.

We can readily recognize that all nine energy eigenvectors are entangled. In partic-
ular first two eigenenergy states (given also in Formula 187) are linear combination
of position dependent states,

|E1〉 = |1, 0, 0〉U |1, 0, 0〉L − |0, 1, 0〉U |0, 1, 0〉L +
|0, 0, 1〉U |0, 0, 1〉L ,

|E2〉 = |1, 0, 0〉U |0, 1, 0〉L − |0, 1, 0〉U |1, 0, 0〉L
− |0, 1, 0〉U |0, 0, 1〉L + |0, 0, 1〉U |0, 1, 0〉L , (123)

so they have no equivalence in the classical picture of two charged balls in channels
that are repelling each other.

9.2 Numerical Results for Case of Capacitively Coupled SETs

At first, we are analyzing available spectrum of eigenenergies as in the case of
insulator-to-metal phase transition [6], which can be implemented in a tight-binding
model by a systematic increase of the hopping term from small to large values,
while at the same time keeping all other parameters constant, as depicted in Fig. 11.
Described tight-bindingmodel canminimic ametal (t =1), semiconductor (t =0.1) or
insulator state (t = 0.01), as given in Fig. 10.We can recognized 2-SELs eigenenergy
spectra dependence on distance between the two lines. Characteristic narrowing of
bands is observed when one moves from large towards small distance d between
SELs (what can be related to the ratio of W/U in the Hubbard model) and it is
one of the signs of transition from metallic to insulator regime (Mott-insulator phase
transition [6]). One of the plots referring to t = 0.01 describes Anderson localization
of electrons and, in such a case, energy eigenspectra are determined by Formula (119)
and hopping terms t can be completely neglected since electrons are localized in the
quantum-well potential minima.

Bottom plots of Fig. 11. describe the ability of tunneling eigenenergy spectra
with respect to quantum well lengths (a + b), Ep and t parameters. The last two
parameters can be directly controlled by an applied voltage as earlier shown in
Fig. 9, where eight voltage signals are used for controlling the effective tight-binding
Hamiltonian. It is informative to notice that change of the quantum well length,
expressed by a + b, does not affect the eigenenergy of 2-SELs significantly. The
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Fig. 10 Cases of: a metal (t = 1, Ep = 1); b semiconductor (t = 0.1, Ep = 1); and c insulator
(t = 0.01, Ep = 1) state of 2-SELs given by eigenenergy spectra as function of distance d between
two lines (a = b = 1, e = 1)

observed change affects the ratio of electrostatic to kinetic energy and thus is similar
to the change in energy eigenspectra generated by different distances d. We can
spot narrowing of the bands when moving from the situation of lower to higher
electrostatic energy of interacting electron and again it is typical for metal-insulator
phase transition. Change of ratio kinetic to electrostatic energy can be obtained
by keeping quantum well size constant, constant distance between 2 SELs and by
change of hopping constant t that is the measure of electron ability in conducting
electric or heat current. Again one observes the narrowing of bands when we reduce
t so the dominant energy of electron is due to the electron-electron interaction.
The last plot of Fig. 11 describes our ability of tunneling eigenenergy spectra of
system in linear way just by change of Ep parameter. In very real way we can
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Fig. 11 Dependence of eigenenergy spectra versus a quantum well size a + b, b hopping term |t |,
and c chemical potential Ep parameter

recognize the ability of tuning the chemical potential (equivalent to Fermi energy
at temperatures T = 0K) by controlling voltages given in Fig. 9. in our artificial
lattice system. Due to controllability of energy eigenspectra by controlling voltages
from Fig. 9 one can recognize 2 SELs system as the first stage of implementation
of programmable quantum matter. In general case considered 2-SELs Hamiltonian
consists 12 different Ep parameters and 6 different t parameters that can be controlled
electrostatically (18 parameters under electrostatic control) by 2-SELS controlling
voltages V0(t), . . . , V3(t), V0′(t), . . . , V3′(t) depicted in Fig. 1.

The numerical modeling of electron transport across coupled SELs is about solv-
ing a set of nine coupled recurrent equations of motion as it is in the case of
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Fig. 12 Quantum state of two SELs over time: Upper (Lower) plots populate 3 (9) energy levels
as given by Scenario I (Scenario II). The probabilities of finding both electrons simultaneously at
the input p1(t) = |γ1(t)|2 and output p9(t) = |γ1(t)|2 is shown with time as well as evolution of
phases φ1(t), . . . , φ9(t) of γ1(t) = |γ1(t)|eφ1(t),…, γ9(t) = |γ9(t)|eφ9(t) corresponding to equation
(117)

time-dependent 2 SELs Hamiltonian. In this work we consider time-independent
Hamiltonian implying constant occupation of energetic levels. Therefore the quan-
tum state can bewritten in the form

∣∣ψ(t ′)
〉= α1e

�

i E1t ′ |E1〉 + · · · + α9e
�

i E9t ′ |E9〉, so
the probability of occupancy of energetic level E1 is |α1|2 = | 〈E1| |ψ(t)〉 |2 = pE1 =
constant, etc. Since we have obtained analytical form of all states |Ek〉 and eigenen-
ergies Ek we have analytical form of quantum state dynamics

∣∣ψ(t ′)
〉
with time.

From obtained analytical solutions presented in Appendix 1 we recognize that every
eigenenergy state is the linear combination of position-based states |k〉⊗∣∣l ′

〉
what

will imply that quantum state can never be fully localized at two nodes k and l’ as
it is pointed by analytically obtained eigenstates of the 2-SELs Hamiltonian that are
given in Appendix 1. In the conducted numerical simulations we visualize analytical

solutions. We set � = 1 and α1 = · · · = α8 = 1
9 , α9 =

√
1 − 8

81 (Scenario I that has

populated all 9 energetic levels) or α1 = α2 = 1
2 ,α9 =

√
2
2 ,α3 = · · · = α8 (Scenario

II that has populated 3 energetic levels) that will correspond to top or bottom plots of
Fig. 12. We can recognize that probability of occupancy of (1,1’) from Fig. 1. (when
two electrons are at input of 2-SELs) is given by |(〈1, 0, 0|⊗ 〈1, 0, 0|) |ψ(t)〉 |2 =
|γ1(t)|2 = p1(t) (two electrons as SELs inputs) can be compared with occupancy
of (3, 3’) given by p9(t) = |γ9(t)|2 = |(〈0, 0, 1|⊗ 〈0, 0, 1|) |ψ(t)〉 |2 (2 electrons at
SELs outputs) as depicted in Fig. 12. It is relatively easy to identify probability of
finding first electron at input as the sum of p1(t) + p2(t) + p3(t).

Various symmetries can be traced in the Scenario II (9 populated energy levels)
given by Fig. 12. as between probability p2(t) and p8(t) or in the upper part of
Fig. 12 in the Scenario I (3 populated energy levels) when p2(t) = p8(t) or φ2(t) =
phase(γ2(t)) = φ8(t). The same symmetry relations applies to the case of probability
p4(t) and p6(t) as well as φ4(γ4(t)) and φ6(γ6(t)). These symmetries has its origin
in the fact that 2 SELs system is symmetric along x axes what can be recognized in
symmetries of simplified Hamiltonian matrix 120. It shall be underlined that in the
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most general case when system matrix has no symmetries the energy eigenspectra
might have less monotonic behaviour.

9.3 Act of Measurement and Dynamics of Quantum State

The quantum system dynamics over time is expressed by the equation of motion
Ĥ(t ′)

∣∣ψ(t ′)
〉 = i� d

dt ′
∣∣ψ(t ′)

〉
that can be represented in discrete time step by relation

dt ′

i�
Ĥ(t ′)

∣∣ψ(t ′)
〉+ ∣∣ψ(t ′)

〉 = ∣∣ψ(t ′ + dt ′)
〉
. (124)

It leads to the following equations of motion for quantum state expressed by Eq.
(117) as follows

−→γ (t ′ + dt ′) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

γ1(t ′) + dt ′
∑9

k=1 Ĥ1,k(t ′)γk(t ′) =
f1(

−→γ (t ′), dt ′)[Ĥ(t ′)],
. . .

γ9(t ′) + dt ′
∑9

k=1 Ĥ9,k(t ′)γk(t ′) =
f9(

−→γ (t ′), dt ′)[Ĥ(t ′)]

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

=

= −→
f (−→γ (t ′), dt ′)[Ĥ(t ′)] = −→

f (−→γ (t ′), dt ′)[Ĥ(t ′)].
(125)

Symbol [.] denotes functional dependence of −→
f (−→γ (t ′), dt ′) on Hamiltonian Ĥ(t ′).

The measurement can be represented by projection operators �̂(t ′) equivalent to
the matrix that acts on the quantum state over time. The lack of measurement can
simply mean that the state projects on itself so the projection is the identity operation
(�̂(t ′) = Î9×9). Otherwise, the quantum state is projected on its subset and hence the
projection operator can change in a non-continuous way over time. We can formally
write the quantum state dynamics with respect to time during the occurrence of
measurement process (interaction of external physical system with the considered
quantum system) as

−→γ (t ′ + dt ′) =
�̂(t ′ + dt ′)(

−→
f (−→γ (t ′), dt ′))

(�̂(t ′ + dt ′)
−→
f (−→γ (t ′), dt ′))†(�̂(t ′ + dt ′)

−→
f (−→γ (t ′), dt ′))

. (126)

Let us refer to some example by assuming that a particle in the upper SELs was
detected by the upper output detector (Fig. 9b). In such a case, the following projector
�̂(t, t + �t) is different from the identity in time interval (t, t + �t)with 11t,t+�t = 1
set to 1 in this time interval and 0 otherwise. The projector acts on the quantum state
(diagonal matrix is given by diag symbol). It is given as
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�̂(t, t + �t) = (1 − 1t,t+�t )( ÎU × ÎL) +
1t,t+�t (|0, 0, 1〉U 〈0, 0, 1|U × ÎL) =

(1 − 1t,t+�t )( ÎU × ÎL) +
1t,t+�t (|0, 0, 1〉U 〈0, 0, 1|U × (|1, 0, 0〉L 〈1, 0, 0|L +

|0, 1, 0〉L 〈0, 1, 0|L + |0, 0, 1〉L 〈0, 0, 1|L)) =
= (1 − 1t,t+�t ) Î9×9 + 1t,t+�tdiag(0, 0, 1) × Î3×3 (127)

= diag((1 − 1t,t+�t ), (1 − 1t,t+�t ), (1 − 1t,t+�t ),

(1 − 1t,t+�t ), (1 − 1t,t+�t ), (1 − 1t,t+�t ), 1, 1, 1)

10 Correlations for the Case of 2 Electrostatically
Interacting Qubits

We define correlation function as Ce(a, b) = N+,++N−,−−N+,−−N−,+
N+,++N−,−+N+,−+N−,+ , where N+,+ rep-

resents presene of 2 electrons at points 2 and 2’, N−,− represents presence of electrons
at points 1 and 1’, N+,− is corresponding to presence of electrons at point 2 and 1’
and N−,+ is corresponding to presence of electrons at point 1 and 2’. It is convenient
to introduce the operator

N+,+ + N−,− − N+,− − N−,+ = 〈ψ, t |

⎛

⎜⎜⎝

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

⎞

⎟⎟⎠ |ψ, t〉 (128)

= 〈ψ, t0|U (t, t0)
−1σ3 × σ3U (t, t0) |ψ, t0〉

Consequently we obtain

|E1〉n = 1
√(

8

(
tsr1−tsr2√

(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

))2

+ 2

⎛

⎜⎜⎜⎜⎝

−1,
− 2(tsr1−tsr2)√

(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

,

2(tsr1−tsr2)√
(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

1

⎞

⎟⎟⎟⎟⎠

= 1
√(

8

(
tsr1−tsr2√

(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

))2

+ 2

|E1〉
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|E1〉n = 1
√(

8

(
tsr1−tsr2√

(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

))2

+ 2

⎛

⎜⎜⎜⎜⎝

−1,
− 2(tsr1−tsr2)√

(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

,

2(tsr1−tsr2)√
(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

1

⎞

⎟⎟⎟⎟⎠

= 1
√(

8

(
tsr1−tsr2√

(Ec1−Ec2)2+4(tsr1−tsr2)2−Ec1+Ec2

))2

+ 2

|E1〉

|E2〉n = − 1
√(

8

(
tsr1−tsr2√

(Ec1−Ec2)2+4(tsr1−tsr2)2+Ec1−Ec2

))2

+ 2

⎛

⎜⎜⎜⎜⎝

−1
2(tsr1−tsr2)√

(Ec1−Ec2)2+4(tsr1−tsr2)2+Ec1−Ec2

− 2(tsr1−tsr2)√
(Ec1−Ec2)2+4(tsr1−tsr2)2+Ec1−Ec2

, 1

⎞

⎟⎟⎟⎟⎠

= − 1
√(

8

(
tsr1−tsr2√

(Ec1−Ec2)2+4(tsr1−tsr2)2+Ec1−Ec2

))2

+ 2

|E2〉

|E3〉n = 1
√(

8

(
tsr1+tsr2√

(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec1+Ec2

))2

+ 2

⎛

⎜⎜⎜⎜⎝

1,
− 2(tsr1+tsr2)√

(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec1+Ec2

,

− 2(tsr1+tsr2)√
(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec1+Ec2

,

1

⎞

⎟⎟⎟⎟⎠

= 1
√(

8

(
tsr1+tsr2√

(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec1+Ec2

))2

+ 2

|E3〉
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|E4〉n = 1
√(

8

(
tsr1+tsr2√

(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec2+Ec1

))2

+ 2

⎛

⎜⎜⎜⎜⎝

1,
2(tsr1+tsr2)√

(Ec1−Ec2)2+4(tsr1+tsr2)2+Ec1−Ec2

,

2(tsr1+tsr2)√
(Ec1−Ec2)2+4(tsr1+tsr2)2+Ec1−Ec2

,

1

⎞

⎟⎟⎟⎟⎠

= 1
√(

8

(
tsr1+tsr2√

(Ec1−Ec2)2+4(tsr1+tsr2)2−Ec2+Ec1

))2

+ 2

|E4〉 .

10.1 Correlation Function for Classical and Quantum
Approaches for Single-Electron Lines

In this work, two capacitively coupled single-electron lines (SEL) are treated by the
tight-binding model with the use of three nodes for each line to describe the electron
occupancy. It should be highlighted that the most simplistic approach towards the
two SELs can be attemptedwith the use of two nodes for each line. In such a case, it is
possible to introduce a correlation function for both quantum and classical treatments
of the system under consideration. Let us start from the quantum approach. The
Hamiltonian of the system having flat bottoms of potentials can be written as

H =

⎛

⎜⎜⎝

Ec1 + 2Ep eiβ ts2 eiαts1 0
e−iβ ts2 Ec2 + 2Ep 0 eiαts1
e−iαts1 0 Ec2 + 2Ep eiβ ts2

0 e−iαts1 e−iβ ts2 Ec1 + 2Ep

⎞

⎟⎟⎠ , (129)

where Ec1 = q2

d and Ec2 = q2√
d2+a2

, so Ec1 − Ec2 = q2

d − q2√
d2+a2

> 0. The hopping
terms are parametrized by ts1 and ts2. This lastHamiltonian refers to the quantum state
describing the occupancy of four nodes at upperU = (1, 2) or lower line L = (1′, 2′)
by two spatially separated electrons

|ψ〉 = γ1(t) |1〉 ∣∣1′〉+ γ2(t) |1〉 ∣∣2′〉+ γ3(t) |2〉 ∣∣1′〉+ γ4(t) |2〉 ∣∣2′〉 . (130)

Normalization condition requires |γ1|2 + · · · + |γ4|2 = 1. We have four eigenener-
gies

E1 = 1

2
(Ec1+Ec2+4Ep−

√
(Ec1−Ec2)2 +4(ts1−ts2)2)),
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E2 = 1

2
(Ec1+Ec2+4Ep+

√
(Ec1−Ec2)2 +4(ts1−ts2)2)),

E3 = 1

2
(Ec1+Ec2+4Ep−

√
(Ec1−Ec2)2 +4(ts1+ts2)2)),

E4 = 1

2
(Ec1+Ec2+4Ep+

√
(Ec1−Ec2)2 +4(ts1+ts2)2)),

(131)

fulfilling E1 < E2, E3 < E4 as corresponding to four eigenenergy states

|E1〉 =

⎛

⎜⎜⎜⎜⎝

−ei(α+β),

− 2eiα(ts1−ts2)√
(Ec1−Ec2)2+4(ts1−ts2)2−Ec1+Ec2

,

2eiβ (ts1−ts2)√
(Ec1−Ec2)2+4(ts1−ts2)2−Ec1+Ec2

,

1

⎞

⎟⎟⎟⎟⎠
,

|E2〉 =

⎛

⎜⎜⎜⎜⎝

−ei(α+β),
2eiα(ts1−ts2)√

(Ec1−Ec2)2+4(ts1−ts2)2+Ec1−Ec2

,

− 2eiβ (ts1−ts2)√
(Ec1−Ec2)2+4(ts1−ts2)2+Ec1−Ec2

,

1

⎞

⎟⎟⎟⎟⎠
,

|E3〉 =

⎛

⎜⎜⎜⎜⎝

ei(α+β),

− 2eiα(ts1+ts2)√
(Ec1−Ec2)2+4(ts1+ts2)2−Ec2+Ec1

,

− 2eiβ (ts1+ts2)√
(Ec1−Ec2)2+4(ts1+ts2)2−Ec2+Ec1

,

1

⎞

⎟⎟⎟⎟⎠
,

|E4〉 =

⎛

⎜⎜⎜⎜⎝

ei(α+β),
2eiα(ts1+ts2)√

(Ec1−Ec2)2+4(ts1+ts2)2+Ec1−Ec2

,

2eiβ (tts1+ts2)√
(Ec1−Ec2)2+4(ts1+ts2)2+Ec1−Ec2

,

1

⎞

⎟⎟⎟⎟⎠
. (132)

with ground state

E3 = Eg = 1

2
(Ec1+Ec2+4Ep−

√
(Ec1−Ec2)2 +4(ts1+ts2)2)). (133)

We observe that in the ground state, the probability of occurrence of two particles
at the maximum distance p1,2′ = p2,1′ = panticorr to the probability of two particles
occurrence at the minimum distance p1,1′ = p2,2′ = pcorr is given by the formula:

pacorr
pcorr

==
[√

(Ec1 − Ec2)2 + 4(ts1 + ts2)2 − (Ec1 − Ec2)

2(ts1 + ts2)

]2
=
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Fig. 13 The ratio of probabilities in 2 SELs ground state between correlated and anticorrelated
quantum state components is very strongly depending on hopping constants by term ts1 + ts2 and
very strongly depends on size of quantum wells denoted by a and distance between two two neigh-
bours a

[
√
q2(
√
d2 + (a + b)2 − d)2 + 4(ts1 + ts2)2

2(ts1 + ts2)d
√
d2 + (a + b)2

− q2(
√
d2 + (a + b)2 − d)

2(ts1 + ts2)d
√
d2 + (a + b)2

]2

(134)

It is worthmentioning that ground state of 2 coupled SELs brings electrons partly into
anticorrelated position (2 electrons at maximum distance) and correlated positions (2
electrons at minimum distance) what simply means that anticorrelation is not greatly
pronounced in quantum case at it is the case of classical picture. One can refer to the
following dependence of ratio between probabilties for the state to be anticorrelated
or correlated state as depicted by Fig. 13.

The quantum state in case of time-independent Hamiltonian can be expressed as

|ψ〉=√
pE1e

φE10i e
1

�i E1t |E1〉+√
pE2e

φE20i e
1

�i E2t |E2〉+√
pE3e

φE30i e
1

�i E3t |E3〉+√
pE4e

φE40i e
1

�i E4t |E4〉 . (135)

Having Ec1 = q2

d and Ec2 = q2√
d2+a2

so Ec1 − Ec2 = q2

d − q2√
d2+a2

> 0 and hop-
ping terms ts1, ts2 we obtain Hamiltonian and a correlation function C .

We refer to the physical situation depicted in Fig. 14 and utilize the correlation
functionC to capture as towhat extent the two electrons are in a correlated state being
both either on the left or on the right side that is corresponding to terms N−,−, N+,+,
or in an anticorrelated state (expressed by terms N+,− and N−,+). Such function is
commonly used in spin systems and is a measure of non-classical correlations. Using
a tight-binding model describing two electrostatically coupled SELs and using the
same correlation function applicable in the test of Bell theory of entangled spins [7],
we obtain the correlation function C given by formula:
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Fig. 14 Case of electrostatically coupled charged particles confined by local potentials and elec-
trostatically interacting. Concept of correlation/anticorrelation in their positions

C = N+,+ + N−,− − N−,+ − N+,−
N+,+ + N−,− + N−,+ + N+,−

= 4

⎡

⎢⎢⎢⎢⎣

√
pE1

√
pE2(ts1 − ts2) cos[−t

√
(Ec1 − Ec2)2 + 4(ts1 − ts2)2 + φE10 − φE20]√

(Ec1 − Ec2)2 + 4(ts1 − ts2)2

+
√
pE3

√
pE4(ts1 + ts2) cos[−t

√
(Ec1 − Ec2)2 + 4(ts1 + ts2)2 + φE30 − φE40]√

(Ec1 − Ec2)2 + 4(ts1 + ts2)2

⎤

⎥⎥⎥⎥⎦

− (Ec1 − Ec2)

⎡

⎢⎢⎢⎣

pE1 − pE2√
(Ec1 − Ec2)2 + 4(ts1 − ts2)2

+ pE3 − pE4√
(Ec1 − Ec2)2 + 4(ts1 + ts2)2

⎤

⎥⎥⎥⎦ (136)

Classical intuition points out that when the kinetic energy of electrons goes to
zero they shall be anticorrelated due to the presence of the repulsive Coulomb force.
On the other hand, when the kinetic energy is dominant, the Coulomb interaction
does not matter so much and the correlation function shall be zero or positive. Four
fundamental solutions for the correlation function corresponding to the occupancy
of four eigenenergies are given by Fig. 15. Indeed, when only the ground state is
occupied so p1 = 1, thenC < 1, as depicted inFig. 16. It is remarkable to observe that
C = 0 if p1 = p3 = 0.5. We also observe that if the two qubits are electrostatically
decoupled then C = 0 does not need to be applied. However, for certain cases,
the weaker the Coulomb interaction the sharper the peaks in the 2-SEL correlation
function C , as depicted by Fig. 16 (Fig. 17).

Now we turn towards the classical description of the two coupled single-electron
lines using Newtonian dynamics as we expect qualitative changes in the correlation
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Fig. 15 Four main fundamental configurations named as anticorrelation and correlation for system
of coupled SEL depicted in Fig. 14. The correlation function C that are grasped by Formula (136)
corresponding to the full occupancy of one among four eigenenergies

Fig. 16 Correlation function C with time for time-independent Hamiltonian corresponding to full
and partial occupancy of 4 eigenergies of 2-SEL system

Fig. 17 Varying dependence of classical correlation function [C = x1(t)x2(t)
x2max

] over time. Upper

case refers to 2-SELs with particles of significantly different speeds at anticorrelated positions at
initial time; middle figure describes two perfectly anticorrelated particles (14); third case refers to
the proceeding Fig. 18
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function due to the unique differences between the quantum and classical pictures.
The confinement potential is approximated as a step function and presence of Poynt-
ing vector is neglected in the space as Hamiltonian system is time-independent, and
system Hamiltonian corresponds to the classical mechanical energy that is preserved
if we omit radiation emission for two particles subjected to acceleration and deceler-
ation during different moments of motion that can be periodic or aperiodic. We have
the minimalistic classical Hamiltonian for 2SELs given as

Ĥ = 1

2m1
p1(t)

2 + 1

2m2
p2(t)

2 + q2

√
d2 + (x1(t) − x2(t))2

+ V0�(x1(t) − xmax1) + V0�(−x1(t) − xmax1)+
V0�(x2(t) − xmax2) + V0�(−x2(t) − xmax2)

+ Vb1�(x1(t) − xb1) + Vb1�(−x1(t) − xb1)+
Vb2�(x2(t) − xb2) + Vb2�(−x2(t) − xb2). (137)

We simplify the situation by having two symmetric masses m1 = m2 = m and
same charges q, and having xmax1 = xmax2 = xmax. We set xb1 = xb2 → 0. There
are always two possible grounds states of the classically interacting electrons in 2
SELs configuration corresponding to the same energy when charged particles of
same charge are confined in local potential that corresponds to two positions of par-
ticle that are at maximum distance x2(t) = ∓xmin = constans, dx1

dt (t) = 0, d2x1
dt2 (t) =

0, x2(t) = ±xmin,
dx1
dt (t) = 0, d2x1

dt2 (t) = 0. Classical ground state is maximally anti-
correlated. On the contrary the same situation in quantumpicture has only one ground
state and this state is not maximally anticorrelated and is partly correlated what is
expressed by Formula 134. Moreover, in the classical picture of 2 SELs, one can
observe the emergence of deterministic chaos that is heavily pronounced in the clas-
sical system, as depicted in Figs. 18 and 19.Nowwe aremoving towards a description
of classical 2-SEL system in case of perfect correlated or anticorrelated electrons.
From the classical Hamiltonianwe determine the equations ofmotion of the two elec-
trons assuming the existence of the antisymmetric case ±x(t) = x1(t) = −x2(t) at
all instances of motion for the system symmetric around x = 0. We assume that the
distance between electrons

√
d2 + x(t)2 ≈ d. We have

mv2(t) + q2

√
d2 + x2

= Ec > 0,
d2x

dt
= xq2

(
√
d2 + x2)3

.

In simplified case d � x and thus we can write

m
d2x(t)

dt2
= x

q2

d
3
2

. (138)
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Fig. 18 Evolution of positions xi (t) and velocities vi (t) for the system of 2 electrostatically coupled
SELs in classical picture

Fig. 19 Acceleration for the system of 2 coupled oscillators from Fig. 18 confined by local potential
with coordinates x1, x2 ∈ (−xmax, xmax) with xmax = 10

and it has solutions for each electron position

x(t) =
√
mv0d3/4

q
sinh(

q√
md3/4

t). (139)

We notice that xmax =
√
mv0d3/4

q sinh( q√
md3/4

T
4 ) and the period of oscillations is

T = 4

√
md3/4

q
Arcsinh(

qxmax√
mv0d3/4

) (140)

if x1(t = 0) = x2(t = 0) = 0 and when dx1
dt (t = 0) = − x2

dt (t = 0) = v0 �= 0, which
is a definition of perfect anticorrelation. Collision with walls is occurring at T

4
time while the total size of classical well is 2xmax. We observe that x1(t) =√

mv0d3/4

q sinh( q√
md3/4 t) = −x2(t) for t ∈ [0, T

4 ]. Correlation function C is given ana-
lytically

C(t) = − 1

x2max

mv2
0d

3/2

q2
(sinh(

q√
md3/4

t))2 < 0 (141)
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and is negative for any energy Ec (function of q, d, v0) of the system. Such situation
occurs only in some subsets of the classical case since in the quantum case the sign of
functionC depends on the occupancy of the energetic levels. In the classical treatment
of 2-SELs there exist the case of perfectly correlated electrons at any distance that
is independent on the system energy if we are above the ground state.

It is possible to specify such situation when at t = 0 we have x1(t = 0) = x2(t =
0) = 0 and when dx1

dt (t = 0) = x2
dt (t = 0) = v0. In such a case, the Coulomb force

will act perpendicular to the direction of motion and will play no role in the electron
movement. Electron movement will be correlated and with constant speed over time,
with periodic reflections from the potential walls. The correlation function will have
the form

C(t) = 1

x2max

(v0)
2t2 (142)

within time t ∈ [0, T/4]. A perfect correlation of electrons in the classical situation
can occur for any energy (if kinetic energy is larger than zero) of the system Ec > 0.
It is one of the key differences from the quantum situation when the positive value
of correlation function can occur only for certain system eigenenergies as given by
Formula (136).

It should be underlined that the perfectly correlated electrons generate higher
overall magnetic field energy as it is the case of two electric currents of the same
sign (correlated electron movement in one direction) generated by each electron. In
the case of anticorrelated electrons we are dealing with electric currents of opposite
sign that are generating magnetic field in the opposite directions, thus decreasing the
overall magnetic field. Therefore, thermal equilibrium of 2-SEL will favor anticor-
relation of two electrons. It shall be underlined that, in accordance with the classical
thermodynamics that applies to the case of two electrons treated classically, the
movement of electron with certain acceleration will cause the occurrence of non-
zero Poynting vector into the space and thus electron’s energy will be emitted in
the form of electromagnetic radiation. In such way one can introduce effective dis-
sipative term to the movement of electrons and it will cause the system mechanical
energy to eventually vanish. After sufficiently long time the electrons will stop their
oscillatory movement and they will move into ground state that is perfectly anti-
correlated and corresponds to the case when x2 = x1 = ±xmax and d

dt x1 = d
dt x2 and

when d2

dt2 x1 = 0 = d2

dt2 x2 = 0. It is also worth mentioning that the ground state of two
classical electrons in 2-SELs is different from the quantum ground state of 2-SELs.

A case described by two perfectly anticorrelated electrons at any distance in the
classical treatment that is independent of the system energy. Such situation does
not take place in the quantum case as treated by the tight-binding model given by
Formula (136) that has discrete spectra of energies as specified by (131).

We can write the equations of motion of two electrons assuming the existence of
antisymmetric case x1(t) = −x2(t) at all instances of motion for the system sym-
metric around x = 0. From the equation
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mv2(t) + q2

√
d2 + 4x(t)2

= Ec = const > 0,

we obtain the equation
√

q4

(Ec−mv2(t))2 − d2 = 2x(t) and consequently we obtain the
equation of motion

m
dv

dt
= 1

2

√
q4

(Ec − mv2(t))2
− d2 · q2(Ec−mv2(t))3

1

q6
=

1

2q4

√
q4(Ec − mv2(t))4 − d2(Ec − mv2(t))6. (143)

Finally we obtain the equation

dv√
q4(Ec−mv2(t))4 − d2(Ec−mv2(t))6

= dt
1

2mq4
(144)

We introduce a new variable u = d
q (Ec − mv2). We have du = −2md

q vdv. We also

notice that
√

( Ec
m − q

mdu) = v. The last expressions imply

dv = − q

2md

du

v
= − q

2md

du√
( Ec
m − q

md u)

= −
√
q

2
√
md

du√
( Ecd

q − u)
. (145)

The last expression allows us to write integral

∫
dv√

q4(Ec − mv2))4 − d2(Ec − mv2)6
= d2

q4

∫
du√

( Ecd
q − u)

1

u2
√
1 − u2

= s1

∫
du√

(s − u)

1

u2
√
1 − u2

. (146)

Setting s1 = d2

q4 and s = Ecd
q we obtain the integral s1

∫
du√
(s−u)

1
u2

√
1−u2

that has a
solution as three types of elliptic functions given in Appendix 2.

10.2 Classical Weak Measurement on 2-SEL System

Measurement on a given physical system is about introducing an interaction of it
with an external physical system that acts as a probe. If this interaction is strong
(weak) we are dealing with a strong (weak) measurement. We shall introduce an
external charged particle at a certain distance that can move only in parallel to the



138 K. Pomorski

Fig. 20 Case of the classical measurement with electron used for probing of 2-SELs

Fig. 21 Correlation function for 2-SELs under classical weak measurement from external probing
charged particle. One shall refer to the bottom plot of Fig. 17 and to Fig. 22

system being probed and then we apply Newtonian equations of motion. For the
sake of simplicity, we consider only interaction of the probe that is moving electron
across one line with nearest charged particle, as depicted in Fig. 22. At a first level of
approximation, the movement of external electron is the perturbation to the physical
system of two electrons (2-SELs) (Figs. 20 and 21).

10.3 Weak Quantum Measurement on 2-SEL System

We consider an interaction of two single-electron lines (2-SEL) that incorporate
qubits A and B with an external line along which there is a movement of position-
based qubit C . The CMOS structures have the capability to impose a constrained
‘movement’ of a virtual qubit along single-electron lines. This way, the moving qubit
becomes effectively a flying qubit, which is a term usually reserved for polarized
photons participating in quantum information processing. At a very far distance,
there is no interaction between the flying qubit and 2-SELs. In such a case one can
have a tensor of two density matrices being a density matrix of 2-SELs denoted by
ρAB and the external flying qubit. We have a three-body quantum density matrix
given as
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a

b

Fig. 22 Concept of classical and quantum weak measurements in a double single-electron line
system. All simulations were conducted for the classical case
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ρ̂ABC = ρ̂C × ρ̂AB =
(

ρC [1, 1]ρ̂AB ρC [1, 2]ρAB

ρC [2, 1]ρ̂AB ρC [2, 2]ρAB

)
=
(
Â1 B̂1

Ĉ1 D̂1

)
. (147)

We immediately recognize that we can obtain the density matrix of particle C by
tracing out the existence of density matrix AB

ρ̂C =
∑

i A={1,2}, jB={1′,2′}
〈i A, jB | ρ̂ABC |i A, jB〉 . (148)

In similar way we obtain the density matrix for 2-SEL system

ρ̂AB =
∑

kC={1,2}
〈kC | ρ̂ABC |kC 〉 . (149)

The last expressions can be expressed by formula

ρ̂C =
(
Tr( Â1) Tr(B̂1)

Tr(Ĉ1) Tr(D̂1)

)
, ρ̂AB = Â1 + D̂1. (150)

System of 2-SELs with the flying qubit can be reagarded as non-dissipative system
and thus one can write the following equations of motion

ρ(t) = e
1

−i� H0t e
1
i�

∫ t
0 Ĥ(t ′)dt ′ρ(t)e

1
−i�

∫ t
0 Ĥ(t ′)dt ′e

1
−i� H0t , (151)

where H0 is a time-independent Hamiltonian of isolated 2-SELs and isolated external
qubit, while H(t ′) stands for electrostatic interaction between the flying qubit and
2-SELs. We have the total system Hamiltonian having time-independent and time-
dependent components

Ĥ(t) = Ĥ0 + Ĥ1(t) = ( ÎC × ĤAB + ĤC × ÎAB )0 + ĤAC (t) × ÎB , (152)

where ÎAB and ÎC are identity matrices acting on the 2-SELs and flying qubit, while
ĤAB is 2-SEL Hamiltonian. ĤC is the flying qubit Hamiltonian and ĤAC(t) is the
interaction Hamiltonian between A line and flying qubit C (note: for the sake of
simplicity we neglect the interaction between B line and C qubit). The detailed
structure of those Hamiltonians are given in Appendix 3.

Defining 2-SEL correlation function previously defined by Formula (136), so
C = CAB , incorporated into three-body system takes form as CAB,C = ÎC × ĈAB

and, consequently, we obtain the following time dependence of correlation function
given as

C(t) = Tr(CAB,Cρ(t)). (153)

Details of the calculations can be found inAppendix 3. Finally, we obtain the formula
for correlation function of the 2-SEL system interacting weakly with the flying qubit
in the form as
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C(t) =

(Ec1 − Ec2)2 − 4 cos

⎛

⎝
t
√

(Ec1 − Ec2)2 + 16

�

⎞

⎠

⎛

⎜⎜⎜⎜⎜⎝

cos

(∫ t

0
dt ′ Ec11′′ (t

′) − Ec1′′2(t ′)
�

)

+ cos

(∫ t

0
dt ′ Ec2′′1(t ′) − Ec2pp2(t ′)

�

)
− 2

⎞

⎟⎟⎟⎟⎟⎠

(Ec1 − Ec2)2 + 16

+
4 cos

(
∫ t
0 dt ′ Ec11′′ (t

′)−Ec1′′2(t ′)
�

)
+ 4 cos

(
∫ t
0 dt ′ Ec2′′1(t ′)−Ec2′′2(t ′)

�

)
+ 8

(Ec1 − Ec2)2 + 16
(154)

where

Ec11′′(t) = q2

√
(x(t) + a + b)2 + d2

1

,

Ec12′′(t) = q2

√
(x(t) + 2(a + b))2 + d2

1

,

Ec21′′(t) = q2

√
(x(t) − (a + b))2 + d2

1

,

Ec22′′(t) = q2

√
(x(t))2 + d2

1

. (155)

Themovement of the flying qubit can be described, for example, by a constat velocity
v = v0, so x(t) = x0 + v0t . In case of a time-dependent flying qubit, x(t) = x(t0) +∫ t
t0

v f (t ′)dt ′, where v f (t) is an instantaneous speed of the flying qubit. The only
assumption for this model is that particle at time t = 0 is at a far distance from
2-SELs.

11 Entangling Two Qubits by Means of RF Fields

We are placing electrostatic position-based qubit in external electromagnetic cavity.
We assume that electromagnetic cavity maintains quantum coherence what is pos-
sible in case of cavities with small dissipation (high-quality factor) as it is the case
of superconducting cavity. At the same time we are assuming quantum coherence of
semiconductor position based qubit. What is more we assume coherent interaction
of electromagnetic radiation with electron trapped in positon based qubit. Such sys-
tem is depicted in Fig. 23. We expect that during this interaction it will be possible
to entangle electromagnetic radiation with position based qubit. This entanglement
will be essential in quantum information processing. Before moving to the detailed
picture of qubit-radiation interaction let us review non-local realism in quantum
mechanics.
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11.1 Non-local Realism in Quantum Mechanical Picture

Quantum mechanics gives only probabilistic description of physical processes what
does not support classical determinism but only stochastic determinism. Given par-
ticle can be localized in certain area of space as when it is in the potential minimum
that is around certain point or can be distributed over big area as it is the case of
conductive electron in metal. Once the measurement is conducted on the particle
its position can be determined very exactly but at the prize that particle momentum
is highly perturbed and essentialy information about particle momentum is lost. In
that way one cannot fully determine both position and momentum of the particle
what is expressed in the non-commutation relation between momentum and position
and it leads to the Heisenberg principle. The phenomena that one cannot determine
position and momentum of the particle is commonly known from wave mechanics.
Under the circumstance of particle being localized or delocalized the particles inter-
act what affects the probability distribution. In very real sense quantum particle is
like classical particle under very high noise so it is pointless to talk about the individ-
ual particle position but it makes sense to talk about probability of finding particle
in given ensemble of particles. We use to say that canonical ensemble is attached to
the individual behaviour of particle. Thus dealing with conglomerate of particles we
are dealing with statistical ensemble [of single particle] attached to another statisti-
cal ensemble of environment in which the given particle is placed. Such reasoning
indeed draws analogies of statistical mechanics with quantum mechanics. At some
point one can say that there is no big difference between quantum mechanical or
classical particle under the impact of external potential. Local principle holds for
both classical and quantum pictures and two particles interact if they are close one
to another. Coulomb electrostatic energy has the same formula both in classical and
in quantum picture. However first main difference is the fact that quantum particle
can be subjected to the self-interference as it is the case of two slit experiment when
given wave (quantum particle) appears in certain regions with higher probability
(higher wave intensity) and in other regions with lower probability. Self-interference
requires that wavefunction of given particle is coherent what is strongly dependent on
the environment. Self interference has classical counterpart in the theory of waves as
given electromagnetic wave can interfere with itself. There is however the effect that
has no classical counterpart in quantum picture and is named as entanglement that
is the manifestation of non-local correlation. In classical physics it is however not
suprising that when two particles are interacting the change of state of one particle
brings the change of state of another particle. However the surprising aspect is when
two particles being at very high distances are essentially no interacting and change of
the state of one of particles is affecting the state of another particles in immediateway.
Such event is called spooky action on the distance and is the example of non-local
correlation that can only occur in quantum theory and is the manifestation of particle
entanglement. In this work we will describe the entanglement between waveguide
and position based qubits as well as entanglement between two far position based
qubits mediated by waveguide. Most common picture of entanglement is illustrated
by the Bell states.
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Fig. 23 Position based qubit in RF field (a) and position based qubits placed at high distance
interlinked by waveguide (b)

11.2 Interaction of Radiation with Position Dependent Qubit

We are referring to the situation of placement of position based qubit in external
radiofrequency field of electromagnetic cavity or waveguide as depicted in Fig. 23.
Because of simplicity we are going to use Jaynes-Cumming Hamiltonian [8] that
describes the interaction atom with cavity by means of electromagnetic field [more
precise name can be tight-binding Jaynes-CummingHamiltonian orHubbard Jaynes-
Cumming Hamiltonian]. In the simplest approach the cavity Hamiltonian describing
waveguide without dissipation is represented as

Hcavity = �ωc(
1

2
+ â†â) = Eφ1

∣∣Eφ1
〉 〈
Eφ1

∣∣+ Eφ2

∣∣Eφ2
〉 〈
Eφ2

∣∣ , (156)

where â† (â) is the photon creation (annihilation) operator and number of photons in
cavity is given as n = â†â. At the same we can represent the two level qubit system

Hqubit = Eg |g〉 〈g| + Ee |e〉 〈e| . (157)
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The interaction Hamilonian is of the following form

Hqubit-cavity = g(â†σ− + âσ+), (158)

where σ− = σ1 − iσ2, σ+ = σ1 + iσ2. The qubity-cavity interaction has the electric-
dipole nature so quasiclassicaly we can write

Hqubit-cavity = d̂ · Ê = g(σ− + σ+)(â + â†) ≈ g(â†σ− + âσ+). (159)

Here we have neglected the terms g(σ−â + σ+â†) and our approach is known as
rotating phase. Constant g is depending on the distance between waveguide and
position-dependent qubit as depicted Fig. 2. During photon emission from qubit the
energy level is lowered and reversely during photon absorption the energy level of
qubit is raised what is seen in the term âσ+. The system Hamiltonian is given as
H = Hcavity + Hqubit + Hqubit-cavity. It is not hard to construct the Hilbert space for
Jaynes-Cumming Hamiltonian. Essentially we are considering the tensor product of
qubit space and cavity space.

|ψ〉 = γ1 |φ1〉 |0〉 + γ2 |φ1〉 |1〉 + γ3 |φ2〉 |0〉 + γ4 |φ2〉 |1〉 =

⎛

⎜⎜⎝

γ1
γ2
γ3
γ4

⎞

⎟⎟⎠ ,

1 = 〈ψ |ψ〉 = |γ1|2 + · · · + |γ4|2. (160)

Here |0〉 = |g〉 and |1〉 = |e〉 stands for Eg and Ee energetic state of position based
qubit, while |φ1〉 and |φ2〉 stands for cavity with 1 and 2 photons. We have the
following matrices Hqubit + Hcavity, Hqubit-cavity

Hqubit + Hcavity =

=

⎛

⎜⎜⎝

Eg + Eph1 0 0 0
0 Ee + Eph1 0 0
0 0 Eg + Eph2 0
0 0 0 Ee + Eph2

⎞

⎟⎟⎠

= Eg

∣∣Eg
〉 〈
Eg

∣∣+ Ee |Ee〉 〈Ee| + Eφ1(2)

∣∣Eφ1(2)

〉 〈
Eφ1(2)

∣∣ . (161)

Hqubit-cavity =

⎛

⎜⎜⎝

0 0 0 0
0 0 g1 0
0 g1 0 0
0 0 0 0

⎞

⎟⎟⎠ == g1(
∣∣Eφ1 , Ee

〉 〈
Eφ2 , Eg

∣∣+ ∣∣Eφ2 , Eg
〉 〈
Eφ1 , Ee

∣∣),

(162)

what implies
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Hqubit + Hcavity + Hqubit-cavity =

⎛

⎜⎜⎝

Eg + Eph1 0 0 0
0 Ee + Eph1 g1 0
0 g1 Eg + Eph2 0
0 0 0 Ee + Eph2

⎞

⎟⎟⎠ .

(163)

The last Hamiltonian gives the eigenstates

|E1 >=

⎛

⎜⎜⎝

1
0
0
0

⎞

⎟⎟⎠ , |E2 >=

⎛

⎜⎜⎝

0
0
0
1

⎞

⎟⎟⎠ ,

|E3 >=

⎛

⎜⎜⎜⎝

0
(Ee−Eg)−(Eph2−Eph1 )−

√
((Ee−Eg)−(Eph2−Eph1))2+4|g1|2
2g1
1
0

⎞

⎟⎟⎟⎠ =,

(Ee − Eg) − (Eph2 − Eph1) −√
((Ee − Eg) − (Eph2 − Eph1))2 + 4|g1|2
2g1

|φ1 > |Ee > +|φ2 > |Eg >,

|E4 >=

⎛

⎜⎜⎜⎝

0
(Ee−Eg)−(Eph2−Eph1 )+

√
((Ee−Eg)−(Eph2−Eph1))2+4|g1|2
2g1
1
0

⎞

⎟⎟⎟⎠ , (164)

and one obtains eigenenergies of the form

E1 = Eg + Eph1,

E2 = Ee + Eph2,

E3 = 1

2
(Eg + Ee + Eph1 + Eph2

−
√

((Ee − Eg) − (Eph2 − Eph1))2 + 4|g1|2,

E4 = 1

2
(Eg + Ee + Eph1 + Eph2

+
√

((Ee − Eg) − (Eph2 − Eph1))2 + 4|g1|2, (165)

We recognize that state corresponding to eigenenergies E3 and E4 are entangled states
of matter and radiation while states corresponding to eigenenergies E1 and E2 are
non-entangled states of matter and radiation. In particular if state E3 is subjected to
the measurement of number of photons and value 1 was encountered than it implies
that position based qubit is in the excited state corresponding to the energy Ee .
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Otherwise if the number of photon is encountered to be 2 than the state of qubit is
encountered to be Eg .

11.3 Case of 2 Qubits Interaction via Waveguide
on the Distance and Teleportation on the Distance

We have the following Hamiltonian for 2 qubits interacting with waveguide in the
case when qubit 1 is relatively far from qubit 2. If waveguide has L length and c is
speed of signal propagation along waveguide we have �t = L/c and Hamiltonian
is of the form:

H = (Eφ1|φ1 >< φ1| + Eφ2|φ2 >< φ2|)Iqubit1 Iqubit2+
+ Icavity(Eg1|g1 >< g1| + Ee1|e1 >< e1|)Iqubit2+
+ Icavity(Eg1|g1 >< g1| + Ee1|e1 >< e1|)Iqubit2+
+ Icavity Iqubit1(Eg2|g2 >< g2| + Ee2|e2 >< e2|)+
+ g1 f1(t)[(|φ1 >< φ2|)(|e1 >< g1|)+
+ (|φ2 >< φ1|)(|g1 >< e1|)]Iqubit2+
+ g2 f1(t + �t)[(|φ1 >< φ2|)Iqubit1(|e2 >< g2|)+
+ (|φ2 >< φ1|)Iqubit1(|g2 >< e2|)]. (166)

It is formally 3 interacting body system (qubit1)-(waveguide)-(qubit2) inwhich qubit
1 cannot directly interact with qubit 2 and the quantum state has the form

|ψ(t) >= α1(t)|φ1 > |g1 > |g2 > +α2(t)|φ1 > |g1 > |e2 > +
+ α3(t)|φ1 > |e1 > |g2 > +α4(t)|φ1 > |e1 > |e2 > +
α5(t)|φ2 > |g1 > |g2 > +α6(t)|φ2 > |g1 > |e2 > +
α7(t)|φ2 > |e1 > |g2 > +α8(t)|φ2 > |e1 > |e2 >, (167)

The normalization condition is fullfilled |α1(t)|2 + . . . |α8(t)|2 = 1. The system
matrix is of the structure given below

H =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Eg1 + Eg2 + Eφ1 0 0 0 0 0 0 0

0 Eg1 + Ee2 + Eφ1 0 0 f1(t)e−id2 t g2 0 0 0

0 0 Ee1 + Eg2 + Eφ1 0 f1(t)g1e−id1 t 0 0 0

0 0 0 Ee1 + Ee2 + Eφ1 0 g1 f1(t)e−id1 t g2 f1(t)e−id2 t 0

0 f1(t)eid2 t g2 f1(t)eid1 t g1 0 Eg1 + Eg2 + Eφ2 0 0 0

0 0 0 g1 f1(t)eid1 t 0 Eg1 + Ee2 + Eφ2 0 0

0 0 0 f1(t)eid2 t g2 0 0 Ee1 + Eg2 + Eφ2 0

0 0 0 0 0 0 0 Ee1 + Ee2 + Eφ2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(168)

This matrix can be simplified. We can preassume that g1 f1(t) = g f (t)eid1(t) and
g2 f2(t) = g f (t)eid2(t) and we can divide all matrix by this value. Second simpli-
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fication is by Eg = Eg1 = Eg2 = Eφ1 = Eφ2 − Eφ1 = Ee1 − Eg1 = Ee2 − Eg2. In
such case we obtain

Ĥ =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

3Eg 0 0 0 0 0 0 0
0 4Eg 0 0 g2e−id2(t) 0 0 0
0 0 4Eg 0 g1e−id1(t) 0 0 0
0 0 0 5Eg 0 g1e−id1t g2e−id2(t) 0
0 g2eid2(t) g1eid1(t) 0 4Eg 0 0 0
0 0 0 g1eid1(t) 0 5Eg 0 0
0 0 0 g2eid2(t) 0 0 5Eg 0
0 0 0 0 0 0 0 6Eg

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (169)

It shall be underlined that is g1 and g2 are proportional to the electric field
in the resonator cavity so they are depending on frequency of oscillations and
amplitude of electric field in resonator cavity. If we are dealing with 2 or more
qubits we assume that they are at coupled to EM field in different way and that
they catch oscillating EM field at different phase what is expressed by phase fac-
tors eid1(t) , eid1(t) . The last Hamiltonian matrix has the following energy eigen-

values 3Eg, 4Eg, 5Eg, 6Eg, 4Eg −
√
g21 + g22, 5Eg −

√
g21 + g22 , 4Eg +

√
g21 + g22 ,

5Eg +
√
g21 + g22 . In general case g1 is depending on how waveguide with hole is

close to the position dependent qubit. Otherwise position dependent qubit must be
placed in resonant cavity. We assume Ep = Ep1 = Ep2 = Ep1′ = Ep2′ and we have
found the following eingenstates

|E1 >=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
0
0
0
0
0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= |φ1 > |g1 > |g2 >= 1

2
|φ1〉 (|x1 > −|x2 >)(|x1′ > −|x2′ >),

(170)

|E2 > =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
−(g1/g2)e

i(−d2+d1)

+1
0
0
0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= −(
g1
g2

ei(−d2+d1)|φ1 > |g1 > |e2 > +|φ1 > |e1 > |g2 >
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|E3 > =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0

− g2
g1
ei(−d2+d1)

1
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= − g2
g1

ei(−d2+d1)|φ2 > |g1 > |e2 > +|φ2 > |e1 > |g2 >, (171)

|E4 >=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0
0
0
1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= +|φ2 > |e1 > |e2 >, (172)

|E5 >=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0

− g2eid2√
g21+g22

− g1eid1√
g21+g22
0
1
0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

− g2e
id2

√
g21 + g22

|φ1 > |g1 > |e2 > − g1e
id1

√
g21 + g22

|φ1 > |e1 > |g2 > + 1√
2
|φ1 > |e1 > |e2 >,

(173)

|E6 >=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0

− e2id2
√
g21+g22

g2
0
1
1
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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= −
e2id2

√
g21 + g22
g2

|φ1 > |e1 > |e2 > +|φ2 > |e1 > |g2 > +|φ2 > |g1 > |e2 >,

|E7 >=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
e−id2 g2√

g21+g22
e−id1 g1√

g21+g22
0
1
0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

= e−id2
g2√

g21 + g22

(|φ1 > |e1 > |g2 > +e−id1
g1√

g21 + g22

(|φ1 > |g1 > |e2 > +|φ2 > |g1 > |g2 >,

|E8 >=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0

e−i(2d1+d2)

√
g21+g22
g2

0
e−id2+id1 g1

g2
1
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= e−i(2d1+d2)

√
g21 + g22
g2

|φ1 > |e1 > |e2 > +e−id2+id1
g1
g2

|φ2 > |e1 > |g2 > +|φ2 > |g1 > |e2 >,

(174)

6 eigenstates among 8 Eigenstates (except E1 and E8) are entangled in energy bases.
It is noticeable to underline that all 8 energy eigenstates are entangled in position

based representation especially when all Ep values corresponding to nodes in 2
different qubits are different.

12 Analytic Extensions of Topology of Chain of Coupled
Quantum Dots

Since we have electrostatic control of interaction between quantum dots we can turn
on coupling between two chains of quantum dots as it is depicted in Fig. 24, where
Coulomb electrostatic interaction occurs between m and n’ node of two separated
chain and is given by Ec(m, n′) = f (m, n′) = q2

dm,n′ . The quantum state of right-
system is given as

|ψ〉 = γ1,1′ (t) |1〉 ∣∣1′〉+ γ1,2′ (t) |1〉 ∣∣2′〉+ γ1,3′ (t) |1〉 ∣∣3′〉+ γ1,4′ (t) |1〉 ∣∣4′〉+ γ2,1′ (t) |2〉 ∣∣1′〉+ γ2,2′ (t) |2〉 ∣∣2′〉+
+γ2,3′ (t) |2〉 ∣∣3′〉+ γ2,4′ (t) |2〉 ∣∣4′〉+ γ3,1′ (t) |3〉 ∣∣1′〉+ γ3,2′ (t) |3〉 ∣∣2′〉+ γ3,3′ (t) |3〉 ∣∣3′〉+ γ3,4′ (t) |3〉 ∣∣4′〉 .

(175)
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where
∑

k,l ′ |γk,l ′ |2 = 1. After extension by 2 elements the quantum state of left
system is given as

|ψ〉 = γ1,1′ (t) |1〉 ∣∣1′〉+ γ1,2′ (t) |1〉 ∣∣2′〉+ γ1,3′ (t) |1〉 ∣∣3′〉+ γ1,4′ (t) |1〉 ∣∣4′〉+ γ2,1′ (t) |2〉 ∣∣1′〉+ γ2,2′ (t) |2〉 ∣∣2′〉+
+γ2,3′ (t) |2〉 ∣∣3′〉+ γ2,4′ (t) |2〉 ∣∣4′〉+ γ3,1′ (t) |3〉 ∣∣1′〉+ γ3,2′ (t) |3〉 ∣∣2′〉+ γ3,3′ (t) |3〉 ∣∣3′〉+ γ3,4′ (t) |3〉 ∣∣4′〉 .
+γ1,5′ (t) |1〉 ∣∣5′〉+ γ2,5′ (t) |2〉 ∣∣5′〉+ γ3,5′ (t) |3〉 ∣∣5′〉+ γ1,6′ (t) |1〉 ∣∣6′〉+ γ2,6′ (t) |2〉 ∣∣6′〉+ γ3,6′ (t) |3〉 ∣∣6′〉 .

(176)

where again
∑

s,w′ |γs,w′ |2 = 1. The Hamiltonian of the system before extension is

Ĥ =
(
H1 H2

H3 H4

)
(177)

and after extension into system depicted in Fig. 24 (left side) is

Ĥ(t)ext =
⎛

⎝
H1 H2 He1

H3 H4 He2

He5 He4 He3

⎞

⎠ (178)

with matrix subcomponents Ĥ1(t) =
⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ep1 + Ep1′ + q2

d1,1′
ts1′ ,2′ 0 0 ts12 0

ts2′ ,1′ Ep1 + Ep2′ + q2

d1,2′
ts2′ ,3′ 0 0 ts12

0 ts3′ ,2′ Ep1 + Ep3′ + q2

d1,3′
ts3′ ,4′ 0 0

0 0 ts4′ ,3′ Ep1 + Ep4′ + q2

d1,4′
ts1′ ,2′ 0

ts2,1 0 0 0 Ep2 + Ep1′ + q2

d1′ ,2
t2′ ,3′

0 ts2,1 0 0 ts2′ ,1′ Ep2 + Ep2′ + q2

d2,2′

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Ĥ2 =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0
0 0 0 0 0 0

ts1,2 0 0 0 0 0
0 ts1,2 0 0 0 0
0 0 ts2,3 0 0 0

ts2′,3′ 0 0 ts2,3 0 0

⎞

⎟⎟⎟⎟⎟⎟⎠
, Ĥ3 =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 ts2,1 0 0 ts3′,2′

0 0 0 ts2,1 0 0
0 0 0 0 ts3,2 0
0 0 0 0 0 ts3,2
0 0 0 0 0 0
0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎠
,

Ĥ4(t) =
⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ep2(t) + Ep3′ (t) + q2

d2,3′
ts3′ ,4′ (t) 0 0 0 0

ts4′ ,3′ (t) Ep2(t) + Ep4′ (t) + q2

d2,3′
0 0 0 0

0 0 Ep3(t) + Ep1′ (t) + q2

d2,3′
ts1′ ,2′ (t) 0 0

0 0 ts2′ ,1′ (t) Ep3(t) + Ep2′ (t) + q2

d3,2′
ts2′ ,3′ (t) 0

0 0 0 t3′ ,2′ (t) Ep3(t) + Ep3′ (t) + q2

d3,3′
ts3′ ,4′ (t)

0 0 0 0 ts4′ ,3′ (t) Ep3(t) + Ep4′ (t) + q2

d3,4′

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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1

2

3
1

2

3

extending graph by 

Fig. 24 Example of arbitrary extension of network of electrostatically coupled quantum dots with
reference to technological scheme depicted in Fig. 2

We can determine inductive step of quantum dot graph extension by adding matri-
ces Ĥe1, . . . , Ĥe5 to the Formula 178 in the form as given

Ĥe1 =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0
ts2′,5′ 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 ts2′,5′ 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎠
,= Ĥ †

e5, Ĥe2 =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 ts2′,5′ 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎠
= Ĥ †

e4, (179)

Ĥe3 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ep1 + Ep5′ + q2

d1,5′
ts1,2 0 ts5′ ,6′ 0 0

ts2,1 Ep2 + Ep5′ + q2

d2,5′
ts2,3 0 ts5′ ,6′ 0

0 ts3,2 Ep3 + Ep5′ + q2

d3,5′
0 0 ts5′ ,6′

ts6′ ,5′ 0 0 Ep1 + Ep6′ + q2

d1,6′
ts1,2 0

0 ts6′ ,5′ 0 ts2,1 Ep2 + Ep6′ + q2

d2,6′
ts2,3

0 0 ts6′ ,5′ 0 ts3,2 Ep3 + Ep6′ + q2

d3,6′

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Similarly to before having the knowledge of quantum state at t0 we can evaluate
the state at time t by computing exp(

∫ t
t0

1
�i Ĥext(t)dt ′) |ψ, t0)〉 = |ψ, t)〉 what bases

on the same method already presented before in Eq. (8). We can also perform the
procedure of heating up or cooling down of the quantum state in the way as it was
described before.
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13 Electrostatic Interaction of Josephson Junction Qubit
with Semiconductor Electrostatic Qubit

The state of Josephson junction is well described by Bogoliubov-de Gennes (BdGe)
equation [9] pointing the correlation between electron and holes as

(
H0 �(x)

�(x)∗ −H †
0

)(
un(x)
vn(x)

)
= En

(
un(x)
vn(x)

)
, (180)

where H0 = − �
2

2m
d2

dx2 is free electron Hamiltonian with self-consistency relation
�(x) = ∑

n(1 − 2 f (En))un(x)vn(x)∗, where �(x) is the superconducting order
parameter and f (En) = 1

1+e
− En

kbT
is Fermi-Dirac distribution function and un(x) and

vn(x) are electron and hole wavefunctions. In case of bulk superconductor with con-
stant superconducting order parameter we obtain En = ±√|H0|2 + |�|2. In later
considerationswe are going to omit the self-consistency relation assuming the depen-
dence of superconducting order parameter as step-like function. It shall be underlined
that BdGe equation is mean field equation that is derived basing on BCS theory of
superconductivity. It it thus naturally valid for the case of many particles. Semi-
conductor single electron line with 2 nodes can be regarded as electrostatic posi-
tion dependent qubit and can be described by Hsemi = ts1,2 |1〉 〈2| + ts2,1 |2〉 〈1| +
Ep1 |1〉 〈1| + Ep2 |2〉 〈2| , Figs.7, 8 and 9.

We refer to the physical situation depicted in Fig. 25 that has some level of
similarity to the situation depicted in Figs.7, 8 and 9. We can express coupling of
2 systems assuming 4 nodes for electron or hole and 2 nodes for electron con-
fined in semiconductor so we have eigenvector having 16 components (|0〉e |1〉s ,
|0〉e |2〉s ,|1〉e |1〉s , |1〉e |2〉s ,|2〉e |1〉s , |2〉e |2〉s , |3〉e |1〉s , |2〉e |2〉s ), (|0〉h |1〉s , |0〉h |2〉s ,
|1〉h |1〉s , |1〉h |2〉s ,|2〉h |1〉s , |2〉h |2〉s , |3〉h |1〉s , |2〉h |2〉s) where s refers to semi-

Josephson Junction interacting with two coupled Q-Dots semiconductor qubits

superconductor 1 superconductor 2

0 1 2 3

V(t)

4 channels of 
Coulomb 

interaction

insulator, semiconductor, metallic or weak semiconductor

Points 0, 1, 2, 3 are 
associated with:
Ee0, Ee1, Ee2, Ee3 (electron)
Eh0, Eh1, Eh2, Eh3 (hole)

|1>s |2>sQ-Dot 1 Q-Dot 2
Semiconductor 

position-based qubit
System of 2 or more  coupled 
q-dots controlled by voltages

V1(t) V2(t) V3(t) Oxide Layer

Fig. 25 Superconducting Josephson junction interacting with semiconductor position based qubit
in minimalistic tight-binding approach, where tight-binding BdGe equation describing Josephson
junction is coupled electrostatically to tight-binding model of semiconductor position based qubit
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conductor qubit whose quantum state is superposition of |1〉s and |2〉s and states
|0〉e,…, |3〉e, |0〉h ,…, |3〉h characterizes the state of electron and hole respectively in
ABS [Andreev Bound State when electron moving in normal (non-superconducting)
region between superconductors is reflected as hole when it comes into supercon-
duction area and when hole moving in normal region is reflected as electron when
it meets superconductor etc. …] of Josephson junction. This time the quantum state
of the system can be written as

|ψ, t〉 = γ1(t) |0〉e |1〉s + γ2(t) |0〉e |2〉s + γ3(t) |1〉e |1〉s + γ4(t) |1〉e |2〉s + γ5(t) |2〉e |1〉s + γ6(t) |2〉e |2〉s + γ7(t) |2〉e |1〉s
+γ8(t) |2〉e |2〉s + γ9(t) |0〉h |1〉s + γ10(t) |0〉h |2〉s + γ11(t) |1〉h |1〉s + γ12(t) |1〉h |2〉s + γ13(t) |2〉h |1〉s + γ14(t) |2〉h |2〉s +

γ15(t) |2〉e |1〉s + γ16(t) |2〉h |2〉s .

(181)

Normalization condition implies |γ1(t)|2 + |γ2(t)|2 + · · · + |γ16(t)|2 = 1 at any
instance of time t. Such system has 16 eigenenergies. The probability of find elec-
tron at node 1 under any presence of electron in semiconductor qubit at node
1 or 2 is obtained by applying projection of 〈1|e 〈1|s + 〈1|e 〈2|s so | 〈1|e 〈1|s +
〈1|e 〈2|s |ψ, t〉 |2 is probability of finding electron at node 1 in Josephson junction.
We obtain the following structures of matrices corresponding to H0 part of BdGe
equation in the form as

Ĥ0[e] =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ep1 + Ee0 ts te(1,0) 0 te(2,0) 0 te(3,0) 0
t∗s E p2 + Ee0 0 te(1,0) 0 te(2,0) 0 te(3,0)

t∗e(1,0) 0 Ep1 + q2

a + Ee1 ts te(2,1) 0 te(3,1) 0

0 t∗e(1,0) t∗s E p2 + Ee1 + q2

b 0 te(2,1) 0 te(3,1)

t∗e(2,0) 0 t∗e(2,1) 0 Ep1 + Ee2 + q2

b ts te(3,2) 0

0 t∗e(2,0) 0 t∗e(2,1) t∗s E p2 + Ee2 + q2

a 0 te(3,2)
t∗e(3,0) 0 t∗e(3,1) 0 t∗e(3,2) 0 Ep1 + E3e ts
0 t∗e(3,0) 0 t∗e(3,1) 0 t∗e(3,2) t∗s E p2 + E3e

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(182)

Parameters Ep1, Ep2, ts correspond to semiconductor position based qubit and
distance between semiconductor qubit and Josephson junction is given by a and
b. Other parameters Ee0, Ee1, Ee2, Ee3, Eh0, Eh1, Eh2, Eh3 describes localization
energy of electron and hole at nodes 0, 1, 2 and 3 of Josephson junction. In analogical
way we can write

Ĥ0[h] =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ep1 + Eh0 ts th(1,0) 0 th(2,0) 0 th(3,0) 0
t∗s E p2 + Eh0 0 th(1,0) 0 th(2,0) 0 th(3,0)

t∗h(1,0) 0 Ep1 − q2

a + Eh1 ts th(2,1) 0 th(3,1) 0

0 t∗h(1,0) t∗s E p2 + Eh1 − q2

b 0 th(2,1) 0 th(3,1)

t∗h(2,0) 0 t∗h(2,1) 0 Ep1 + Eh2 − q2

b ts th(3,2) 0

0 t∗h(2,0) 0 t∗h(2,1) t∗s E p2 + Eh2 − q2

a 0 th(3,2)

t∗h(3,0) 0 t∗h(3,1) 0 t∗h(3,2) 0 Ep1 + E3h ts
0 t∗h(3,0) 0 t∗h(3,1) 0 t∗h(3,2) t∗s E p2 + E3h

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(183)
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and two other matrices �̂1 = diag(�(0),�(0),�(1),�(1),�(2),�(2),�(3),
�(3)), �̂2 = �̂

†
1. Finally we obtain the following structure of tight-binding

Bogoliubov-de Gennes equations including the interaction of semiconductor qubit
with Josephson junction described in the minimalistic way in the form

Ĥeff =
(
Ĥ0[e] �̂1

�̂2 Ĥ0[h]

)
. (184)

Similarly as before, having knowledge of quantum state at t0 we can evaluate
the state at time t by computing exp(

∫ t
t0

1
�i Ĥext(t)dt ′) |ψ, t0)〉 = |ψ, t)〉 which bases

on the same method already presented before in Eq. (8). We can also perform the
procedure of heating up or cooling down of the quantum state in the way as it was
described before or we can regulate the population of pointed energetic level(s).

In most minimalistic tight-binding model of Josephson junction Sc-I-Sc
(Superconductor-Insulator-Superconductor) we set �(1) = �(2) = 0 what corre-
sponds to the simplest form of Andreev Bound State in Tunneling Josephson junc-
tion. However in weak-links and in the Field Induced Josephson junctions [10] all
diagonal elements are non-zero and |�| has maximum at �(0) and �(3) that can
be considered as superconducting state of bulk superconductors. Quite naturally,
Field Induced Josephson junction [9] can have special profile of dependence of
superconducting order parameter �(x) on position x with presence of built-in mag-
netic fields in area of junction. It will also have special complex-valued hopping
constants for electron and hole in area of superconductor that will incorporate the
profile of magnetic field present across Josephson junction. Specified Hamiltonian
describing electrostatic interface between superconducting Josephson junction and
semiconductor position-based qubit has the following parameters describing the state
of position based semiconductor qubit Ep1, Ep2, ts = tsr + i tis (4 real valued time
dependent functions), and parameters describing the state of Josephson junction
Ee0, Ee1, Ee2,Ee3, Eh0,Eh1, Eh2,Eh3, �(0), �(1), �(2), �(3), te(1,0), te(2,1), te(2,3),
te(3,0), th(1,0), th(2,1), th(2,3), th(3,0) as well as geometrical parameters describing elec-
trostatic interaction between semiconductor JJ and semiconductor qubit by a and
b. It is worth mentioning that electrostatic interaction taken into account is only
between nodes 1-1s, 1-2s, 2-1s, 2-2s what means 4 channels for Coulomb interac-
tion and simplifies the model greatly so one can find analytical solutions as well.
The assumption with four channels of electrostatic interaction is physically justi-
fiable if one assumes that �(0) �= 0,�(3) �= 0 and (�(1),�(2)) → 0. Therefore
formally we have omitted the following channels of electrostatic interaction 0-1s,
3-1s, 0-2s, 3-2s. It is commonly known that superconducting state especially with
strong superconductivity as in case of bulk superconductor is not supporting and
shielding itself from the external and internal electrostatic field of certain strength
as it naturally protects its ground superconducting macroscopic state. Having estab-
lished the mathematical structure describing the electrostatic interaction between
semiconductor position-based qubit and Josephson junction we can move into first
analytical and numerical calculations. First simplification is that �(1) = �(2) = 0
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Fig. 26 Eigenenergies of semiconductor qubit coupled to Josephson junction in dependence on
distance in tight-binding minimalitic approach

and � = �(0) = �(3) ∈ R so it means that there is no net electric current flowing
via Josephson junction since the electric current flow imposes the condition of phase
difference among superconducting order parameter �(0) and �(3) and in such case
superconducting order parameter is complex valued scalar. Also it implies that there
is no magnetic field in our system since magnetic field brings phase imprint between
�(0) and �(3). Second simplification is that Ep1 = Ep2 = Ep, ts ∈ R. Third sim-
plification is that Ee0 = Ee1 = Ee2 = Ee3 = −Eh0 = −Eh1 = −Eh2 = −Eh3 = V
so it implies electron-hole symmetry in area of ABS that is the middle of Josephson
junction. In such way all hole eigenenergies are corresponding to electron eigenener-
gies with− sign. Last assumption is that electron or hole hopping in the area of ABS
in between nearest neighbours is such that te(k,k+1) �= 0 and th(k,k+1) �= 0 and is 0 oth-
erwise. One can name such feature of transport in Josephson junction as diffusive and
not ballistic what brings the mathematical simplifications. Having established such
facts we can move into analytical and numerical calculations. The Hamiltonian of
physical system has such structure that allows analytic determination of all eigenen-
ergies since Hamiltonian matrix has many symmetries. In particular we can obtain
the spectrum of eigenenergies in dependence on the distance a as depicted in Fig. 26
and spectrum of eigenenergies in dependence of superconducting order parameter as
given in Fig. 27. One can recognize certain similarities with Fig. 6. It simply means
that increase of superconducting order parameter strength brings similar effect as
increase of distance between interaction of semiconductor position based qubit and
Josephson junction.

One of the most interesting feature is tuning the landscape of eigenenergies
by applying small voltage (below the size 2e�) to non-superconducting region of
Josephson junction. In such case one obtains the features as described in Fig. 28.
In the described considerations the spin degree-of-freedom was omitted in case of
Josephson junction as well as in case of semiconductor position based qubit. How-
ever they could be easily included but it would increase the size of matrix describing
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Fig. 27 Eigenenergies of semiconductor qubit coupled to Josephson junction in dependence on
superconducting order parameter in minimalitic approach

Fig. 28 Tunning the spectrum of eigenenergies in electrostatic qubit interacting with Josephson
junction while we are changing the chemical potential of insulator region in Josephson junction at
all nodes 0, 1, 2 and 3 in the same time

interaction between superconductor Josephson junction and semiconductor electro-
static qubit from 16 by 16 to the size 8 * 4 = 32 so one obtains matrix 32 by 32.
Adding strong spin-orbit interaction to the Hamiltonian of Josephson junction under
the presence of magnetic field allows to describe topological Josephson junction. In
such way we can obtain the effective 32 by 32 Hamiltonian for interaction between
semiconductor position based qubit and topological Josephson junction in minimal-
istic way. It shall be also underlined that so far we have used BdGe formalism that is
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suitable for mean field theory domain. However, in our case we have considered very
special interactions between individual (electrons, holes) present in area of Joseph-
son junction and specific individual electron present in area of semiconductor qubit.
Usage of BdGe formalism is therefore first level of possible approximation and fur-
ther more detailed study can be attempted in determination of microscopic processes
present interacting Josephson junction with semiconductor qubit in more detailed
way. It is sufficient to mention that in our case superconductors shall have relatively
small size so we are dealing with relatively small number of electrons and holes
in non-superconducting area. More detailed considerations are however beyond the
scope of this work and requires Density Functional Theory (DFT) methods, etc.

14 Conclusions

The obtained results have meaning in the development of single-electron electro-
static quantum neural networks, quantum gates, such as CNOT, SWAP, Toffoli and
Fredkin gates as well as any other types of quantum gates with N inputs and M
outputs. Single-electron semiconductor devices can be attractive from point of view
of power consumption and they can approach similar performance as Rapid Single
Quantum Flux superconducting circuits [4] having much smaller dimensions than
superconducting circuits. In conducted computations the spin degree-of-freedom
was neglected. However it can be added in straightforward way doubling the size
of Hilbert space. The obtained results allow us to obtain the entanglement of qubit
A (for example) using biparticle Von Neumann entropy S(t)A of qubit A in two
electrostatically interacting qubits with time as given by formula

S(t) = −Tr [ ˆρA(t)(log(ρ̂A(t)))], (185)

where Tr [.] is matrix trace operator and ρA is the reduced density matrix of A qubit
after presence of B qubit was traced out. The obtained results can be mapped to
Schrödinger formalism [11] in order to obtain higher accuracy and resolution in the
description of quantum state dynamics. One can use the results in the determina-
tion of quantum transport in the single electron devices or arbitrary topology, which
can be helpful in optimization of device functionality and sequence of controlling
sequences shaping the electron confinement potential. Topological phase transitions
as described by [12–14] are expected to take place in arrays of coupled electrostatic
qubits due to the similarity of tight-binding applied in semiconductor coupled quan-
tum well model to Josephson model in Cooper pair box superconducting qubits.
All results are straightforward to be generalized for electrons and holes confined in
net of coupled quantum dots (which changes only sign of electrostatic energy so
q2 → −q2) under the assumption that recombination processes do not occur. What
is more the interaction between electrostatic position based qubit and Josephson
junction was formulated and solved in tight-binding model. In a quite straightfor-
ward way one obtains the electrostatically coupled networks of graphs interacting
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with single Josephson junction in analytical way. It will be important in the devel-
opment of interface between semiconductor CMOS quantum computer and already
developed superconducting computer.
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Appendix 1

The simplified Hamiltonian, given by Eq. (120) for two electrostatically interacting
single-electron lines (Fig. 9) has eigenvalues pointed by Formulas ((10)), ((11)) and
has following eigenvectors

Ĥ =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

q11 1 0 1 0 0 0 0 0
1 q12 1 0 1 0 0 0 0
0 1 q13 0 0 1 0 0 0
1 0 0 q12 1 0 1 0 0
0 1 0 1 q11 1 0 1 0
0 0 1 0 1 q12 0 0 1
0 0 0 1 0 0 q13 1 0
0 0 0 0 1 0 1 q12 1
0 0 0 0 0 1 0 1 q11

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (186)

|E1〉 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1,
0,
0,
0,

−1,
0,
0,
0,
1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, |E2〉 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0,
1,
0,

−1,
0,

−1,
0,
1,
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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∣∣E3(4)
〉 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−1,
1
4 (q11 − q12 ±√

8 + (q11 − q12)2),
0,

1
4 (q11 − q12 ±√

8 + (q11 − q12)2),
0,

− 1
4 (q11 − q12 ±√

8 + (q11 − q12)2),
0,

− 1
4 (q11 − q12 ±√

8 + (q11 − q12)2),
1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (187)

∣∣E5(6)
〉 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−1,
1
4 (q12 − q13 ±√

8 + (q12 − q13)2),
0,

1
4 (q12 − q13 ±√

8 + (q12 − q13)2),
0,

− 1
4 (q12 − q13 ±√

8 + (q12 − q13)2),
0,

− 1
4 (q12 − q13 ±√

8 + (q12 − q13)2),
1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(188)

∣∣Ek=(7...9)
〉 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1,
(Ek=(7...9) − q11)/2,

(−Ek=(7...9)+q11 )(−2+E2
k=(7...9)+q11q12−Ek=(7...9)(q11+q12 ))

2(−3Ek=(7...9)+q11+2q13 )
,

(Ek=(7...9) − q11)/2,
2,

(Ek=(7...9) − q11)/2,
2,

(−Ek=(7...9)+q11)(−2+E2
k=(7...9)+q11q12−Ek=(7...9)(q11+q12 ))

2(−3Ek=(7...9)+q11+2q13 )

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(189)

It is important to recognize that in the case of electrons partly or wholly localized at
the nodes of 2-SEL system, such that all hoping constants ts1,kl and ts2,r ′u′ are zero,
we have no quantum entanglement between 2-SELs if it populates one energetic level
and its Hamiltonian becomes diagonal. It brings the following energy eigenstates:
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|E1〉 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
0
0
0
0
0
0
0
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, . . . |E9〉 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0
0
0
0
1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (190)

and Hamiltonian of system simulating two electrostatically charged insulators has
the following structure

Ĥ =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

q11 0 0 0 0 0 0 0 0
0 q12 0 0 0 0 0 0 0
0 0 q13 0 0 0 0 0 0
0 0 0 q12 0 0 0 0 0
0 0 0 0 q11 0 0 0 0
0 0 0 0 0 q12 0 0 0
0 0 0 0 0 0 q13 0 0
0 0 0 0 0 0 0 q12 0
0 0 0 0 0 0 0 0 q11

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(191)

what brings following eigenenergy values

E1 = q11 , E2 = q12 , E3 = q13 , E4 = q12 , E5 = q11 ,

E6 = q12 , E7 = q13 , E8 = q12 , E9 = q11 .

(192)

Appendix 2: Details of Analytical Solution for Case
of Coupled SELs

We continue derivation of the equation of motion imposed by classical picture of
2-SELs and from Hamiltonian 137 we obtain the following expression for velocity
of interacting particles with positions x1(t) = −x2(t) and velocity vs time as

∫
dv√

q4(Ec − mv2))4 − d2(Ec − mv2)6
= d2

q4

∫
du√

(
Ecd
q − u)

1

u2
√
1 − u2

= s1

∫
du√

(s − u)

1

u2
√
1 − u2

.

(193)
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Setting s1 = d2

q4 and s = Ecd
q , we obtain the integral s1

∫
du√
(s−u)

1
u2

√
1−u2

that has the
solution as

s1

∫
du√

(s − u)

1

u2
√
1 − u2

= s1

s
√
1 − u2

[
(
u2 − 1

)√
s − u

u
+

+
i(s − 1)

√
s − u

√
u−1
s−1

(
EllipticE

(
i sinh−1

(√
u−s
s+1

)
, s+1
s−1

)
− EllipticF

(
i sinh−1

(√
u−s
s+1

)
, s+1
s−1

))

√
u−s
u+1

+

+
is

√
s − u

√
u−1
s−1 EllipticF

(
i sinh−1

(√
u−s
s+1

)
, s+1
s−1

)

√
u−s
u+1

−

(√
s − 1 + √

s + 1
) (√

s − 1 − √
s − u

)2
√ √

s−1
(√

s+1−√
s−u

)
(√

s−1+√
s+1

)(√
s−1−√

s−u
)
√ √

s−1
(√

s−u+√
s+1

)
(√

s−1−√
s+1

)(√
s−u−√

s−1
)

√
s
(
s − √

s − 1
√
s + 1 − 1

) ×

×
√√

s − 1
√
s − u − √

s + 1
√
s − u + s − √

s − 1
√
s + 1 − 1(√

s − 1 + √
s + 1

) (√
s − 1 − √

s − u
) ×

×
[ (√

s − 1 + √
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where EllipticF[., .] is the elliptic integral of the first kind, EllipticE[., .] is the elliptic
integral of the second kind and EllipticPi[., .] is the complete elliptic integral of
the third kind as in accordance with nomenclature used by Mathematica symbolic
software [15].

Appendix 3: Details of Anticorrelation Function Calculation
for the Case of WeakMeasurement Performed on the 2-SELs

We refer to the Hamiltonian of 2-SEL system coupled to flying qubit given by Eq.
(152) and we recognize that the time-dependent Hamiltonian ĤAC(t) and evolution
operator based on it is as follows
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e
1

�i

∫ t
0 (ĤAC (t ′)× ÎB )dt ′ = (195)

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

e
1

�i

∫ t
0 Ec1′′ 1 (t ′ )dt ′ 0 0 0 0 0 0 0

0 e
1

�i

∫ t
0 Ec1′′ 1dt ′ 0 0 0 0 0 0

0 0 e
1

�i

∫ t
0 Ec2′′ 1 (t ′ )dt ′ 0 0 0 0 0

0 0 0 e
1

�i

∫ t
0 Ec2′′ 1 (t ′ )dt ′ 0 0 0 0

0 0 0 0 e
1

�i

∫ t
0 Ec1′′ 2 (t ′ )dt ′ 0 0 0

0 0 0 0 0 e
1

�i

∫ t
0 Ec1′′ 2 (t ′ )dt ′ 0 0

0 0 0 0 0 0 e
1

�i

∫ t
0 Ec2′′ 2 (t ′ )dt ′ 0

0 0 0 0 0 0 0 e
1

�i

∫ t
0 Ec2′′ 2 dt ′

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Now we are defining the correlation function for 2-SELs in case of the system
interaction with the external flying qubit given by the matrix

CAB,C = ÎC × ĈAB =
(
1 0
0 1

)
×

⎛

⎜⎜⎝

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

⎞

⎟⎟⎠ =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

+1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 +1 0 0 0 0
0 0 0 0 +1 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 +1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(196)

Now we construct Hamiltonian for non-interacting C and AB physical systems
given as

Ĥ = ÎC × ĤAB + ĤC × ÎAB =

=
(
ĤAB 0̂4×4

0̂4×4 ĤAB

)
+

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ĤC [1, 1] 0 0 0 ĤC [1, 2] 0 0 0

0 ĤC [1, 1] 0 0 0 ĤC [1, 2] 0 0

0 0 ĤC [1, 1] 0 0 0 ĤC [1, 2] 0

0 0 0 ĤC [1, 1] 0 0 0 ĤC [1, 2]
ĤC [2, 1] 0 0 0 ĤC [2, 2] 0 0 0

0 ĤC [2, 1] 0 0 0 ĤC [2, 2] 0 0

0 0 ĤC [2, 1] 0 0 0 ĤC [2, 2] 0

0 0 0 ĤC [2, 1] 0 0 0 ĤC [2, 2]

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ep1 + Ep1′ + Ec1 ts1′2′ ts12 0 0 0 0 0

t∗s1′2′ Ep1 + Ep2′ + Ec2 0 ts12 0 0 0 0

t∗s12 0 Ep2 + Ep1′ + Ec2 ts1′2′ 0 0 0 0

0 t∗s12 t∗s1′2′ Ep2 + Ep2′ + Ec1 0 0 0 0

0 0 0 0 Ep1 + Ep1′ + Ec1 ts1′2′ ts12 0

0 0 0 0 t∗s1′2′ Ep1 + Ep2′ + Ec2 0 ts12
0 0 0 0 t∗s12 0 Ep2 + Ep1′ + Ec2 ts1′2′

0 0 0 0 0 ts12 t∗s1′2′ Ep2 + Ep2′ + Ec1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

+

+

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ep1′′ 0 0 0 ts1′′2′′ 0 0 0

0 Ep1′′ 0 0 0 ts1′′2′′ 0 0

0 0 Ep1′′ 0 0 0 ts1′′2′′ 0

0 0 0 Ep1′′ 0 0 0 ts1′′2′′

t∗s1′′2′′ 0 0 0 Ep2′′ 0 0 0

0 t∗s1′′2′′ 0 0 0 Ep2′′ 0 0

0 0 t∗s1′′2′′ 0 0 0 Ep2′′ 0

0 0 0 t∗s1′′2′′ 0 0 0 Ep2′′
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⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ep1 + Ep1′ + Ec1 ts1′2′ ts12 0 ts1′′2′′ 0 0 0

t∗s1′2′ Ep1 + Ep2′ + Ec2 0 ts12 0 ts1′′2′′ 0 0

t∗s12 0 Ep2 + Ep1′ + Ec2 ts1′2′ 0 0 ts1′′2′′ 0

0 t∗s12 t∗s1′2′ Ep2 + Ep2′ + Ec1 0 0 0 ts1′′2′′

t∗s1′′2′′ 0 0 0 Ep1 + Ep1′ + Ec1 ts1′2′ ts12 0

0 t∗s1′′2′′ 0 0 t∗s1′2′ Ep1 + Ep2′ + Ec2 0 ts12
0 0 t∗s1′′2′′ 0 t∗s12 0 Ep2 + Ep1′ + Ec2 ts1′2′

0 0 0 t∗s1′′2′′ 0 ts12 t∗s1′2′ Ep2 + Ep2′ + Ec1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

+

+ diag(Ep1′′ , Ep1′′ , Ep1′′ , Ep1′′ , Ep2′′ , Ep2′′ , Ep2′′ , Ep2′′ ).
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We recognize that diagonal elements of ÎC × ĤAB + ĤC × ÎAB are

(Ep1 + Ep1′ + Ec1 + Ep1′′ , Ep1 + Ep2′ + Ec2 + Ep1′′ , Ep2 + Ep1′ + Ec2 + Ep1′′ , Ep2 + Ep2′ + Ec1 + Ep1′′ ,
Ep1 + Ep1′ + Ec1 + Ep2′′ , Ep1 + Ep2′ + Ec2 + Ep2′′ , Ep2 + Ep1′ + Ec2 + Ep2′′ , Ep2 + Ep2′ + Ec1 + Ep2′′ ).

Now we consider the interaction between qubits C and A denoted by HCA and it will
be incorporated into global Hamiltonian ĤC A × ÎB that has the following diagonal
matrix representation

ĤC A =

⎛

⎜⎜⎝

Ec1′′1(t) 0 0 0
0 Ec1′′2(t) 0 0
0 0 Ec2′′1(t) 0
0 0 0 Ec2′′2(t)

⎞

⎟⎟⎠ (197)

and consequently

ĤC A × ÎB =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ec1′′1(t) 0 0 0 0 0 0 0
0 Ec1′′1(t) 0 0 0 0 0 0
0 0 Ec1′′2(t) 0 0 0 0 0
0 0 0 Ec1′′2(t) 0 0 0 0
0 0 0 0 Ec2′′1(t) 0 0 0
0 0 0 0 0 Ec2′′1(t) 0 0
0 0 0 0 0 0 Ec2′′2(t) 0
0 0 0 0 0 0 0 Ec2′′2(t)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(198)
We have the total Hamiltonian for the flying qubit interacting with 2-SELs given as

Ĥ = ÎC × ĤAB + ĤC × ÎAB + Ĥ(t)CA × ÎB . (199)

We recognize that the diagonal terms of totalmatrix are given as a following sequence

(Ep1 + Ep1′ + Ec1 + Ep1′′ + Ec1′′1(t), Ep1 + Ep2′ + Ec2 + Ep1′′ + Ec1′′1(t), Ep2 + Ep1′ + Ec2

+ Ep1′′ + Ec1′′2(t), Ep2 + Ep2′ + Ec1 + Ep1′′ + Ec1′′2(t),

Ep1 + Ep1′ + Ec1 + Ep2′′ + Ec2′′1(t), Ep1 + Ep2′ + Ec2 + Ep2′′
+ Ec2′′1(t), Ep2 + Ep1′ + Ec2 + Ep2′′ + Ec2′′2(t), Ep2

+ Ep2′ + Ec1 + Ep2′′ + Ec2′′2(t)). (200)

Setting Ep1 = Ep1′ = Ep1′′ = Ep2 = Ep2′ = Ep2′′ = Ep, we obtain diagonal
terms as

(Ec1 + 3Ep + Ec1′′1(t), Ec2 + 3Ep + Ec1′′1(t), Ec2 + 3Ep + Ec1′′2(t), 3Ep + Ec1 + Ec1′′2(t),
Ec1 + 3Ep + Ec2′′1(t), 3Ep + Ec2 + Ec2′′1(t), 3Ep + Ec2 + Ec2′′2(t), 3Ep + Ec1 + Ec2′′2(t)). (201)
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Substracting element 3Ep + Ec1 we obtain

Ec1′′1(t), Ec2 − Ec1 + Ec1′′1(t), Ec2 − Ec1 + Ec1′′2(t), Ec1′′2(t),

Ec2′′1(t), Ec2 − Ec1 + Ec2′′1(t), Ec2 − Ec1 + Ec2′′2(t), Ec2′′2(t)). (202)

Now we are constructing the density matrix for the case of non-interacting qubit C
with 2-SELs denoted as AB system. We assume that qubit C is in the ground state
and that symmetric 2-SELs line is populated at energy E1 or E2. In such a case, the
density matrices are as follows

ρ̂C =
(+ 1

2 − 1
2− 1

2 + 1
2

)
, ρ̂AB =

⎛

⎜⎜⎝

+ 1
2 0 0 − 1

2
0 0 0 0
0 0 0 0

− 1
2 0 0 + 1

2

⎞

⎟⎟⎠ (203)

Therefore, the density matrix of non-interacting qubit C with 2-SELs line denoted
as AB system is given as

ρ̂ABC =
(+ 1

2 − 1
2− 1

2 + 1
2

)
×

⎛

⎜⎜⎝

+ 1
2 0 0 − 1

2
0 0 0 0
0 0 0 0

− 1
2 0 0 + 1

2

⎞

⎟⎟⎠ =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

+ 1
4 0 0 − 1

4 − 1
4 0 0 + 1

4
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

− 1
4 0 0 + 1

4 + 1
4 0 0 − 1

4− 1
4 0 0 + 1

4 + 1
4 0 0 − 1

4
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

+ 1
4 0 0 − 1

4 − 1
4 0 0 + 1

4

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (204)

The density matrix follows the equation of motion

ρ(t) = e
1
i�

∫ t
0 H(t ′)dt ′

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

+ 1
4 0 0 − 1

4 − 1
4 0 0 + 1

4
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

− 1
4 0 0 + 1

4 + 1
4 0 0 − 1

4− 1
4 0 0 + 1

4 + 1
4 0 0 − 1

4
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

+ 1
4 0 0 − 1

4 − 1
4 0 0 + 1

4

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

e− 1
i�

∫ t
0 H(t ′)dt ′ . (205)

Since the structure of the Hamiltonian matrix Ĥ(t) = ÎC × ĤAB + ĤC × ÎAB +
ĤC A(t) × ÎB describing the interaction of three electrons confined to the flying
position-based qubit C and 2-SEL system is known at all instances of time in the
analytical way as well as the operators e± 1

i�

∫ t
0 H(t ′)dt ′ are known in the analytical way,

the structure of the density matrix is known in the analytical way. This implies our
full knowledge of the qubit C state and 2-SELs system at any instance of time thanks
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to the Formula (149). Such reasoning opens the perspective of analytical approach
towards quantum N -body electron (hole) system confined to the three disconnected
graphs of quantum dots of any topology in the 3D space subjected to the steering
mechanism from voltage polarization applied to CMOS gates, as depicted in Fig. 2.
It is thus the subject of the future more detailed studies with use of both analytical
and numerical tools. It also opens the perspective on new experiments and new tech-
nological novelties in the area of cryogenic CMOS single-electron device electronics
[16] that have both importance in the implementation of quantum computer as well
as in the development of classical single electron electronics.
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Morphology and Physico-mechanical
Properties of Antifriction Epoxy
Nanocomposites

V. Havrylova, S. Zhyltsova, Ye. Mamunya, N. Babkina, and V. Tkach

Abstract The article presents the study results of the properties of the antifric-
tion epoxy polymer coating. To improve the adhesion and cohesion properties of
the coating, the nanodisperse organosilicon modifier synthesized in situ by the
sol–gel method was introduced into a matrix based on anhydride cured epoxy
resin. Molybdenum disulfide was added to improve the mechanical and antifriction
properties.

Keywords Epoxy-silica nanocomposite · Scanning electron microscopy ·
Thermomechanical analysis · Dynamic mechanical analysis · Coating for friction
pairs · Sol–gel method · Molybdenum disulfide

1 Introduction

The formation of a nanostructured state is one of the most effective ways to achieve a
high level of physical–mechanical, tribotechnical, anticorrosive properties of mate-
rials. Nanomaterials have a large proportion of near-surface atoms with their unsat-
urated bonds, the interaction of electrons with a free surface, as well as an increased
volume fraction of interfaces, which are characterized by a non-equilibrium state,
which causes elastic deformation of the material at the interfaces.

The high level of the surface energy of nanoparticles introduced to modify mate-
rials and coatings has a significant effect on the processes of cohesive and adhesive
interactions of nanoparticles with thematrix phase. The introduction of nanoparticles
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changes the conditions of thermal and electrophysical processes during the formation
of the structure of the material, contributing to its dispersion and improvement of
performance. In addition, a decrease in the size of particles to the nanoscale makes
it possible to significantly reduce the degree of filling of modified materials [1–3].

Organic–inorganic nanocomposites can synergistically combine the properties of
interacting components. The inorganic component possesses high chemical resis-
tance, thermal stability, abrasion resistance; the organic one improves flexibility,
ductility, strength, etc. By mixing these components, it is possible to create hybrids
withmuch better properties than individual constituents, which significantly expands
the possibilities of the application of the obtainedmaterials [4]. Such hybrid organic–
inorganic nanocomposites are three-phase systems including phases of organic and
inorganic components and a phase that is the product of their interaction [5].

Epoxy-inorganic composites are often used as protective coatings for different
surfaces [6]. At the same time, the purposeful introduction of a certain amount of
filler, usually used in the preparation ofmaterials, for example, with antifriction prop-
erties, will make it possible to synthesize a coating with both a high degree of inter-
facial interaction and the desired set of tribotechnical parameters. Such nanocoatings
can become promisingmaterials due to the synergistic combination of all the compo-
nents that form this system. This work aimed to obtain, using the sol–gel method,
epoxy-inorganic nanostructured coatings with improved mechanical and antifriction
properties due to the introduction of molybdenum disulfide.

2 Experimental Technique

The polymeric matrix was formed of an epoxy resin (hydrogenated analog of
DGEBA), an anhydride hardener (isomethyltetrahydrophthalic anhydride), and a
tertiary amine as an accelerator. The curing of the polymer (sample 1) was carried
out in a stepwise mode, by heating it from 120 to 180 °C. The inorganic component
consisted of silica particles formed in situ by the sol–gel method based on organosil-
icon precursors. The content of the siloxane component was 1 wt.% (sample 2) and
3 wt.% (sample 3). Molybdenum disulfide (30 wt.%, sample 4) was additionally
introduced into the liquid composition of sample 3 to provide the required complex
physical and mechanical properties. The composites were cured in the same way as
sample 1.

The structure and elemental composition of the samples were studied using an
EVO 50XVP scanning electron microscope (Carl Zeiss, Germany).

Composites were studied by thermomechanical analysis [7] (TMA) with a TMA
Q400EM analyzer (TA Instruments, United States). The TMA curves were obtained
in the regime of the indenter penetration into the composite sample, which is identical
to its deformation. The sample was placed onto a quartz base plate and pressured by
a quartz indenter with a tip 0.85 mm in diameter. The effort applied to the indenter
was 0.28 N, which provides constant compressive stress of 0.5 MPa on the sample.
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The samples were cut from composite plates in the form of squares with a side
size of 6 mm; the thickness of the samples was 0.3–0.4 mm.

The samples were heated at a constant rate of 5 °C/min. The TMA curves were
recorded in the temperature range 25–160 °C.

The TMA curves were used to determine the glass transition and high elasticity
temperatures Tg and Te. We also calculated the relative deformation L, %:

L = �l

l0
· 100,

where �l is the deformation of the sample under load, μm; l0 is the initial sample
thickness, μm.

Previously, to eliminate the thermal history and internal stresses, the samples were
heated in an oven at 150 °C for 3 h with slow cooling.

The calculation of the effective molecular weight between crosslinks in the
polymer network Mc, g/mol, was carried out according to the formula

Mc = 3RρTe
Ee

,

where R is the universal gas constant, J/(mol·K); ρ—density of the sample, g/cm3;
Te—high elasticity temperature, K; Ee—equilibrium modulus, MPa.

Viscoelastic properties were determined by dynamic mechanical analysis (DMA)
on Q800 dynamic analyzer (TA Instruments, USA) with a heating rate of 3 °C·min–1

in the temperature range from 20 to 200 °C. The measurement of the viscoelastic
characteristics such as the tangent of mechanical loss (tan δ) and the dynamic storage
modulus (E′) was carried out in the tensile strain mode at a frequency of 10 Hz. The
glass transition temperature was defined as the temperature of the tan δ maximum.
The value of the storage modulus in the glassy state at T = 25 °C (E’T=25 °C) and in
the region of the high elasticity at T = 150 °C (E′

T=150 °C) was determined from the
temperature dependences of E′.

Tensile strength σ t of the adhesive joints of D16 aluminum alloy with the
composite was determined on aluminum samples according to GOST 14760-69.
Before joining, the surface was treated with corundum on a grinding plate to roughen
the surface and remove the oxide film, after which it was degreased with acetone.
The thickness of the adhesive layer was 60–80 μm. The measurement error did not
exceed 10%.

Ultimate mechanical properties under uniaxial tension (fracture stress σ f and
deformation at break εb) were determined on a Polyany-type dynamometer at a
strain rate of 3.8 × 10–5 m/s. The elastic modulus E was calculated from the slope
of the initial straight-line part of the stress (σ )–strain (ε) curve. The measurement
error did not exceed 10%.
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3 Results and Its Discussion

It is known that the sol–gel method, depending on the synthesis conditions and
system components, makes it possible to obtain nanocomposites with a uniform
distribution of particles in a polymer matrix [8], which provides high homogeneity
of such systems and reproducibility of material properties. These structural features
are due to the high content of surface groups on the filler particles, which can have
an affinity for the polymer component because of functionalization or the use of
precursors containing organic fragments that are incapable of hydrolysis.

The data obtained by scanning electronmicroscopy indicate a significant change in
the structure of the polymer upon the introduction of silica particles and an antifriction
filler—molybdenum disulfide (Fig. 1). Figure 1a shows a homogeneous single-phase
structure of the initial epoxy polymer. The introduction of silica particles causes the
formation of regions with a pronounced layer morphology (see Fig. 1b), and the
introduction of molybdenum disulfide leads to a further decrease in the grain size of
the epoxy matrix and the formation of a heterophase layer structure with a uniform
distribution of phases (see Fig. 1c, d), which can greatly improve the mechanical
properties of the composite.

Fig. 1 Transformation of the structure of epoxy polymer (a), with the introduction of 3 wt.% silica
particles (b), followed by the addition of molybdenum disulfide (c, d) according to SEM data
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Primary SiO2 nanoparticles in the grains of the epoxy matrix form aggregates
with a size of 0.5–2.0 μm (Fig. 2). The ratio of elements in different parts of the
structure of sample 2 is given in Table 1. They indicate that the light formations in
the figure are agglomerates of silica particles.

Continuity of grain boundaries is important to ensure a reproducible set ofmaterial
properties. It is known that if the boundaries between grains are continuous, in other
words, the structure is denser, then the composite has the best physical andmechanical
characteristics. The effect of molybdenum disulfide antifriction filler on the structure
of epoxy-silica nanocomposite is analyzed. According to the SEM data (see Fig. 1c,
d), the sample contains finer grains compared to the system without a filler. Analysis
of micrographs (see Fig. 1b, c) indicates that the samples with the addition of silica
particles and antifriction filler have a dense structure.

Such changes in the morphology of composites significantly affect their proper-
ties. The characteristics of composite samples with a silica particles content of 1 and
3 wt.%, as well as systems with the addition of MoS2 (Fig. 3 and Table 2), were
determined by thermomechanical analysis.

In the glassy state, samples of polymer (1) and composites (2, 3) do not exhibit
thermal expansion under an applied load (Fig. 3). The TMA curve of sample 4, which
contains an antifriction filler, molybdenum disulfide (see Fig. 3b), differs in shape
from those described above and demonstrates the presence of thermal expansion
during the action of the stress of 0.5 MPa.

Fig. 2 The structure of a
composite based on the
epoxy polymer with
additives of 1 wt. % silica
particles according to SEM
data

Table 1 The content of
elements in different parts of
the structure of the composite
containing 1 wt.% silica
particles

Site Content of elements, % (by mass)

C O Si

1 77.24 21.87 0.89

2 81.83 17.09 1.08

3 83.12 15.65 1.23
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Fig. 3 TMA curves of samples 1–3 (a) and 1, 4 (b). Curve numbers correspond to sample numbers

Table 2 Characteristics of composite samples obtained from thermomechanical analysis data

Sample Tg (°C) Te (°C) Te–Tg (°C) Le (%) ρ (g/cm3) Mc (g/mol) nc·104 (mol/cm3)

1 90 103 13 6.0 1.15 1340 8.6

2 75 89 14 7.4 1.16 1600 7.3

3 71 90 19 10.2 1.18 2250 5.2

4 70 98 28 4.1 1.51 1180 12.8

The presence of SiO2 particles formed by the sol–gel method in the epoxy matrix
leads to a shift of the curves toward lower temperatures as compared to the epoxy
polymer—the values of Tg and Te decrease (Table 2), and the effect becomes more
pronounced with an increase in the amount of silica particles. The glass transition
temperature decreases from90 °C for the epoxypolymer to 75 and71 °C for samples 2
and 3with the content of SiO2 1 and 3wt.%, respectively. In this case, the values of the
highly elastic deformation Le increase from 6.0% for the unmodified epoxy polymer
to 7.4 and 10.2% for samples 2 and 3, respectively. This indicates a decrease in the
degree of crosslinking of the epoxy matrix in the presence of silica particles, which
leads to its plasticization (that indicates a decrease ofTg) and a relative decrease in the
physico-mechanical characteristics of the composite. This is indicated by an increase
in the values of the effective molecular weight Mc between crosslinks of samples 2
and 3 in comparison with the unmodified epoxy polymer, sample 1 (see Table 2). It
is seen that in the presence of 1 and 3 wt.% silica particles in the polymer matrix of
the composite, the crosslink density decreases by ~20 and 70%, respectively.

It is known that the introduction of mineral fillers into polymers can significantly
change the mechanical characteristics of materials [9]. To improve the operational
properties of the obtained samples of the epoxy-silica nanocomposite, additives of
molybdenum disulfide were introduced into the uncured composition. The obtained
composite has low values of highly elastic deformation (Le = 4.1%), however, the
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Te–Tg difference is quite large (28 °C), which indicates a wide glass transition
temperature range. An increase in the interval of transition from a glassy state to
a highly elastic state indicates an increase in the heterogeneity of the composite in
terms of molecular mobility. In this case, the crosslinking density of sample 4 is
almost 1.5 times higher than that of the composite containing 3 wt.% silica particles
without the addition of MoS2 (sample 3) (see Table 2).

Themechanical characteristics of the composite with the addition ofmolybdenum
disulfide aremuch higher than those for composites that do not contain an antifriction
filler (samples 2, 3) (see Table 2). These data once again emphasize the role played
by silica particles in providing the necessary physico-mechanical characteristics of
the composite.

It is known that DMA is one of the effective methods for finding correlations
between the structure and viscoelastic properties of polymers [10, 11]. The tempera-
ture dependences of the viscoelastic functions of the initial epoxy polymer (sample 1)
and composites (samples 2–4) demonstrate the presence of a clear relaxation glass
transition, which manifests itself as maximum tan δ (Fig. 4) and a sharp decrease in
E′ (Fig. 5). The parameters of the viscoelastic characteristics of the studied samples
are presented in Table 3.

It can be seen from Figs. 4 and 5 that for epoxy composites (curves 2–4) the
glass transition region is shifted toward lower temperatures as compared to the initial
polymer (curve 1), which is consistent with the results obtained by the TMAmethod.
The presence of silica particles decreases the Tg by 15 °C at a content of 1 wt.% SiO2

and by 19 °C at a content of 3 wt.% SiO2 (Table 3). It may indicate a decrease in the
degree of crosslinking of the epoxy matrix of the composite in the presence of silica
particles. It should be noted that the values of Tg determined by the DMA method
are 25 °C higher than from the TMA data (compare Tables 2 and 3). This can be
explained by the fact that the TMA curves show the beginning of the glass transition
process, while the DMAmethod reflects the losses in the entire glass transition area.

A decrease in the degree of crosslinking in epoxy-silica composites (samples 2
and 3) is also evidenced by a decrease in the values of E′

T=150 °C (Table 3) since it

Fig. 4 Temperature
dependences of mechanical
losses (tan δ) of samples 1–4.
Curve numbers correspond
to sample numbers
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Fig. 5 Temperature
dependences of the storage
modulus (E′) of samples 1–4.
Curve numbers correspond
to sample numbers
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Table 3 Parameters of the viscoelastic characteristics of epoxy samples

Sample Tg (°C) tan δmax E′
T=25 °C (MPa) E′

T=150 °C (MPa)

1 115 1.33 2500 9.1

2 100 1.36 2690 6.9

3 96 1.24 2670 8.8

4 92 1.13 3960 10.4

is known that the value of the storage modulus in the region of the high elasticity
directly correlates with the crosslink density for crosslinked polymers [10], which
are epoxies. At the same time, the presence of 3 wt.% SiO2 does not weaken the
intermolecular interaction in the epoxy composite, which is indicated by the stability
of the E′ values in the glassy state (Fig. 5) for samples 2 and 3 (curves 2, 3) and the
initial polymer (curve 1). It can be seen from Table 3 that the values of E′

T=25 °C for
composites with 1 and 3 wt.% SiO2 (samples 2 and 3) are even slightly higher than
the corresponding value for the initial polymer (sample 1).

It is shown that the addition of the antifriction fillerMoS2 (sample 4) together with
the silica particles lowers the Tg of the epoxy composite insignificantly and leads to
a decrease in the intensity of the glass transition (see Fig. 4). A decrease in tan δmax

for filled composites can be associated with a decrease in the polymer content in their
composition. However, the additional introduction of MoS2 by 1.5 times increases
the value of E′ of the composite at T = 25 °C and significantly increases the value
of the storage modulus even in the high elasticity region at T = 150 °C (see Table 3)
that may indicate an improvement of the physical interactions in the system. Thus,
in the case of joint introduction of silica particles and molybdenum disulfide, the
epoxy composite material acquires better physical and mechanical properties.

The revealed structural features also affect the deformation strength characteristics
of the synthesized composites. It was found that the presence in the polymer matrix
of SiO2 particles synthesized by the sol–gel method, despite the plasticization effect,
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Table 4 Influence of SiO2 content on deformation strength characteristics and tensile strength of
the adhesive joints of D16 aluminum alloy by the composites

Sample E (GPa) σ f (MPa) εb (%) σ t (MPa)

1 1.32 66 9.5 35

2 1.54 75 8.5 47

3 1.40 65 7.1 31

has a positive effect on the elastic modulus of composites in comparison with the
unmodified epoxy polymer with a simultaneous tendency toward a decrease in the
relative elongation of the sample (Table 4). For composites with a SiO2 content of
1 wt.%, Young’s modulus increases by 17% compared to the unmodified polymer,
while the tensile strength increases by 14%.With an increase in the content of SiO2 to
3 wt.%, there is a tendency to a decrease in the cohesive strength of the composite—
σ f decreases almost to the level of an unmodified epoxy polymer, at the same time,
the elastic modulus, despite a certain decrease, is higher than for sample 1.

In addition to changing the cohesive strength of composites, an improvement in
the adhesion characteristics of the material is also observed when the polymer matrix
contains 1 wt.% SiO2. It is shown that in the presence of silica particles containing
a high amount of silanol groups on the surface, the tensile strength of the adhesive
joints of D16 aluminum alloy by the composite increases by 35% with the cohesive
failure mode. The authors of [12] observed a positive effect of the silica filler on
the adhesive properties of composite coatings, explaining this by the formation of
covalent Si–O–Al bonds between the surface of the aluminum substrate and the
Si–OH groups of the organosilicon filler.

An increase in the content of silica particles to 3 wt.% results in a decrease in
the strength of the adhesive joints of D16 aluminum alloy by the composites, which
can be explained by a decrease in the cohesive strength of the sample due to the
plasticization effect. At the same time, this effect of lowering the glass transition
temperature usually helps to reduce brittleness, which is one of the disadvantages
of highly crosslinked epoxy resins. Therefore, the observed plasticization effect in
the presence of SiO2 particles synthesized by the sol–gel method can positively
affect the operational properties of the obtained composites, especially because of
improved adhesion tometal surfaces and considering the possibility of modifying the
system with molybdenum disulfide. Such a combination of components can provide
a sufficient level of antifriction characteristics of a polymer nanocomposite coating,
which can be promising for use in friction pairs.

4 Conclusions

The sol–gel method was used to obtain anhydride cured epoxy-silica nanocomposite
with MoS2 as an antifriction additive.
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The data obtained by scanning electron microscopy indicate a homogeneous
single-phase structure of the initial polymer. The introduction of the silica parti-
cles causes the formation of regions with a pronounced layered morphology, and the
addition of MoS2 leads to a decrease in the grain size of the matrix and the forma-
tion of a heterophase layered structure with a uniform distribution of phases. This
significantly improves the mechanical properties of the nanocomposite.

The results of TMAandDMAmethods indicate that the incorporation of 1–3wt.%
of silica particles leads to plasticization of the composite, which is expressed in a
decrease in the glass transition temperature and a decrease in the effective crosslink
density of the epoxy-anhydride matrix. At the same time, there is an increase in the
tensile strength of the adhesive joints of the composite with D16 aluminum alloy by
35%, the tensile strength by 14%, and Young’s modulus by 17%.

When MoS2 is added to the specified composition with 3 wt.% of silica particles,
the value of the highly elastic deformation of the composite decreases, the storage
modulus increases, and the mechanical loss tangent decreases.

The developed antifriction nanocomposite is a promising coating for friction pairs.
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Advanced Carbon Nanomaterials
and Their Composites for Removal
of U(VI)Compounds from Aqueous
Solutions (Review)

Yuliya Dzyazko, Olga Perlova, and Ivan Martovyi

Abstract This chapter is devoted to advanced carbon nanomaterials, such as
graphene, nanotubes, and nanoribbons produced from them, for U(VI) removal from
aqueous media. It is noted that the adsorption capacity of these materials is up to
100 mg dm−3. Special approaches, such as oxidation and grafting organic fragments
allow us to increase the capacity in several times. Carbon adsorbents possess high
selectivity towardU(VI) compounds; they are not sensitive to ionic strength of a solu-
tion. This is due to U(VI) complexation with surface functional groups. However,
adsorption is strongly affected by the solution pH: the highest removal degree is
reached at pH > 4–5 due to the features of U(VI) speciation. In all cases, the rate-
determining stage of adsorption is chemical reaction of pseudo-second order. It is
stressed that the carbon nanomaterials are finely dispersive, this makes impossible
their usage as a filler of ion exchange columns. In order to overcome this disadvan-
tage, they are inserted into supports, such as inorganic ion-exchangers, synthetic or
biopolymers, and even microorganisms. It is possible to obtain large granules by
this manner. The carbon additions change morphology of a support providing high
specific surface area, which is necessary for providing high adsorption capacity.
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1 Introduction

Uranium content is about 3 ppb in the East crust [1] and ocean water [2]. This
element is unevenly distributed in rocks. It is concentrated mainly in minerals, which
contain a high amount of silicon, such as uraninite, carnotite, and torbernite. Some
water sources contain heightened amount of uranium due to both its leaching from
rocks and anthropogenic effect (working of nuclear power plants, mines, andmineral
processing plants) [1]. Uranium also occurs in environment due to testing nuclear
weapon, combustion of coal, and so on.

Since uranium is not only radioactive but also toxic, the maximal allowable
concentration (MAC) of its soluble compounds is 15 ppb; smaller MAC values are
also suggested [3].Uraniumand decay products attack all types of living cells causing
organ pathologies, especially kidneys are poisoned. When uranium is accumulated
in human organism, a risk of radiation sickness is enhanced. Thus, it is necessary
to avoid the appearance of uranium in water sources, especially in drinking water.
Amongdifferentmethods, sorption technique iswide spread to remove small amounts
of uranium from aqueous media.

Among a huge variety of inorganic and organic adsorbents of natural and synthetic
origin, carbon materials are widely used for uranium removal, since they can be
produced from cheap and available feedstock [4–6]. Moreover, activated carbon,
particularly biochar, possesses considerable adsorption capacity, and resistance
against acids and alkali. Thesematerials can be easy utilized bymeans of combustion.

Recently, advanced carbon nanomaterials are in a focus of attention. Nanotubes,
CNTs (single walled, SWCNTs, and multiwalled, MWCNTs) [7], and oxidized
graphene (GO) [8] as well as graphene-like carbon nanomaterials occupy special
position (Fig. 1). This is due to their hardness, ductility, light weight, and fast ion
transport. Highly developed surface is attributed to them, this enhances adsorption.
Both carbonnanotubes andGOcanbe easymodified.Moreover,GO initially contains
considerable amount of −COOH groups, which are able to exchange cation. The
disadvantage of carbon nanomaterials is their fine dispersion. Thus, it is difficult to
separate solid and liquid, especially in the case of purification of a large volume of
water.

In order to overcome this disadvantage, carbon nanomaterials are included into
composites, the base of which forms large granules. Earlier we applied this approach

a b c 

Fig. 1 Schematic images of SWCNT (a) MWCNT (b) and GO (c)
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to partially unzipped MWCNTs and GO-they were inserted to hydrated zirconium
dioxide (HZD) [9–11] and zirconium hydrophosphate (ZHP) [9, 10]. It should be
mentioned thatHZDandZHPwere also used asmodifiers of ion exchange resins [12–
15]: selectivity of composites towardsU(VI) compounds is considered from the point
of view of a change of porous structure of the polymer support [12, 15]. Moreover,
formation of surface complexes of U(VI) is also taken into account similarly to d-
metal ions like Ni2+ [16]. Hydrated oxides of multivalent metals are also applied to
preparation of inorganic composites forU(VI) sorption [17–19] and also tomodifying
polymer and ceramic membranes of wide functional purpose [20–22].

Adsorption of uranium compounds strongly depends on their speciation in solu-
tions, acidic-basic properties of polymer or inorganic support of carbon nanoma-
terials, and chemical composition of the surface of carbon nanomaterials. In this
review, the effect of these factors on sorption is considered briefly.

2 U(VI) Speciation

The content of one or other form of U(VI) is affected by the solution composition. As
an example, Fig. 2 illustrates the simplified diagrams for nitrate and sulfate solutions
[17], which were calculated based on [23]. More complex diagrams are given in [24].
Regarding nitrate solutions, they contain mainly cations in acidic media. When pH >
3,UO2

2+ ions are transformed intoUO2(OH)+ species. Colloidal UO2(OH)2 particles
dominate in alkaline region. In the case of sulfate solutions, cationic, neutral, and
anionic forms co-exist in acidic media; insoluble UO2(OH)2 compound is formed in
alkaline liquid.
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Fig. 2 U(VI) speciation in nitrate (a) and sulfate (b) solutions. Reproduced from [14] according
to the permission of Springer Publisher
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Speciation ofU(VI) compounds strongly affects sorption behavior of carbonnano-
materials and their composites. Besides U(VI) speciation, surface of carbon nano-
materials plays a key role for adsorption. This information is summarized in a review
[25].

3 Carbon Nanotubes

Nanotubes are related to an allotropemodificationof carbon.They are empty cylinder,
a diameter ofwhich iswithin the interval of several angstroms to several tens nanome-
ters. Their length is frommicron to several centimeters. The cylinder walls are rolled
graphene planes. CNTs are intertwined forming large bundles due to strong Van der
Waals interactions (Fig. 3a, [26]).

The adsorption properties of non-modified CNTs are affected by their kinds
(for instance, a number of walls), purity. pores, surface area, etc. CNTs contain
different adsorption centers: inner and outside surface, grooves, interstitial channels,
and contacts of nanotubes in bundles. As shown in the example of gas adsorption,
the outer surface is occupied before the filling internal surface [27]. The informa-
tion about the removal of toxic metal ions from water with participation of CNTs is
summarized in [28, 29], the data about MWCNTs in nuclear waste management are
given in [30].

PristineMWCNTs contain phenolic, lactonic, and carboxyl groups, and their total
amount is 0.8 mmol g−1 [31]. The presence of oxygen-containing functional groups
on the surface of purchased CNTs is reported also in [32]. However, adsorption
behavior of pristine nanotubes is different. The equilibrium time of U(VI) adsorption
is reached during ≈2 min [32] and 1 h [31] under similar conditions. This is caused
by different content of functional groups, with whichU(VI) forms surface complexes
[33]. As a result, kinetic curves are approximated by the model of chemical reaction
of pseudo-secondorder.

 a   b 

Fig. 3 SEM images of pristine MWCNTs (a) and MWCNTs (b) modified with amidoxime.
Reproduced from [26] according to the permission of Elsevier Publisher



Advanced Carbon Nanomaterials and Their Composites for Removal … 181

In order to enhance adsorption ability of CNTs, they are additionally oxidized
with nitric acid [33–35] or plasma [36].

Different modifiers can be attached to the outer CNTs surface to provide adsorp-
tion ability towards toxic metal ions, particularly U(VI) compounds. For instance,
MWCNTs modified with amidoxime were obtained by irradiation of the nanotubes
followed by acrylonitrile grafting and its conversion into the adsorptive active compo-
nent [26]. In general, modifying causes merging CNTs (see Fig. 3b). The models
of Langmuir and chemical reaction of pseudo-second order were applied to U(VI)
adsorption. The maximal capacity, which is realized at pH 3–5 (optimal conditions),
is 68 mg g−1. The equilibrium is reached during 60 min. It means, the adsorption
rate is comparable with that for ion exchange resins and their composites [12–14],
but slower comparing with ion exchange fibers [37]. In the last case, the equilibrium
time is about several minutes.

SWCNTs surface can be treated with nitric acid, −COOH groups are formed
under these conditions [33]. Further, the nanotubes were modified with poly(amic-
acid) bymeans of polymerization in-situ. The resultingmaterial contained amide and
carboxyl groups. Before the modifying with polymer, adsorption capacity toward
U(VI) was 65 mg g−1, the capacity was higher in three times after modifying. It
remained practically the same after five cycles of adsorption–desorption. Adsorption
of U(VI) in a presence of alkaline metal ions, hardness ions and also Mn2+, Sr2+,
Ni2+, Zn2+, Sm2+ was investigated. The degree of U(VI) removal was 80% in the
case of the modified SWCNHs. At the same time, no selectivity has been found for
SWCNTs containing only −COOH groups. It was suggested the complex formation
between UO2

2+ on the one hand, amide and carboxyl groups on the other hand. The
mechanism of U(VI) sorption on oxidized MWCNTs combines cation exchange and
outer-sphere surface complexation in acidic media, precipitation occurs in neutral
solutions [35]. Formation of complexes with amide groups is slower comparing with
−COOH groups [36]. The reaction rate is comparable with that for aminogroups
[38]. As opposed to [33], the materials [36, 38] show faster adsorption rate, when
the equilibrium time is 1 h and higher. The equilibrium time is about 5 min. The
potential of zero charge (PZC) has been estimated as 4.4 (pristine MWCNTs) and 5
(oxidized MWCNTs).

Chitosan molecules were used for MWCNTs modifying by means of low temper-
ature plasma method, which allows us a possibility to graft them to the surface [39].
As found, sorption of U(VI) on obtained materials is affected by the solution pH, but
it is not influenced by ionic strength. Adsorption is accompanied by the formation
of inner-sphere surface complexes: this mechanism dominates over ion exchange or
outer-sphere complexation.

Functionalization of MWCNTs with fragments containing carbonyl, amino, and
amidogroups was considered in [40]. Depending on the solution composition, the
modified material shows maximal capacity at pH 7, or plateau in neutral and weakly
alkaline media, where colloidal particles are formed. The equilibrium time is very
short (5–10min); this is comparable with the data of [37] for ion exchange fibers. The
kinetic data are approximated by the model of chemical reaction of pseudo-second
order: it means high rate of the complex formation.



182 Y. Dzyazko et al.

Fig. 4 Structure of UO2
2+ species adsorbed on MWCNTs modified with N,N-dihexyl amide [41].

Reproduced according to the permission of RSC Publisher

MWCNTs functionalized with N,N-dihexyl amide are considered in [41]. The
capacity of 32 mg g−1 toward U(VI) has been found. The adsorbent possesses higher
selectivity toward Th4+ comparing with U(VI). The structure of adsorbed UO2

2+

species has been proposed (Fig. 4).
Adsorption characteristics of MWCNTs are improved after impregnation with

[2-(5-Bromo-2-pyridylazo)-5-(diethylamino)phenol] [42] or functionalization with
dihydroimidazole [43]. Electronic and band structure of SWCNT with U atom at the
outer surface were calculated by means of the density functional theory [44].

Since CNTs are finely dispersed, they cannot be related to perspective adsorbents.
However, they can be used as an active component for composite preparation. This
will be considered further.

4 Composites with CNTs

The composites including CNTs and magnetic nanoparticles are in a focus of atten-
tion, since magnets provide separation of finely dispersed carbon nanomaterials
from liquid. The polyphosphazene-based composite containing CNTs and Fe3O4

nanoparticles (Fig. 5) was obtained and applied to U(VI) removal from aqueous
solutions [45]. In this case, adsorption capacity is much higher comparing with
that for pure CNTs. The maximal value, which was estimated from the Langmuir
isotherm, reaches 606 mg g−1. The capacity of 20 mg g−1 has been found for CNTs.
As opposed to CNTs, pH 5 corresponds to maximal adsorption.

When the initial concentration of U(VI) is 100 mg dm−3, no sufficient effect of
NaCl on adsorption has been found (the concentration of this electrolyte was 0.1–
0.5 mol dm−3). If the solution contains ions of d- and f-metals. U(VI) compounds
are sorbed preferably. Adsorption on the composite is expectedly faster comparing
with CNTs. The adsorbent can be regenerated with HNO3 solutions. In order to
reach the desorption degree of 90% and higher, the solution concentration has to be
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Fig. 5 Interaction of uranyl-ions with polyphosphazene, to which CNTs containing magnetic
nanoparticles are incorporated [45]. Reproduced according to the permission of ACS Publisher

0.3–0.5 mol dm−3. From cycle to cycle of adsorption–desorption, the capacity of
the composite decreased: its loss was ≈12%. Moreover, magnetic nanoparticles are
dissolved during the treatmentwith acid. Their positive effect is providing convenient
separation of solid and liquid.

The adsorbent of similar composition was obtained in [46]. However,
aminogroupswere inserted into polyphosphazene. The pHof PZC is 3.5, themaximal
adsorption capacity is at pH 4–5. The capacity obtained from the Langmuir isotherm
is 250 mg g−1. This is lower comparing with the value of [45], In the case of [45,
46], the time of equilibrium state is 80 min, U(VI) complexation with phosphate [45]
and aminogroups [46] is suggested.

Magnetic composite based onMWCNTswere synthesized [47]. Preliminarily the
carbon nanomaterial was oxidized with H2SO4 and modified with polyethylenimine.
Magnetic nanoparticles (up to 20 nm) are seen in TEM image as dark spots (Fig. 6).

As opposed to [45], the maximal adsorption capacity (450 mg g−1) is achieved at
pH 6 [47]. At pH 2–3, the capacity is up to 50mg g−1, further fast growth is observed.
After pH 6, the capacity decreases down to 350 mg g−1. The pH of PZC is 6.2, and
the equilibrium state is reached during 15 min. Increasing the temperature from 20
to 40 °C depresses adsorption evidently due to enhancement of U(VI) hydrolysis
and transformation of ions into insoluble colloidal particles. The composite is more
easily regenerated than that described in [45]: the concentration of nitric acid is only
0.01 mol dm−3.

The rod-like dual-shell composite consisting of polypyrrole, cobalt ferrite
and MWCNTs has been reported in [48]. The material was synthesized with a
hydrothermal method. In fact, MWCNTs are encapsulated into the polymer shell,
there are magnetic nanoparticles on its surface. As found, the highest adsorption
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a     b 

Fig. 6 TEM images of pristine MWCNTs (a) and composite based on MWCNTs modified
with polyethylenimine containing magnetic nanoparticles (b) [47]. Reproduced according to the
permission of Elsevier Publisher

capacity is realized at pH 7 (≈150 mg g−1). It is suggested that U(VI) ions are
attracted by π-electrons densities of the graphene structure. Other way is the UO2

2+

→H+ exchange, sinceMWCNTs are weak acceptors of protons. Electrostatic attrac-
tion of U(VI) and CoFe2O4 is also suggested. At last, surface complexation of U(VI)
with nitrogen of polypyrrole is considered.

The composites of CNTs with polyvinylalcohol [49] and Cu2O—CuO [50] are
reported. They are used both for U(VI) removal from water [49] and its analytical
determination [50].

5 Unzipped CNTs

Among advance carbon nanomaterials, unzipped CNTs occupy special position.
Graphene nanoribbons are graphene sheets with a width of tens nanometers [51]
(Fig. 7). Their length corresponds to that for nanotubes. The nanoribbons can be
related to the quasi one-dimensional CNTs, they derive functional properties from
both CNTs and graphene. Chemical and electrochemical synthesis methods provide
oxygen-containing functional groups on the surface of nanoribbons [52]. Three-
dimensional aerogel consisting of graphene nanoribbons for uranium (VI) removal
from water is reported in [53].

The nanoribbons were used for U(VI) adsorption [51]. As opposed to MWCNTs,
which demonstrate considerable adsorption capacity only at the pH interval of 6–
10 (maximal capacity is 90 mg g−1), nanoribbons show wider pH diapason, where
their adsorption ability is sufficient. For different samples, the capacity reaches 5–40
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a   b 

Fig. 7 TEM image (a) and scheme of unzipped nanotubes, which contain functional groups (b)
[51]. These groups provide U(VI) adsorption. Reproduced according to the permission of Elsevier
Publisher

(pH 2), 30–95 (pH 3), and 45–130 (pH 4) mg g−1, when the initial concentration
is 60 mg dm−3. This value depends on the amount of functional groups. Further,
no sufficient change of the capacity is observed. Based on isotherms, the maximal
capacity is 430 mg g−1.

The HZD-and ZHP-based composites containing partially unzipped MWCNTs
were obtained in [9, 10]. Increase of their content in the composites results in a
decrease of granule size. The optimal amount of themodifier is 2%; rather large gran-
ules (0.3–0.35 mm) are formed under these conditions. The carbon additions expand
the pH interval, where adsorption capacity is sufficient. The unzipped MWCNTs
increase sorption capacity of HZD at pH 3–4. Regarding ZHP, the addition is effec-
tive at pH 5–7. As found, the isotherms are modeled by Dubinin-Radushkevich equa-
tion indicating micropores, a size of which is comparable with uranyl ions. Different
amount of carbon additions was inserted into inorganic matrixes. The ZHP-based
composite removes U(VI) from aqueous media completely, when water contains
hardness ions. In this case, the model of chemical reaction of the first order can be
applied. When one-component solution is investigated, the model of pseudo-second
order is themost suitable. The regeneration degree reaches 92%,whenHNO3 solution
is used.

6 Oxidized Graphene

The possibility to use GO for U(VI) removal from water is intensively investigated.
GO is attractive due to its thermal and radiation stability, a large content of func-
tional groups, which are able to ion exchange. Highly developed porosity and large
specific surface area are also attributed to GO, it should be noted that the value of
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specific surface area, which is determined with a method of adsorption–desorption
of nitrogen, is from 560 [54] to 900 [55] m2g−1, even lower values were obtained for
partially unzipped MWCNTs (230 m2g−1). This is much lower than the theoretical
magnitude for the isolated graphene flakes (≈2600 m2 g−1 [56]). This discrepancy is
due to overlapping, curling, and agglomeration of the flakes. As a result, a part of the
surface is unavailable for N2 molecules. The method of standard contact porosimetry
gives 2000–2400 m2 g−1, when water is used as a working liquid [57]. Disjoining
pressure provides the liquid penetration between graphene flakes. For comparison,
the values of 550 and 325 m2 g−1 were obtained for SWCNTs and MWCNTs,
respectively. The developed surface as well as functional groups provide excellent
adsorption performance of GO.

Three methods of GO preparation from commercial exfoliated graphite were
performed: chemical oxidation (Hummersmethod), electrolysis, andballmilling [58]
(the techniques of preparation of GO-like materials from the feedstock of biological
origin are given in [59]). Analysis of XRD patterns allows us to conclude that chem-
ical treatment provides the most complete exfoliation and isolation of GO flakes.
The peak at 10.2° corresponds to the interlayer distance of 0.87 nm. In the case of
GO obtained by ball milling or electrolysis, the reflex at 22.5° indicates the distance
of 0.4 nm. The compactness of structure decreases within the order: pristine carbon
material > sample obtained by ball milling > sample obtained electrochemically >
sample obtained by chemical oxidation (Fig. 8). Disordering structure is confirmed
by Raman spectroscopy. XPS spectroscopy shows carbonyl, carboxyl and C − O
groups for the chemically oxidized sample. Only C − O groups have nee found for
other GO samples.

For three samples, the equilibrium state for U(VI) adsorption is reached after
120 min. However, the highest adsorption capacity (about 250 mg g−1) has been
found for the sample obtained by chemical oxidation. Other samples show lower
values (≈70–80 mg g−1). Slightly smaller value (≈50 mg g−1) has been found for
reducedGO (rGO) [60], similar magnitude has been reported for sulfonatedGO [61].
However, the value of 300 mg g−1 was suggested for GO obtained with Hummers
method, the capacity for rGO is about 50 mg g−1. Much lower capacity is attributed
to GO doped with Fe and Ni (25 mg g−1) [62]. All the data [58–63] were calculated
from the Langmuir isotherms.

As found, adsorption curves for GO samples obtained with different methods
obey the model of pseudo-second order [58]. The constant rate of the chemically
obtained sample is lower in ten times comparing with other materials. It means, high
oxidation degree, which is achieved by chemical oxidation, provides considerable
U(VI) adsorption. However, adsorption is slower comparing with other samples due
to the interaction of ions with the surface oxygen-containing groups. Unfortunately,
no data about specific surface area are given in [58].

In order to improve adsorption properties of GO, it is modified with functional
groups similarly to CNTs. For instance, aminogroups were grafted to the GO surface
[64]. The adsorption capacity ofGOandGO-NH2 was found to be 97 and 215mgg−1

,

respectively, under ambient temperature. Functionalized adsorbent shows higher
capacity than the pristine sample at pH 4.5–6.5. No sufficient improvement of
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Fig. 8 SEM images of the pristine carbon material (evidently exfoliated graphite) (a) and samples
obtained by ball milling (b), electrochemical (c) and chemical (d) oxidation [58]. Reproduced
according to the permission of Springer Publisher

adsorption is observed outside this pH interval. The rate constant of adsorption is
lower in ≈10 times for the modified GO. Functionalized adsorbent can be regen-
erated with a 0.5 M HCl solution. The loss of capacity is 10% after 3 cycles of
adsorption–desorption. No effect of ionic strength (NaCl) on adsorption has been
found.

More complex modifier, such as diethylenetriaminepentaacetic phenylenedi-
amine, has been proposed in order to increase the GO capacity [65]. In this case,
adsorption capacity of GO reaches about 500 mg g−1. At the same time, the constant
of adsorption rate is two orders less.

It is noted that π-conjugation system makes difficult the techniques for GO
modifying [66]. A novel strategy has been proposed through post-decoration with
amidoxime functionalized diaminomaleonitrile. This approach allows one to activate
the inert sites in GO flakes. Adsorption capacity toward U(VI) reaches 935 mg g−1,
no sufficient change of this value is observed at pH 6–10. Unexpected result has been
obtained: the time of the adsorption equilibrium is one third of that for GO. Prefer-
able adsorption of U(VI) is realized, when the solution contains alkaline, alkaline
earth, and d-metal ions.

Amidoxime-functionalized β-cyclodextrin/GO aerogel was synthesized in [67]
using hydrothermal procedure (Fig. 9). The resulting material possesses higher
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Fig. 9 Change of GO morphology during GO modifying and scheme of the resulting aerogel
(a), mechanism of U(VI) adsorption [67]. Here, DMAO−amidoxime-functionalized diaminomale-
onitrile, CMCD−carboxymethyl-β-cyclodextrin. Reproduced according to the permission of ACS
Publisher

porosity caused by the cross-linkage of GO flakes. At the same time, β-cyclodextrin
increases the interlayer spacing avoiding overlapping byπ − π stacking interactions.
This also leads to loosening GO structure.

U(VI) adsorption reaches equilibrium after 60 min, the maximal adsorption
capacity evaluated from Langmuir isotherms is 650 mg g−1. The aerogel shows
excellent adsorption performance in a presence of competitive cations, anions, and
organic substances (oil). The capacity reaches 19.7 mg g−1 after 21 days of the
aerogel exposition in 50 dm3 of natural seawater. Cyclodextrine-modified GO was
also used for the removal of both U(VI) and humic acids from water [68].

Aside from surface modifying, other approach was used-GO aerogel was impreg-
nated with Tri-n-butyl phosphate (TBP)/n-dodecan [69]. Higher adsorption capacity
(316 mg g−1) has been reported comparing with [58–63]. The disadvantage of the
impregnation technique is a leakage of solvent.

Besides U(VI), adsorption of compounds containing uranium of other valency,
for instance, UC2, is considered [70].

It should be stressed that despite excellent adsorption performance, practical appli-
cation of GO (except probably aerogel) is limited due to its fine dispersion. In order
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to overcome this difficultness, GO-containing composites are synthesized. This will
be considered further.

7 Composites Containing GO

Last ten years, GO is in a focus of attention as a material for composite preparation.
This addition provides high specific surface area of the support and, as a result,
considerable adsorption capacity. The support forms large granules. It means, the
composite can be used as a filler of ion exchange columns. It should be stressed that
carbon additions lead to a decrease of granule size, when inorganic matrix is used
[9, 71]. It means large content of GO is undesirable from the technological point of
view.

As shown in the example of HZD, GO makes its structure less compact at nano-
and microlevel, since GO flakes cover HZD particles [72] preventing their cross-
linkage, deteriorating mechanical properties of granules and decreasing their size.
GO possesses superhydrophilic properties similarly to ion exchange polymers, i.e.,
its porosity in water is higher than that in octane (ideally wetting liquid) [57]. Similar
property is attributed to the HZD-GO composite [72]. Since GO contains only cation
exchange groups, it enhances adsorption of cations on composites and depresses
anion exchange.

In order to facilitate separation of solid from liquid, magnetic GO-containing
composites were synthesized [73–76]. For instance, tea wastes (TW) were used as a
support of rGO [76]. Following reaction occurred during the composite preparation:

GO − TW + Fe2+ → Fe3+ + rGO − TW (1)

Fe3+ + H2O → FeOOH (2)

rGO − TW + Fen+(n = 2,3) + FeOOH + NH4OH → rGO/Fe3O4 − TW (3)

The maximal value of adsorption capacity is realized at pH 5, the equilibrium
time is about 60 min. Adsorption capacity, which was estimated from the Lang-
muir isotherms, is ≈90 (TW), 80 (GO), and 110 (GO-TW) mg g−1. In other words,
synergetic effect is observed. Reduction of GO causes a decrease of the capacity
down to 100 mg g−1. Despite lower capacity comparing with GO (see above) the
composite is attractive, since it requires not so much GO, the support is low cost
and cheap. At last, the adsorbent can be easy removed from liquid. Similar capacity
magnitude has been obtained for the composite based on MnO2 containing Fe3O4

and rGO (≈90 mg g−1 under ambient temperature) [73]. In this case, the equilibrium
is achieved after 6 h. As opposite to the materials containing rGO, the capacity of
GO-containing adsorbent based on ferberite (FeWO4) is much higher (455 mg g−1)
[74].
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Fig. 10 SEM images of GO and the composite including Change of GO morphology during
GO modifying and scheme of the resulting aerogel (a), amidoximated polyacrylonitrile [77].
Reproduced according to the permission of Elsevier Publisher

Synthetic polymers are also used as a support. For instance, the composite based
on amidoximated polyacrylonitrile containing GO was obtained [77]. As shown in
Fig. 10, GO flakes are transformed into dendrites after modifying. The maximal
capacity of the composite towards U(VI) is about 200 mg g−1.

Besides synthetic inorganic compounds and organic polymers, such natural mate-
rials as clay mineral [78], biopolymers [79–81] and even microorganisms [82] are
considered as a support of graphene. The composites of graphenewith thesematerials
are effective adsorbents of U(VI) compounds.

8 Conclusions

This chapter is devoted to advanced carbon nanomaterials, such as graphene,
nanotubes, and nanoribbons produced from them, for U(VI) removal from aqueous
media. It is noted that the adsorption capacity of thesematerials is up to 100mg dm−3.
Special approaches, such as oxidation and grafting organic fragments allow us to
increase the capacity in several times. Carbon adsorbents possess high selectivity
toward U(VI) compounds; they are not sensitive to ionic strength of a solution. This
is due to U(VI) complexation with surface functional groups. However, adsorption
is strongly affected by the solution pH: the highest removal degree is reached at
pH > 4–5 due to the features of U(VI) speciation. In all cases, the rate-determining
stage of adsorption is chemical reaction of pseudo-second order. It is stressed that
the carbon nanomaterials are finely dispersive, this makes impossible their usage as
a filler of ion exchange columns. In order to overcome this disadvantage, they are
inserted into supports, such as inorganic ion-exchangers, synthetic or biopolymers
and even microorganisms. It is possible to obtain large granules by this manner. The
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carbon additions change morphology of a support providing high specific surface
area, which is necessary for providing high adsorption capacity.

Further development of sorbents containing advanced carbon nanomaterials,
which are selective toward U(VI) compounds, is a choice of suitable support. The
support should possess a complex of needed functional properties: high adsorption
capacity, selectivity, chemical stability as well as ability to form large durable gran-
ules. The synergetic effect is expected, when carbon nanomaterials would be inserted
into such support.
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The Effect of Ultra-fine Alloying
Elements on High-Temperature Strength
and Fracture Toughness of Ti–Si–X
and Ti–Cr–X Composites

Bogdan Vasyliv, Z. A. Duriagina, V. V. Kulyk, V. I. Vavrukh, P. Ya. Lyutyy,
T. M. Kovbasiuk, I. A. Lemishka, V. V. Vira, and M. Ya. Holovchuk

Abstract In contrast to conventional titanium alloys, an operating temperature of
which is limited by 300–500 °C, advanced Ti-based composites possess high fracture
toughness and strength under bend and tensile loading in the temperature range of 20–
650 °C. Owing to their high strength-to-weight ratio, these composites are promising
for applications in components of modern engines (aircraft, rocket, and internal
combustion ones) as well as other power equipment (compressors, gas turbines, fuel
cells, etc.). However, there is a need to increase their operating temperature range up
to 700–800 °C. In this work, mechanical behavior of Ti–Si–X composites (X = Al
and/or Zr, Sn, C) has been studied. The content of alloying elements varied in a wide
range (2–5 wt% Al, 2–5 wt% Zr, 1–5 wt% C). For comparison, mechanical behavior
of Ti–Cr–X composite (X = Al and/or C) has been studied. The composites were
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manufactured with electron arc melting. As-cast and thermomechanically deformed
series were examined. Beam specimens were cut of blanks, grinded, and polished
to reach a good surface quality. Strength tests of specimen series were performed
under three-point bending in a temperature range of 20–1000 °C. Single-edge notch
beam (SENB) tests under three-point bending of specimen series were carried out
in a temperature range of 20–900 °C for estimating fracture toughness of mate-
rials. Based on the constructed dependences of fracture toughness and strength on
testing temperature for the specimen series as well as the microstructure and failure
micromechanism analyses, the role of ultrafine alloying elements in achieving good
high-temperature strength and fracture toughness of the studied composites was
substantiated.

1 Introduction

Nowadays, to ensure required operating life of parts and products in hard operating
conditions, there is a need to use high-strength and oxidation-resistant materials
like advanced ceramic materials (silicon carbide, silicon nitride, alumina, zirconia,
etc.) and various composites. Owing to their high-temperature strength and chem-
ical inertness, these materials can be operated under high pressure or vacuum, high
temperature, radiation, corrosion, etc. [1–10].

In contrast to conventional titanium alloys, an operating temperature of which is
limited by 300–500 °C, advanced Ti-based composites possess high fracture tough-
ness and strength under bend and tensile loading in the temperature range of 20–
650 °C. Owing to their high strength-to-weight ratio, these composites are promising
for applications in components of modern engines (aircraft, rocket, and internal
combustion ones) as well as other power equipment (compressors, gas turbines, fuel
cells, etc.) [11–23]. However, there is a need to increase their operating temper-
ature range up to 700–800 °C. Under such conditions, these materials must meet
the requirements on high strength and crack growth resistance as well as corro-
sion resistance [11, 24–26]. This should be taken into account while developing
new materials and improving microstructure and mechanical properties of already
existing ceramics and composites [27–34]. The substantiation of chemical compo-
sition and processing and treatment modes are crucial issues in improving the phase
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compositions, microstructure, and mechanical properties of the developed materials
[35–44].

Depending on the chemical composition, Ti and Cr-based composites may
comprise some amount of high-temperature phases, namely, silicides, aluminides,
MAX phases, etc. [45–57]. In particular, MAX phases are formed as quite distinct
regions along the boundaries of titanium or chromium grains in Ti and Cr based
composites [53, 58, 59]. It was shown in a number of works that MAX phases
are of great practical interest in terms of creating materials for use in mechanical
engineering, aerospace and nuclear industries [2, 59, 60]. MAX phases are ternary
layered compounds corresponding to the conditional formula Mn+1AXn (n = 1, 2, 3
…), where M is a transition metal of the d-group (Sc, Ti, V, Cr, Zr, Nb, Mo, Hf, Ta),
A is an element of the p-group (Si, Ge, Al, Ga, S, P, Sn, As, Cd, I, Tl, Pb), and X is
carbon or nitrogen [61].

Among a variety of MAX phases, Ti3SiC2 MAX phase is not an ideal self-
healingmaterial. Its self-healing performance can be improved somewhat by partially
replacing Si with Al due to the faster diffusion and oxidation of Al and a good oxida-
tion resistance of Al2O3. By partially replacing the A atoms of Ti3SiC2 with Al,
Ti3Si1-xAlxC2 solid solutions are formed [18, 58, 62] that improves oxidation resis-
tance of the material. Besides, in Ti2AlC MAX phase, the oxidation temperature of
Al could be lowered to 900 °C by partially replacing Al with Sn [18, 55, 58, 63].
At temperatures below 600 °C, SnO2 can be already formed in Ti2Al1-xSnxC. This
may serve as an attractive crack filling potential for Ti2Al1-xSnxC at lower tempera-
tures. However, no significant increase in the mechanical strength was found in such
a composite due to the poor mechanical strength of the SnO2 and the poor bond
strength [58, 63].

It is known that MAX phases belong to the hexagonal crystal system. Similarly to
othermaterials belonging to the hexagonal crystal system [57, 58, 61, 62], there exists
a possibility to fabricate textured bulkMAX phases. Pressure-assisted sintering, e.g.,
HP and SPS, are the most widely used techniques to prepare textured bulk MAX
phases. As a result, the material consists of plate-like grains preferentially oriented
under external conditions (e.g., a magnetic field or a uniaxial pressure). In contrast to
thementioned fabrication techniques, spark plasma sintering or direct hot pressing of
MAX phases does not allow formation of highly textured microstructures, but may
result in formation comparatively distinct MAX phase regions along the boundaries
of titanium grains in Ti and Cr-based composites [13, 58, 59, 64–67].

It is also known that textured bulk MAX phases have anisotropic properties due
to the lamellar crystal structure [58, 61]. This is a reason of high mechanical strength
and crack growth resistance of these materials along specific directions and make
them applicable to more harsh service environments.

Strength and wear resistance tests of ceramic and composite materials are
widely used to estimate the bearing capacity of the corresponding products [68–70].
However, to prevent the degradation of microstructure of materials in environmen-
tally assisted harsh conditions [71, 72], there is a need to obtain material resistive
to microstructural changes in such conditions [6, 73–78]. Microhardness and frac-
ture toughness serve as characteristics of material for estimating its resistance to the
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nucleation and growth of microcracks. For this purpose, the indentation test as one
of the simplest known mechanical method is used [68, 79, 80]. Based on the inden-
tation technique, a variety of loading schemes and formulas for calculating fracture
toughness of materials were proposed [70–72, 79, 81, 82]. Thus, to develop a new
ceramic or composite material with required physical and mechanical properties, it
should be studied in terms of strength and crack growth resistance and their relations
to the chemical and phase compositions.

The work is aimed at evaluating the effect of ultrafine alloying elements on
phase composition, high-temperature strength, fracture toughness, and fracture
micromechanisms of Ti–Si–X and Ti–Cr–X composites.

2 Materials and Methods

In this work, titanium-based composites of various systems have been studied. The
composites were prepared from rawmaterials by arc melting in an argon atmosphere
on a water-cooled copper hearth [59, 64]. The purity of the elements was as follows:
Ti > 99.6 at%; Cr > 99.99 at%; and Si, C, Al, Sn, Zr > 99.99 at%.Aftermelting, ingots
were annealed at 1400 °C for 5 min. In some cases (composites 2 and 3, Table 1),
ingots were rolled at a temperature of 1050 °C with applying the thermo-mechanical
deformation of about 40%.

Beam specimens 5.0× 7.5× 50mm in size were machined from ingots or blanks,
grinded, and polished (Table 1).

Strength tests of beam specimens were performed under three-point bending in a
temperature range of 20–1000 °C. The fracture stresses (σ f ) were calculated using
the “stress–flexure” diagrams at P = Pmax by the equation [25, 32, 36, 76]

σ f = 1.5 · Pmax · L
b · t2 (1)

where Pmax is the maximum load (N); L is the span between two supporting rollers
(mm); b and t are the specimen width and thickness (mm).

To characterize crack growth resistance of materials [83–86], along with micro-
hardnes [87, 88], a fracture toughness characteristic, namely, the critical stress inten-
sity factor (SIF) K Ic is often used. One of the simplest methods of estimation of
the fracture toughness is an indentation method implementing a variety of formulas

Table 1 Types of the
investigated composited and
their marking

Composite marking System

1 Ti–Si–Al–Sn–C

2 Ti–Si–Al–Zr–C

3 Ti–Si–Al–Zr–C

4 Ti–Cr–Al–C
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for calculating the SIF [89–98]. For a lot of materials, the K Ic values calculated by
some of these formulas are consistent with those obtained by conventional methods
of fracture mechanics [79, 98, 99]. Among the last ones, a single-edge notch beam
(SENB) test [100–102] is widely used to estimate fracture toughness of ceramic and
composite materials. This method was thoroughly described in [99].

In our work, fracture toughness tests of specimen series were performed under
three-point bending in a temperature range of 20–900 °C using the mentioned SENB
test method. For estimating the critical SIF of materials corresponding formulas
[100–102] were used.

At least three specimens were used for each test temperature of corresponding
test methods.

A scanning electron microscope (SEM) Carl Zeiss EVO-40XVP equipped with
an INCA Energy 350 system was used for the study of microstructure and fracture
surface morphology of specimens and an energy-dispersive X-ray (EDX)microanal-
ysis of chemical composition of the materials both in secondary electron (SE) and
back-scattered electron (BSE) imaging modes.

X-raypowder diffractiondatawasobtainedbyusing aX-raydiffractometer (Aeris,
Malvern Panalytical) with Cu Kα radiation operated at a voltage of 40 kV and a
current of 15 mA. The angular range was 20°–90° and a step was 0.0217°. The
X-ray diffraction (XRD) phase analysis was perfomed using Highscore software
and referenced with the International Center for Diffraction Data (ICDD). All proce-
dures including indexing, structure solutions, and refinement of profile and structural
parameters were performed with the WinCSD [103] program package.

3 Results and Discussion

The microstructure and mechanical behavior of the titanium-based composites of
Ti–Si–X and Ti–Cr–X systems in a wide temperature range have been studied.

3.1 XRD Analysis of the Studied Composites

Ti–Si–Al–Sn–C composite (1). The XRD patterns of the composites under study
(Fig. 1) show in detail the peculiarities of their phase balances. The XRD pattern of
composite 1 (Ti–Si–Al–Sn–C system) contains only peaks of the α-Ti and TiC0.67

phases (Fig. 1a). The α-Ti phase percentage was found to be about 90 wt%, whereas
the TiC0.67 phase percentage was about 10 wt%. The morphology of these phases
was investigated in details using the microstructure images made at various magni-
fications. At a low magnification, one can see quite homogeneous microstructure of
the Ti–Si–Al–Sn–C composite (Fig. 2a). At a higher magnification, we can observe
distinct microstructural components of this composite (Fig. 2b). According to a
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general EDX analysis (spectrum 1 in Fig. 2b and Table 2), this material contains
87.41 wt% Ti, 6.09 wt% Al, 3.15 wt% Si, and 3.35 wt% Sn. The results of EDX
analysis showed some difference in chemical composition of the Ti–Si–Al–Sn–C
composite material as compared to the results of XRD analysis. According to EDX
analysis (Fig. 2b and Table 2), this material is a metal-matrix composite of Ti–Si–Al–
Sn–C system with high titanium content. It possibly comprises the titanium matrix
phase, Ti5Si3 phase, Ti3SiC2 MAX phase, and titanium carbide phase.

The titanium phase (α-Ti of about 87 wt% Ti, spectrum 2 in Fig. 2b and Table 2)
with some amounts of aluminum (6.26 wt%), silicon (2.39 wt%), and tin (3.88 wt%)
is a matrix phase. The total amount of the α-Ti phase estimated optically using the
microstructure image (Fig. 2b) is about 66–70 vol%.

The Ti5Si3 phase with small amounts of aluminum (4.35 wt%) and tin (2.2 wt%)
looks like thin elongated curved areas of light-gray color about 25 μm in length
(spectrum 3 in Fig. 2b). These areas are located at the boundaries of titanium lamella

Fig. 1 XRD patterns of the investigated composites a 1, b 2, c 3, and d 4 (Table 1) showing peaks
for the α-Ti (light circles), Ti(Cr) (dark circles), TiC0.67 (light triangles), and Ti3SiC2 phases (dark
triangles) and corresponding Miller indices (in parentheses)
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Fig. 2 SEM a, b microstructures (SE images) with marked zones of b general (spectrum 1) and
local (spectra 2, 3, 4, and 5) EDX analyses, and c–f fractography (SE images) of specimens of
composite 1 after fracture toughness tests at c, d 20 °C and e, f 650 °C (Table 1)

Table 2 The data of the EDX spectra 1–5 marked in Fig. 2 for a specimen of composite 1 (Table 1)

Chemical element
and X-ray series

Spectra

1 2 3 4 5

wt% at% wt% at% wt% at% wt% at% wt% at%

C K – – – – – – 14.88 38.85 24.62 54.32

Al K 6.09 10.31 6.26 10.66 4.35 6.98 3.25 3.77 2.74 2.69

Si K 3.15 5.12 2.39 3.92 12.44 19.14 9.87 11.04 9.68 9.13

Ti K 87.41 83.28 87.47 83.92 81.01 73.08 69.95 45.80 59.80 33.08

Fe K – – – – – – – – 0.21 0.10

Cd L – – – – – – – – 1.31 0.31

Sn L 3.35 1.29 3.88 1.50 2.20 0.80 2.05 0.54 1.64 0.37
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packets. The total area occupied by them (Fig. 2b) is about 11–12 vol%. The Ti5Si3
phase was not detected by XRD analysis because of its small content.

The Ti3SiC2 MAX phase with small amounts of aluminum (3.25 wt%) and tin
(2.05 wt%) looks like thick elongated areas of dark-gray color about 15 μm in size
(spectrum 4 in Fig. 2b). These areas are located at the boundaries of titanium lamella
packets similar to the Ti5Si3 phase. The total amount of the MAX phase (Fig. 2b)
is about 14–15 vol%. Both the Ti5Si3 phase and the Ti3SiC2 MAX phase were not
detected by XRD analysis because of their small content.

The titanium carbide phase (TiC0.67, spectrum 5 in Fig. 2b) is in the form of
distinct round-shaped particles of dark-gray color about 3 μm in size. The particles
are distributed uniformly both in the matrix the α-Ti phase and at the boundaries
of titanium lamella packets. The total area occupied by them (Fig. 2b) is about 5–7
vol%. Besides, small amounts of the Ti5Si3 phase and the Ti3SiC2 MAX phase are
probably neighboring these carbide phase particles since some amount of silicon
(9.68 wt%), along with small amounts of aluminum (2.74 wt%), iron (0.21 wt%),
cadmium (1.31 wt%), and tin (1.64 wt%), were also detected in these areas.

Ti–Si–Al–Zr–C composite (2). The XRD pattern of composite 2 (Ti–Si–Al–Zr–C
system) contains peaks of the α-Ti, TiC0.67, and Ti3SiC2 MAX phases (Fig. 1b). Its
phase composition was found to be as follows: α-Ti phase (about 70 wt%), TiC0.67

phase (about 12 wt%), and Ti3SiC2 MAX phase (about 18 wt%). The microstruc-
ture image of the Ti–Si–Al–Zr–C composite made at a low magnification showed its
homogeneous microstructure (Fig. 3a). The microstructure image of a higher magni-
fication presents uniformly distributed areas of arbitrary shapes differing in colors
(Fig. 3b). A general EDX analysis (spectrum 1 in Fig. 3b and Table 3) showed 76.79
wt% Ti, 6.77 wt% C, 3.88 wt% Al, 5.75 wt% Si, and 6.81 wt% Zr in this material.
Thus, this material is a metal-matrix composite of Ti–Si–Al–Zr–C system possibly
comprising the titanium matrix phase, (Ti, Zr)5Si3 phase, Ti3SiC2 MAX phase, and
titanium carbide phase.

The α-Ti phase (89.65 wt% Ti, spectrum 2 in Fig. 3b and Table 3) with some
amounts of aluminum (5.14 wt%), silicon (1.1 wt%), and zirconium (4.11 wt%) is a
matrix phase. The total amount of the α-Ti phase (Fig. 3b) is about 52–55 vol%.

The (Ti, Zr)5Si3 phase looks like round-shaped particles of dark-gray color about
5μm in size (spectrum 3 in Fig. 3b). These areas are adjacent to the titanium lamella
packets. The total area occupied by them (Fig. 3b) is about 4–6 vol%. Besides, small
amounts of the Ti3SiC2 MAX phase and the TiC0.67 phase are probably neighboring
these particles since some amount of carbon (6.97 wt%), along with a small amount
of aluminum (1.46 wt%), was also detected in these areas. However, the (Ti, Zr)5Si3
phase was not revealed by XRD analysis because of its small percentage.

The titanium carbide phase TiC0.67 with small amount of the Ti3SiC2 MAX phase
and also small amounts of aluminum (5.09 wt%) and zirconium (2.69 wt%) looks
like textured bulk MAX phase regions about 35–60 μm in size consisting of thin
lamellae (spectrum 4 in Fig. 3b). These regions are uniformly distributed in the
titanium matrix. The total amount of these regions (Fig. 3b) is about 35–45 vol%.
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Fig. 3 SEMa, bmicrostructures (SE images)withmarked zones of bgeneral (spectrum1) and local
(spectra 2, 3, and 4) EDX analyses, and c–f fractography (SE images) of specimens of composite
2 after fracture toughness tests at c, d 20 °C and e, f 700 °C (Table 1)

Table 3 The data of the EDX spectra 1–4 marked in Fig. 3 for a specimen of composite 2 (Table 1)

Chemical element and X-ray
series

Spectra

1 2 3 4

wt% at% wt% at% wt% at% wt% at%

C K 6.77 21.75 – – 6.97 21.55 7.30 22.94

Al K 3.88 5.56 5.14 8.88 1.46 2.01 3.07 4.29

Si K 5.75 7.91 1.10 1.82 19.69 26.04 10.62 14.26

Ti K 76.79 61.90 89.65 87.20 57.46 44.53 69.10 54.41

Zr L 6.81 2.88 4.11 2.10 14.42 5.87 9.91 4.10
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Ti–Si–Al–Zr–C composite (3). The XRD pattern of composite 3 (Ti–Si–Al–Zr–C
system) is similar to that of composite 2 and contains peaks of the α-Ti, TiC0.67,
and Ti3SiC2 MAX phases (Fig. 1c). Its phase composition is as follows: α-Ti phase
(about 75 wt%), TiC0.67 phase (about 17 wt%), and Ti3SiC2 MAX phase (about 8
wt%). The microstructure image of the Ti–Si–Al–Zr–C composite made at a low
magnification showed a quite homogeneous microstructure with some resemblance
to the microstructure of composite 2 (Fig. 4a). The microstructure image of a higher
magnification presents randomly distributed areas of arbitrary shapes (Fig. 4b). As a
result of a general EDXanalysis (spectrum1 inFig. 4b andTable 4), 83.1wt%Ti, 5.07
wt% Al, 5.94 wt% Si, and 5.89 wt% Zr were found in this material. Unexpectedly,
no signs of carbon were detected. Like composite 2, this material is a metal-matrix
composite of Ti–Si–Al–Zr–C system possibly comprising the α-Ti matrix phase,
(Ti, Zr)5Si3 phase, Ti3SiC2 MAX phase (only according to XRD analysis), and
titanium carbide phase.

The α-Ti matrix phase (89 wt% Ti, spectrum 2 in Fig. 4b and Table 4) with some
amounts of aluminum (5.99 wt%), silicon (1.07 wt%), and zirconium (3.94 wt%) is
presented in an amount of about 56–60 vol%.

The (Ti, Zr)5Si3 phase with a small amount of aluminum (2.07 wt%) looks like
particles of arbitrary shapes about 5–25 μm in size united in colonies or distributed
randomly (spectrum 3 in Fig. 4b). They occupy the total area of about 26–30 vol%
(Fig. 4b). For an unknown reason, this phase was not detected by XRD analysis.

The TiC0.67 phase with a small amount of the Ti3SiC2 MAX phase and some
amounts of aluminum (5.09 wt%) and zirconium (2.69 wt%) looks like particles
of arbitrary shapes about 1–5 μm in size distributed randomly in titanium matrix
(spectrum 4 in Fig. 4b). The total amount of these particles (Fig. 4b) is about 14–18
vol%.

Ti–Cr–Al–C composite (4). The XRD pattern of composite 4 (Ti–Cr–Al–C system)
contains peaks of the Ti(Cr) and TiC0.67 phases (Fig. 1b). Its phase composition was
found to be as follows: Ti(Cr) phase (about 78 wt%) and TiC0.67 phase (about 22
wt%). At a low magnification, distinctly grained microstructure of the Ti–Cr–Al–C
composite can be observed (Fig. 5a). The microstructure image of a higher magni-
fication presents grains of a matrix phase with uniformly distributed tiny particles
inside and the fringe-like grain boundary regions. The fringes consist of needle-
shaped particles differing in colors (Fig. 5b). A general EDX analysis (spectrum
1 in Fig. 5b and Table 5) showed 54.4 wt% Ti, 37.34 wt% Cr, 5.12 wt% C, and
3.14 wt% Al in this material. The material presenting a metal-matrix composite of
Ti–Cr–Al–C system possibly comprises the Ti(Cr) matrix phase, Al2O3 phase, and
titanium/chromium carbide phase.

The Ti(Cr) matrix phase comprises titanium (57.3 wt%, spectrum 2 in Fig. 5b and
Table 5) and chromium (39.2 wt%) with some amount of aluminum (3.5 wt%). The
total amount of the Ti(Cr) phase (Fig. 5b) is about 66–72 vol%.

The titanium/chromium carbide phase and theAl2O3 phase (spectrum3 in Fig. 5b)
containing in total 49.17 wt% Ti, 25.14 wt% Cr, 14.3 wt% C, 8.08 wt% O, and 3.31
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Fig. 4 SEMa, bmicrostructures (SE images)withmarked zones of bgeneral (spectrum1) and local
(spectra 2, 3, and 4) EDX analyses, and c–f fractography (SE images) of specimens of composite
3 after fracture toughness tests at c, d 20 °C and e, f 700 °C (Table 1)

Table 4 The data of the EDX spectra 1–4 marked in Fig. 4 for a specimen of composite 3 (Table 1)

Chemical element and X-ray series Spectra

1 2 3 4

wt% at% wt% at% wt% at% wt% at%

C K – – – – – – 11.22 32.70

Al K 5.07 8.55 5.99 10.27 2.07 3.32 5.09 6.61

Si K 5.94 9.61 1.07 1.76 20.85 32.09 0.88 1.09

Ti K 83.10 78.90 89.00 85.97 65.45 59.08 80.12 58.57

Zr L 5.89 2.94 3.94 2.00 11.63 5.51 2.69 1.03
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Fig. 5 SEM a, b microstructures (SE images) with marked zones of b general (spectrum 1) and
local (spectra 2, 3, 4, and 5) EDX analyses, and c–h fractography (SE images) of specimens of
composite 4 after fracture toughness tests at c, d 20 °C, e, f 700 °C, and g, h 800 °C (Table 1)
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Table 5 The data of the EDX spectra 1–5 marked in Fig. 5 for a specimen of composite 4 (Table 1)

Chemical element
and X-ray series

Spectra

1 2 3 4 5

wt% at% wt% at% wt% at% wt% at% wt% at%

C K 5.12 17.78 – – 14.30 35.77 11.99 35.30 6.29 19.95

O K – – – – 8.08 15.17 – – 3.86 9.20

Al K 3.14 4.85 3.50 6.23 3.31 3.69 2.98 3.91 2.74 3.87

Ti K 54.40 47.40 57.30 57.52 49.17 30.84 50.98 37.63 50.29 40.00

Cr K 37.34 29.97 39.20 36.25 25.14 14.53 34.05 23.16 36.82 26.98

wt% Al were detected at the grain boundaries in the areas of black color. The total
amount of these areas (Fig. 5b) was about 4–6 vol%.

A local EDX analysis of a round-shaped particle of dark-gray color about 1 μm
in size (spectrum 4 in Fig. 5b and Table 5) showed 50.98 wt% Ti, 34.05 wt% Cr,
11.99 wt% C, and 2.98 wt% Al. This particle probably was the titanium carbide
phase TiC0.67 identified by XRD analysis, whereas some amounts of chromium and
aluminum were detected by EDX analysis in the surrounding Ti(Cr) matrix phase.
The total amount of these carbide particles was about 10–12 vol%.

The thin needle-shaped particles of light-gray color about 15 μm in length (spec-
trum 5 in Fig. 5b) forming the fringe-like grain boundary regions and containg 50.29
wt% Ti, 36.82 wt% Cr, 6.29 wt% C, 3.86 wt% O, and 2.74 wt% Al present a mixture
of the TiC0.67 and Al2O3 phases that surrounds the Ti(Cr) phase grains. Their total
amount is about 14–16 vol%. However, the Al2O3 phase was not detected by XRD
analysis because of its small percentage.

In general, the subsequence of phases formation in the studied composites may
be as follows: in the beginning of the solidification process, titanium carbides and
titanium/zirconium silicides andMAX-phasewere formed; then, the recrystallization
of titanium/chromium grains occurred.

3.2 Mechanical Behavior of the Studied Composites
and Microstructure Related Fracture Mechanisms

The studied composites exhibited distinct temperature dependences of both strength
and fracture toughness (Fig. 6). In particular, the composites 1 (Ti–Si–Al–Sn–
C system), 2 (Ti–Si–Al–Zr–C system), and 3 (Ti–Si–Al–Zr–C system) showed
high and invariant values of fracture toughness (Fig. 6b) in a temperature range
of 20–500 °C. In this range, fracture toughness of these composites is about
20 MPa·m1/2. In contrast, the monotonously changing temperature dependences of
strength (increasing for composite 1 and decreasing for composites 2 and 3, Fig. 6a)
were revealed.
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Fig. 6 Temperature
dependences of a strength
and b fracture toughness of
the studied composites
(Table 1)

A specimen of composite 1 undergone to the fracture toughness test at 20 °C
exhibited a distinct fracture surface (Fig. 2c, d) corresponding to a mixed fracture
along the boundaries of titanium lamella packets and transgranular fracture across
titanium grains in the case when a cleavage plane coincides with the direction of
crack propagation. This fracture micromechanism is related to the comparatively
high fracture toughness (Fig. 6b). Strength of this composite increased from about
760 MPa at 20 °C to 1000 MPa at 500 °C.

Fracture surface of a specimen of composite 2 tested at 20 °C (Fig. 3c, d) corre-
sponds to a fracture along the boundaries of titanium lamella packets. No transgran-
ular fracture across titanium grains occurred. Therefore, a coarse relief of fracture
surface was formed that was a reason of high fracture toughness of the composite
(Fig. 6b).

Similarly to this material, fracture surface of a specimen of composite 3 tested at
20 °C (Fig. 4c, d) exhibited a coarse relief corresponding to high fracture toughness
of the composite (Fig. 6b).

Strength of composites 2 and 3 decreased from 1400 and 1250 MPa at 20 °C
to 1230 MPa and 1240 MPa at 500 °C, respectively. Nevertheless, such a level of
strength is high enough and meets the requirements to materials of this system.

A testing temperature in a range of 600–850 °C is critical for these three compos-
ites since for each composite a maximum of fracture toughness appeared on the
corresponding dependence is shifted toward a certain temperature. Its location is
related to the microstructural peculiarities of a composite, its chemical and phase
compositions, as well as dominant fracture micromechanism.
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For composite 1, a temperature above 600 °C is critical since it corresponds to
the maximum of fracture toughness (Fig. 6b). A specimen undergone to the frac-
ture toughness test at 650 °C exhibited blunted edges of titanium lamella packets
(Fig. 2e), microregions of transverse fracture of thin Ti3SiC2 MAX phase lamellae
(Fig. 2f), and signs of quazi brittle failure of the Ti5Si3 phase grains on fracture
surface (Fig. 2f). The fracture toughness is as high as in the case of testing at 20 °C
(Fig. 6b). Obviously, a transition from quazi brittle (at 600 °C) to high-temperature
ductile fracture (at 650 °C) occurred that was followed by some lowering of fracture
toughness (from 24MPa·m1/2 at 600 °C to 19MPa·m1/2 at 650 °C, Fig. 6b). Probably,
tin also contributes to the transition process. Strength of this composite decreased
from about 1000 MPa at 600 °C to 650 MPa at 700 °C (Fig. 6a).

A temperature corresponding to themaximumof fracture toughness for composite
2 is about 700 °C (Fig. 6b). Such a shift by 100 °C compared to composite 1 is impor-
tant in terms of high-temperature mechanical stability of the studied composites.
Fracture surface of a specimen of composite 2 tested at 700 °C (Fig. 3e, f) exhibited
a coarse relief with signs of plastic elongation of titanium grains corresponding to
the highest fracture toughness of the composite among the tested ones (Fig. 6b). No
transgranular fracture across titanium grains occurred and no signs of debonding
between Ti5Si3 phase grains or Ti3SiC2 MAX phase lamellae and titanium matrix
were detected (Fig. 3f).

For composite 3, in contrast to composite 2, a temperature corresponding to the
maximum of fracture toughness is about 800 °C (Fig. 6b). However, the shift by
200 °C compared to composite 1 is rather related to a difference in phase composi-
tions of these materials. On fracture surface of a specimen of composite 3 tested at
700 °C (Fig. 4e, f), a coarse relief of fracture along titanium lamella packets with an
average size smaller than in composite 2, with signs of plastic elongation of titanium
grains, was observed. Such fracture surface morphology is consistent with slightly
lower fracture toughness of composite 3 than composite 2 (Fig. 6b). Similarly to
composite 2, no transgranular fracture across titanium grains was found and no signs
of debonding between the (Ti, Zr)5Si3 or TiC0.67 or Ti3SiC2 MAX phase components
and the α-Ti matrix phase were detected (Fig. 4f).

In contrast to mechanical behavior of above-mentioned materials, composite 4
showed invariant values of both strength (Fig. 6a) and fracture toughness (Fig. 6b)
in a temperature range of 20–600 °C. Strength of this composite is about 500 MPa
in this temperature range with a trend to increasing, whereas fracture toughness is
about 5 MPa·m1/2. Increased strength (up to 650 MPa at 700 and 800 °C, Fig. 6a)
and fracture toughness of the composite (steep increase up to 19MPa·m1/2 at 800 °C,
Fig. 6b) are the evidences of a change in the fracture micromechanism. Fracture
surface of a specimen of composite 4 undergone to the fracture toughness test at
20 °C showed signs of transgranular cleavage fracture with separation of fringe-like
grain boundary regions and the titanium carbide phase TiC0.67 particles in places
where the advancing crack crossed them (Fig. 5c, d). A different pattern of fracture
surface was observed in a specimen of composite 4 after the fracture toughness test
at 700 °C (Fig. 5e, f). Because of intense plasticization of the Ti(Cr) matrix phase at
this temperature,multiplemicroregions of ductilemetal surrounding each of titanium
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carbide particles that are embodied into a Ti(Cr) matrix grains (Fig. 5e) with visible
shear bands (Fig. 5f) as signs of plastic deformation of the matrix phase during
crack growth can be seen. Such fracture micromechanism is related to temperature-
assisted relaxation of stress in the crack tip vicinity that corresponds to some increase
in fracture toughness of the material at 700 °C (Fig. 6b). Finally, a phenomenon of
substantial increase in both strength (Fig. 6a) and fracture toughness of the composite
(Fig. 6b) at 800 °C may be explained in terms of phase transformations due to high-
temperature diffusion of some elements, in particular, aluminum and silicon [18,
58, 62]. This, in turn, causes a change in the fracture micromechanism [59, 76].
In this composite, high-temperature fracture occurred at 800 °C (Fig. 5g, h) with
a steep increase in fracture toughness, due to diffusion of some elements and pore
coalescence at the boundaries of theTi(Cr) phase grains (Fig. 5h).NoTiC0.67 particles
serve as stress concentrators, even in the places where the advancing crack crossed
them (Fig. 5g). Thus, this temperature promotes quazi ductile character of crack
growth resulted in striations (Fig. 5h) similar to fatigue crack growth in high-strength
ductile materials at ambient temperature [59].

Thus, based on results of the strength test and fracture toughness tests along
with analysis of microstructure peculiarities and fracture micromechanisms revealed
in the whole temperature range investigated, the general tendencies in temperature
dependent mechanical behavior of titanium-based composites have been substan-
tiated. The Ti–Si–X composites can serve as high-temperature structural materials
at an operating temperature up to 750 °C, whereas the Ti–Cr–X composite exhibits
high-temperature stability at a higher temperature by about 50 °C.

4 Conclusions

In this work, mechanical behavior of the Ti–Si–X and Ti–Cr–X composites have
been studied in a temperature range of 20–900 °C.

1. Themicrostructure peculiarities and phase composition of the studied composites
were substantiated.

2. It was shown that strength and fracture toughness parameters are suitable for the
characterization of mechanical behavior of the composites in the investigated
temperature range.

3. The phenomenon of increased strength and fracture toughness of Ti–Cr–Al–
C composite was revealed and explained in terms of the morphology of
microstructural components and dominant fracture micromechanisms.
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Abstract Nanosized BaO/ZrO2 = 1:1 compositions were successfully synthesized
by mechanochemical (MChT for 4 h) and ultrasonic (UST for 1 and 2 h) treatment
methods from oxides taken in molecular ratio 1:1. XRD and TEM results showed
that obtained samples consist the particles about 15 nm after MChT and 1 h UST
and 35 nm after 2 h UST. The isotropic destruction of zirconia, mesoporous powder
formation and particle agglomeration with irregular shape occur. The photocatalytic
properties of barium/zirconium oxide mixtures were examined in the water solution
of prometryn degradation reaction. The activity of studied samples was increased
after their MChT and USD activation.
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1 Introduction

Among the various nanomaterials, nanodimensional baria and zirconia compos-
ites have attracted much interest since these materials are refractory ones, having
high strength, fracture toughness, and surface area for effective immobilization of
biomolecules with desired orientation [1], possess excellent chemical resistance, low
thermal conductivity [2, 3], electrical, and surface charge properties [4]. Such prop-
ertiesmake it highly useful in the field of structural, mechanical and high temperature
applications [5–7]. A number of synthesis methods including solid phase synthesis
[2], chemical vapour deposition (CVD) [8], sol–gel process [9], sintering, and copre-
cipitation [10] were used for Ba/Zr-containing nanomaterials preparation. It should
be noted that the most of them require the improvement of the systems interfacial
characteristics.Mechano- and sonochemistry are an alternative to traditionalmethods
of large amount modern materials preparation and can be attributed to simple and
environmentally friendly activation methods of solids. They allow the synthesis of
nanosized powders and coatings, permit to obtain highly active fertilizers and solid
solutions with an abnormal content of components and intermetallic compounds
from a mixture of metal powders [11–15]. The prospect of both these methods for
synthesis of nanosized barium titanate, molybdates of zinc and vanadiumwas shown
in some publications [12, 16–22]. Also, it was found that the mechno- and sono-
chemistry can be effectively used in the preparation (manufacture) of highly active
catalysts of the hydrocarbons oxidation reactions [20, 23–29].

The purpose of this study is the investigating of influence of mechanochemical
and ultrasonic treatment of binary oxide barium/zirconiummixture on the structural,
crystal, and photocatalytic properties of this system.

2 Experimental

Stoichiometric mixture of BaO and ZrO2 in the molecular ratio 1:1 was subjected
to intense mechanical treatment in Fritsch high-energetic planetary ball mill
(Pulversitte-6). Zirconia vessel (250 mL) and balls (∅ = 10 mm) were used for
the treatment of 10 g of the oxides mixture. The duration of the treatment was 4 h in
air at 550 rpm, and balls-to-powder weight ratio (BPR) was 10:1.

The ultrasonic treatment of baria-zirconia aqueous solution (10 g of powder and
80 mL water) was conducted in stainless steel reactor and activated for 1 and 2 h
using UZDN-2 T dispergator, which supplied a continuous 40 kHz ultrasonic wave
under heating at 80 °C. After sonification the obtained precipitates were dried at 120
°C in air atmosphere for 2 h.

The activated powders were characterized by different techniques which are given
below. In order to determine the crystallographic phase the prepared samples were
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characterized by X-ray diffraction (XRD) in a Bruker D8 Advance X-ray diffrac-
tometer at 40 kV and 30mA in the 2� range of 10–80° (2� step: 0.05°) using nickel-
filtered Cu Kα1 radiation. Identification of phases was carried out by comparison the
samples diffraction patterns obtained from XRD with standard JCPDS database.
The Fourier transform infrared (FTIR) spectra were recorded using an Excalibur 300
Series Digilab spectrometer equipped by DTGS detector at room temperature with
100 scans at 2 cm−1 resolution. A sample disks were prepared by mixing 1wt% of
sample with potassium bromide.

Thermal analysis of all powders was performed using a furnace derivatograph
(Derivatograph-Q) upon to 850 °C in air using 200 mg of powders at a heating rate
of 10 °C/min.

N2 adsorption–desorption isotherms were registered at 77 K using Autosorb auto-
mated gas sorption system (Quantachrome). Prior to measurement, each sample was
degassed for 20 h at 150 °C. The specific surface area (SBET)was calculated according
to the standard BET method. Pore size distribution over the mesopore range was
generated by the Barrett-Joyner-Halenda (BJH) analysis of the desorption branches,
and the values of the average pore size were calculated.

The structural properties and particle size of the synthesizedmixed oxide powders
were examined by transmission electron microscopy TEM using a JEM-1230 instru-
ment (300 kV). Each powderwas homogeneously dispersed inwater/ethanol solution
by sonification for 3 min.

In order to estimate the photocatalytic performance of the synthesized materials
the photodegradation of triazine herbicide “Gezagard”was realizedwhere prometryn
(PROM) was an active substance. The initial concentration of the solution was 1.38
× 10−6 mol/L. The dosage of the baria-zirconia powders was 0.150 mg for 300 ml
of PROM solution with the pH value of 7.3. Before switching on irradiation, the
herbicide solution was continuously stirred in the dark for 60 min to ensure adsorp-
tion–desorption equilibrium. Photodegradation tests were performed in a photore-
actor with a UV radiation source (mercury lamp (Optima) with 125 W power) for
5 h. The destruction of the prometryn was monitored at 221 nm in the Shimadzu
UV-2450 spectrophotometer. The photocatalytic transformation rate constants were
calculated from the slope of the curve ln (C0/Ct) vs. irradiation time assuming the
first order kinetics, where C is prometryn concentration (C0–at the beginning of the
experiment, Ct − during the experiment).

3 Results and Discussion

Figure 1 depicts theXRDpatterns of oxideBaO/ZrO2 = 1:1mixtures before (Fig. 1a)
and after mechanical (Fig. 1b) and ultrasonic synthesis (Fig. 1c, d). The diffrac-
tograms of all samples clearly exhibit the presence of two crystalline phases. The
main crystalline phase is monoclinic zirconium oxide (m-ZrO2). The peaks of this
phase with 2� values of 24.2, 28.2, 31.4 and 34.3° reveal the presence of (110),
(11–1), (111) and (002) crystalline planes, respectively and well correspond to the



220 O. Sachuk et al.

standard JCPDSfileNo: 83–0944. The second phase shows the presence of tetragonal
lattice structure of barium oxide BaO (JCPDS file No: 89–8425). No peaks corre-
sponding to any impure phase is found in the XRD patterns. The reflection peak
of m-ZrO2 from (110) crystalline plane has maximal intensity for all BaO/ZrO2 =
1:1 compositions. However, after treatment some differences in the diffractograms of
compositionswithout any phase changeswere observed. As can be seen fromFig. 1b,
c, d the redistribution of reflex intensities in zirconium dioxide without change of
major reflex occurs. The considerable increase of reflexes intensity and narrowing of
all diffraction lines after MChT was observed (Fig. 1b). It is known that the samples
suffer a coalescence process under heating conditions and as a result the increase
of reflex intensity and crystal size occur. However, in our case the increase of reflex
intensity accompanied by a decrease of average particle sizes, calculations of which
were made using Scherrer equation and are given in Table 1. Such behavior could be
attributed to the acceleration of isotropic effect which is due to dislocation of planes
in oxides and their destruction appeared inmilling process and also good crystallinity
of the formed particles.

When the ultrasonic reaction time prolongs up to 2 h (Fig. 1d) the decrease in
peaks intensity (Fig. 1 and Table 1) and increase of crystallite size occur. The last

Fig. 1 XRD patterns of BaO/ZrO2 = 1:1 mixtures: a–initial, b–after 4 h of MChT, c and d–after 1
and 2 h of UST respectively
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Table 1 Some properties of BaO/ZrO2 = 1:1 compositions

Parameter Initial MChT UST 1 h UST 2 h
∗L [nm] 31 16 15 37

SBET [m2/g] 9 12 8 9

Vs × 10−2 [cm3/g] 7.71 9.86 11.40 10.24

Kd∗10−2 [s−1] 0.7 1.4 1.1 1.3

∗L–average crystallite size, determined from the maximum intensive reflex, S–specific surface area
(BET) of the sample, Vs–total pore volume, Kd–degradation constant rate of prometryn solution

case can be explained through the different mechanisms of solids transformation:
(1) the presence of crystal structure defects could create a charge imbalance, which
can be compensated by the creation of oxygen vacancies. This in turn prompts a
larger oxygen ion motion and thus bigger particle size; (2) longer times of ultra-
sonic treatment, which provide crystallite growth by diffusion, related to increases
of the probability of collisions between particles due to the pressure system, i.e.,
crystallization rate of the solid phases. As a result, a greater movement of atoms
is attained, which facilitates the rapid arrangement of the crystalline structure and
subsequent coalescence of the chemical species to form particle agglomeration. This
phenomenon was confirmed by TEM method and surface area analysis.

The data presented onFig. 2 show themorphology and size distribution of particles
of BaO/ZrO2 samples as bar charts alongside the TEMmicrographs. As can be seen
from the TEM images of the inactivated sample (Fig. 2a) and the samples after
modification (Fig. 2b, c, d) of oxide composition, the presence ofmonoclinic zirconia
and baria almost spherical morphology with some rectangular-shaped particles with
a slightly agglomerated surface is observed. Individual particles are well resolved
and their spherical morphology is evident from the figures.

The particles size distribution shows thatmore than 90%of the particles in samples
after mechanical milling (Fig. 2b´) andUST for 1 h (Fig. 2c´) are the order 15–20 nm.
However, a fraction of particles in the initial sample (Fig. 2a´) and after its longer
sonoactivation (2 h) (Fig. 2d´) are found to have size above 30 nm. TEM results are
in good agreement with XRD data. The structural properties of obtained samples
were also studied by analysis based on FTIR method.

In order to ascertain the molecular nature of the synthesized material the FTIR
spectra of the BaO/ZrO2 compositions were taken (as shown in Fig. 3). Absorp-
tion bands in all IR-spectra of samples centered at 3460 and 1639 cm−1 are the
characteristic of surface-adsorbed water and hydroxyl groups, respectively.

FTIR spectra of initial sample (Fig. 3a) and treated oxide mixtures (Fig. 3b,
c, d) show some changes in the absorption band position and their intensity. The
weak vibration frequency at 1619 cm−1 which is possibly characteristic of Ba–O
stretching mode was observed in the spectra of all studied samples. The absorption
peaks found in region 1390–1524 cm−1 spectra of all powders could be due to a
formation of BaCO3 impurity after CO2 absorption by BaO from atmosphere [30].
It should be noted that in XRD diffractograms the reflection peaks of BaCO3 are
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Fig. 2 TEM images of BaO/ZrO2 powders and particle size distribution (´): a–initial, b–after
MChT, c–after sonication for 1 h and d–2 h
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Fig. 3 FTIR spectra of BaO/ZrO2 samples: a–initial, b–after MChT, c and d–after UST for 1 h and
2 h respectively

not detected. The peak with low intensity observed at 1059 cm−1 corresponds to the
symmetric vibrations of Zr-O bond and becomes more intensive after sonochemical
treatment for 2 h. Similar changes apply to the absorption band at 856 cm−1 which
is attributed to the bonding vibrations of Ba–O. It can be related to an increase in the
amount (per unit volume) of the functional group associated with the molecular bond
in oxides. Curves of activated samples are characterized by appeared broad peak at
wavenumbers 744 cm−1 (more clearly visible in the spectrum of mechanochemical
treated composition (Fig. 3b)) and increased intensity of absorption band at 694 cm−1

that could be due to Ba–O bonding vibrations [31]. The obtained data suggest that
after treatment the positions of number of peaks centered at 420, 495, and 610 cm−1

corresponding to asymmetric vibration of Zr-O bond are somewhat changed. As
can be seen from Fig. 3b, c, d the first two absorption bands are shifted up to 415–
418 cm−1 and 503–524 cm−1, respectively, while the last one is almost disappeared.
No other bands related with any other functional group were detected in the FTIR
spectra.

The thermogravimetric analysis is used to describe the phase transformations and
crystallization processes in the BaO/ZrO2 compositions (figure is not given). The
thermal analysis curves for all synthesized powders showed thatwater removal occurs
in three steps: (i) the large peaks in the DTA-curves of sono-and mechanochemical
treated samples were observed at 70–77 °C which is at lower temperature in compar-
ison to initial mixture, where this indexwas above 90 °C. It was related to the removal
of the physically adsorbedwater; (ii) the second stage proceeds in higher temperature
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range of 220–270 °C in DTA curves, which is caused by a loss of part of the crystal
water. The third endothermic peak in DTA curves takes place in region 380–445 °C.
Simultaneously this process can be assigned to both decomposition of BaCO3 into
BaO [32] that is in agreement with FTIR data and the loss of chemically coordinated
(chemisorbed) water molecules present in hydrous zirconia [33] according to Eq. (1):

ZrO(OH)2 · H2O → ZrO2 + 2H2O (1)

The total weight loss at heating of the samples up to 500 °C is equal about
1.5% while at heating up to 850 °C this indicator is equal to 5%. The process of
crystallization of hydrous ZrO2 appeared at 480 °C what is in good agreement with
the data obtained for ZrO2 synthesized by precipitation method [33]. There are no
peaks which correspond to phase transforms in ZrO2 were observed. This confirms
the fact that monoclinic phase of zirconia is thermal stable and transforms reversibly
to the tetragonal phase when heated to about 1170 °C [2, 34].

Nitrogen adsorption–desorption isotherms of the sample after mechanical milling
are shown in Fig. 4. The adsorption–desorption curves of the sample belong to the
typical IUPAC IV-type with hysteresis loop at P/P0 = 0.45 to 0.98 in contrast to
isotherms of inactivated and sonotreated samples (isotherms are not given) which
belong to non-porous powders with II-type of isotherms.

It was found that nitrogen sorption isotherms of the milled sample have the H3-
type hysteresis loop, which is a characteristic for pores consisting of plane-parallel
particles and have a mesoporous structure. The pores size distribution curve of the
mechanically activated BaO/ZrO2 mixture is shown in the inset of Fig. 4. It can see

Fig. 4 Nitrogen adsorption–desorption isotherm curves and the corresponding BJH plot of pores-
size distribution (insert) of BaO/ZrO2 sample after 4 h MChT
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that the sample reveals a broad distribution of the pores dimension in the mesoporous
region (44 nm). The textural parameters including surface area and pore volume is
inserted in Table 1.

A huge amount of various pesticides (predominantly herbicides), as a result of
human economic activity, enter into the environment and not only slowly decompose
in natural conditions, but also have cumulative properties. Nowadays, seeking novel
strategies and methods to treat such chemicals in a way that does have a negative
impact on the environment into which it is disposed, has become crucial over the past
years. Modern traditional methods, which have employed potent catalysts, showed
successful degradation of the pesticides under various conditions as presented in [35].
But in most cases the destruction (oxidation) by ozone [36] and hydrogen peroxide
[37], or the adsorption on porous solids, such as activated carbon, zeolites and clays
was occurred. In our work the photocatalytic degradation as promising method for
remove the toxic substances on example of water solution prometryn was conducted.

The plots showing promertyn degradation by BaO/ZrO2 powders are presented
in Fig. 5. It was found that activated samples (Fig. 5b) showed the higher activity in
herbicide degradation process compared to initial sample that was evidenced by the
calculations of degradation constant rate (Table 1). Also, some changes in UV–vis
spectra of treated samples were noticed, namely, the blue shift from 221 nm up to
213 nm and decrease in intensity of the absorption maximum.

From above presented data, it can be assumed that the dissolved organic carbon
(DOC), SO4

2−, NO3
−, NH4

+ were formed in triazine herbicide mineralization
process. Also, the increasing of samples photocatalytic activity can be due to smaller
particles formed after treatment that it was evidenced in [38].

So, it was found that mixed baria-zirconia compositions can be used as promising
photocatalysts for herbicide remove.

Fig. 5 Electron absorption spectra of water prometryn solution–1, after its dark sorption for 1 h–2in
the presence of inactivated BaO/ZrO2 sample–a and after its MChT–b, after irradiation for 1 h–3,
2 h–4, 3 h–5, 4 h–6, 5 h–7
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4 Conclusion

This study demonstrates the significant changes in physical and chemical properties
of BaO/ZrO2 compositions after their mechanochemical and ultrasonic treatment.
The decrease in particle size, mesoporous structure formation in the samples and
increase of photocatalytic activity in prometryn degradation process were observed.
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State of the Art of Microplastic
and Nanoplastic Pollution: Origin
and Removal Methods

Svitlana Kyrii, Tetiana Dontsova, Olga Karaschuk, and Olena Yanushevska

Abstract Microplastic and nanoplastic are still an invisible problem on a global
scale. Recognized as a contaminant only in 2004, microplastic and nanoplastic can
have both instantaneous and long-term effects on living organisms at all levels-from
molecular and genetic to population. This study examines the primary sources of
microplastics and nanoplastics, their environmental hazards to the environment and
humans. The factors influencing the degradation of plastic in natural conditions,
methods of qualitative and quantitative detection of micro and nanoplastics, and
methods of their removal from water are considered.

1 Introduction

Some characteristics of plastic, namely, its lightness, long service life, low cost, and
durability, have prompted mankind to its mass production and usage. The indus-
trial production of plastics has been actively growing every year since the twentieth
century [1]. As for 2020, world plastic production amounted to 367 million tons
(Fig. 1). The largest producers are the countries of Asia (50.1%), Europe (18.5%),
the countries of the North American Free Trade Agreement (17.7%), the countries of
the Middle East, Africa (7.71%), Latin America (4%), and Eastern European coun-
tries (2.6%). The production result of a large quantity of plastic is the formation of
a considerable amount of waste in the form of micro-and nanoplastics, which have
a significant negative impact on the ecology of our planet [2].
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Fig. 1 World production of plastic from 1950 to 2020 [4]

Unfortunately, microplastic (MP) and nanoplastic (NP) cannot always be properly
considered, so it is difficult to estimate the extent of contamination by them. For
example, scientists have recently found that there may be from 12 to 21 million
tons of MP and NP in the Atlantic Ocean, which is ten times more than previously
estimated [3].

Microplastics are particles of fragmented synthetic polymers up to 5 mm in diam-
eter and are resistant to biodegradation [2]. The first mention of the microplastics’
harmful effects on biota in the literature dates to the 1970s. Initially, these works did
not arouse widespread interest. However, over time, more and more work has begun
to appear on marine animals suffering from large amounts of debris in the ocean.
Some studies have confirmed that various marine mammals, zooplankton, seabirds,
and turtles, and even some species of animals living in the depths of the sea consume
plastic bags and lids [2].Moreover,MP andNP can be spread over long distances due
to their small size and lightweight. For example, micro and nanoplastic have been
found even in Arctic glaciers [5], not to mention soils, oceans [6], and freshwater [7].
American scientists carried out demonstrative research of 159 water samples from
various parts of the earth. They found that 83% of the samples contained plastic [8].
That is, MP and NP pollution are present in almost every country on our planet.

Another serious concern is the adsorbent properties of MP and NP, i.e., the ability
to adsorb the contaminants in which it is found. Substances that can be adsorbed
include heavy metals, polycyclic aromatic hydrocarbons, various pharmaceuticals,
and drugs. Special additives used in the manufacture of plastics and articles thereof
can also be toxic and get directly into the body of marine life. As a result, MP and
NP can cause chronic toxicity due to its accumulation in the body [2]. As a result,
micro and nanoplastic can cause chronic toxicity due to its accumulation in the body
[2].

Fish and seafood are one of the primary sources of protein. Through the food
chain, a person consumes all the plastic that enters the fish’s body and cannot digest
it in the stomach. Scientists estimate that a person consumes about 5 g of MP and
NP per week, which is more than a teaspoon. It can enter the human body in three
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main ways: with food, water, and air. Thesemicro and nanoparticles affect the human
body at all levels, frommolecular to population. Once in the body, MP and NP have a
complex effect and can cause various human diseases, including dysfunctions of the
reproductive system. Through the digestive system, entering the bloodstream, toxic
MP and NP are distributed throughout the body and can accumulate in the kidneys,
liver, and other organs. Various mechanical damage and inflammatory processes can
occur when MP and NP enter the lungs. The accumulation of plastic in the organs
and cells of the body can lead to carcinogenic effects and cause various mutations
and tumors [9].

MP and NP have been in the human digestive system for the longest time, which
is why it is most affected. Swallowing such particles, even in small quantities can
cause inflammation of the gastrointestinal tract and its irritation. The greatest danger
is posed by particles whose size does not exceed 150 microns. Such particles are not
able to be absorbed and excreted by the human body. In 2018, Australian scientists
conducted a study and found that Antarctic krill can fragment pieces of polyethylene
with a size of 31.5 nm into particles of 1 nm or less [10]. Thus, plastic decomposition
into smaller particles continues in the middle of the body and is dangerous for its
functioning.

Microplastic and nanoplastic are still an invisible problem on a global scale.
Huge volumes of plastic production and extremely high prevalence of MP and NP as
pollutants in soils, surface waters, oceans, and air increasingly exacerbate the envi-
ronmental problem of its accumulation. Recognized as a contaminant only in 2004,
MP and NP can have both instantaneous and long-term effects on living organisms
at all levels—from molecular and genetic to population. MP and NP long decom-
position time and durability due to the polymer structure and easy transportation in
aqueous media make microplastics a hazardous problem.

The variety of shapes, small size, lightness, and low density of MP and NP
contribute to its comprehensive transportation and easy distribution over long
distances on land and in water systems. While large plastic particles are effectively
removed during wastewater treatment, MP and NP often bypass treatment plants by
entering and accumulating in the aquatic environment. In addition, MP and NP can
have both instantaneous and long-term effects on living organisms, and their long
decomposition time and easy transport in aquatic environments make it a hazardous
problem. Establishing the sources ofMP and NP origin and finding methods for their
removal from water is a critical task.

2 Ecological Dangers of Microplastic and Nanoplastic

One of the negative dangers ofMP andNP is that colored plastic particles of different
sizes are perceived as nutrients by birds and fishes. Once in the digestive system,
plastic cannot decompose by the enzymatic system of living organisms. Moreover,
once in the stomach and other organs, MP and NP particles can lead to poisoning
and death caused by starvation [2, 9].
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Scientists have identified threemain types of factors that can potentially adversely
affect humans: chemicals that are part of thematerials themselves, the physical effects
of particles, and biofilm formed on the surface of particles due to the activity of
microorganisms and bacteria. The following chemicals can cause the toxic properties
of plastics [2]:

• Residual monomers, toxic additives, and softeners used in the manufacture of
plastics can leach and be absorbed by marine animals.

• Intermediate products of chemical degradation. For example, the thermal decom-
position of polystyrenemay produce toxic styrene and other aromatic compounds.
Styrene is a carcinogen, the accumulation of which can lead to malignant tumors.

• Persistent organic pollutants that are difficult to biodegrade and have pronounced
toxic properties. These include various pesticides and technical products. In the
context of MP and NP can be an example of polychlorobiphenyl used as a
plasticizer.

Many chemical additives added to plastics during production can be released into
the atmosphere, especially during degradation. The chemicals can then be reabsorbed
by other plastic particles or lipids and enter the food chain by secondary means. The
content of impurities varies depending on the type and purpose of the polymer [9].

In addition, some monomers used in plastic production are characterized by a
tendency to desorption. A well-known example is bisphenol A, which is widely used
to produce epoxy resins or polycarbonate and the inner coating of containers. A
well-known example is bisphenol A, which is widely used to produce epoxy resins
or polycarbonate and the inner coating of containers. The behavior of bisphenol
resembles synthetic estrogens and is absorbed by the body [9].

Physically, MP and NP particles can enter the organs of the human body and
cause mechanical damage, causing inflammation and various diseases. The shape,
size, color, and chemical properties determine the toxicity of plastic micro and
nanoparticles.

In water supply systems, the danger of MP and NP is the growth and reproduction
of microorganisms in drinking water pipes and other surfaces and the formation of
biofilms directly in the water we consume. Biofilms exfoliation from the walls of the
pipes can lead to the consumption of opportunistic pathogens by humans [11].

Of particular importance are microorganisms that can cause intestinal disorders
and multiply more actively after entering the human body. However, the risks associ-
atedwith the presence of the biofilm aremuch lower than the toxicity of the substance
that makes up the MP/NP and its ability to move pathogens [11].
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3 Sources of Origin of Microplastic and Nanoplastic
in Water Bodies

Both colored and transparent particles of MP and NP can be found in the environ-
ment. Colored particles usually come from plastic, which has a long service life, and
transparent particles come from disposable plastic products, such as bottles, pots,
and bags [12].

Also a variety of granules that are added in themanufacture of car tires, cosmetics,
toothpaste, scrubs and shower gels, sequins, sequins on clothing and fishing lures,
the so-called primary MP and NP are the source of pollutants that enter the waters
of oceans. They are intentionally created by manufacturers and added to consumer
goods to improve their consumer properties. In addition, much of the MP/NP enters
the sewer with each wash of synthetic fabrics, from which hundreds of thousands
of micro and nanofibers peel off. Another source of clogging is large plastic prod-
ucts, which under the action of mechanical, biological effects of the environment,
radiation, and time, are destroyed into smaller particles and pollute the environment
(so-called secondary MP and NP) [2]. For example, when bottles, disposable plastic
utensils, are thrown away, they gradually disintegrate into smaller particles under the
action of sunlight and water while maintaining their molecular structure. It happens
due to the careless attitude of people who clutter the water with household waste,
fishing equipment, and food packages.

According to morphological analysis, there are six primary forms in which MP
and NP can be found: fibers, films, plates, foam, and spherical pieces [13]. The most
common form in which plastic particles are found is fibers. The average size of the
fibers found in water is 0.09–27.06 mm, and the average concentration is 0.02–25.8
fibers/liter. The most common form in which plastic particles are found is fibers.
The average size of the fibers found in water is 0.09–27.06 mm, and the average
concentration is 0.02–25.8 fibers/liter [14]. Particular attention should be paid to
countries with a highly developed textile industry (India, Bangladesh, Vietnam, etc.).
Foam particles are formed in water due to the decay of large products of which they
are composed, and synthetic bags and food packaging serve as a source of MP and
NP in the form of films. Spherical particles can be isolated from the resin contained
in transport systems and various abrasive materials [1, 12].

Themain sources of harmful substances in plastic which enter the human body are
finishing and building materials (wallpaper, waterproofing, household items, insula-
tion materials, etc.), furniture, appliances and plastic windows. The most quantity of
plastic enters the human body from utensils [15].

Plastic containers in which food is often stored and heated in microwave ovens
are becoming increasingly popular. During the heating and in contact with water that
poisons and toxic substances are formed and released. All plastic products change
over time and release decomposition products.

MP and NP were also found in bottled water. The State University of New York
researched bottled water for its safety for the consumer. It was found that an average
of 325MP andNP particles enter the human body for every liter of bottled water. The
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following types of plastic were found in the bottled water samples in the following
percentage: 54% was polypropylene; 16% nylon; 10% polyethylene; 6% a mixture
of polyethylene terephthalate and polyester; 3% fell on other inclusions. The same
group of scientists found that tap water contains two times fewer plastic impurities
[16].

4 Plastic Degradation under Natural Conditions

Degradation is a change in the chemical structure of a polymer by reducing its molec-
ular weight. A significant degree of material degradation affects plastics’ mechanical
and physical properties, violating their integrity, shape, and characteristics.

Depending on the agents that have a destructive effect on the polymer, there are
different types of plastic degradation. A significant role in the plastic decomposition
duration is played place where the destruction of debris occurs near the shoreline or
in the ocean [1].

The first type of degradation is biodegradation. It occurs under the action of
microorganisms, both in surface waters and in its strata, and takes very long periods.
Thus, a product made of different types of plastic can decompose from 400 to
700 years, and our usual plastic bags can be disposed of from 100 years and more
[1].

The following destructive factors are thermal oxidation (oxidative decomposi-
tion) and photodegradation (destruction under sunlight). These processes most often
occur with MP and NP in the coastal zone. When the plastic is heated to 40 °C,
its disintegration begins according to the exponential law. Its fragility causes debris
to turn into powdery micro-and nanoparticles easily consumed by zooplankton and
other small marine animals or are subject to further biodegradation. Another cause
of polymer degradation is hydrolysis, i.e., reaction with water [1].

All the above processes lead to the particles and fragments formation of MP and
NP of different sizes and shapes, which harm marine nature and biota in general.
Plastic that has undergone repeated decomposition and degradation becomes brittle,
even powdery. Further decomposition of plastic leads to the MP and NP formation,
which can further decompose and turn into CO2 due to the activity ofmicroorganisms
[1].
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5 Methods of Qualitative and Quantitative Detection
and Chemical Characteristics of Microplastic
and Nanoplastic

In order to detect MP and NP particles and measure their number, such methods
as microscopy, IR spectroscopy with Fourier transform, Raman spectroscopy, mass
spectroscopy, and chromatography are used [17].

Microscopic methods make it possible to classify plastic based on its physical
characteristics using microscopes or stereoscopes. Such detection methods are the
most common and easy to perform, but are pretty subjective, time-consuming, and
depend on the human factor. Microscopic methods can help classify plastic parti-
cles by color, size, and shape and determine their origin. To simplify the detection
process, scientists can use dyes that simplify the task. For example, Nile Red is a
solvatochromic dye, making it possible to classify MP and NP into chemical groups
using special software based on fluorescent shift [18].

IR Fourier and Raman spectroscopy are methods of chemical analysis that are
among the most accurate and provide complete information about the presence of
plastic in aqueous samples. Both types of spectroscopies are quite accurate and
complement each other. As a result, they form a spectrum based on the interaction
of light with molecules: the Fourier IR forms an infrared spectrum resulting from a
change in the dipole moment, and Raman spectroscopy creates spectra based on the
polarization of chemical bonds. These methods of spectroscopy allow us to get an
idea about the structure and characteristics of thematerial. Ramanmicroscopy allows
the characterization ofMP and less than 20μmorNP, but the signals obtainedmay be
weaker due to the high time of spectrum detection and various obstacles, depending
on the characteristics of the material, such as color, decomposition, and fouling by
microorganisms [19–21].

The method of pyrolysis gas chromatography and mass spectroscopy for MP
and NP involves thermal decomposition under inert conditions. The resulting gas
is captured by the cryogenic method, followed by separation on a chromatographic
column. This method can characterize the MP and NP, but it does not contain the
required information about the particles’ mass, shape, and size. Due to this, the
application of this method is limited [22].

6 Removal Methods of Microplastic and Nanoplastics
from Water

In general, the development of MP and NP removal technologies is at an early stage,
and there is no reliable method that could be used on an industrial scale. Currently,
standard treatment methods are used; however, they cannot purify the MP and NP to
the required degree.
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6.1 Adsorption

Adsorption methods for removing various contaminants are widely used in different
treatment systems due to a wide range of sorption materials [23, 24]. One of the
innovative and promising methods of extracting MP and NP from water is the use
of adsorbent materials. The latter is a physicochemical process that occurs due to
Van der Waals forces or ion exchange and provides binding of the adsorbate on the
adsorbent’s surface. A group of Swiss scientists evaluated the possibility of removing
nanoplastics from drinkingwater with granular activated carbon. It is established that
the adsorption of MP and NP occurs in model water due to electrostatic interaction
between positively charged MP/NP and negatively charged activated carbon. In the
study of natural water of Geneva Lake, it was found that the ability to removeMP and
NP is three times higher than model water due to the presence of dissolved organic
matter. Thus, the studies indicate some prospects forMP and NP removal by sorption
methods and activated carbon in particular [25].

Other scientists have developed a three-dimensional adsorbent based on graphene
oxide to removeMP andNP frompolystyrene. A strongπ–π bond inside the benzene
part of polystyrene and carbon atoms plays a vital role in this adsorbent to separate the
MP andNP from thewater. In addition, it is necessary tomake sure that this adsorbent
can be used repeatedly and to avoid secondary contamination of the environment [12].

In general, adsorption is a time-consuming process, and it is quite challenging
to implement from a commercial point of view. The materials used for it can be
secondary contaminants, requiring additional costs for regeneration or disposal. So,
this method can be used before more advantageous methods, such as nanofiltration,
reverses osmosis, or aggressive oxidation processes.

6.2 Magnetic Extraction

Magnetic extraction involves using nanoparticles of Fe [26] and an external magnetic
field that attracts microparticles of plastic to iron. The iron nanoparticles usage is
due to their low price and ferromagnetic properties. By this technology, almost 92%
of granular beads made of polyethylene and polystyrene can be removed with a size
range from 10 to 20μm [12]. The problemwith this method is that iron nanoparticles
are not subject to biodegradation and lead to secondary pollution.

6.3 Chemical Coagulation

One of the alternative methods of removing MP and NP from natural waters is the
usage of chemical coagulants. Iron and aluminum salts are usually used for this
purpose. In addition, to reduce the coagulation process cost, treated industrial waste
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is used as coagulation reagents [27, 28]. Such parameters as pollutants concentration,
pH of the treated water, surface charge, etc., influenced the coagulation process. MP
and NP particles have a negative surface charge and can be removed by chemical
coagulation. Studies conducted by Finnish scientists indicate the high efficiency of
the coagulation methods usage (up to 99.4%) for the removal of microplastics. The
process can be optimized by choosing the appropriate coagulant and pH [29].

6.4 Photocatalytic Degradation of the Micro
and Nanoplastics

Thedevelopment of photocatalytic processes using renewable energy sources, such as
solar energy, is becoming an increasingly attractive option from an economic, energy,
and environmental point of view. Photocatalytic processes are used to decompose
a wide range of organic contaminants, including pharmaceuticals and drugs [30],
organic dyes [31, 32], and micro and nanoplastics [33–35]. In particular, a group
of scientists studied the photocatalytic degradation of polystyrene and polyethy-
lene plastic particles under the influence of ultraviolet radiation. TiO2 nanoparticles
were used as a catalyst, which showed complete plastics mineralization of 98.4%
[36].Thus, photocatalytic degradation is a promising alternative to minimizeMP and
NP contamination and reduce hazard by-products.

6.5 Membrane Technologies for Micro and Nanoplastics
Water Purification

Membrane technologies are promising technological means for solving the water
purification problem from an extensive range of pollutants [37–40]. Micro-, ultra-,
nanofiltration, and reverse osmosis systems are used for water purification.

Microfiltration (MF) is a barometric process used to separate suspended and
colloidal particles from 0.1 to 10 μm in size from water, including plastic parti-
cles. Recently, the direction of using ceramic microfiltration membranes has been
successfully developed. They usually consist of a porous substrate (mainly based on
aluminum oxides) and a non-porous selective surface layer. Such membranes have
many advantages: resistance to chemically aggressive environments; high mechan-
ical stability; ease of regeneration, high operating temperature (1000 °C and above),
etc. The process of MP removing by a microfiltration membrane is somewhat similar
to removing by an ultrafiltration membrane.

The ultrafiltration process is characteristic of the separation of systems where the
mass of the dissolved component significantly exceeds the mass of the solvent. The
ultrafiltration filter will retain almost all particles that exceed the size of 0.01 μm.
The advantage of this method is its prevalence not only in the industrial but also in the
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Fig. 2 Scheme of ultrafiltration microplastics extraction

domestic sector, as very often, such ultrafiltration modules are easily installed under
the sink. The conditional scheme of microplastic removal is presented in Fig. 2.

The ultrafiltration process requires low energy consumption, is characterized by
compact equipment and separation efficiency. This process is effective for removing
a wide range of contaminants, in addition to microplastics-macromolecules, organic
matter, turbidity, and more. However, water purification from MP by this method is
poorly understood.

Nanofiltration membranes have a pore size of 1–3 nm and can retain electrolytes
such as NaCl and organic compounds, including plastic. Reverse osmosis technology
involves the use of non-porous and nanofiltration membranes operating under high
pressure [41].

Membrane bioreactors (MBR) are systems in which a process stimulated by
natural catalysts (enzymes and bacteria) takes place. At present, the use of MBR
is considered to be an advanced, effective technology for industrial and municipal
wastewater treatment. When MP and NP are removed with the help of MBR, a
biodegradation process takes place, which simplifies the process. In comparison with
other advanced cleaning technologies, this method provides the ability to removeMP
and NP up to 99% [42].

7 Conclusions

Huge volumes of plastic production and extremely high prevalence of MP and NP
as pollutants in soils, surface waters, oceans, and air increasingly exacerbate the
environmental problem of its accumulation. MP and NP long decomposition time
and durability due to the polymer structure and easy transportation in aqueous media
makemicroplastics a hazardous problem.While large plastic particles are effectively
removed during wastewater treatment, MP and NP often bypass treatment plants by
entering and accumulating in the aquatic environment.

It is established that the main sources of micro- and nanoplastics in water are
cosmetics (toothpaste, shower gel, etc.), buildingmaterials, synthetic clothing, which
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separates plastic particles during washing, plastic utensils, decomposition products
of large pieces of plastic, and more.

Themainmethods and their advantages and disadvantages for the quantitative and
qualitative detection of micro- and nanoplastics, particularly microscopic methods,
IR spectroscopy with Fourier transform, Raman spectroscopy, mass spectroscopy,
and chromatography, are considered.

The main effective methods of removing micro- and nanoplastics from water
include adsorption, magnetic extraction, chemical coagulation, photocatalytic degra-
dation and membrane methods are considered. It is established that membranes are
considered the most promising technological means to solve the problem of water
purification from an extensive range of pollutants.
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Nanostructured Iron-Based Sorption
Materials for Drinking Water
and Wastewater Treatment

Marta Litynska, Tetiana Dontsova, and Anna Gusak

Abstract The paper analyzed the usage and efficiency of different types (zero valent
iron, oxides, hydroxides, oxyhydroxides, composites, etc.) of nanostructured iron-
containing sorption materials in water treatment. It was noted that iron-based adsor-
bents are effective in removal wide range of pollutants (various organic compounds,
arsenites, arsenates, phosphates, heavy metal ions, etc.). Nanoparticles of zero valent
iron are one of the most popular iron-based nanomaterials for water treatment. There
a lot of approaches to obtain these nanoparticles, including top-down (processing
micro- or millimeter-sized iron) and bottom-up (using iron-containing compounds
as starting materials) synthetic methods. Iron-based nanostructured materials are
often used in the form of different doped oxides or nanocomposites with organic or
inorganic substances. In the paper various methods of synthesis and application of
nanostructured iron-based sorption materials are observed.

1 General

1.1 Introduction

Freshwater is very insignificant (about 3%) share of the total water on Earth, but parts
of underground and surface water are extremely small (about 29% and less than 1%)
[1]. Population growth leads to significant increasing of water demand and water
crisis becomes real problem. Pure water is extremely important for efficient agri-
culture, energy production, chemical technologies, recreation, manufacturing, and
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many other various industries [2]. Evidently, water resources are extremely signifi-
cant affected by climate change, population density, and industry.Water demandmay
further escalate due to increasing of water consumption, extensive agriculture and
non-ecological productions. Reckless water consumption has long resulted in water
scarcity, while polluted water bodies and aquifers caused by agricultural and indus-
trial activities dampens the sources of safe fresh water [2–6]. According to [6], in
NorthChina human induced excessive and non-rationalwater consumption is respon-
sible for the substantially decreasing of rivers flow over the past 80 years. Although
the capacity of wastewater treatment plants was increased, current water quality
does not meet the national water requirements, because of the significant content of
nitrogen compounds and high level of chemical oxygen demand. Wastewater and
feedlots discharge are the main sources of these pollutants. A balance between the
demand and resource of water is very important for economy of each country [2, 3].
The same problems are characteristic for Ukrainian rivers [7, 8]. Climate changes
and different anthropogenic factors lead to the progress of overgrowth and � algal
blooms� of Dnipro River. According to [8], during the period from 2010 to 2017,
the area of overgrown Dnipro River (around Kyiv) increased more than 2 times
and reached to 7.5% of the total water surface. From 2005 to 2017 the percentage
of overgrowth of the water surface in the bays and straits of Dnipro River signifi-
cantly increased to 14.5%, which is about 5 times more than in 2005 [8]. Phosphate
contamination is one of the most significant reasons of algal blooms in Dnipro River.

But anthropogenic factors are not the only reasons of insufficient water quality
in water bodies and aquifers. Leaching of toxic components (especially arsenic or
heavy metal compounds) from minerals, rocks and soils, volcanic activity, biomass
decomposition also pollute natural water.

Arsenic compounds, metal ions and fluoride-ions are common pollutants, which
often intake to natural water, especially groundwater, due to leaching from different
minerals or sediments. Arsenic compounds are often observed in natural surface
water or groundwater and even in drinking water. Every year a lot of people are
affected by toxic action of arsenic compounds [9]. Heavy metals are toxic, persistent
and bio-accumulative, they quickly precipitate in natural water environment and
tend to accumulate in sediments [10–12]. Sediments are the source of secondary
contamination of water by heavy metals.

Natural organic matter is other commonly observed pollutant of surface water.
Such waters often contain a lot of humic compounds, fulvic complexes, microbial
polysaccharides, etc. [13]. Bacterial cells and algae produce extracellular and cellular
organic compounds, including high-MW (>100 kDa) polysaccharides, peptides,
proteins, etc. [14]. Presence of humic and fulvic compounds are the result of biomass
decay [15]. During disinfection processes high content of natural organic matter can
cause formation of toxic disinfection by-products. According to [16], aromatic disin-
fection by-products are significant intermediate products of dissolved organic matter
during chlorination and chloramination processes. High molecular weight natural
organic matter could convert to aromatic disinfection by-products via direct or indi-
rect pathways and these compounds, especially heterocyclic, possess higher toxicity
than a lot of other disinfection by-products [16].
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Nowadays in the field of water treatment, there are different, competing and effec-
tive ways to remove toxic compounds. These methods include coagulation, electro-
coagulation, ion exchange, nanofiltration, reverse osmosis, chemical precipitation,
and also adsorption [17].

Adsorption is one of the most effective and popular methods of water treatment,
because it allows the use of reusable adsorbents. Further to it, adsorbents can bemade
of recyclable, environmentally safe materials, while the efficiency of the method is
not disimproved [18].

Iron-based sorption materials are effective sorbents for arsenic compounds
removal, remediation ofAs-polluted soils, phosphate and humate removal in drinking
water and wastewater treatment [19–21]. Low arsenic bioaccessibility by fixation
in nanostructured iron-based materials is one of the significant advantages of this
sorbents [22]. Thus, synthesis and application of novel nanostructured iron-based
sorbents and nanocomposites are the areas of current interest due to the high toxicity
of arsenic compounds and the widespread occurrence of these pollutants in natural
water.

1.2 Types of Iron-Based Materials for Water Treatment

Iron-based sorption materials can be natural or artificial. Among examples of
natural adsorbents there are iron-containing minerals, including hematite, magnetite,
goethite, etc. But adsorbents with same chemical composition also can be synthe-
sized. Nowadays there are a lot of effective iron-based materials for drinking water
and wastewater treatment (Fig. 1).

At present, pollutants removal using natural materials or different industrial by-
products has provided significant prospects for both economic and environmental
positive developments in wastewater treatment procedures. The high cost of some
adsorbents and significant regeneration time prevents to use these adsorbents in large
scale systems. Scientists develop new adsorbents, which are both highly efficient and
low-cost in the pollutant removal processes [23, 24].

Natural iron-based materials are relatively cheap, they include wustite (FeO),
magnetite (FeO·Fe2O3), hematite (α-Fe2O3), maghemite (γ-Fe2O3), goethite (α-
FeO(OH)), akaganeite (β-FeO(OH) with chloride-ions in structure), lepidocrocite
(γ-FeO(OH)), feroxyhyte (δ-FeO(OH)), ferrihydrite (hydrous ferric oxides), limonite
(FeO(OH)·nH2O), etc. All of these minerals can be used as adsorbents, but as
usual adsorption capacity of natural materials is significantly lower, than adsorption
capacity of artificial substances with similar chemical composition.

As part of focus on low-cost adsorbents, scientists research an eco-reagent that
can be used as a basis for the production of adsorbents that can remove dissolved
organic matter, different dyes and arsenic compounds–red mud [24–28]. It consists
of iron hydroxide and is extracted as a waste product of the alumina production or
some other ores processing. Adsorption of arsenic by red mud is a reaction that is
based on hydrogen-ion concentration. An acidic solution with a pH range of 1.1–3.2
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Fig. 1 Types of iron-based materials for water treatment

is effectual for extracting As(V), whereas an alkaline condition (pH 9.5) is preferable
for removal As(III) [24, 28]. In the opinion of authors [25], activated carbon F300
modified by acidified red mud products can remove 98% humates with the initial
humates concentration 4 g/L. In these sorption materials there are not only iron
compounds, but also aluminum and titanium substances [26]. That’s why adsorbents
based on red mud are so effective.

Natural clay minerals modified by magnetic iron oxide combine advantages of
natural and artificial adsorbents. They are relatively cheap, easily utilized, effective,
and easy separate from treated water [28–32]. According to [33], modification by
iron oxide nanoparticles significantly increases clinoptilolite efficiency in removal of
methylene blue dye from aqueous solutions. Clinoptilolite without modification can
remove only 26.8% of dye at pH = 3 and 48% at pH = 9, but modified clinoptilolite
remove 96.4–98.6% and is effective at all pH range [33]. But modified clays often
have lower adsorption capacity, than pure synthetic iron oxides.

Magnetite nanoparticles can be synthesized by different methods: constrained
environment procedure, polyol method, hydrothermal technique, sonochemical
procedure, electrochemical method, coprecipitation, etc. [34]. In accord with the first
method it is possible to obtainmagnetite nanoparticleswith size 1–50 nm, second and
fourth methods–about 10 nm, fifth approach–20–30 nm. Constrained environment
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procedure is based on microemulsion structure, which involves magnetite nanopar-
ticles synthesis mostly as a reverse emulsion corresponding to a water-in-oil suspen-
sion. In polyolmethodpolyol hasmany functions: a solvent, reducing agent of the iron
precursor, a stabilizer of nuclei growth step, aggregation preventer and the protective
hydrophilic capping of nanoparticles surface. Hydrothermal technique is based on
the ability of water to hydrolyze metal salts and dehydrate product under specific
conditions of pressure and temperature. During sonochemical procedure acoustic
cavitations are created into a liquid media. It leads to significant local increasing
of pressure and temperature, which provoke chemicals to react in the gas state. In
electrochemical method the first electrode gets oxidized into an aquatic solution of
compound ofmetal, which is then reduced onto the cathode in presence of stabilizers.
Co-precipitation is based on the partial oxidation of Fe2+ salts or on a maturing of
stoichiometric mixture of Fe3+ and Fe2+ salts [34].

Maghemite nanoparticles synthesis in some moments is very similar to magnetite
obtaining due to chemical composition andmagnetic properties. This material can be
synthesized by several methods: sol–gel, chemical precipitation, thermal-deposition,
hydrothermal chemical, microemulsion, flame spray pyrolysis [35]. Thermal-
deposition is the most popular method of maghemite nanoparticles synthesis due to it
is simple and soft synthesis conditions. This approach is based on thermal decompo-
sition of precursors. Ferric (III) acetylacetonate, iron nitrosophenyl hydroxylamine
or iron pentacarbonyl are the most usable precursors. Dissolving of precursors in
octyl ether and oleic or lauric acid and oxidation, leads to formation of iron oxide
nanoparticles with size distribution in the range 4–16 nm [35]. According to [36], the
first stage is to obtain prismatic shaped lepidocrocite nanoparticles. This material is
prepared by precipitation and oxidation of FeCl2 at room temperature [36, 37]. For
transformation of lepidocrocite to maghemite, lepidocrocite powder is heated in a
furnace under air at heating rates of 0.1–10 °C/min [36].

Hydrothermal synthesis is themaimmethod of hematite production. In the opinion
of authors [38], irregular hematite nanoparticles are synthesized using a water solu-
tion of ferric precursor and sodium acetate and hydrothermal heating at the temper-
ature 180 °C during 12 h. But without usage of sodium acetate hematite ellip-
soid 3D superstructures are obtaining. And in case of addition of urea and glycine
hematite nanoplates are formed [38]. Thus, surfactants have very significant influ-
ence on the structure and morphology of hematite nanoparticles. The authors of the
following work [39] produce iron oxide nanoparticles from laterite rock samples.
Afterwashing, drying, powdering, and sieving laterite ismixedwithHCl solution and
distilled water and refluxed for a digestion of laterite. The next stages are: centrifu-
gation of the mixture, mixing with urea, heating at 90 °C under reflux conditions
during 10 h, centrifugation of precipitate, calcination at 650 °C for 2 h. In this case
the average hematite nanoparticle diameter is 35 nm and the purity is over 98% [39].

Most of the procedures for synthesis of nanocrystalline iron oxides require
drastic conditions and complex mixtures of reagents, but in [40] authors produce
nanocrystalline goethite-like hydrous ferric oxide nanoparticles by simple precip-
itation method using FeCl3, ammonia and HNO3. According to [41], goethite is
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synthesized from Fe(NO3)3 solution with rapidly addition of KOH solution, dilu-
tion of precipitate by distilled water and heating in a closed polyethylene flask at
the temperature 70 °C for 60 h. Nanoparticle aggregation is one of the main prob-
lems in synthesis FeO(OH) nanomaterials. In [42] authors obtain 8–17 nm goethite
nanoparticles (Fig. 2) by controlled synthesis at room atmosphere. They use secretory
compounds from Chlorella vulgaris cells for prevention of nanoparticle aggregation.

Nanostructured β-FeO(OH) is other popular component of nanocomposite mate-
rials for water treatment [43]. But this iron-based compound also can be used as
a seed in synthesis ε-Fe2O3 [44]. During calcination β-FeO(OH) is transformed to
γ-Fe2O3, which is transformed in ε-Fe2O3.

In this case caltination temperature has a very significant influence on nanopar-
ticles structure. Cubic rectangular-shaped ε-Fe2O3 nanocrystals are formed at low
calcination temperature (800 °C) and elongated rod-shaped ε-Fe2O3 nanocrystals
are synthesized at high temperature (1000 °C) [44]. According to [45], the most
popular method of ε-Fe2O3 synthesis is based on the thermal annealing ofmaghemite
nanoparticles. In this case ε-Fe2O3 forms as an intermediate phase between the
maghemite and hematite (γ → ε → α pathway). But authors [45] demonstrate,
that the reversive ε → α transformation is possible at the temperature higher 600 °C.

Nanoparticles of zero valent iron (nZVI) are one of the most popular iron-based
nanomaterials for water treatment. There a lot of approaches to obtain these nanopar-
ticles, including top-down (processing micro- or millimeter-sized iron) and bottom-
up (using iron-containing compounds as startingmaterials) syntheticmethods (Fig. 3)
[46].

Synthesis pathways have very big influence on structure and application of zero
valent iron nanoparticles (Fig. 4). That’s why this type of iron-based nanomaterials
is very popular in water treatment not only as single component, but also as part of
different nanocomposites. Zero valent iron nanoparticles are often used with carbon
materials or other porous or nonporous supports [47]. Significant advantage is that
nZVI and its nanocomposites can be used also as catalyst in Fenton processes for
organic compounds decomposition [46].

Summarizing the above, it should be noted that iron-based nanostructured mate-
rials is often used in the form of different dopped oxides or nanocomposites with
organic or inorganic substances [48–52].

Fig. 2 Influence of synthesis conditions on goethite structure: a–nanocrystalline goethite-like
hydrous ferric oxide [41], b–uncontrolled synthesis [42], c–controlled synthesis [42]
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Fig. 3 Synthetic methods of zero valent iron nanoparticles [46]

Fig. 4 Synthesis pathways of zero valent iron nanoparticles [47]



250 M. Litynska et al.

2 Usage and Perspectives of Iron-Based Sorption Materials
in Water Treatment

2.1 Application and Perspectives of Zero Valent Iron
Nanoparticles

Zero valent iron nanoparticles and their composites have extremely wide usage for
ecological purposes, including removal from water antibiotics, dyes, halogenated
organic compounds, heavy metal ions, arsenates, arsenites, nitrates, etc. Also nZVI
can be used for remediation of polluted soils, neutralization of contaminated sedi-
ments in water bodies and treatment of polluted groundwater in wells [47]. Figure 5
demonstrates variousmechanisms for the removal of organic and inorganic pollutants
from water by nZVI.

According to review data which represented in [47], bare nZVI can remove
8173 mg U(VI)/g, 102 mg As(III)/g, 118 mg As(V)/g; nZVI on Mg(OH)2 support
can remove 1986,6 mg Pb(II)/g.

Other important factor is toxic action of nZVI due to interaction with cell
membrane and provoking of oxidation stress [48]. It is positive in context of disin-
fection, but negative for organisms, which can consume residual nZVI with drinking
water.

Fig. 5 Mechanisms of
pollutants removal by ZVI
nanoparticles [47, 53]
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2.2 Application and Perspectives of Oxide and Oxyhydroxide
Iron-Based Sorption Materials

Oxide and oxyhydroxide iron-based nanomaterials are also often used for drinking
water and wastewater treatment and soil remediation.

In consonance with works [9, 20, 54, 55], nanostructured iron oxyhydroxide
obtainedbyhomogeneous precipitation from iron(III) chloride solutiondemonstrated
high efficiency in removal of As(III) and As(V) (about 70 mg/g) and humates (more
than 98% removal). This adsorbent is suitable for hybrid adsorption-membrane filtra-
tion treatment method due to its particle size and filtration properties [54]. In accord
with [56], ultrafine amorphous goethite nanoparticles (size about 5 nm) decorated
graphitic carbon nitride demonstrate high efficiency in Fenton-like and photocat-
alytic processes. So, this adsorbent can be very effective in removal antibiotics from
water.

The authors of the followingwork [19] give information that goethite nanospheres
are significantly more effective in soil remediation, than zero valent iron nanoparti-
cles. At the dose of 0.2% goethite nanospheres immobilize 82.5% of arsenic, while
ZVI nanoparticles achieve notable results at the dose of 2% (89.5% decrease in As)
[19].

Also as nZVI, other iron-based materials can be used for treated contaminated
water in wells. In accord with [57], humic acid-coated goethite nanoparticles are
proposed as an effective reagent for the in situ nanoremediation of contaminated
aquifers (2 m radius of influence).

In the opinion of authors [58–61], iron oxide nanoparticles and their composites
show high efficiency in removal organic pollutants and heavy metals. Chitosan-
coated magnetite nanoparticles have a maximum adsorption capacity of 243.9 mg/g
in case of removal of Evans Blue dye. Other anionic dyes (Cy5.5, Acid Green 25,
Acid Yellow 25 and Acid Red 1) are also effectively removed by this composite [59].

In work [60] authors cited that Fe3O4-silica can remove 97.34 and 90% for Pb(II)
and Hg(II), respectively; extran-Fe3O4 nanoparticles can absorb about 90.5% of
As(III); δ-FeOOH-coated γ-Fe2O3 has adsorption capacity be 25.8 mg Cr(VI)/g;
amino-modified Fe3O4 has maximum adsorption capacity 12.43 mg Cu(II)/g and
ions and 11.24 mg Cr(VI)/g.

Magnetic iron oxide also can be toward adsorbent and photocatalyst (Fig. 6).
According to [49], the nanomaterials of ortho-hexagonal Fe2O3, Co-Fe2O3, and

Ni-Fe2O3 are very effective in Pb(II) adsorption (93.9, 136.0, and 97.5 mg/g,
respectively).

It should be noted that in no case all oxide and oxyhydroxide iron-based nanos-
tructure materials demonstrate high adsorption properties due to significant specific
area.
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Fig. 6 Mechanisms of pollutants removal by magnetic iron oxide [51]

3 Conclusions

Therefore, adsorption is one of the most effective and popular methods of water
treatment, because it allows the use of reusable adsorbents. Further to it, adsorbents
can be made of recyclable, environmentally safe materials. The high cost of some
adsorbents and significant regeneration time prevents to use these adsorbents in large
scale systems, but iron-based materials are relatively cheap due to low-cost of their
precursors. There are different types of iron-containing adsorbents, but zero valent
iron nanoparticles are one of the most popular and effective. But in some cases
(arsenic immobilization in contaminated soils) oxyhydroxide adsorbents is more
effective than zero valent iron nanoparticles. Iron-based nanostructure materials can
effectively remove such dangerous pollutants as heavy metals, arsenic compounds,
halogenated organics, antibiotics, etc. Consequently, low-cost adsorbents are inter-
esting formany researchers,who areworking to improve sorption activity and expand
these material applications in the removal of pollutants.
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Tunneling of the Dirac Quasiparticles
Through the Fermi Velocity Barriers
Based on the Gapped Graphene

A. M. Korol, N. V. Medvid, A. I. Sokolenko, and O. Shevchenko

Abstract The transmission of ultrarelativistic quasi-electrons through barrier struc-
tures based on the gapped graphene is studied. The transmission coefficient is calcu-
lated within the continuum model using the solution of the Dirac-type equation for
two types of structures in which the barriers are created due to the fact that the Fermi
velocity acquires different values in the barrier and out-of-barrier regions. In one
structure, the barrier has a step-like shape, the other is a single barrier resonance
tunneling structure. The results of a detailed analysis of the transmission spectra
depending on the parameters of the problem: the energy of the quasiparticles, the
angle of their incidence on the barrier, the size of the energy gap, and the thickness
of the barrier, are presented.

Keywords Gapped graphene · Transmission coefficient · Velocity barriers

1 Introduction

As known [1], graphene has a number of unique properties, which is why a large
number of works are devoted to its study. Among these properties, we will name only
some: a linear dispersion relation for the quasiparticles, unusual quantumHall effect,
the property of chirality, the Klein tunneling, high mobility, ballistic transport, etc.
In addition, the use of graphene promises to be very promising in modern nanoelec-
tronics. Charge carriers in graphene are fermions with a pseudospin equal to 0.5, and
they obey an equation similar to Dirac relativistic equation. The key parameter that
characterizes the dispersion relation of the Dirac quasiparticles is the Fermi velocity.
Therefore, it is clear that significant efforts have been made to be able to control this
value and also to use this control in practice [2–13]. For this purpose, a number of
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different methods were proposed and experimentally tested. Many articles have been
published examining the effect of Fermi velocity on the characteristics of various
graphene structures. The Fermi velocity can take different values in different parts
of the given structures, i.e., be a spatially dependent quantity. In particular, in [2–
12], the influence of the Fermi velocity on such structures as one- and two-barrier
resonance-tunneling structures, as well as on different superlattices was analyzed.
Both electrostatic and magnetic barriers were taken into account. Despite the good
prospects for the use of graphene in practice, it has some drawbacks. From the point
of view of the use of graphene as an element of transistor circuits, one of such defects
is the Klein paradox, according to which graphene has a high transmission coeffi-
cient T for carriers the angle of incidence of which on the barrier θ is normal or close
to normal (and T = 1 for θ = 0). To correct this defect, various approaches have
been proposed, one of which is the use of graphene with an energy gap (the gapped
graphene). Motivated by the above, in this paper, we analyze the tunneling process in
structures, part of which is the gapped graphene and show in which cases the effect of
the energy gap on the transmission coefficient is significant. We must note here that
the obtained expression for the transmission rates accounts for the π phase change of
the transmitted wave function. It is known that taking into account this change leads
to significant changes in the transmission spectra [14, 15], in particular, it manifests
the phenomenon of the supertunneling [13]. We analyze the tunneling process in two
structures: one with the step-like Fermi velocity barrier and another containing the
single barrier with a finite width. The barrier region of these structures consists of
the gapped graphene.

2 Model and Formulae

Assume that there is the single rectangular one-dimensional Fermi velocity barrier
with thewidth d, the interfaces coordinates being xl = 0 and xr = d for the left and the
right interfaces, respectively. This barrier (of a rectangular shape) is created due to
the fact that the Fermi velocity has different values in the barrier and out-of-barrier
regions of the given structure; that is, we believe that both out-of-barrier regions
consist of the massless graphene, and the barrier area is represented by the gapped
graphene. The low-energy fermion excitations in the considered structure based on
the gapped graphene can be described by the following Hamiltonian (see, e.g., [1]):

H = −iυF

(
σx

∂

∂x
+ σy

∂

∂y

)
+ �σz (1)

where � is half of the width of the energy gap, � = mυ2
F , m quasielectron mass, υF

the Fermi velocity, σx and σy are the Pauli matrices, and σ0 the unit matrix, and we
put � = 1.
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In the case when the Fermi velocity varies in space, this Hamiltonian is not the
hermitian one [16, 17]. Assume that the Fermi velocity depends on the coordinate
x (only). As usual in the relevant cases, it is assumed also that the barrier width is
much larger than the near-interface regions associated with the gradual change in
the Fermi velocity. Then in accordance with the considerations made in [16, 17], we
may present the Hamiltonian of the problem as follows:

H = −i
√

υF (x)

[
σx

∂

∂x

√
υF (x) + √

υF (x)σy
∂

∂y

]
+ �σz (2)

and now it has the hermitian form [16, 17]. We must keep in mind that the derivative
acts on the product

√
υF (x)ψ = φ where ψ are the spinorial eigenfunctions. If the

electron wave moves along the axis Ox from the left to the right, then for the wave
functions in the left and in the right out-of-barrier regions it is possible to write,
respectively [13, 15]:

ψl(x, y) = 1√
2

(
1

eiθ

)
ei(kx x+ky y) + r√

2

(
1

ei(π−θ)

)
ei(−kx x+ky y)

ψr (x, y) = t√
2

(
1

eiθ

)
ei(kx x+ky y)

for the barrier region

ψb(x, y) = a√
2

(
γ

δei(ϕ+π)

)
ei(qx x+ky y) + b√

2

(
γ

δe−iϕ

)
e−i(qx x+ky y)

γ =
√
1 + �

/√
�2 + υ2

F2q
2
x ,

δ =
√
1 − �

/√
�2 + υ2

F2q
2
x

kx = Ecosθ

υF1
,

q
x

=
√

E2 − �2

υ2
F2

− k2
y, θ = arctan

(
ky

kx

)
, (3)

and we assume that energy E > 0.
Using the following boundary conditions ([16, 17])

√
υF1ψl

(
x = 0−) = √

υF2ψb
(
x = 0+)

√
υF2ψb

(
x = d−) = √

υF1ψr
(
x = d+)

(4)
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one can find the coefficient t in expressions for the wave functions, and hence, the
transmission coefficient T = |t |2:

T (E, ϕ) = ρcosθ2cosϕ2
/{

ρcosθ2cosϕ2cos(qx d)2 + sin(qx d)2[1 − ρsin(θ)sin(ϕ)]2
}
,

ρ = εK√
�2 + (εK )2

, K =
√

k2x + k2y , ε = υF2
/

υF1, (5)

υF2, υF1, being the Femi velocity in the barrier and in the out-of-barrier regions,
respectively. Using a similar approach, we can also derive the expression for the
transfer coefficient T for a structure with a step-like barrier. The difference is that
this structure consists of only two parts, the right of which is a semi-infinite Fermi
velocity barrier and the left one is the pristine graphene. As in the above case of the
single barrier with a finite width, the dispersion relation is expressed by formulas (3)
in the out-of-barrier and in the barrier regions, respectively.

3 Results and Discussions

Figure 1 shows the dependence of the transmission coefficient T on an angle of
incidence of quasielectrons on the barrier in a step-like structure. The Fermi velocity
in the right part of the structure differs from the velocity in the left part so that the
right part is a barrier for quasielectrons.

T

Fig. 1 Dependence of the transmission coefficient T on the incidence angle θ for the step-like
structure. The values of the parameters for Fig. 1 are as follows: E = 0.5, d = 1, ε = 0.3 for all
curves except for thick solid (red online) one for which ε = 1;� = 0 for thick and thin solid (green)
lines and � = 0.2, 0.3, 0.4 for the dotted (blue), dashed (brown), and dashed-dotted (magenta)
lines, respectively; the quantity θ is given in radians for all figures
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Characterizing the presented in Fig. 1 dependence,we note the following: 1.Graph
T (E) has a pronounced angular dependence, and the barrier is the most transparent
for the normal incidence of particles (θ = 0) and its vicinity. 2. There is a marked
decrease in T for all angles of incidence and its value increases with increasing
energy gap �. 3. The Klein paradox disappears, i.e., the transmission for a normal
incidence is not perfect. 4. The values of T significantly depend on the parameter ε.
Note also that for many parameter values, the formation of the dependence T (E) is
influenced by the so-called critical angle. It is understood as such an angle that for
all incidence angles greater than the critical one transmission rates falls sharply. The
value of the critical angle can be derived using the Snell law and it is equal to

θc = arcsin

(√(
E2 − �2

)/
Eε

)
(6)

A horizontal solid (red) line, the value of T is the maximum (T = 1) for any angle
of incidence. It refers to values: � = 0, ε = 1, that is, to absence of the barrier.

It is seen that this dependence is not monotonic; its important feature is the pres-
ence of a maximum for a certain value of ε. Before reaching this maximum value
of ε, the function T (E) increases quite smoothly, and then falls sharply. At rather
big values of �, the specified maximum does not take place any more. But note that
such � values are already close to those that can be obtained in practice.

Regarding the dependence of T on energy of incident quasielectrons E, it should
be noted that this dependence for the step-like barrier is monotonic, namely the value
of T increases with increasing E. (Naturally, exceptions are small values of energy
which are comparable to �). Obviously, the growth rate depends on the values of all
parameters of the problem.

T 

Fig. 2 Dependence of the transmission coefficient T on the parameter ε for the step-like structure.
The values of the parameters for Fig. 2 are as follows: E = 0.5, d = 1, θ = 1 for all curves,
� = 0, 0.2, 0.4, 0.49 for the solid (red), dotted (blue), dashed (brown), and dashed-dotted
(magenta) lines, respectively
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T

Fig. 3 Dependence of the transmission coefficient T on the quasiparticle energy E for the single
barrier structure. The values of the parameters are as follows: θ = 0.5, d = 2 for all lines; � = 0,
ε = 1 for the solid (red) line; � = 0, ε = 0.3 for the dashed-dotted (magenta) curve; ε = 0.3,� =
0.2, 0.4 for the dotted (blue) and dashed (brown) curves, respectively

The dependence of T on � for a given structure is also monotonic: The value of
T decreases with increasing �; here, it should be borne in mind that there may be
different slopes of function T (�) for different delta values depending on the values
of the problem parameters.

Figure 3 shows the dependence of T on the quasiparticles energy E for a structure
with a single barrier of finite thickness d. This dependence is radically different
from the similar one for a step-shaped barrier. Here, it is primarily characterized by
the presence of numerous peaks with a maximum value of T = 1. These maxima
are related to the presence in the expression for the transmission coefficient of the
term sin (qd), which is zeroed under the condition qd = nπ , as a result of which T
becomes equal to 1. Thus, these maxima are Fabry–Perot-type resonances.

Their position on the energy axis is determined by the following formula.

d

√
E2 − �2

ε2
− k2

y = nπ, (7)

where n = 1, 2, 3…
It follows from this formula that a smaller value of ε corresponds to a larger

number of oscillations in a given range of � values. According to it, increasing the
thickness of the barrier d facilitates the formation of Fabry–Perot resonances.

In particular, it follows from this formula that the energy position of the Fabry–
Perot resonance data depends on the magnitude of �, which is confirmed by
Fig. 3.The horizontal line with the value of T = 1 in Fig. 3 corresponds to the
case of massless graphene and the value of ε = 1, i.e., the actual absence of the
Fermi velocity barrier. If the barrier is present (ε �= 0) but � = 0, the dependence
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T (E) is an oscillating curve with the same amplitude of oscillations along the energy
axis.

The fact that the presence of even a very small energy gap leads to noticeable
changes in the spectrumofT (E) is noteworthy (compare the dotted and dashed curves
with the dashed-dotted one). It is seen in Fig. 3 that there is a wide transmission gap
in the spectrum for small energy values. Its origin is due to the fact that the electron
wave becomes evanescent at energies close to zero. The transmission gap width
is very sensitive to changes in ε, and it increases rapidly with increasing ε (see
Fig. 4). Also the transmission gap widens with increasing of the energy gap � or
of the barrier thickness d. The number of Fabry–Perot-type resonances increases
sharply with increasing in ε as well as in the barrier thickness. It is also seen that
the difference in the effect of the � on T depends significantly on the value of ε. At
the same time, the maxima associated with Fabry–Perot resonances remain equal to
one; their position on the energy axis changes and the displacement increases with
increasing � (according to formula (7).

The plot of the T (E) dependence for big values of beta is given by Fig. 4. We see
that the oscillation period is much larger in comparison with that of Fig. 3.

Figure 5 provides the T (θ ) dependence for the single barrier structure. The solid
line refers to the case of ε = 1, �=0. Comparing Figs. 1 and 5 (which have the same
values of the parameters), it is obvious that the effect of delta on T is much stronger
for the single barrier structure than for the step-like one.

Figure 6 elucidates theT vs�dependence.Oneof themain conclusions that canbe
made on the basis of the dependenceT (�) in Fig. 6 is that the transmission coefficient
significantly depends on the size of the energy gap, namely that the presence of the
gap can lead to a significant reduction of T and the decrease in T with increasing �

may be quite sharp. The monotonic decreasing of T with increasing � takes place
at the value of ε > 1 (for most values of the problem parameters).

T

E

Fig. 4 Dependence of the transmission coefficient T on the quasiparticle energy E for the single
barrier structure. The values of the parameters are as follows: θ = 0.5, d = 2, ε = 2 for all lines;� =
0 for the solid (red) line; � = 0.2, 0.4 for the dotted (blue) and dashed (brown) curves, respectively



264 A. M. Korol et al.

T 

Fig. 5 Dependence of the transmission coefficient T on the incidence angle θ for the single barrier
structure. The values of the parameters for Fig. 5 are as follows: E = 0.5, d = 1, ε = 0.3 for all
curves except for thick solid (red online) one for which ε = 1;� = 0 for thick and thin solid (green)
lines and � = 0.2, 0.3, 0.4 for the dotted (blue), dashed (brown), and dashed-dotted (magenta)
lines, respectively

T

Fig. 6 Dependence of the transmission coefficientT on the energy� for the single barrier structure.
The values of the parameters are as follows: E = 0.5, θ = 0.3, d = 1 for all lines; ε = 0.2, 1, 1.5
for the dotted (blue) and dashed (brown) curves, respectively

It is also important that the dependence of T (�) can be oscillating one. This
possibility follows from the formula for T (5) and is confirmed by Fig. 7. The
maximum value of T (�) = 1 corresponds to the resonances of the Fabry–Perot
type. It follows from this formula that a smaller value of ε corresponds to a larger
number of oscillations in a given range of � values.

In case of a normal incidence of massless particles on the barrier, the Klein
tunneling is observed, for which T = 1 in the entire energy range. It is known
that it also occurs in the presence of velocity barriers (T = 1, θ = 0, ε �= 1) [2–12].
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T 

Fig. 7 Dependence of the transmission coefficient T on the energy gap � for the single barrier
structure. The values of the parameters are as follows: E = 0.5, θ = 0, d = 12 for all lines; ε = 0.3,
1, 2 for the dotted (blue), dashed (brown), and solid (red) curves, respectively

In case of massive particles (� �= 0), the Klein tunneling is suppressed, and the value
of T decreases with increasing �.

Figure 8 represents the dependence of T (ε). It has a pronounced oscillating char-
acter for small values of ε (ε <1 formost values of other parameters), and the “period”
of oscillations increases with increasing ε. The maximum values of T are equal to
one and correspond to the Fabry–Perot-type resonances. The values of T decrease
sharply in the intervals of energies between the peaks. There is also a significant
difference in the magnitude of T for different � values.

Figure 9 illustrates the dependence of T on the barrier thickness d for different �
and ε values. The horizontal line with T = 1 refers to the case: � = 0, ε = 1. For
nonzero � values, it is possible to observe two types of the function T (d). For small
values of ε, this function is an oscillating curve, and for sufficiently large values of ε,

T

Fig. 8 Dependence of the transmission coefficient T on ε for the single barrier structure. The values
of the parameters are as follows: E = 0.5, θ = 1, d = 12 for all lines; � = 0, 0.2, 0.4 for the solid
(red), dotted (blue), and dashed (brown) curves, respectively
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T

d

Fig. 9 Dependence of the transmission coefficient T on the barrier thickness d for different �

and ε values for the single barrier structure. The values of the parameters are as follows: E = 0.5,
θ = 0.4, � = 0.3, for all lines; ε = 1, 0.2, 0.5, 2 for the solid (red), dotted (blue), dashed-dotted
(magenta), and dashed (brown) curves, respectively

the functionT (d) is represented by a descending curve—as in the case of conventional
tunneling (see the dashed-dotted, dotted and the dashed, and solid lines, respectively,
in Fig. 9). More massive particles give values of T significantly smaller than less
massive ones. The number of oscillations in a given range of barrier thicknesses is
noticeably smaller for more massive particles (compare the dashed-dotted and the
dotted curves).

4 Conclusions

The two graphene-based structures are explored in this text: one with the step-like
Fermi velocity barrier and another containing the single Fermi velocity barrier of
a finite width. All out-of-barrier regions consist of the massless graphene, and the
barrier area is represented by the gapped graphene. Some features of the trans-
mission spectra (dependences of the transmission rates T on the parameter values)
are common for both considered structures, namely: 1) magnitude of T is rapidly
reduced with increasing in the energy gap (�) value (or the quasiparticle mass m);
2) spectra are highly anisotropic; that is, values of T markedly depend on the angle
of incidence of the quasiparticle on the barrier θ ; 3) function T (θ) oscillates with the
parameter values, in particular with the ε = υF2/υF1 value; and 4) the Klein tunneling
is suppressed for the case of m �= 0 (� �= 0). For the step-like barrier, the function
T (E) (E quasiparticle energy) is the monotonic and increasing with E one; there
are no resonant energies. The function T (ε) can reveal the pronounced maximum,
and this function drops sharply to zero after reaching the maximum. For the rectan-
gular barrier structure with a finite barrier width, a lot of maxima can be observed
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in the T (E) dependence as well as in the T (ε) function—these are the Fabry–Perot-
type resonances. The specter T (d) (d being the barrier width) is characterized by
the following features. For nonzero � values, it is possible to observe two types of
the function T (d). For small values of ε, this function is an oscillating curve, and
for sufficiently large values of ε, the function T (d) is represented by a descending
curve—as in the case of the conventional tunneling. More massive particles give
values of T significantly smaller than less massive ones. The results of this work can
be used in graphene-based nanoelectronics.
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Electron Interaction-Driven Peculiarities
of Strongly Correlated System
Thermopower

Oleksandr Kramar, Yuriy Dovhopyatyy, and Yuriy Skorenkyy

Abstract In the present work, we make use of the theoretical model of electron
subsystem for strongly correlated compound with a peculiar density of electronic
states (DOS). The energy spectrum has been calculated within the unperturbative
approach. The chemical potential and Seebeck coefficient have been calculated
numerically for a number of realistic DOS forms for non-integer band fillings.
Distinct types of Seebeck coefficient temperature behavior have been attributed to
different electron interaction regimes to be realized in some regions of electron band
filling and strongly influenced by the DOS form.

Keywords Strongly correlated electrons · Quasiparticle energy spectrum · Phase
transitions · Thermopower

1 Introduction

Peculiar thermoelectric properties of narrow-band materials with strong electron
correlations [1, 2] suggest their use for energy harvesting and other high-demand
technologies. In particular, studies of the layered cobaltites [3, 4] andweakly electron-
doped titanates [5] reveal thermopower values much larger than those typical for
semiconductors. Interpreting these peculiarities requires a detailed characterization
of band structure and electron correlations in these perspective materials. Recently,
some progress has been achieved [6–8] in understanding of the temperature depen-
dence of electron contribution to thermopower S in materials with narrow energy
bands. In particular, it has been shown that for intermediate correlation strength,
the optimal approach is the modification of the so-called Kelvin formula [8]. At the
same time, in paper [9] within DMFT approach it has been proven for single-band
Hubbard model that thermopower has non-monotonic temperature dependence and
tends asymptotically to values predicted by the Mott-Heikes formula. Worthwhile
to note, orbital degeneracy of energy levels is to be taken into account in studies
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of the thermoelectric properties of strongly correlated electron systems [10, 11]. In
paper [12], the thermopower has been shown to be strongly enhanced by the spin
and orbital degrees of freedom; however, the effect on resistivity was significantly
weaker. Later, the authors of paper [13] have proven that the Hund coupling, the
crystal field splitting, and the Coulomb interaction cause the non-monotonic S(T )
behavior. It has been found as well that the sign of thermopower may change with
temperature and electron density changes.

Temperature dependence of thermopower is determined primarily by the corre-
sponding dependence of the chemical potential (see paper [14] in this respect). In
previous papers [15, 16], we have shown that the temperature behavior of chemical
potential and its changes with model parameters variations depends crucially on the
form of the unperturbed electronic density of states (DOS) and the orbital degen-
eracy of the conduction band. Peculiarities of the translational processes in electronic
subsystem and, specifically, role of the correlated hopping of electrons [17–19] for
the thermoelectric properties of materials have been studied in detail in papers [20,
21] for specific cases of the model. The question arises of the aggregate effect of
translational processes, DOS form, and variations of the model energy parameters
on the thermopower behavior within the generalized Hubbard model.

In the presentwork,wemakeuse of the theoreticalmodel of electron subsystem for
strongly correlated compound with a peculiar density of electronic states (DOS). The
energy spectrum is calculated within the unperturbative approach [22]. The chemical
potential and Seebeck coefficient are calculated numerically for non-integer band
fillings.

2 Thermoelectric Properties of Narrow-Band Materials:
General Principles

In a weak external electrical field �E at small temperature gradient ∇T , the current

density
〈 �j1

〉
and the energy flux

〈 �j2
〉
are determined by formula

〈 �jk
〉
= |e|k

(
|e|Lk1 �E − Lk2T

−1∇T
)
, (1)

where e is electron charge, Lkn are kinetic coefficients which satisfy Onsager relation

Lkn = Lnk in the absence of the magnetic field. From the Ohm’s law
〈 �j1

〉
= σ �E , it

follows that σ ≡ L11. At nonzero ∇T , the heat transport is balanced with electrical
field �E ; therefore, at 〈 j1〉 = 0 one has for the thermopower value

S = L12

|e|TL11
(2)
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Sign of S determines whether electrons or holes are the majority carriers. Using
Sommerfeld expansion at condition EF > kBT , we obtain the following expression:

S = −π2k2BT

3|e|
[
d lnσ(E)

dE

]

E=EF

, (3)

where E = EF is the Fermi energy and kB is the Boltzmann constant. The above
equation is known as Mott equation. For the case of free electrons, using the Drude
formula.

σ(E) = e2n(E)τ (E)
/
m∗, (4)

where m* is the effective mass of a carrier, τ is the relaxation time, and n(E) is
the electron concentration in k-space under the surface of a constant E = EF (the
dn(E)

/
dE derivative equals the density of electron states N(E)), we have

S = −π2

3

kB
e
kBT

[
N (E)

n(E)
+ 1

τ(E)

∂τ (E)

∂E

]

E=EF

, (5)

The above equation contains the electron concentration-dependent term as well as
the relaxation-controlled term. The former, with n(E) in the denominator, can be
estimated as

S ∼ −π2

3

kB
ne

kBT

EF
≈ −0.9 · 102 kBT

EF

μV

K
, (6)

which estimate is in agreementwith experimental observations (n at kBT
/
EF ∼ 10).

At the same time, S for semiconductors does not contain a small parameter kBT
/
EF

and appears to be much larger. τ (E) dependencies differ for various scattering
mechanisms. At high temperatures, one has

τ(E) ∼ E3/ 2, n(E) ∼ E3/ 2, σ (E) ∼ E3, (7)

while, at low temperatures, when impurity scattering dominates and the mean
electron’s free path is constant, one obtains

τ(E) ∼ E−1/ 2, σ (E) ∼ E . (8)

This approach produces physically sound results for Na andKwithin the free elec-
tronmodel, values of S and theHall coefficient being negative. However, these simple
dependencies do not agree with experimental data for a majority of compounds. It is
generally agreed that for a consistent analysis of thermopower peculiarities in narrow-
band materials we have to consider a model, which takes into account the peculiar
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properties of their electronic subsystems, namely strong electron interactions and
orbital degeneracy of energy levels.

3 Effective Model Hamiltonians

Following papers [17, 19], we chose the initial form of Hamiltonian for non-
degenerate band in Hubbard Xk�

i -operators [23] representation as

H = H0 + H1 + H
′
1 + H2, (9)

where

H0 = (Ed − μ)
∑
i

(
X↑
i + X↓

i + 2X2
i

)
+U

∑
i

X2
i , (10)

H1 =
∑

ijσ ′
tij(n)Xσ0

i X0σ
j +

∑

ijσ ′
t̃ij(n)X2σ

i Xσ2
j , (11)

H
′
1 =

∑
ij

t
′
ij(n)

(
X↓0
i X↑2

j − X↑0
i X↓2

j + h.g.
)
, (12)

H2 =
∑
ijσσ ′

V (ij)

2

(
Xσ
i + 2X2

i

)(
Xσ ′

j + 2X2
j

)

−
∑
ijσ

J (ij)

2

((
Xσ
i + X2

i

)(
Xσ

j + X2
j

) + Xσσ
i Xσσ

j

)
(13)

niσ = a+
iσaiσ , ni = ni↑ + ni↓, μ stands for chemical potential, ti j (n) =

t (i j) + n
∑

k =i

〈
ik 1

r jk
〉
is an effective hopping parameter between the nearest

neighbor sites, t(ij) is a band hopping integral for electron transition from site j
to site i, T1(i j) = ∑

k =i

〈
ik 1

r jk
〉
and T(ij) are the correlates hopping integrals, U is

Hubbard on-site repulsion energy, and J is inter-site exchange interaction energy.
The model Hamiltonian (9) takes into account principally important interactions
in a narrow conduction band though ignores the orbital degeneracy effects. The
above Hamiltonian has specific structure caused by the existence of three different
types of electron hoppings, namely the band hopping and two types of the corre-
lated hopping, which causes the electron–hole asymmetry in real materials [19,
22]. The configurational representation brings more benefits by emphasizing the
non-equivalence of single-subband processes, grouped in H1 and the hybridiza-
tion of the Hubbard “s-0”- and “↑↓-s” subbands, described by H ′

1. Notations
t(n) = t(1 − τ1n), t̃(n) = t(1 − τ1n − 2τ2), and t ′(n) = t(1 − τ1n − τ2) for elec-
tron transport within the lower subband, the upper subband, and across subbands,
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respectively, allow to write down the model Hamiltonian in a compact form and also
distinguish between these non-equivalent transports.

Extension of the effective Hamiltonian method for model (9) leads to the effective
Hamiltonian which can differ substantially from that of the Hubbard model. Let us
apply a canonical transformation to exclude hybridization processes described by
H’1

H̃ = eSHe−S, (14)

where S is chosen in the following form

S =
∑
ij

L(ij)
((

X↑0
i X↓2

j − X↓0
i X↑2

j

)
− h.c.

)
. (15)

If we restrict ourselves to quantities of the second order in effective Hamiltonian
(14), taking H0 to be a zeroth-order quantity, S, H1 and H’1 to be first-order and H2

to be second-order ones, then we have

H = H0 + H1 + H
′
1 + H2 + [SH0] + [SH1] +

[
SH

′
1

]
+ 1

2
[S[SH0]] (16)

([AB] = AB − BA). When pair creation and annihilation of holes and doublons are
forbidden in the first order in t’ij(n)/U

H
′
1 + [SH0] = 0, (17)

then

L(ij) = t
′
ij(n)

/
U . (18)

Therefore, in the considered model the quantity t’ij(n)/U is a small parameter, and
not t(ij)/U as in the Hubbard model which extends the domain of validity for the
chosen approach.

Commutator [SH1] components have the following operator structure:

tij(n)t
′
jk(n)

U

∑
ijk

(
Xσ
i X

σ2
j Xσ0

k + h.c.
)
, (19)

where sites j and k are the nearest neighbors to i. Expression (20) also describes pair
creation and annihilation of holes and doublons (similar toH’1), but not in the nearest
neighboring sites. Finally, the effective Hamiltonian of the model with initial form
(9) can be represented as



274 O. Kramar et al.

H = −μ
∑
i

(
X↑
i + X↓

i + 2X2
i

)
+U

∑
i

X2
i

+
∑
ijσ

tij(n)Xσ0
i X0σ

j +
∑
ijσ

t̃ij(n)X2σ
i Xσ2

j

−
∑
ijσ

J (ij)

2

((
Xσ
i + X2

i

)(
Xσ

j + X2
j

) + Xσσ
i Xσσ

j

)

−
∑
ijσ

t ′ij(n)t ′ij(n)

U

(
Xσ
i X

σ
j − Xσσ

i Xσσ
j − X0

i X
2
j

)

−
∑
ijkσ

t ′ij(n)t ′jk(n)

U

(
Xσ0
i Xσ

j X
0σ
k − Xσ0

i Xσσ
j X0σ

k

)

−
∑
ijkσ

t ′ij(n)t ′jk(n)

U

(
X2σ
i Xσσ

j Xσ2
k − X2σ

i Xσ
j X

σ2
k

)
, (20)

Exclusion of the pair creation and annihilation processes has led to three terms in the
Hamiltonian, the first of which corresponds to the indirect exchange interaction, and
other two describe electron hoppings. The exchangemechanism is induced by virtual
transitions of |iσ > -states to |j ↑↓ > -states and stabilizes antiparralel orientation of
|iσ > and |j σ > .

In analogy to the above consideration of the non-degenerated band, we can transform
the model for the doubly degenerated one. The initial Hamiltonian for the doubly
degenerated model [24–26] of eg-band in the limiting case of strong Hund’s rule
coupling in the formalism of Xkl

i -operators reads as

H = Hα + Hβ + Hαβ

+ (U − JH )
∑
i

Xσσ
i − μ

∑
iσ

(
Xγ↑
i + Xγ↓

i + 2X↑↑
i + 2X↓↓

i

)
, (21)

where

Hα + Hβ =
∑

ijσ
tij(n)Xγ σ,0

i X0,γ σ

j +
∑

ijσ
t̃ij(n)Xσσ,γ σ

i Xγ σ,σσ

j , (22)

Hα β =
∑

ij
(t ′ij(n)(Xβ↑,0

i Xα↑,↑↑
j − X↑↑,β↑

i X0,α↑
j

+ Xα↓,0
i Xβ↓,↓↓

j − Xβ↓,0
i Xα↓,↓↓

j ) + h.c.), (23)

Hα + Hβ describe the system at fixed number of holes and Hund’s doublons (at a
constant temperature), Hαβ describes the processes of pair creation and annihilation
of holes and doublons in the nearest neighboring sites. Let us exclude hybridization
by the canonical transformation (14), with
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S =
∑
ij

(
L(ij)

(
Xβ↑
i Xα↑,↑↑

j − X↑↑,β↑
i X0,α↑

j

+ Xα↓,0
i Xβ↓,↓↓

j − Xβ↓,0
i Xα↓,↓↓

j

)
− h.c.

)
,

(24)

where L(ij) is determined by the condition

[SH0] + Hαβ = 0. (25)

Again, in second order in the hopping integral, we obtain the effective Hamiltonian

H = H0 +
∑
ijσ

tij(n)Xγ σ,0
i X0,γ σ

j +
∑
ijσ

t̃ij(n)Xσσ,γ σ

i Xγ σ,σσ

j

−
∑
ijγ σ

t ′ij(n)t ′ji(n)

U − JH

(
Xγ σ

i Xγ σ

j + Xγ σ,γ σ

i Xγ σ,γ σ

j

)

−
∑
ijγ σ

t ′ij(n)t ′jk(n)

U − JH

(
Xγ σ,0
i Xγ σ

j X0,γ σ

k − Xγ σ,0
i Xγ σ,γ σ

j Xγ σ

k

+Xσσ,γ σ

i Xγ σ

j Xγ σ,σσ

k − Xσσ,γ σ

i Xγ σ,γ σ

j Xγ σ,σσ

k

)
. (26)

The two last terms correspond to the indirect exchange interaction (kinetic superex-
change) and indirect hopping of electrons, respectively. Themain difference from the
non-degenerated model is the ferromagnetic nature of the indirect exchange through
the excited Hund’s states. Virtual hopping processes are specified by terms of the
effective Hamiltonian

t2

U − JH

∑
ijk

Xα↑,0
k Xβ↑

j X0,α↑
i , (27)

t2

U − JH

∑
ijk

Xβ↑,0
k Xα↑,β↑

j X0,α↑
i , (28)

t2

U − JH

∑
ijk

X↑↑,α↑
k Xβ↑

j Xα↑,↑↑
i , (29)

t2

U − JH

∑
ijk

X↑↑,β↑
k Xα↑,β↑

j Xα↑,↑↑
i , (30)

which differ by the orbital distribution of electrons on the sitesmediating the hopping.
One can see that for the realization of the virtual processes termed superhopping, one
needs real holes at electron concentrations n < 1 or Hund’s doublons at n > 1. At n =
1, the concentration of these states is proportional to exp(−U/kT ). This justifies the
tendency to neglect the superhopping for the typicalMott–Hubbard ferromagnets but
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for the compounds with large range of the electron concentrations the superhopping
may play the role in the magnetic ordering stabilization which, in its turn, modifies
the energy spectrum considerably.

4 Single Electron Green Function and the Energy
Spectrum

Having the adequate model of the electron subsystem in the second quantization
representation formulated, we can use the effective Hamiltonian (20) for a non-
degenerated Mott–Hubbard electron system with two different electron hopping
parameters, namely tij(n) for holes and t̃ij(n) for doubly occupied states.

Let us consider the Green function Gpp′(E) =
〈〈
X0σ

p

∣∣∣Xσ0
p′

〉〉
and write down the

equation ofmotion for the case n < 1, when one can neglect the processes with doubly
occupied states

(
E + μ + zJnσ − z J̃nσ

)
Gpp′(E) = δpp′

2π

〈
Xσ

p + X0
p

〉

+
[〈[

X0σ
p ,

∑
ijσ ′

tij(n)Xσ ′0
i X0σ ′

j

]∣∣∣Xσ0
p′

〉]
.

(31)

Here, the exchange interaction is taken into account in the mean-field approxima-
tion, and z stands for the number of the nearest neighboring sites. Following papers
[17, 19], we use the projection procedure as

⎡
⎣X0σ

p ,
∑

ij σ ′
tij(n)Xσ ′0

i X0σ ′
j

⎤
⎦ =

∑
j

εσ (pj)X0σ
j , (32)

where εσ (pj) is a non-operator expression. Anticommutation of (32) with Xσ0
k yields

εσ (pk)
(
Xσ
k + X0

k

) = t(n)
(
Xσ

p + X0
p

)(
Xσ
k + X0

k

) + t(n)Xσσ
k Xσσ

p

−
⎡
⎣δpkt(n)

∑
j

Xσ0
k X0σ

j

⎤
⎦ (33)

With the above expression for εσ (pj), we have from the Eq. (31)

(
E + μ + zJnσ − z J̃nσ

)
Gpp′(E) = δpp′

2π

〈
Xσ

p + X0
p

〉

+ ∑
j =p

εσ (pj)
〈〈
X0σ
k |Xσ0

p′

〉〉
+ εσ

p

〈〈
X0σ

p |Xσ0
p′

〉〉
.

(34)
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Non-operator character of εσ (pj) and εσ
p is postulated in the following way. The

expressions which contain quasi-Fermi operators are calculated self-consistently
from the corresponding Green functions; for the quasi-Bose operator expressions,
the variant of the approximate second quantization is applied. In papers [19, 22],
a relation between Hubbard operators and configuration creation and annihilation
operators was given as

Xkl
i = α

+αil
ik , (35)

α+
ik , αil are operators of |k〉-state creation and |l〉-state annihilation, correspondingly,

at a lattice site i (the Shubin–Wonsowsky operators). By substituting quasi-Bose
combinations of Hubbard operators with the averages of Shubin–Wonsowsky oper-
ators (see [17] for details), we assure the non-operator character of the projection
coefficients εσ (pj) and εσ

p

α
+αi↑
i↑ =

(
n − 2d + m

2

) 1
2

, (36)

α
+αi↓
i↓ =

(
n − 2d − m

2

) 1
2

, (37)

α
+αi↓
i↓ =

(
n − 2d − m

2

) 1
2

,

α
+αi0
i0 = (c)

1
2 , α

+αi2
i2 = (d)

1
2 ,

(38)

Here, n, m stand for electron concentration and the system magnetization, respec-
tively. Let us introduce notations

εσ (pj) = ασ tpj(n), εσ
p = βσ (pi), (39)

After the Fourier transformation, from (34)we have the expression forGreen function

Gσ
k (E) = 1

2π

1 − nσ

E − Eσ
k

, (40)

where the quasiparticle energy spectrum

Eσ
k = −μ + ασ tk(n) + βσ − zJnσ + z J̃nσ (41)

contains the correlation narrowing factor

ασ = 1 − nσ + nσnσ

1 − nσ

= 2 − n + ησm

2
+ n2 − m2

2(2 − n + ησm)
(42)
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and the correlation shift of the band center

βσ = − 1

1 − nσ

∑
k

tk(n)
〈
Xσ0
i X0σ

j

〉
k
. (43)

In the above formulae, nσ is the concentration of electrons with spin σ .
Note that in distinction from the projection method of paper [17] where the quasi-

classical approximation has been used for the calculation of band center shifts, in
the present work, we use self-consistent approach [27] for such calculations. The
resultant expressions for βσ are determined by the form of the quasiparticle density
of states.

Likewise, for the case n > 1 we consider the doublon Green function G̃σ
pp′(E) =〈〈

Xσ2
p

∣∣∣X2σ
p′

〉〉
and write down the corresponding equation of motion

(
E + μ −U + zJnσ − z J̃nσ

)
G̃ pp′(E) = δpp′

2π

〈
Xσ

p + X2
p

〉

+
[〈[

Xσ2
p ,

∑
ij σ ′

t̃ij(n)X2σ ′
i Xσ ′2

j

]∣∣∣Xσ0
p′

〉]
.

(44)

In accordance with the projection procedure

t̃ij(n)X2σ ′
i

⎡
⎣Xσ2

p ,
∑

ijσ ′
t̃ij(n)X2σ ′

i Xσ ′2
j

⎤
⎦ =

∑
j

ε̃σ (pj)Xσ2
j Xσ ′2

j , (45)

where ε̃σ (pj) is a non-opertor expression. By anticommuting the above expression
with X2σ

k , we have

ε̃σ (pk)
(
Xσ
k + X2

k

) = t̃(n)
(
Xσ

p + X2
p

)(
Xσ
k + X2

k

) + t̃(n)Xσσ
k Xσσ

p

+ δpk t̃(n)
∑
j

X2σ
k Xσ2

j , (46)

After this substitution, the equation for Green function is

(
E + μ −U + zJnσ − z J̃nσ

)
G̃ pp′(E) = δpp′

2π

〈
Xσ

p + X2
p

〉

+
∑
j =p

ε̃σ (pj)
〈〈
Xσ2
k

∣∣X2σ
p′
〉〉 + ε̃σ

p

〈〈
Xσ2

p

∣∣X2σ
p′
〉〉
, (47)

After the Fourier transformation, we obtain for Green function
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G̃σ
k (E) = 1

2π

nσ

E − Ẽσ
k

, (48)

where the spectrum of the upper quasiparticle subband is

Ẽσ
k = −μ +U + α̃σ t̃k(n) + β̃σ − zJnσ + z J̃nσ , (49)

with correlation band narrowing

α̃σ = n + ησm

2
+ n2 − m2

2(n + ησm)
(50)

and the subband shift

β̃σ = − 1

nσ

∑
k

t̃k(n)
〈
X2σ
i Xσ2

j

〉
k
. (51)

Important peculiarities of the obtained spectra for the lower and the upper subbands
are the correlation narrowing of the subband widths, the latter being non-equivalent
due to the correlated hopping of electrons. Note also that the correlation narrowing
increases with the subband filling.

Now, let uswe consider aMott–Hubbard ferromagnetwith the doubly degenerated
band for electron concentrations n < 1. Equation of motion for Green function

Gγ σ

pl (E) =
〈〈
X0,γ σ

p

∣∣∣Xγ σ,0
l

〉〉
E
, (52)

can be written as

(E + μ)Gγ σ

pl (E) =
〈
Xγ σ

p + X0
p

〉

2π
δpl

+
∑
j

t(pj)
[〈〈((

Xγ σ
p + X0

p

)
X0,γ σ

j + Xγ σ̄ ,γ σ
p X0,γ σ̄

j

)∣∣∣Xγ σ,0
l

〉〉
E

+
〈〈(

X γ̄ σ,γ σ
p X0,γ σ

j + X γ̄ σ̄ ,γ σ
p X0,γ̄ σ̄

j

∣∣∣Xγ σ,0
l

)〉〉
E

]
.

(53)

Let us restrict ourselves to the case of equivalent α and β orbitals. Following the
approach utilized above for the non-degenerated case, we obtain for n < 1

Gγ σ

k (E) = 1

2π
· 1 − n + nσ

E − Eγ σ

k

, (54)

where the quasiparticle spectrum of the lower subband is

Eγ σ

k = −μ + αγσ tk(n) + βγσ . (55)
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There is a formal distinction between the band narrowing factor (42) and that for the
orbitally degenerated case

ασ = 1 − n + nσ + 2nσnσ + nσnσ

1 − n + nσ

, (56)

and, worth noting, the correlation subband center shift contains three correlation
functions which are distinct in a general case, when the orbitals are non-equivalent

βγσ = − 1

1 − n + nσ

∑
k

tk(n)
(〈
Xγ σ̄ ,0
i X0,γ σ̄

j

〉
k
+
〈
X γ̄ σ̄ ,0
i X0,γ̄ σ̄

j

〉
k

+
〈
X γ̄ σ ,0
i X0,γ̄ σ

j

〉
k

)
.

(57)

Likewise, the corresponding Green function for the case n > 1 is obtained in the
following form:

G̃γ σ

k (E) = 1

2π
· nσ + nσσ

E − Ẽγ σ

k

, (58)

where the quasiparticle spectrum for the upper subband is

Ẽγ σ

k = −μ +U − 3J ′ + α̃γ σ tk(n) + β̃γ σ . (59)

Procedure we have applied for the non-degenerate model yields also the correlation
band narrowing factor

α̃γ σ = nσ + nσσ + n2σ
nσ + nσσ

, (60)

and the correlation shift of the upper subband center

β̃γ σ = 1

nσ + nσσ

∑
k

tk(n)
〈
Xσσ,γ σ

i Xγ σ,σσ

j

〉
k
. (61)

Comparing the obtained formulae (56) and (60) for the band narrowing factors, one
finds that in the degenerated model the electron–hole asymmetry of cases n < 1
and n > 1 exists even in the absence of the correlated hopping of electrons (when
t(n) = t̃(n) = t). This is a consequence of the physical non-equivalence of hole
and Hund’s doublon states and taking the correlated hopping into account is but an
additional factor to enhance this effect.
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5 Results and Discussion

Above results for Green functions and energy spectra enable us to apply methods
developed for calculation of the thermopower via electronic conductance tensor
components

σμν(ω) = i

V
lim

ε→0+

∫ ∞

0

〈[
Jμ(t), Pv

]〉
exp(−iωt − εt)dt, (62)

which are expressed through polarization vector components

Pv = e
∑
iγ σ

Rv
i niγ σ , (63)

and components of current

Jμ = i
⌊
Pμ, H

⌋
, (64)

In the considered case, these vectors can be rewritten as

Pv = e
∑
iγ σ

(
Xγ σ

i + Xσσ
i

)
Rv
i , (65)

Jμ = ie
∑
pls

∑
i jσ
γγ ′

(
tγ γ ′
i j (n)

[
Xls

p + Xss
p , Xγ σ,0

i X0,γ ′σ
j

]

+ t̃γ γ̄

i j (n)
[
Xls

p + Xss
p , Xσσ,γ ′σ

i Xγ ′σ,σσ

j

])

Rμ
p = ie

(
Rμ

i − Rμ

j

) ∑
i jγ γ ′σ

(
tγ γ ′
i j (n)Xγ σ,0

i X0,γ ′σ
j + t̃γ γ̄

i j (n)Xσσ,γ ′σ
i Xγ σ,σσ

j

)
(66)

For xx-component of the electronic conductance tensor (62), we have

σxx = σ + σ̃ , (67)

where

σ = −e2τ z

2Na

γ γ ′∑
i jσ
γγ ′

tγ γ ′
i j (n)

〈
Xγ σ,0
i X0,γ ′σ

j

〉
, (68)
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σ̃ = −e2τ z

2Na

∑
i jσ
γ γ ′

t̃γ γ ′
i j (n)

〈
Xσσ,γ σ

i Xγ ′σ,σσ

j

〉
. (69)

The correlation functions in the right hand side of these expressions are related to
the correlation shifts of the subbands centers, introduced in the previous section.
Therefore, one can simplify the calculation by using these relations as

σ = −e2τ z

6Na

∑
γ σ

βγσ (1 − n + nσ ), (70)

σ̃ = −e2τ z

2Na

∑
γ σ

β̃γ σ (nσσ + nσ ). (71)

The spin-dependent shift is a function of temperature:

βγσ = − 1

w(n)
· 1 − n + nσ̄

1 − n + nσ

∫ w(n)

−w(n)

tdt

exp
(

Eγ σ̄ (t)
�

)
+ 1

− 1

2w(n)

∫ w(n)

−w(n)

tdt

exp
(

Eγ σ (t)
�

)
+ 1

. (72)

Making use of the Sommerfeld expansion similar to that of [28, 29], we obtain

βγσ = − 2

1 − n + nσ

(
1 − n + nσ

2w(n)

∫ w(n)

−w(n)

tdt + π2

6
· 1 − n + nσ

α2
γ σ

· �2

2w(n)

)

− 1

1 − n + nσ

(
1 − n + nσ

2w(n)

∫ w(n)

−w(n)

tdt + π2

6
· 1 − n + nσ

α2
γ σ

· �2

2w(n)

)

= 2w(n)(1 − n)nσ

(1 − n + nσ )(1 − n + nσ )
− π2

6
· 1 − n + nσ

1 − n + nσ

· �2

w(n)α2
γ σ

+ w(n)(1 − n)nσ

(1 − n + nσ )2
− π2

12
· �2

w(n)α2
γ σ

. (73)

In a similar way for the case of n > 1, we find

β̃γ σ = 2 w̃(n)nσnσσ

(nσ + nσσ )2
− π2

12
· �2

w̃(n) α̃2
γ σ

. (74)
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Comparison of energy spectra (41) and (55) allows us to conclude that for elec-
tron concentration n < 1, the non-degenerate model reproduces well all the features
characteristic for the doubly degenerated one; therefore, the mechanisms governing
the temperature and concentration dependences of thermopower may be studied
with use of Hamiltonian (20). This simplification allows both to avoid computa-
tion resource-expensive calculations of extra components is band center shifts and to
include the description of the band narrowing, associated with the correlated hopping
of electrons. Moreover, within the present approach there exist reliable results for
the chemical potential temperature behavior [15] which are in accordance with theo-
retical calculations and experimental data [14]. For n > 1, however, the results from
models (20) and (26) may be quite different and will be studied elsewhere.

In a wide interval of the temperature and the carrier concentration values, the
dependence of S on the temperature is determined by the corresponding dependence
of the chemical potential. Character of the S(T ) dependence can be reproduced in
the following way. Let us neglect both the diffusion component and the phonon drag
thermopower to write down Kelvin formula (according to the terminology of Shastry
[6, 7]) for the low-temperature estimate of the thermopower

S = 1

e

dμ

dT
. (75)

For calculation of thermopower, the Heikes–Mott formula (3) can also be used in
the form

S = −π2k2BT

3eσ(ε)

(
dσ

dε

)

ε=EF

. (76)

For the frequency dependence of the conductivity, we use the result of [15]

σ = e2z

a
n
(1 − n)ω(n)

2 − n

τ

1 + ε2τ 2
. (77)

Then,

S = π2k2BT

3e

2EFτ 2

1 + E2
Fτ 2

. (78)

At low temperatures, normalizing the energy values by the half bandwidth, the above
formula can be rewritten as

S = π2

3

θ

ω(n)

2
(

μ

ω(n)

)
(τω(n))2

1 +
(

μ

ω(n)

)2
(τω(n))2

. (79)
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The formulae (78) and (79) as well as the results of numerical calculations for
the chemical potential and correlation shifts of subband centers allow us analyzing
the concentration dependence of thermopower. In a wide interval of temperature and
carrier concentration values, the dependence of the thermopower on temperature can
be determined by the corresponding dependence of the chemical potential, which
is calculated numerically with use of the obtained analytical expressions for Green
functions and quasiparticle energy spectra. Distinctions of semi-elliptical DOS and
model rectangular DOS application appear to be visible only for very low temper-
atures, where phase transitions may take place [22]. Different concentration depen-
dence is quite prominent; for concentrations up to 0.67, the value of thermopower
is negative and decreasing with the concentration increase, and for larger band fill-
ings, the positive values of the thermopower increase very fast with the electron
concentration close to 1, which may be attributed to the non-monotonic behavior of
conductance investigated in [15] for the non-degenerated model and in [19] for the
degenerated one.

In Figs. 1 and 2, the temperature dependence of the thermopower is studied
with use of the model DOS which is characterized by the asymmetry of electron
density distribution [30] for almost empty and almost half-filled non-degenerated
band, respectively. Qualitatively, our results reproduce corresponding results for the
doping-dependent temperature behavior of thermopower obtained in [10]; however,
in the present approach, the electron–hole asymmetry has a natural explanation. The
rate and slope of the thermopower value changewith increasing temperature in accor-
dance with the corresponding result of [31], and the more subtle tuning of the model
is available, when the DOS asymmetry parameter is varied in interval 0.3–0.5. The
same thermopower increase is observed, when standard DOS for sc or bcc lattices
are used (see Fig. 3); however, these functions do not to reproduce saturation-like
S(T ) behavior within physically achievable temperature range.

Fig. 1 Temperature
dependence of the
thermopower at n = 0.1. The
uppermost (black) curve
corresponds to rectangular
DOS, other curves
correspond to DOS with
asymmetry parameter
(up-to-down, a = 0.3 for
blue, a = 0.5 for green, and a
= 0.9 for red curve)
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Fig. 2 Temperature
dependence of the
thermopower at n = 0.8. The
lowermost (black) curve
corresponds to rectangular
DOS, other curves
correspond to DOS with
asymmetry parameter (a =
0.3 for the middle red one
and a = 0.9 for the upper
blue curve)

Fig. 3 Temperature
dependence of the
thermopower at n = 0.1.
Solid curve corresponds to
rectangular DOS, dotted red
curve is for sc lattice, and
dashed blue curve is for bcc
lattice

6 Conclusions

Thermoelectric properties of narrow-band transitionmetal compoundsmay offer new
solutions to the energy harvesting needs and theoretical modeling of the thermoelec-
tric response allows better design of these materials. Use of generic models such as
the Hubbard model and its generalization allows us to single out the essential mech-
anisms behind concentration and temperature dependencies to find optimal doping
and temperature regimes for suchmaterials. For low electron concentrations, wemay
use the non-degenerate model for calculation of the temperature dependences of the
thermopower at condition that the model DOS is chosen appropriately to reproduce
the characteristic features of the compound.
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Distinct types of Seebeck coefficient temperature behavior have been observed
for the model of electron subsystem with strong correlations. These distinctions can
be attributed to different electron interaction regimes to be realized in some regions
of electron band filling. Differences in S(T ) dependences are governed by the same
mechanisms as the conductance and reflects the changes of single electron energy
spectrum.
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Ultrasonic Synthesis
and Characterization of Zinc
Pyrovanadate Nanostructures

O. A. Diyuk , Valery Zazhigalov , N. D. Shcherban , N. V. Diyuk ,
V. V. Permyakov , S. M. Shcherbakov, L. S. Kuznetsova ,
and M. M. Tsyba

Abstract The unique low temperature synthesis of zinc pyrovanadate from oxides
was proposed. Zn3V2O7(OH)2·2(H2O) was synthesized by ultrasonic (US) method
using ZnO and V2O5 as raw materials. It was established using SEM and TEM
methods that Zn3V2O7(OH)2·2(H2O) has the structure of nanosheets. The DTA
method and XRD analysis showed the formation of the Zn3V2O8 phase after the
removal of crystallization water from Zn3V2O7(OH)2·2(H2O). Ultrasonic treatment
of oxides as initial reagents allows obtaining Zn3V2O8 with the specific surface
area of 14 m2/g. For comparison, Zn3V2O8 was synthesized by solid-state (SS)
synthesis from oxides. The properties of zinc pyrovanadate obtained by US synthesis
and conventional SS synthesis were compared. The advantages of US method over
conventional SS synthesis were noted.

O. A. Diyuk (B) · V. Zazhigalov · L. S. Kuznetsova · M. M. Tsyba
Institute for Sorption and Problems of Endoecology, National Academy of Sciences of Ukraine,
General Naumov Street, 13, Kyiv 03164, Ukraine
e-mail: diyukhelen@ukr.net

V. Zazhigalov
e-mail: zazhigal@ispe.kiev.ua

N. D. Shcherban
L.V. Pisarzhevsky Institute of Physical Chemistry, National Academy of Sciences of Ukraine, 31
Pr. Nauky, Kyiv 03028, Ukraine
e-mail: nataliyalisenko@ukr.net

N. V. Diyuk
Taras Shevchenko National University of Kyiv, 60 Volodymyrska Street, Kyiv 01033, Ukraine
e-mail: nvdiyuk@gmail.com

V. V. Permyakov
Institute of Geological Sciences, National Academy of Sciences of Ukraine, 55-B O.Gonchar Str.,
Kyiv 01054, Ukraine

S. M. Shcherbakov
M.G. Kholodny Institute of Botany, National Academy of Sciences of Ukraine, Tereshchenkivska
Str., 2, Kyiv 01004, Ukraine
e-mail: sbarba@ukr.net

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
O. Fesenko and L. Yatsenko (eds.), Nanomaterials and Nanocomposites, Nanostructure
Surfaces, and Their Applications, Springer Proceedings in Physics 279,
https://doi.org/10.1007/978-3-031-18096-5_16

289

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18096-5_16&domain=pdf
https://orcid.org/0000-0002-3342-3857
https://orcid.org/0000-0003-2169-3443
https://orcid.org/0000-0001-8767-702X
https://orcid.org/0000-0002-4540-6704
https://orcid.org/0000-0002-5339-2269
https://orcid.org/0000-0001-7003-3965
mailto:diyukhelen@ukr.net
mailto:zazhigal@ispe.kiev.ua
mailto:nataliyalisenko@ukr.net
mailto:nvdiyuk@gmail.com
mailto:sbarba@ukr.net
https://doi.org/10.1007/978-3-031-18096-5_16


290 O. A. Diyuk et al.
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1 Introduction

Vanadium compounds are widely used in chemical industry as catalysts for the
production of maleic acid, sulfuric acid, purification of industrial gases fromNOx [1,
2]. Moreover, vanadium compounds seem to be promising as novel potential drugs
in the treatment of diabetes, atherosclerosis, and cancer [3, 4].

In the past few decades, Zn3V2O8 has attracted significant attention due to its
unique properties and perspective for wide applications in industry, ecology, and
medicine.

Zn3V2O7(OH)2·2(H2O) and Zn3V2O8 are considered to be perspective for the
creation of photoluminescencematerials and can be used as a phosphor forwhite light
emitting diodes [5]. Zn3V2O8 with nanosheet structure demonstrates high perfor-
mance as an anode material for lithium-ion batteries with good rate capacity, high
cycling stability, and excellent discharge capacity as reported in [6]. Moreover, the
zinc pyrovanadate nanowires show significantly improved electrochemical perfor-
mance as an intercalation cathode for an aqueous zinc-ion battery [7]. It can be used
for effective catalytic delignification and fractionation of lignocellulosic biomass
[8], selective oxidation of sugars to carboxylic acids [9], and as photocatalysts [10–
12]. It can be also applied as material for the sensing electrode to detect acetone (to
100 ppm) [13] and as material for an ethanol gas sensor [14].

However, Zn3V2O8 is usually obtained from soluble salts by a co-precipitation
method [6, 11, 12, 15, 16] or from oxides by solid-state synthesis [10, 11, 17–20].
Both of these methods are not eco-friendly and require a long time. Usually for the
obtaining Zn3V2O7(OH)2·2(H2O) with subsequent formation of Zn3V2O8, typical
synthesis from soluble salts is applied. The salts, Zn(NO3)2·6H2O and NH4VO3, are
used more often for the synthesis of Zn3V2O7(OH)2·2(H2O) [13, 15, 16, 21, 22].
ZnCl2 or ZnSO4 is used less often [6, 12, 23] but for all the experiments the molar
ratio of Zn/V= 3:2 was used. However, using highly diluted solutions due to the low
solubility of NH4VO3 should be noted. In addition, after the synthesis, the product
must bewashed several times to remove by-products. The superiority of this synthesis
is possible formation of 2D nanosheets [6, 15] or 3D microspheres [11, 15] or even
nanobelts [11, 16] structures of Zn3V2O7(OH)2·2(H2O). Themost of these references
mention the use of an autoclave for the successful synthesis [6, 11, 16, 21, 23, 24].
An alternative is a solid-state method of syntheses leading to the direct formation
of Zn3V2O8. However, this method results in the formation of Zn3V2O8 with the
grain shape possessing low SBET of ca. 0.5 m2/g [5]. Only conventional SS synthesis
as the way to the formation of Zn3V2O8 from oxides was described in scientific
literature. Although the SS synthesis can lead to the complete transformation of
starting reagents without any pollution by by-products, it is impossible to obtain
nanostructures by this method.
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Therefore, the first method requires a lot of water for washing while the second
one demands high temperature and doesn’t lead to the formation of nanostructures.
The possibility of the formation of zinc pyrovanadate from oxides under ultrasonic
treatment has been studied in the current work. In addition, zinc pyrovanadate was
synthesized by conventional solid-state method for comparison.

2 Experimental

The samples preparation

Ultrasonic synthesis was carried out according to the procedure described in the
literature [25] with some modifications. ZnO 2.86 g and V2O5 2.14 g powders (3:1
molar ratio) were mixed together, transferred into a beaker and de-ionized water
(80 ml) was added. The weight ratio of initial oxides/water is 1/16. Ultrasonic treat-
ment (UST) of the oxides mixture was carried out for 40 min at room temperature
using an UZDN-A ultrasonic dispersant operating in an acoustic cavitations mode
at a frequency of 22 kHz. A yellow suspension was obtained. The resulting product
was filtered off, dried in air at 100 °C, and labeled as ZnVO_US_100. The sample
ZnVO_US_100 was calcined at 500 °C in an alumina crucible in air for 4 h and
labeled as ZnVO_US_500.

Additionally, Zn3V2O8 was synthesized by a conventional solid-state method
according to the procedure used in [10] with some modifications. ZnO 2.86 g and
V2O5 2.14 g powders (3:1 molar ratio of oxides) were grinded using an agate mortar
for 3min, then transferred in an alumina crucible and calcined at 600 °C in air for 5 h.
Afterward, the sample was cooled and grinded again using an agate mortar for 3 min.
Finally, the sample was calcined at 750 °C in air for 6 h and labeled as ZnVO_SS.

Characterization of the samples

Toanalyze the samples composition andmorphology, a scanning electronmicroscope
(SEM JSM6490 LV, JEOL, Japan) with an integrated system for electron micro-
probe analysis INCA Energy based on energy-dispersive and wavelength-dispersive
spectrometers (EDS +WDS, OXFORD, UK) with HKL Channel system was used.

Transmission electron microscopy (TEM) JEM-1200 EX (JEOL, Japan) was
applied to study the materials morphology.

Nitrogen ad(de)sorption isotherms at –196 °C were obtained on a Quantachrome
NOVA-220e Gas Sorption Analyzer. Specific surface area SBET was estimated using
the BET equation.

Thermogravimetric analysis (DTA/TG) was carried out on a Derivatograph-
Q apparatus with a heating rate of 10 °C/min under air atmosphere from room
temperature to 700 °C. The sample mass was 200 mg.



292 O. A. Diyuk et al.

3 Results and Discussion

XRD

Figure 1a shows the X-ray diffraction (XRD) patterns of the initial oxides mixture:
ZnO (JCPDS card no. 00-080-0075) and V2O5 (JCPDS card no. 00-041-1426).

In XRD pattern of ZnVO_US_100 (Fig. 1b), all the reflexes can be attributed
to hexagonal structure Zn3V2O7(OH)2·2(H2O) (JCPDS card no. 00-087-0417) indi-
cating high sample purity and crystallinity. ZnVO_US_500 has the diffraction signals
corresponded to Zn3V2O8 (JCPDS card no. 00-034-0378) (Fig. 1c). Any peaks from
others phases were not detected in the XRD patterns both for ZnVO_US_100 and

Fig. 1 XRD patterns of a the initial mixture ZnO and V2O5, b Zn3V2O7(OH)2·2(H2O), and c
Zn3V2O8 where �—ZnO, �—V2O5, #—Zn3V2O7(OH)2·2(H2O), and *—Zn3V2O8
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ZnVO_US_500 testifying the high purity of Zn3V2O7(OH)2·2(H2O) and Zn3V2O8

synthesized by ultrasonic treatment.
Figure 2 shows the XRD pattern of ZnVO_SS. The most intensive peaks at 2�—

15.4; 18.7; 21.4; 26.5; 27.1; 29.1; 31.0; 34.9; 36.0; 41.1; and 62.9 correspond to
Zn3V2O8 as a main product. Moreover, the impurity phases of Zn2V2O7 (JCPDS
card no. 00-070-1532) (2�—16.7; 25.8; 28.64; 33.6; 40.6; and 42.2) and ZnO (2�—
31.7) were registered. It should be noted not long synthesis time (11 h) in our case
compared to the conventional synthesis in other references [17–19]. Based on the
XRD data, the following reactions can be assumed:

2ZnO + V2O5 = Zn2V2O7

Zn2V2O7 + ZnO = Zn3V2O8

3ZnO + V2O5 = Zn3V2O8

The synthesis of pyrovanadates by SS method usually is long-term and requires
high temperatures. Therefore, the authors [11] synthesized vanadates by SS method
during1week atT =797 °C (XRDpatternwas not shown; also there is no information
about the impurities). In [10], synthesiswas carried out during 60 h, and authors failed
to synthesize pure Zn3V2O8 phase. The XRD patterns of their final product except
Zn3V2O8 also have several peaks corresponded to a little amount of impurity phase
(the impurity phase was not identified). Kurzawa et al. [20] investigated V2O5–ZnO
system and corresponding phase diagram. It was pointed out that the molar ZnO to

Fig. 2 XRD patterns of Zn3V2O8 synthesized by solid-state synthesis from ZnO and V2O5: *—
Zn3V2O8, ●—Zn2V2O7, �—ZnO
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V2O5 ratio of 3:1 led to the formation of both Zn3V2O8 as Zn2V2O7 phases. It should
be noted that the traditional solid-state synthesis of salts from oxides often leads to
the formation of the main product with some amount of impurity phases [6, 25].
Comparison of the X-ray diffraction patterns of the product obtained as a result of
ultrasonic and solvothermal synthesis allows to make an assumption about the key
role of water in the formation of zinc pyrovanadate salt from oxides. And the key
product is exactly zinc pyrovanadate crystal hydrate:

3ZnO + V2O5 + 3H2O = Zn3V2O7(OH)2 · 2(H2O)

The absence of any impurity phases in the X-ray diffraction patterns of both
ZnVO_US_100 and ZnVO_US_500 (Fig. 1b, c) also makes it possible to assume the
formation of pure Zn3V2O7 (OH)2 phase with the subsequent transformation into
pure Zn3V2O8 phase.

SEM

SEM image of ZnVO_US_100 is shown in Fig. 3. Morphology of ZnVO_US_100
has a typical overall view for Zn3V2O7(OH)2·2(H2O) obtained by a conventional co-
precipitate method [6, 9, 26]. Uniform size distribution of the particles in the sample
is observed. The sample consists of nanoparticles in the form of nanosheets, each of
which has a flat size of 0.1–1 µm and a thickness of 10–40 nm. The data of energy-
dispersive X-ray spectroscopy (determined at four different points) demonstrate the
uniform elements distribution in the sample (Table 1). The data of SEM and EDX
are in a good agreement with the XRD data (Fig. 1a) and confirm complete oxides
conversion to Zn3V2O7(OH)2·2(H2O).

TEM

The TEM images of the initial oxides V2O5 and ZnO used for the preparation of
zinc vanadate by both ultrasonic and solid-state methods are presented in Fig. 4a, b,

Fig. 3 SEM image of
Zn3V2O7(OH)2·2(H2O)
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Table 1 The results of
energy-dispersive X-ray
spectroscopy for
ZnVO_US_100a

Spectrum V Zn O

Grid Spectrum(1,1) 14.83 24.05 61.12

Grid Spectrum(2,1) 14.21 25.13 60.66

Grid Spectrum(1,2) 14.84 24.04 61.13

Grid Spectrum(2,2) 15.12 23.55 61.34

Mean 14.75 24.19 61.06

Std. deviation 0.38 0.67 0.29

a (All results in atomic %)

respectively. Typical particle of Zn3V2O7(OH)2·2(H2O) is displayed in TEM image
Fig. 5a, b. TEM images of Zn3V2O7(OH)2·2(H2O) don’t contain the particles of the
initials oxides (Fig. 4a, b) instead, the particles with sheet-like structure gathered in
agglomerates can be observed. The size of the particle plane ranges from several nm
to 1 µm. The light color of the Zn3V2O7(OH)2·2(H2O) particles indicate their small
thickness. This is in a good agreement with the literature data about the sheet-like
particles of Zn3V2O7(OH)2·2(H2O) obtained by a co-precipitation method [6, 11].
In addition, some amount of particles with hexagonal structure is present in TEM
images. As known, Zn3V2O7(OH)2·2(H2O) crystallizes in the hexagonal space group
P-6 [6, 11, 24].

Specific surface area

The data of nitrogen ad(de)sorption (Fig. 6) show that the sample Zn3V2O7 obtained
by a solid-state reaction is characterized by the low specific surface area (SBET within
1 m2g−1) while the sample obtained by an US method have higher specific surface
area (SBET ca. 14m2g−1), and ad(de)sorption isotherm has hysteresis in awide area of
relative nitrogen pressure indicating the presence of mesopores with different sizes.

Fig. 4 TEM images of the initial oxides a V2O5 and b ZnO
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Fig. 5 TEM images of ZnVO_US_100

Fig. 6 Nitrogen ad(de)sorption isotherms (77 K) for Zn3V2O8 synthesized by the solid-state
method and Zn3V2O8 synthesized by the ultrasonic method

DTA

The thermal stability ofZn3V2O7(OH)2·2(H2O)was studiedusingDTA in air (Fig. 7).
The TG curve has total weight loss of about 12.73% in an interval from 60 to 350 °C.
The DTA curve has two endothermic peaks at 164 °C and 267 °C, being agreed well
with weight loss on the TG curve. The removal of water of crystallization and coor-
dinated water corresponds to the weight loss of 11.27%: Zn3V2O7(OH)2·2(H2O)
= Zn3V2O8 + 3H2O. Other 1.46% of weight loss can be explained by losing
water adsorbed in the pore or on the surface. Published TG and DTA data for
Zn3V2O7(OH)2·2(H2O) are contradictory. The maximum of the first endothermic
peak is located at 163 °C well corresponding to [11]. Next endothermic peak is
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Fig. 7 TG and DTA analysis of Zn3V2O7(OH)2·2(H2O)

located at 267 °C being more similar to the data described in [27]. Moreover, DTA
curves presented in [11, 27] have exothermic peak at 452 °C and 550 °C, respectively.
However, in our case, no exothermic peak in DTA curves was observed as well as
in [15]. Such differences in the location of the maxima of endothermic peaks can be
explained by the differences in the synthesis or TG and DTA analysis conditions.

Additionally, TG and DTA of the initial mixture of oxides were carried out, but
no thermodynamic effects and weight loss were observed.

4 Conclusions

In summary, a facile, eco-friendly method of synthesis of Zn3V2O7(OH)2·2(H2O)
followed by the formation of pure Zn3V2O8 phase was proposed. This approach in
contrast to conventional co-precipitation synthesis doesn’t require a lot of water for
washing from polluting ions. The advantages of the US synthesis compared to the
conventional SS synthesis are lower duration and temperature, as well as the forma-
tion of pure Zn3V2O7(OH)2·2(H2O) phase further transformed into pure Zn3V2O8

phase. Moreover, US synthesis allows obtain samples with nanosheet structures and
high SBET. Thus, the ultrasonic method is much more environmentally friendly than
other traditional methods of synthesis.

Acknowledgements This work was financially supported by NASU Program “New functional
substances and materials of chemical production” (project 13-21).
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Electrical Characteristics of Nanosized
ZnO Films, Obtained Using Polyvinyl
Alcohol, in Different Atmospheres

A. P. Chebanenko, L. M. Filevska , V. S. Grinevych ,
and V. A. Smyntyna

Abstract The work studied the effect of various media (water vapor, ammonia, and
isopropanol in air) on the electrical characteristics of ZnO thin films. In all cases,
changes in the electrical characteristics of the films were observed, but the nature of
these changes was different. In the presence of ammonia vapor at room temperature,
the film current almost doubled. Moreover, the adsorption process is more inertial
than the desorption one. The same films at room temperature do not react to propanol
vapors in the ambient air. At a temperature of 373 K, the sensitivity to propanol
increases considerably. Films are sensitive tomoisture at room temperature.However,
in comparison with the reaction to ammonia, the reaction to water vapor is more
inertial and the sensitivity is lower. The difference in the values and temperatures of
the sensitivity of zinc oxide films to different adsorbates allows us to consider them
as sensitive elements for multisensors.

Keywords Zinc oxide thin films · Electrical characteristics of thin films ·
Ammonia sensitivity · Sensitivity to propanol · Sensitive to moisture

1 Introduction

Nanosized films are actively used as transparent electrodes for solar cells, LEDs and
other optoelectronic devices, and sensitive elements of gas sensors.

Zinc oxide nanosized films, in particular, are actively used in electronics as trans-
parent electrodes for solar cells [1], light-emitting diodes [2], lasers, photodetectors,
and other optoelectronic devices [3]. Recently, such films are actively used also as
sensitive elements for sensors of various gases [4–6]. All of these and many other
applications of zinc oxide are possible due to its physical properties. Zinc oxide is a
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wide-gap semiconductor (3.3–3.4 eV [6]) of the n-type. The advantage is the direct
band gap transition of its energy structure, a fairly high value of the binding energy
of excitons [6], and broad optical absorption band. Its insolubility, chemical stability,
and good catalytic activity are also important for applications in catalysis and gas
sensors.

Nanoscale forms of this material are actively used due to the enhancement of
interesting existing features and to the acquisition of new ones. In the nanoscale form,
its catalytic and sensory properties are intensified, which leads to a decrease in the
working temperature of such processes. Various types of zinc oxide nanoforms can
be obtained by both physical and chemical methods, among which there are enough
simple and cheap ones [3, 7–10]. The sol–gel method was chosen for producing thin
zinc oxide films as a simple and cheap method, allowing the introduction of various
additives in the production process, for an example, to change the structure, doping,
and, consequently, to improve its functional characteristics.

In thiswork, the effect of variousmedia (water vapor, ammonia, and isopropanol in
air) on the electrical characteristics of such films was studied. The ammonia vapors
impact control is important in monitoring human health, the food industry, food
trade, and agriculture. The usage of isopropanol widespread for cleaning beginning
from electronics up to the service industry also requires the control of its vapors in
such workplaces. Taking into account the effect of moisture on the components of
electronic elements based on zinc oxide is also useful in industries and everyday life.

2 Methods

The investigated zinc oxide films were obtained from aqueous solutions of zinc
acetate with the addition of polyvinyl alcohol as a structuring additive. The initial
solutions were applied to the prepared glass substrates. The resulting preparatives
were annealed in a muffle furnace. The method for producing films is described in
detail in [10].

The films had a porous nanoscale structure, which was confirmed by SEM studies
and is shown in Fig. 1. In addition to porosity, a certain fractality of the film structure
is noticeable. Zinc oxide films obtained from zinc acetate by the sol–gel method by
the authors of [11] In general, the structure looks like being composed of nanosized
agglomerates up to 50–100 nm in diameter. Such a developed porous structure with a
large surface area is preferable for adsorption-sensitive sensor elements. It provides
good contactwith the detected substances, and, therefore, a noticeable responsewhen
interacting with them.

The electrical characteristics: current–voltage characteristics (CVC), dark current
temperature dependence (DCTD), and the conductivity kinetics of the films were
measured in an atmosphere of dry air and in atmospheres containing water vapor,
ammonia, and isopropyl alcohol. The atmosphere under study was formed in the
measuring chamber by introducing a portion of the detected gas into the atmosphere
of specially dried air.
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Fig. 1 SEM image of the
studied zinc oxide film

3 Results and Discussion

Investigations of the current–voltage characteristics were carried out to elucidate the
dominant mechanism of conduction in zinc oxide films in air and with the addition
of water or ammonia vapors to the research chamber.

Figure 2 shows the current–voltage characteristics of a zinc oxide film, which
were measured in an air atmosphere at temperatures of 290 K (curve 1) and 420 K
(curve 2) and in the presence of water vapor at a temperature of 290 K (curve
3). In an air atmosphere at temperatures of 290 K (curve 1), the CV characteristic
of the studied zinc oxide film has an exponential dependence. This dependence is
typical for the barrier mechanism of current flow. The CV characteristic in an air
atmosphere at a temperature of 420 K shows the current flow values higher almost
on the order of magnitude (at the same voltage values), and in addition, the degree
of its superlinearity is less than at room temperature. This behavior indicates an
increase in the concentration of electrons in the conduction band of the ZnO film
with increasing temperature. Therefore, the effect of intercrystalline barriers on the
current flow with increasing temperature is less pronounced.

It can be seen that in an atmosphere containing water vapor (Fig. 2, curve 3),
the electrical conductivity shows higher values in comparison with the electrical
conductivity in dry air. Similar results obtained on zinc oxide films are known in the
literature [12] and are explained by the dissociative adsorption of water on the surface
of the ZnO film. Water is absorbed on zinc oxide in both molecular and dissociative
form. Dissociative adsorption on nanosized forms of ZnO mainly occurs on oxygen
vacancies, which adsorb and neutralize hydroxyl groups OH− [13].

In an atmosphere with ammonia vapor, the electrical conductivity of the studied
zinc oxide films also differed from this indicator in dry air. Figure 3 shows the CV
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Fig. 2 CVC of ZnO film in
air atmosphere at 290 K (1)
and 420 K (2) and in the
presence of water vapor at
290 K (3)

Fig. 3 CVC of ZnO film in
air atmosphere (1) and with
ammonia vapor (2) at 290 K

characteristic of a zinc oxide film in dry air (curve 1) and in air with ammonia vapor
(curve 2). The exponential character of the dependence, as well as its straightening
in the coordinates. ln I ~ U^(1/4), indicates the above-barrier Schottky emission
through thin intercrystalline barriers [14] as the dominant mechanism of current
transfer in the film.

In ammonia vapor, the CVC of the ZnO film (curve 2 in Fig. 3) is almost an order
of magnitude higher than in air. This is especially noticeable in the region of low
voltages.

In works [12, 15] it was shown that the stable configuration of NH3 during adsorp-
tion on the surface of zinc oxide is the binding of the nitrogen atom (N) with the
surface zinc atom (Zn). In this case, even at ambient temperature (~300 K) [15],
charge transfer to the ZnO surface is observed. Molecular chemisorption of NH3

occurs on the ZnO surface, in which ammonia molecules become donors of charge
carriers. As a result, the equilibrium surface bending of the energy bands decreases
and the conductivity of thin zinc oxide films increases.

The temperature dependences of the current of zinc oxide films were studied in
dry air, in atmospheres with water vapor, ammonia, and isopropyl alcohol in the
temperature range 290–723 K.
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Fig. 4 Current temperature
dependences in ZnO film in
air atmosphere (1–2–3) and
in the presence of water
vapor (4–5–6). (V = 200 B)

Figure 4 shows the DCTD of ZnO films in dry air (1–2–3) and in the presence
of water vapor (4–5–6). Electrical conductivity was measured both when the sample
was heated (Sections 1–2) and when it was cooled (Section 3).

In the atmosphere of dry air, the conductivity grows exponentially with temper-
ature increasing wherein the dependence shows several sections with different acti-
vation energies. The minimal growth in conductivity is observed in the temperature
range 290–320 K with conductivity activation energy of about 0.1 eV. These values
correspond to the shallow donors’ contribution to the conductivity, often caused by
surface defects. The conduction activation energies in other areas (E1,E2, andE3) are
presented in Table 1. Their numerical values (0.35–0.5) eV being close to each other
are less than half the band gap of zinc oxide. In such cases, electrical conductivity is
controlled by intercrystalline potential barriers, and its mechanism can be explained
by the semiconductor model with large-scale potential relief fluctuations described
in [16].

The current temperature dependence measured in the presence of water vapor has
some specific features. So, on DCTD, when the film is heated, there are Sects. 4
and 5, in which the electrical conductivity increases with temperature. Between
them there is a section of abnormal temperature dependence 322–395 K, where the
electrical conductivity decreases with temperature growth. A similar dependence
was observed on thin films of ZnO [17] and SnO2 [18] in a humid environment. This
anomaly can be explained by desorption of physically adsorbed water and hydroxyl
groups present on the surface of oxides in a humid atmosphere. In this case, on
the surface of the ZnO film, the number of adsorption centers for oxygen increases,
which, being adsorbed, captures electrons from the conduction band, thereby leading
to a reduction in current flow. A further rise in temperature stimulates desorption of
oxygen, and, as a consequence, an increase in conductivity. The possibility of using

Table 1 Conduction activation energies (eV) calculated from the current temperature dependences
in the ZnO film

E1 E2 E3 E4 E5 E6

0.37 0.5 0.35 0.1 0.3 0.3–0.35
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zinc oxide films as adsorption-sensitive elements of gas sensors, can be clarified by
conductivity kinetic studies during the periodic filling the measuring chamber with
dry air and gas for detection.

Figure 5 shows the relaxation of the current in the ZnO film with periodic admis-
sion of water vapor and dry air into the chamber. The studies were carried out at a
constant voltage of 200 V. As it can be seen, the resistance of the film decreases by
more than five times when water vapor is let into the atmosphere of the chamber.
Whendry air is let in, the resistance value is restored to its initial value.Both processes
are quite inertial and last 6–8 min. Using the classic sensitivity formula

S = Ro − R

Ro
(1)

(where Ro is the film resistance in air; R is the film resistance in water vapor), the
sensitivity of the zinc oxide film to water vapor was calculated.

Similar measurements of current relaxation and sensitivity calculations were
performed for other voltages in the range (50–320) V. The dependence of the sensi-
tivity of the ZnO film to water vapor on the applied voltage is shown in Fig. 6. It can
be seen that with an increase of the applied voltage, the sensitivity increases, reaches
a maximum at a voltage of 200 V and is 0.37 in relative units.

The relaxation of the current with periodic admission of ammonia vapor or dry
air into the measuring chamber is shown in Fig. 7. In the presence of ammonia
vapor, the current in the ZnO film almost doubles. The adsorption of ammonia is a

Fig. 5 Relaxation of current
in ZnO film at periodic
inflow into the chamber of
water vapor or dry air (V =
200 B) at T = 293 K

Fig. 6 Dependence of ZnO
film sensitivity versus
voltage to water vapor
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Fig. 7 Relaxation of current
in the ZnO film with periodic
inflow of ammonia vapor or
dry air (V = 175 V) at T =
293 K into the chamber

Fig. 8 Dependence of the
sensitivity of the ZnO film to
ammonia vapor on the
applied voltage

fairly fast-response process. The current reaches 90% of its stationary value (tresp—
response time) in about 48 s. After admitting dry air into the chamber, the current
decreases almost to its initial value. This process,which actually reflects the ammonia
desorption is more inertial than the adsorption process. The recovery time (trel is the
time during which the current falls by 90% of its stationary value) is about 180 s.

From the relaxation curves measured at different values of the applied voltage,
the sensitivity of the ZnO film to ammonia vapor was calculated. The dependence of
the sensitivity on the applied voltage is shown in Fig. 8. It can be seen that the value
of the sensitivity reaches its maximum at a voltage of 250 V and is 0.82 in relative
units.

The isopropyl alcohol vapor influence on the conductivity of the studied zinc oxide
films was additionally studied. Figure 9 shows the current relaxation measurements
in the ZnO film with periodic filling of isopropyl alcohol vapors and dry air into the
measuring chamber. As it can be seen, at room temperature (Fig. 9, curve 1), the
change in the electrical conductivity of the film in the presence of isopropanol vapor
is very small. However, when the ZnO film is heated, its sensitivity to isopropanol
vapor increases and already at a temperature of about 363 K; it reaches 0.41 relative
units (Fig. 9, curve 2). This indicator is comparable to the sensitivity of the studied
ZnO films to water and ammonia vapors. The change in electrical conductivity upon
contact of the films with ammonia, as well as the reverse process, occurs rather
quickly; the response time can be considered equal to 60–70 s. However, the kinetic
dependences show that the current does not reach its initial value during the observa-
tion time (180 s for each process). This indicates the formation of stronger chemical
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Fig. 9 Relaxation of current
in ZnO film when vapor of
propanol or dry air is let into
the chamber (V = 200 B).
Red markers—T = 293 K
and blue—T = 393 K

bonds between the isopropanol molecule and the surface at an elevated temperature
(393 K) compared to the interaction at room temperature.

The result obtained is probably due to the more complex structure of the isopropyl
alcohol (C3H7OH)molecule as compared to theH2OandNH3 molecules and requires
further study. It may be interesting for the application of the same film in the joint
control of several pollutants. In this case, local heating of a part of the sensitive
element for isopropanol detection can be used.

4 Conclusion

In the studies carried out in all cases, changes in the electrical characteristics of the
studied films were observed, but the nature of these changes differs and depends on
the nature of the interaction of the adsorbate with the previously adsorbed oxygen.

In the presence of ammonia vapor at room temperature, the current in the film has
almost doubled. Moreover, the adsorption process is quite inertial in contrast to the
desorption process. The films’ sensitivity was at the level of 0.82 relative units.

These same films at room temperature do not react to propanol vapors in the
ambient air. However, as the temperature of the layers increases, their electrical
conductivity increases. At a temperature of 373 K, the sensitivity to propanol S is
0.41 relative units.

The films have also been noticed to be sensitive to moisture at room temperature.
However, compared to the reaction to ammonia, the reaction to water vapor wasmore
inertial and the sensitivity was at the level of 0.37 relative units.

The difference in the values and temperature of the sensitivity of zinc oxide
films to different adsorbates allows considering them as a sensitive elements of the
multisensors.
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Estimation of the Role of Nanosized
Stabilizing Powders in Gaining
High-Level Crack Growth Resistance
of Partially Stabilized Zirconia

V. V. Kulyk , Bogdan Vasyliv , Z. A. Duriagina , V. I. Vavrukh ,
P. Ya. Lyutyy , T. M. Kovbasiuk , T. L. Tepla , and M. Ya. Holovchuk

Abstract Nowadays, zirconium oxide (ZrO2) is widely used for applications in
high temperature structural materials. These materials may have applications such as
cracking furnaces, catalytic cracking units, fired heaters, hydrogen reformers, utility
boilers, ammonia reformers, air heaters, etc. Zirconiumoxide (zirconia) is oftenmore
useful in its phase stabilized state. In particular, products made of yttria-stabilized
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zirconia ceramics are characterized by improved strength and crack growth resis-
tance. In this work, ZrO2 ceramics partially stabilized with 3, 4, and 5 mol% Y2O3

(hereinafter: 3YSZ, 4YSZ, and 5YSZ) have been studied. Three sintering tempera-
tures were used to prepare beam specimens of each series: 1450 °C, 1500 °C, and
1550 °C.Vickersmicrohardness test and single-edge notch beam test were performed
and fracture toughness of the material was estimated. It is known that in the case
when the sufficient amount of the metastable tetragonal phase is present, an applied
stress, magnified by the stress concentration in the crack tip vicinity, can cause the
tetragonal phase to convert to monoclinic. This phase transformation associated with
the volume expansion causes then put the crack into compression stress at the crack
tip, retarding crack growth, and enhancing the fracture toughness. In the case of
materials studied in this work, a distinct transformation toughening effect was found
for 5YSZ ceramics. Based on the microstructure and fracture surface analyses it was
found that nanosized stabilizing powders play a crucial role in gaining high-level
crack growth resistance of partially stabilized zirconia.

Keywords YSZ ceramics ·Microhardness · Fracture toughness ·Microstructure ·
Fracture micromechanism

1 Introduction

Advanced ceramic materials (zirconia, aluminum oxide, sintered silicon carbide,
or other ceramics) are widely used for manufacturing various products to ensure a
long life cycle in extreme operating conditions such as high temperature, high pres-
sure, abrasion, corrosion, [1–6]. Depending on the qualities required, ceramic prod-
ucts manufactured of yttria-stabilized zirconia (YSZ) are to be wear and corrosion
resistant and possess high strength and crack growth resistance [7, 8]. In particular,
the optimization the microstructure and operating modes of ceramic electrodes to
increase the energy efficiency of high-temperature fuel cells is an urgent task [7, 9–
13]. This promotes the deployment of renewables to meet global climate objectives
[14, 15].

To improve the lifetime of products made of YSZ ceramics, there is a need to
take into account the above-mentioned extremal conditions [14–22]. From this point
of view, the substantiation of chemical composition and manufacturing modes are
the crucial issues of the formation of resulting phase compositions and mechanical
properties of the produced materials [23–32].

In the work [33], the correlations between chemical compositions, in particular,
content of Y2O3 and Fe2O3 additives, and the microstructure, mechanical proper-
ties, and translucency of YSZ ceramics were evaluated. Specimens of zirconia with
3 mol% or 5mol%Y2O3 were sintered at 1475, 1500, 1550, and 1600 °C for 2 h. The
microstructure, phase composition, and a set of physical properties were analyzed.
In 3YSZ ceramics, only tetragonal ZrO2 was revealed, while in 5YSZ ceramics the
cubic ZrO2 phase was detected after sintering at 1600 °C. In this sintering mode, an
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increase in grain size from 0.8 µm to 2.3 µm with an increase in the Y2O3 content
from 3 to 5% was found. Besides, the effect of the Y2O3 content on strength of
the material was revealed. However, the increase in Fe2O3 percentage did not cause
changes in the microstructure and mechanical properties.

The authors of the work [34] studied ceramics aimed at applications in chemical
industry. Series of ceramic specimens were sintered at 1000 °C for 10 h from YSZ
powder. For comparison, series of specimens were also sintered from pure zirco-
nium dioxide powder. Phase transformations due to doping were discussed, which
allowed understanding the microstructure formation of zirconia with and without
doping. Similarly, in the work [35], the authors used detonation synthesis of 2YSZ
powder to obtain corresponding ceramics. Although no correlation betweenmechan-
ical properties and grain size was found, an unusual combination of both very high
fracture toughness and strength was revealed. In addition, it was found that during
bending of the specimens the broad transformation zone containing shear bands and
secondary microcracks was formed on their tensile side. Such fracture character is
assumed to be related to the high fracture toughness.

In the works [36, 37], the phase evolution in plasma-sprayed YSZ coatings during
annealing was studied. It was revealed using XRD analysis and neutron scattering
studies that the tetragonal ZrO2 phase decomposes into monoclinic and cubic phases
with decreasing yttria amount in the tetragonal phase. The authors of the works
[38, 39] studied EB-PVD and plasma-sprayed coatings using XRD analysis. They
revealed that the tetragonal ZrO2 phase transforms into a tetragonal phase with low
yttria content and a cubic or tetragonal phase with high yttria content in the tempera-
ture range of 1300–1400 °C. The authors of the work [40] studied EB-PVD coatings
heat-treated at temperatures in the range of 1100–1500 °C. A transmission electron
microscopy (TEM)alongwithXRDanalysiswas used for studyingphase transforma-
tions in material. The authors revealed that the tetragonal ZrO2 phase decomposes
into a tetragonal phase with low Y2O3 percentage and both tetragonal and cubic
phases with high Y2O3 percentage. They detected alternation of layers with low and
high Y2O3 percentage in TEM images. Finally, using computer simulations, it was
found that a cubic-like structure of the domain boundaries contains a relatively large
number of yttrium ions [41, 42].

In the work [43], zirconia stabilized with 3 mol% Y2O3 as a material of mono-
lithic restorations in dentistry was studied. It also contained 0.25% Al2O3 additive.
It was found that low-temperature degradation could occur when the t-ZrO2 phase
is transformed to m-ZrO2 phase during aging at temperatures in a range of 100–
300 °C. This transformation is accelerated when material is exposed to a humid
environment. As a result, the degradation of its mechanical properties occurs. Based
on the determined biaxial strength of indented specimens, the effect of pretreat-
ment temperature was estimated and the durability of restorations was evaluated.
It was experimentally confirmed that in the case of t-m phase transformation less
than 52% the level of retaining residual compressive stresses on the surface is insuf-
ficient to affect substantially microstructure and cause degradation. The authors of
the work [44] calculated the lattice distortion after t-m phase transformation. The
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Kikuchi-band-basedmethodwas implemented, and the results of XRD analysis were
compared with the BSD results.

Traditionally, the bearing capacity of ceramic products, in particular, ball valves,
valve plates, mechanical seals, bearings, molds, friction slices, thermocouple tubes,
nozzles, etc. is estimated using strength and wear resistance characteristics of corre-
sponding materials [43, 45–47]. However, it is necessary to obtain material with
an appropriate microstructure resistive to the degradation in operation conditions
[48–55] to avoid the operating environment effects [56–58]. Therefore, more struc-
turally sensitive methods should be developed for estimating load-bearing capacity
of ceramic materials and products. The indentation test is known to be the simplest
mechanical method [43, 59–61]. Besides, fracture toughness tests with a variety of
loading schemes and specimen shapes are used [33, 45, 56, 57, 59, 60, 62, 63] to
evaluate crack growth resistance of materials. Therefore, the correlation between the
microstructure and crack growth resistance parameters of YSZ ceramics, sintered in
different modes, need to be investigated to find out an appropriate way of formation
of ceramic material with improved crack growth resistance.

The work is aimed at evaluating the effect of sintering temperature on the phase
composition andmicrostructure aswell as estimating the role of nanosized stabilizing
yttria powders in gaining high-level crack growth resistance of partially stabilized
zirconia.

2 Materials and Methods

In this work, we have studied yttria-stabilized zirconia (YSZ) ceramics sintered from
commercial starting powders. Powders preparation technique and their morphology
were thoroughly described in the work [64]. Initial particle sizes of the starting
powders were as follows: 100–150 nm (ZrO2 powder) and 10–30 nm (Y2O3 powder).
Series of beam specimens of YSZ ceramics stabilized with 3, 4, and 5 mol% Y2O3

(hereinafter: 3YSZ, 4YSZ, and 5YSZ) approximately 4.2 × 4.2 × 50 mm in size
were sintered in a furnace for 2 h. Argon was used as an inert sintering atmosphere.
Three sintering temperatures (1450 °C, 1500 °C, and 1550 °C) were used. Thus, nine
variants ofmaterial were obtained (Table 1). Formarking each variant, corresponding
chemical composition and sintering temperature were indicated, e.g., 3YSZ–1450.
After sintering, the side surfaces of specimens were polished to reach a required
surface quality.

Vickersmicrohardness of thematerial variantswasmeasured using aNOVOTEST
TC-MKB1 microhardness tester according to the relevant standards [65, 66]. We
used the following set of indentation loads: 0.49 N, 0.98 N, 1.96 N, 2.94 N, 4.91 N,
and 9.81 N. This set was used for determining appropriate loading which allows
obtaining invariant values of microhardness. At least 10 indentations for each level
of the indentation load were made to determine microhardness of each material
variant.
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Table 1 Chemical composition, sintering modes, and mean values of Vickers microhardness and
SENB fracture toughness of variants of the investigated material

Variant Content
of Y2O3,
mol%

Sintering mode Parameter

Temperature,
°C

Time, h H, GPa K Ic, MPa·m1/2

Mean
value

Deviation Mean
value

Deviation

3YSZ–1450 3 1450 2 9.52 ± 0.51 5.57 ± 0.28

3YSZ–1500 3 1500 2 10.72 ± 0.60 6.04 ± 0.45

3YSZ–1550 3 1550 2 11.35 ± 0.32 7.56 ± 0.27

4YSZ–1450 4 1450 2 10.78 ± 0.92 5.51 ± 0.35

4YSZ–1500 4 1500 2 11.66 ± 0.35 6.70 ± 0.31

4YSZ–1550 4 1550 2 10.60 ± 0.30 6.35 ± 0.38

5YSZ–1450 5 1450 2 12.50 ± 0.54 10.93 ± 1.74

5YSZ–1500 5 1500 2 11.74 ± 0.79 9.37 ± 1.49

5YSZ–1550 5 1550 2 12.01 ± 0.96 9.89 ± 1.47

Along with microhardness, fracture toughness of material was estimated due to
calculating the critical stress intensity factor (SIF) K Ic. This characteristic made
it possible to characterize the propensity of material to brittle fracture due to the
nucleation and propagation of cracks [67–72]. There exists a wide range of methods
for estimating the fracture toughness of materials. Among them, a method based
on indentation with Vickers pyramid is quite simple. In the works [73–88] imple-
menting thismethod, the formulas for calculating theK Ic values contain both physical
and mechanical parameters, as well as empirical co-efficients. Due to the compar-
ison of the K Ic values calculated by these formulas with those obtained by conven-
tional methods of fracture mechanics it was recently concluded [89] that the formula
presented by the authors of the work [83] fits the best for the characterization of
ZrO2–Y2O3 ceramics.

In our work, we used a conventional method of fracture mechanics for estimating
fracture toughness of materials, namely, a single-edge notch beam (SENB) test [90–
92]. An edge notch less than 0.1mm inwidth wasmachined in a beam specimen. The
three-point bending SENB tests were carried out on the MTS Criterion E43.104 test
machine at 20 °C in air. The distance between supporting roller of the loading unit
was 14 mm. For calculating the critical SIF K Ic of material we used corresponding
formulas [90–92]. The averageK Ic valuewas computed for each set of five specimens
of the investigated material variants.

The material microstructure and morphology of the fracture surfaces of tested
specimens were investigated using a Carl Zeiss EVO-40XVP scanning electron
microscope (SEM). The chemical homogeneity of materials was evaluated with an
energy-dispersive X-ray (EDX) microanalysis using an INCA Energy 350 system.
A DRON-3.0 diffractometer was used to perform X-ray diffraction (XRD) studies.
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3 Results and Discussion

The obtained XRD patterns of the material of variants tested (Table 1) exhibit, in
general, the phase balance for 3YSZ, 4YSZ, and 5YSZ ceramics. The XRD patterns
of the selected material variants (Fig. 1, variants 3YSZ–1450, 3YSZ–1550, 4YSZ–
1500, and 5YSZ–1450) show in detail the peculiarities of the phase balance of the
studied compositions.

The XRD pattern of 3YSZ ceramics of variant 3YSZ–1450 contains peaks of
the t-ZrO2, c-ZrO2, and m-ZrO2 phases (Fig. 1a). The peaks of the t-ZrO2 phase
are high corresponding to the amount of this phase of about 59 wt% (Table 2). The
peaks of both the m-ZrO2 and c-ZrO2 phases are also quite high, and the amounts
of these phases are 21 wt% and 20 wt%, respectively. The XRD pattern of variant
3YSZ–1550 (Fig. 1b) contains higher peaks of both the t-ZrO2 and m-ZrO2 phases
andmuch lower peaks of the c-ZrO2 phase as compared to the XRD pattern of variant
3YSZ–1450 (Fig. 1a).

The material of variant 4YSZ–1500 is characterized by peaks of the t-ZrO2, m-
ZrO2, and c-ZrO2 phases (Fig. 1c) of almost the same heights as for variant 3YSZ–
1450 (Fig. 1a).

Fig. 1 XRD patterns of the investigated materials of variants a 3YSZ-1450, b 3YSZ-1550, c
4YSZ-1500, and d 5YSZ-1450 depending on the sintering temperature (Table 1). Phase marking:
t—tetragonal, m—monoclinic, c—cubic
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Table 2 The phase balance
of variants of the investigated
material

Variant Mean value of corresponding phase, wt%

t-ZrO2 m-ZrO2 c-ZrO2

3YSZ–1450 59 21 20

3YSZ–1500 61 21 18

3YSZ–1550 66 32 2

4YSZ–1450 69 20 11

4YSZ–1500 60 23 17

4YSZ–1550 72 26 2

5YSZ–1450 73 22 5

5YSZ–1500 66 29 5

5YSZ–1550 57 25 18

The XRD pattern of variant 5YSZ–1450 (Fig. 1d) exhibits a behavior that is
different from that of variant 4YSZ–1500 and simultaneously is similar to that of
variant 3YSZ–1550 (Fig. 1a, b, respectively). This variant is intermediate in terms
of peaks height of the m-ZrO2 phase, whereas quite low peaks of the c-ZrO2 phase
and the highest peaks of the t-ZrO2 phase are observed for it.

The general tendencies of changes in 3YSZ, 4YSZ, and 5YSZ ceramics phase
compositions (Table 2)can be described as follows: (1) with increasing sintering
temperature the percentage of the tetragonal phase increases when the content of the
stabilizing Y2O3 additive is quite low (3YSZ ceramics); (2) the sintering temperature
of 1500 °C is transitional in terms of phase composition of 4YSZ ceramics since a
minimum of the tetragonal phase and a maximum of the cubic phase are reached;
(3) when the content of the stabilizing Y2O3 additive is quite high (5YSZ ceramics),
the cubic phase is probably the balance because the amount of cubic phase is quite
low, especially in variants 5YSZ–1450 and 5YSZ–1500; (4) the maximum t-ZrO2

phase percentage is reached in variant 5YSZ–1450; (5) with increasing sintering
temperature the percentage of the tetragonal phase decreases when the content of the
stabilizing Y2O3 additive is quite high (5YSZ ceramics).

In the work [89], a dependence of the microhardness of yttria-stabilized zirconia
(ZrO2–8 mol% Y2O3) on the indentation load known as the indentation size effect
[93–95] was revealed. For this material, the average values of microhardness
decreased with increasing indentation load from 0.49–9.81 N. Besides, a tendency
was observed with the yield of microhardness values on the plateau at indentation
loads in a range of 4.91–9.81N. It was concluded that the values of fracture toughness
and microhardness obtained in this range of indentation loads are invariant.

In our work, the invariant values of the material microhardness were obtained
under the indentation load of 9.81 N for studying the evolution of changes in micro-
hardness of the studied ceramic variants with a change in the sintering temperature
from1450 to 1550 °C (Table 1). Itwas revealed in general that the increase of sintering
temperature from 1450 to 1550 °C leads to improvement of mechanical properties
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of 3YSZ ceramics. In particular, an increase in microhardness (on average, by 19%,
Table 1) was observed for this material.

The 4YSZ ceramics sintered at 1500 °C has the highest microhardness compared
to variants 4YSZ–1450 and 4YSZ–1550. According to [96], microhardness of m-
ZrO2 is lower than t-ZrO2. During indentation, the metastable tetragonal to mono-
clinic phase transition (t-m) occurs with the formation of m-ZrO2 which causes
lowering of microhardness [96]. In variant 4YSZ–1500 having the lowest percentage
of the t-ZrO2 phase compared to other 4YSZ variants (Table 2), a smaller amount of
them-ZrO2 phase is formed in the process of the t-m transformation of ZrO2. Besides,
variant 4YSZ–1500 has the highest percentage of the c-ZrO2 phase compared to other
4YSZ variants (Table 2). This also contributes to the microhardness level of variant
4YSZ–1500.

The ambiguous change in microhardness depending on the sintering temperature
was revealed for 5YSZ ceramics.Material of variant 5YSZ–1450 contains the highest
percentage of the t-ZrO2 phase compared to other 5YSZ variants (Table 2) has the
highest microhardness (Table 1). However, with lowering the t-ZrO2 and simulta-
neous increasing the m-ZrO2 phase percentages microhardness of material decreases
(variant 5YSZ–1500). The increase of sintering temperature up to 1550 °C leads to
intensive grain growth in 5YSZ ceramics. This, in turn, leads to the suppression of
the process of the t-m transformation of ZrO2 [96] in the case when an average grain
size of the t-ZrO2 phase is larger than the admissible one. It seems that the last is
about 500 nm for ceramics of this type. Therefore, for material 5YSZ–1550 with
an average grain size of the t-ZrO2 phase exceeding 500 nm (Fig. 2), the formation
of m-ZrO2 is suppressed, and this is probably a reason for higher microhardness of
material 5YSZ–1550 compared to 5YSZ–1500. A high content of the cubic phase
also contributes to the microhardness level of variant 5YSZ–1550.

One of the simplest methods used in a number of works [68, 69, 82, 97] for esti-
mating the fracture toughness of different ceramicmaterials is theVickers indentation
method.

Another approach to assessing fracture toughness of ceramics is a conventional
method of fracture mechanics based on pre-cracked specimens [13, 98, 99]. Such a
simplified method, namely, the three-point bending SENB test method was used in
our work. As a result, an increase in fracture toughness (on average, by 35%) was
observed for the selected material variants similarly to the trend in microhardness
(Table 1).

A common result of the two above-mentioned processes, namely, suppression
of the t-m transformation of ZrO2 with the sintering temperature increase and the
stress-induced formation of m-ZrO2, is displayed in both microhardness and fracture
toughness (Table 2). For 5YSZ ceramics sintered at 1500 °C, minimum values of
fracture toughness were obtained, whereas for 4YSZ ceramics an opposite trend
was observed and for 3YSZ ceramics a gradual increase in fracture toughness with
increasing sintering temperature from 1450 °C to 1550 °C was revealed (Table 2).
Therefore, the sintering temperature of 1500 °C is critical in the microstructure
formation process.
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Fig. 2 SEM a, c, emicrostructures (BSD images) and b,d, f fractography (SE images) of specimens
of 3YSZ ceramics sintered at a, b 1450 °C, c, d 1500 °C, and e, f 1550 °C

Some regularities of increasing fracture toughness of 3YSZ, 4YSZ, and 5YSZ
ceramics related to their phase compositions may be derived in terms microstruc-
ture formation similarly to other ceramics containing yttria admixtures [100].
Comparing to material variants 3YSZ–1500 and, especially, 3YSZ–1450, where no
clear contours of the available phases can be recognized (Fig. 2a, c) and also slight
signs of recrystallized particles can be found (Fig. 2b, d), variant 3YSZ–1550 are
characterized by the distinct microstructure (Fig. 2e) and morphology of the fracture
surface (Fig. 2f).

In the case of 3YSZ ceramics, the maximum fracture toughness was found
for variant 3YSZ–1550 having the maximum content of the t-ZrO2 phase. SEM
microstructure of such material (Fig. 2e) presents the matrix (t-ZrO2 phase)
composed of nanoagglomerates with blurred contours of about 200–250 nm in size.
Coarse agglomerates of another phase/phases consisting of particles of 2–3µmin size
are uniformly distributed in the t-ZrO2 matrix. Based on the EDX analysis of 3YSZ,
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4YSZ, and 5YSZ specimens, an increased yttrium concentration was found in these
agglomerates. According to the literature data [38, 39], these coarse agglomerates are
probably the m-ZrO2 phase inclusions surrounded by cubic phase particles with high
yttria content and tetragonal phase particles with low yttria content. Despite blurred
contours of tetragonal phase particles (Fig. 2e), their average size can be estimated
on fracture surface of a corresponding specimen (Fig. 2c, e). Here, an intergranular
fracture micromechanism can be recognized and the average size of the particles is
estimated to be about 500 nm. In contrast to this, signs of incomplete recrystalliza-
tion in material of variants 3YSZ–1450 and 3YSZ–1500 can be observed at a higher
magnification (Fig. 3a, b).

The microstructure and fracture surface morphology images (Fig. 4a, b, respec-
tively) of a specimen of variant 4YSZ–1450 exhibit signs of an early stage of
microstructure formation, namely, the t-ZrO2 phase matrix of nanoagglomerates
with blurred contours of about 150–200 nm in size as well as coarser agglomerates
of another phase/phases (probably, the same as for variant 3YSZ–1550) consisting
of particles of 1–2 µm in size distributed in the t-ZrO2 matrix. The evolution of
microstructure, in particular, growth of the m-ZrO2 phase agglomerates, may be
observed with increasing sintering temperature to 1500 °C (Fig. 4c, d) and 1550 °C
(Fig. 4e, f). In the case of 4YSZ ceramics, themaximum fracture toughnesswas found
for variant 4YSZ–1500 that corresponds to the higher percentage of the c-ZrO2 phase

Fig. 3 SEM fractography (SE images) of specimens of 3YSZ ceramics sintered at a 1450 °C, b
1500 °C, and c 1550 °C
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compared to variants 4YSZ–1500 and 4YSZ–1550 (Fig. 1b) and the higher micro-
hardness (Table 1). At a higher magnification, blurred contours of nanoparticles
can be observed on fracture surface of specimens of both variants 4YSZ–1450 and
4YSZ–1550 (Fig. 5a, c). Only material of variant 4YSZ–1500 exhibits quite distinct
microstructure (Fig. 5b).

A fine-grained microstructure of the t-ZrO2 phase matrix in 5YSZ ceramics was
formed at a sintering temperature of 1450 °C (Fig. 6a). Fracture surface morphology
of such a specimen (Figs. 6b and 7a) evidences the prospect of such a chemical
composition and a sintering mode in gaining high crack growth resistance of YSZ
ceramics [64].

Fig. 4 SEM a, c, emicrostructures (BSD images) and b,d, f fractography (SE images) of specimens
of 4YSZ ceramics sintered at a, b 1450 °C, c, d 1500 °C, and e, f 1550 °C
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Fig. 5 SEM fractography (SE images) of specimens of 4YSZ ceramics sintered at a 1450 °C, b
1500 °C, and c 1550 °C

The relief fracture surface corresponding to nano/microcracking along the bound-
aries of t-ZrO2 nanograins united into agglomerates of about 2–5µm in size (Fig. 6b)
is related to the highest fracture toughness as compared to other variants of mate-
rial (Fig. 3). This also correlates with the highest percentage of the t-ZrO2 phase
(Fig. 1c). As mentioned above, for 5YSZ ceramics sintered at 1500 °C, fracture
toughness related to the corresponding morphology of fracture surface (Fig. 7b)
was determined to be lower compared to that of variant 5YSZ–1450. However, for
variant 5YSZ–1550 anopposite trendwas observedwith a gradual increase in fracture
toughnesswhile increasing sintering temperature from1500 to 1550 °C (Fig. 3). Such
mechanical behavior with corresponding morphology of fracture surface (Fig. 7c) is
a result of a steep increase in the c-ZrO2 phase percentage (Fig. 1c).
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Fig. 6 SEM a, c, emicrostructures (BSD images) and b,d, f fractography (SE images) of specimens
of 5YSZ ceramics sintered at a, b 1450 °C, c, d 1500 °C, and e, f 1550 °C

Therefore, two ways may be appropriate to reach high crack growth resistance
of YSZ ceramics: (1) increasing the t-ZrO2 phase percentage due to implementing
5YSZ–1450 mode; (2) increasing the c-ZrO2 phase percentage due to implementing
5YSZ–1550 mode. It also can be concluded that the data of fracture toughness of the
studied materials are fully consistent with observed fracture patterns.

Thus, based on results of mechanical tests performed in this work, it can be
concluded that 5YSZ ceramics sintered at a temperature of 1450 °C is the best
variant of material among the studied ones.
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Fig. 7 SEM fractography (SE images) of specimens of 5YSZ ceramics sintered at a 1450 °C, b
1500 °C, and c 1550 °C

4 Conclusions

In this study, the microstructure, phase composition, and mechanical properties of
3YSZ, 4YSZ, and 5YSZ ceramics have been investigated.

1. It was shown that in a sintering temperature range of 1450–1550 °C microstruc-
tural changes occurring in the YSZ ceramics due to phase transformations in
the presence of a stabilizing additive can be effectively characterized in terms of
fracture toughness.

2. For the YSZ ceramics sintered at 1450 °C, 1500 °C, and 1550 °C, the formation
of cubic, tetragonal, and monoclinic phases of zirconia was substantiated and
microstructural peculiarities of the material variants were explained.

3. Dominant fracture micromechanisms in specimens of the studied YSZ ceramics
were found. The highest level of fracture toughness revealed for 5YSZ ceramics
sintered at 1450 °Cwas substantiated using fracture surfacemorphology patterns.
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The Effect of Sintering Temperature
on Crack Growth Resistance
Characteristics of Fine-Grained Partially
Stabilized Zirconia Determined
by Various Test Methods

V. V. Kulyk , Z. A. Duriagina , Bogdan Vasyliv , V. I. Vavrukh ,
T. M. Kovbasiuk , P. Ya. Lyutyy , and T. L. Tepla

Abstract Zirconium oxide (zirconia) is widely used as a structural material in
various applications. However, upon heating, zirconia undergoes disruptive phase
changes. By adding small percentages of yttria, these phase changes are elim-
inated, and the resulting yttria-stabilized zirconia material has superior thermal,
mechanical, and electrical properties. The transformation toughening mechanisms
allow getting higher strength and crack growth resistance of such ceramics. In this
work, yttria-stabilized zirconia ceramics sintered at various temperatures have been
studied. The series of beam specimens of ZrO2 ceramics partially stabilized with 3,
4, and 5 mol% Y2O3 were prepared using a conventional sintering technique. Three
sintering temperatures were used for each series: 1450 °C, 1500 °C, and 1550 °C.

V. V. Kulyk (B) · Z. A. Duriagina · V. I. Vavrukh · T. M. Kovbasiuk · P. Ya. Lyutyy · T. L. Tepla
Department of Materials Science and Engineering, Lviv Polytechnic National University,
12 S. Bandera Str., Lviv 79013, Ukraine
e-mail: kulykvolodymyrvolodymyrovych@gmail.com

Z. A. Duriagina
e-mail: zduriagina@ukr.net

V. I. Vavrukh
e-mail: vavrukh.valentyna@gmail.com

T. M. Kovbasiuk
e-mail: felcproject@gmail.com

P. Ya. Lyutyy
e-mail: pavlo_lyutyy@ukr.net

T. L. Tepla
e-mail: tetiana.l.tepla@lpnu.ua

Z. A. Duriagina
The John Paul II Catholic University of Lublin, 14 Racławickie Al., 20-950 Lublin, Poland

B. Vasyliv
Department of Hydrogen Technologies and Alternative Energy Materials, Karpenko
Physico-Mechanical Institute of the NAS of Ukraine, 5 Naukova Str., Lviv 79060, Ukraine
e-mail: mechengin1111@gmail.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
O. Fesenko and L. Yatsenko (eds.), Nanomaterials and Nanocomposites, Nanostructure
Surfaces, and Their Applications, Springer Proceedings in Physics 279,
https://doi.org/10.1007/978-3-031-18096-5_19

331

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18096-5_19&domain=pdf
https://orcid.org/0000-0001-5999-3551
https://orcid.org/0000-0002-2585-3849
https://orcid.org/0000-0002-8827-0747
https://orcid.org/0000-0002-3143-2522
https://orcid.org/0000-0003-2792-0555
https://orcid.org/0000-0001-7266-1113
https://orcid.org/0000-0002-0474-7975
mailto:kulykvolodymyrvolodymyrovych@gmail.com
mailto:zduriagina@ukr.net
mailto:vavrukh.valentyna@gmail.com
mailto:felcproject@gmail.com
mailto:pavlo_lyutyy@ukr.net
mailto:tetiana.l.tepla@lpnu.ua
mailto:mechengin1111@gmail.com
https://doi.org/10.1007/978-3-031-18096-5_19


332 V. V. Kulyk et al.

Two different mechanical tests were performed: single-edge notch beam test under
three-point bending and fracture toughness test by indentation method. In both cases,
fracture toughness was calculated using obtained experimental data. Based on the
constructed dependences of fracture toughness on sintering temperature for the spec-
imen series, it was revealed that both the yttria percentage and sintering temperature
affect the mechanical behavior of the ceramics. Themaximum transformation tough-
ening effect was revealed for ZrO2–5 mol% Y2O3 ceramics. Based on the studies of
fracture surface images and X-ray diffraction analysis, it was concluded that trans-
formation toughening of such ceramics is accompanied by distinct changes in the
fracture surface morphology.

Keywords YSZ ceramics · Fracture toughness ·Microhardness · Fracture
micromechanism

1 Introduction

Nowadays, various precision products are often manufactured of advanced ceramic
materials (alumina, zirconia, silicon carbide, silicon nitride, etc.). These materials
ensure required operating life of corresponding parts and products in hard operating
conditions, namely high pressure or vacuum, high temperature, corrosion, radiation,
etc. [1–8].

There may be a set of requirements which ceramic products manufactured of
yttria-stabilized zirconia (YSZ) have to meet. Among them, the requirements on
high strength and crack growth resistance, as well as corrosion and wear resistance,
play a crucial role [9–11]. In particular, the required high-temperature strength and
microstructural stability of ceramic and cermet components of high-temperature fuel
cells in reducing and oxidizing atmospheres must be provided due to the microstruc-
tural optimization of materials and search for optimal treatment modes to increase
the energy efficiency of the cells [11–16]. To meet global climate objectives, in
particular, to reduce carbon dioxide emission [17, 18] and solve related issues of the
deployment of renewables, there exists a need in ceramic materials reliable in hard
operating conditions. Such conditions must be taken into account while developing
new materials and improving microstructure of already existing YSZ ceramics [17–
25]. The substantiation of chemical composition and processing and treatmentmodes
seems to be first base points in improving the phase compositions, microstructure,
and mechanical properties of the developed materials [26–35].

It was shown in a number of works that YSZ ceramics may be used in chemical
industry and dentistry as a bulkmaterial [36–40] or as coatings obtainedwith different
techniques [41–47].

To estimate the bearing capacity of ceramic products, strength andwear resistance
tests of the material are performed [39, 48–50]. However, to slow down the environ-
mentally assisted microstructural changes in material [51–53], it is required to obtain
material resistive to the degradation in such conditions [3, 54–60]. Microhardness
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and fracture toughness as indicators of resistance of material to the nucleation and
growth of microcracks may serve for this purpose. Researchers use the indentation
test as it is one of the simplest known mechanical method [39, 61–63]. To evaluate
crack growth resistance of materials, fracture toughness tests [38, 49, 51, 53, 61, 63–
65] implementing a lot of loading schemes are used. Thus, to develop an appropriate
processing and treatment modes of formation of ceramic microstructure having high
crack growth resistance in operating conditions, YSZ ceramics sintered in different
modes should be studied in terms of crack growth resistance and its relation to the
phase balance and microstructural changes.

The work is aimed at evaluating the effect of sintering temperature on the phase
composition and mechanical properties of fine-grained YSZ ceramics stabilized by
the various amount of yttria.

2 Materials and Methods

In this work, yttria-stabilized zirconia (YSZ) ceramics sintered from commercial
starting powders have been studied. The ZrO2 powder was stabilized with 3, 4, and
5 mol% Y2O3 (hereinafter: 3YSZ, 4YSZ, and 5YSZ). The technique of powders
preparation was described in the work [66]. Initial particle sizes of ZrO2 powder
were about 100–150 nm, and Y2O3 powder was about 10–30 nm. Beam specimens
4.2 × 4.2 × 50 mm in size were sintered in an electric resistance furnace for 2 h
in argon. Various specimen series (nine variants) were obtained at sintering temper-
atures of 1450 °C, 1500 °C, and 1550 °C (Table 1). Each variant was marked in a
fashion indicating corresponding chemical composition and sintering temperature,
e.g., 4YSZ–1500.

Microhardness of the materials was measured with a NOVOTEST TC-MKB1
microhardness tester. The relevant standards [67, 68] regulate the microhardness

Table 1 Chemical
composition and sintering
modes of variants of the
investigated material

Variant Content of Y2O3,
mol%

Sintering mode

Temperature, °C Time, h

3YSZ–1450 3 1450 2

3YSZ–1500 3 1500 2

3YSZ–1550 3 1550 2

4YSZ–1450 4 1450 2

4YSZ–1500 4 1500 2

4YSZ–1550 4 1550 2

5YSZ–1450 5 1450 2

5YSZ–1500 5 1500 2

5YSZ–1550 5 1550 2
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measurement conditions.Vickersmicrohardness [inGPa] is calculatedby the formula
[68]:

H = 0.0018544

(
P

d2

)
(1)

where P is the indentation load [N] and d is the average length of the diagonals of
the indentation imprint [mm].

An optical microscope Neophot-21 was used for estimating the imprint and crack
geometry.

To characterize crack growth resistance of material [69–73], fracture toughness
tests were performed with calculating the critical stress intensity factor (SIF) K Ic.
An indentationmethod of determining the fracture toughness implementing a variety
of formulas for calculating the K Ic values [74–89] is widely used for this purpose.
Recently, the K Ic values calculated by these formulas were compared with those
obtained by conventional methods of fracturemechanics [90]. The following formula
derived in the work [83] was found to fit the best for the characterization of ZrO2–
Y2O3 ceramics:

KIc = 0.016

(
E

H

)1/2( P

c3/2

)
(2)

where E is Young’s modulus [GPa], H is microhardness [GPa], P is the indentation
load [N], and c is the radial crack length [m].

Therefore, we used this formula to estimate the fracture toughness of thematerials
under study.

For comparison, a single-edge notch beam (SENB) test [91–93] was performed
to estimate fracture toughness of material. This technique was thoroughly described
in the work [66]. Corresponding formulas presented in [91–93] were used for
calculating the critical SIF K Ic of material.

A scanning electron microscope (SEM) Carl Zeiss EVO-40XVP was used for the
investigation of the fracture surface morphology in specimens after mechanical tests.
Chemical composition of the material specimens in local areas was determined with
an energy-dispersive X-ray (EDX)microanalysis using an INCAEnergy 350 system.
For performing X-ray diffraction (XRD) analysis, a DRON-3.0 diffractometer was
used.

3 Results and Discussion

According to the obtained XRD patterns of the materials under study, general trends
in the phase balance for 3YSZ, 4YSZ, and 5YSZ ceramics have been found (Fig. 1).
A change in the phase composition of 3YSZ ceramics while increasing the sintering
temperature from 1450 to 1550 °C was revealed to be ambiguous. In particular, for
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this material sintered at a temperature of 1550 °C, a maximum percentage of t-ZrO2

(about 66 wt%) along with a steep increase in m-ZrO2 and a steep decrease in c-ZrO2

weight fractions (to 32 wt% and 2 wt%, respectively) was found (Fig. 1a).
Thus, in 3YSZ ceramics, the sintering temperature of 1550 °C allows providing a

relatively high percentage of the t-ZrO2 phase, while the m-ZrO2 phase weight frac-
tion increases steeply comparing to variants 3YSZ–1450 and 3YSZ–1500. In contrast
to this, the c-ZrO2 phase weight fraction decreases steeply in 3YSZ–1550 ceramics
comparing to these two variants. In 4YSZ ceramics, non-monotonous changes in
the t-ZrO2 and c-ZrO2 phase percentages with a change in the sintering tempera-
ture from 1450 to 1550 °C were revealed (Fig. 1b). A minimum of the tetragonal
phase and a maximum of the cubic phase were found for variant 4YSZ–1500. At
1550 °C, the t-ZrO2 and m-ZrO2 phase percentages reach their maxima, whereas
the c-ZrO2 phase percentage reaches its minimum. At this sintering temperature,
a percentage of t-ZrO2 is about 72 wt%. The highest content of t-ZrO2 (about 73
wt%) was revealed for 5YSZ–1450 ceramics (Fig. 1c). Besides, a gradual lowering

Fig. 1 Zirconia phase
balances of the investigated
materials of variants a
3YSZ–1450, 3YSZ–1500,
3YSZ–1550, b 4YSZ–1450,
4YSZ–1500, 4YSZ–1550,
and c 5YSZ–1450,
5YSZ–1500, 5YSZ–1550
(see Table 1). White
bars–tetragonal phase;
hatched bars–monoclinic
phase; crosshatched
bars–cubic phase; the
numbers above the bars
indicate the weight
percentage of corresponding
phases
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of a t-ZrO2 phase percentage was observed for 5YSZ ceramics with a change in the
sintering temperature from 1450 to 1550 °C (Fig. 1c).

For the sintering temperature of 1550 °C, a steep decrease in m-ZrO2 and a steep
increase in c-ZrO2 weight fractions (to 25wt%and 18wt%, respectively)were found,
whereas a t-ZrO2 phase, percentage was about 57 wt%.

In general, the phase balance in the ceramics under study reflects the competing
effect of two factors, namely the sintering temperature of the ceramics and the
content of the stabilizing Y2O3 additive. Therefore, the 5YSZ ceramics sintered at a
temperature of 1450 °C contains a relatively high amount of metastable tetragonal
phase.

During microhardness measurements, the yield of average microhardness values
on the plateau at indentation loads above 4.91 N was found for all the material vari-
ants. Such a dependence of the microhardness of 8YSZ ceramics on the indentation
load known as the indentation size effect [94–96] was revealed by authors of the
work [90].

The invariant values of the material microhardness obtained under the indentation
load of 9.81 N were taken to construct histograms for investigating the changes in
microhardness of the studied ceramics (Fig. 2). In general, microhardness of 3YSZ
ceramics increased with increasing sintering temperature from 1450 to 1550 °C.

Comparing to 4YSZ–1450 and 4YSZ–1550 ceramics, variant 4YSZ–1500 shows
higher microhardness that is probably related to the low percentage of the t-ZrO2

phase in it and, as a consequence, formation of a smaller amount of them-ZrO2 phase
during the t-m transformation of ZrO2. This, in turn, does not lead to the lowering
of microhardness similarly to the results of the work [97] since microhardness of m-
ZrO2 is lower than t-ZrO2. In addition, variant 4YSZ–1500 has the high percentage
of the c-ZrO2 phase (Fig. 1b) which is harder than the m-ZrO2.

The 5YSZ ceramics exhibit an ambiguous dependence of microhardness on the
sintering temperature. The highest microhardness of material of variant 5YSZ–1450
(Fig. 2) can be related to the highest percentage of the t-ZrO2 phase (Fig. 1c). With
increasing a sintering temperature up to 1550 °C, two competing processes occur
in 5YSZ ceramics: (i) lowering the t-ZrO2 and simultaneous increasing the m-ZrO2

phase and c-ZrO2 phase percentages; (ii) intensive grain growth. The suppression of

Fig. 2 Changes in
microhardness of 3YSZ
(white bars), 4YSZ (hatched
bars), and 5YSZ ceramics
(crosshatched bars)
depending on the sintering
temperature. The numbers
above the bars indicate the
average values of
microhardness
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the m-ZrO2 formation due to grain growth [97] and a high content of the cubic phase
are probably reasons for higher microhardness of 5YSZ–1550 ceramics compared
to 5YSZ–1500.

The authors of a number of works [69, 71, 81, 98] used the formula (2) for
assessing the fracture toughness of different ceramic materials by the Vickers inden-
tationmethod. It provided the values close to those obtained by conventionalmethods
on pre-cracked specimens [15, 99, 100]. The values of fracture toughness of the
material variants under study were also calculated by this formula according to an
approach proposed in the work [90] using the selected set of indentation load P and
the corresponding values of microhardness H.

Average values of fracture toughness of the material variants under study (Fig. 3a)
exhibit the trend similar to that in microhardness (Fig. 2). Besides, the fracture
toughness dependences based on the SENB test method (Fig. 3b) also show the
similar tendency in fracture toughness.

It was found that in terms of both microhardness and fracture toughness, the
sintering temperature of 1500 °C is critical affecting the process of microstructure
formation (Figs. 2 and 3). For ceramics with a high percentage of yttria (5YSZ), such
a sintering temperature does not provide relatively high level of fracture toughness.
In contrast, this temperature is optimal for 4YSZ ceramics. With increasing sintering
temperature from 1450 to 1550 °C, 3YSZ ceramics exhibit an increase in fracture
toughness (Fig. 3).

Itwas found that increased fracture toughness of 3YSZ, 4YSZ, and5YSZceramics
is related to corresponding fracture micromechanisms, similarly to other ceramics
containing some amount of YSZ [2].

Fig. 3 Changes in fracture
toughness of 3YSZ (white
bars), 4YSZ (hatched bars),
and 5YSZ ceramics
(crosshatched bars)
depending on the sintering
temperature: a Vickers
indentation method under the
indentation load of 9.81 N; b
SENB method under
three-point bending. The
numbers above the bars
indicate the average values
of fracture toughness
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The distinct morphology of the specimen fracture surface was revealed for 3YSZ–
1550 ceramics (Fig. 4a, b), 4YSZ–1500 ceramics (Fig. 4c, d), and 5YSZ–1450
ceramics (Fig. 4e, f).

Other ceramics under study did not exhibit clear contours of microstructural
components on fracture surfaces. An intergranular fracture micromechanism in
a specimen of 3YSZ–1550 ceramics may be recognized at a high magnification
(Fig. 4b). The average size of the particles is about 500–600 nm. For 4YSZ ceramics
of variant 4YSZ–1500 having the relatively high percentage of the c-ZrO2 phase
(Fig. 1b) and exhibiting both the relatively high microhardness (Fig. 2) and fracture
toughness (Fig. 3), clear contours of nanoparticles of about 500 nm in size may
be observed at a high magnification on fracture surface of a specimen (Fig. 4d).
The dominant fracture micromechanism is similar to that peculiar for 3YSZ–1550
ceramics.

Fig. 4 SEM fractography (SE images) of specimens of a, b 3YSZ–1550, c, d 4YSZ–1500, and e,
f 5YSZ–1450 ceramics at a, c, e low and b, d, f high magnifications
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Variant 5YSZ–1450 exhibits a distinct fine-grained fracture surface (Fig. 4f) corre-
sponding to a mixed fracture along the boundaries of t-ZrO2 nanograins united into
agglomerates. The average grain size is about 200–250 nm, whereas the agglomer-
ates are 2–5 µm in size (Fig. 4f). This fracture micromechanism is related to the
highest microhardness (Fig. 2) and fracture toughness (Fig. 3). It can be stated that
such a chemical composition and a sintering mode are optimal for the formation of
a promising microstructure of YSZ ceramics [66] providing its high crack growth
resistance.

Thus, based on results of the microhardness test and fracture toughness tests using
both the SENB and Vickers indentation methods, it can be concluded that the best
variant of material is that of 5YSZ ceramics sintered at a temperature of 1450 °C
(variant 5YSZ–1450).

4 Conclusions

In this work, the phase composition and mechanical properties of 3YSZ, 4YSZ, and
5YSZ ceramics have been studied.

1. It was shown that microhardness and fracture toughness parameters are suitable
for the characterization of mechanical behavior of the YSZ ceramics depending
on a percentage of a stabilizing additive and sintering temperature.

2. The dependences of the tetragonal, monoclinic, and cubic phase percentages
of zirconia on the sintering temperature were found to have non-monotonous
character. The correlations between microhardness, fracture toughness, and the
tetragonal phase percentage for the YSZ ceramics were revealed.

3. It was found that 5YSZ ceramics sintered at 1450 °C has the highest microhard-
ness and fracture toughness which is related to a high percentage of the tetragonal
phase.
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Conductivity of Polymer Composites
with Nanocarbon Filler
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and Vladyslav M. Heraskevych

Abstract The results of resistivity investigations of polymer composites based on
thermoexfoliated graphite and reinforced by carbonfiberswith different polymers are
presented. For preparation of composites, three polymers (polyvinyl acetate, phenol–
formaldehyde resin, and silicon-organic binder) have been chosen. The concentration
of nanocarbon filler ranged from 0.04 to 1 mass parts. The electrical resistance of
obtained polymer-nanocarbon specimens perpendicular and parallel to the compres-
sion axis at room temperature and perpendicular to the compression axis in the
temperature interval from 77 to 293 K has been measured by a four-probe compen-
sationmethod. It is shown that resistivity concentration dependence has a percolation
character both for specimens based on thermoexfoliated graphite and on the ther-
moexfoliated graphite and reinforced with carbon fiber. The type of polymer does
not significantly affect the character of the concentration dependence of resistivity
perpendicular to the compression axis. Differences in concentration dependences of
anisotropy parameter for polymer composites with different polymers are revealed.
It was found that the main factor that determines the value of electrical resistivity
in polymer composites with carbon filler is the content of carbon filler in these
composites.

Keywords Thermoexfoliated graphite · Polymer composite · Concentration ·
Carbon fiber · Electrical resistance · Anisotropy

1 Introduction

The use of different types of polymer matrices at the creation of composite materials
makes it possible to significantly expand the temperature range of use of these mate-
rials in different operating conditions and to obtain materials with a wide range of
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physical and chemical characteristics. One of the most common organic substances
used to make polymer composites is polyvinyl acetate and phenol–formaldehyde
resin [1, 2]. The use of these polymers in the creation of composites based on TEG
makes it possible to obtain polymer composites with electrophysical, thermal, and
mechanical properties, which can be changed in a fairly wide range by varying the
type and concentration of organic binder [3–6]. It was found that compositions with
polyvinyl acetate are stable up to 120 °C, and composites with phenol–formalde-
hyde resin are stable up to a higher temperature of 200 °C [7, 8]. Therefore, by
changing the type of organic binder, it is possible to significantly expand the interval
of thermal stability of composites. In [9], the effect of silicon-organic binder on
the electrical, thermal, and mechanical properties of composite materials based on
TEG with organic fillers has been studied. In work, it is shown that chois of silicon-
organic binder as an organic filler makes it possible to expand the temperature range
of use of composites based on TEG and organic binder up to 400 °C. At the same
time, composites with silicon-organic binder in contrast to composites with phenol–
formaldehyde resin have the worst mechanical characteristics: They are very plastic;
after removal of mechanical stress, their form is not restored. There is no stabilization
of mechanical characteristics of these polymer composites under cyclic loading. The
properties of composites with silicon-organic binder deteriorate significantly with
increasing temperature.

One of the promisingmaterials that can be used as a filler in the compositematerial
is thermally expanded graphite (TEG). Thermoexpanded graphite and composite
materials based on it have an exceptional ability to compress without the use of
additional binders and high temperatures.

Another promising direction is the creation of composite materials with carbon
filler and reinforced with carbon and cellulose fibers or carbon nanotubes [10–12]. In
[13], it is shown that the properties of composites reinforcedwith carbon fiber signifi-
cantly depend on the interaction at the fiber-matrix boundary. The better the adhesion
between the carbon fiber and the carbon filler and the more heat-resistant are fiber-
reinforced composites. The correct choice of source components in the creation of
polymer composites (fiber type, matrix), as well as the use of organic binder, makes
it possible to significantly improve the mechanical properties of composites with
carbon fiber. The addition of a small amount of carbon fiber (up to 10% of the
mass) to the composites with phenol–formaldehyde resin significantly improves the
mechanical properties of the composites. These composites aremore elastic, and they
have increased values of the ultimate mechanical load and elongation at which frac-
ture begins. Such composites are thermally stable; their mechanical characteristics
are rapidly stabilized under cyclic loading.

The aim of this work is to identify the effect of modification of TEG by
organic substances on the electrophysical characteristics of polymer composites.
For this purpose, measurements of electrical resistance at room temperature along
the compression axis and perpendicular to the compression axis and temperature
dependences of electrical resistance perpendicular to the compression axis have been
performed, and the anisotropy parameter has been determined for composites with
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different concentrations of polymers and reinforced and not reinforced with carbon
fibers.

2 Experimental

2.1 Preparation of Polymer Composites Based
on Thermoexfoliated Graphite

In the work, polymer composites based on thermoexfoliated graphite (TEG) with
different polymers have been investigated. Also, fiber-reinforced polymer compos-
ites have been studied. The TEG has been produced by thermal shock from natural
monocrystalline dispersive graphite (crystallite size L ~1 μm, interplanar spacing
d002 = 0.335 nm), which was pre-intercalated with sulfuric acid by the dichromatic
method to the first stage [14]. Carbon non-graphitized polyacrylonitrile fiber (PAN
fiber) has been used to reinforce the polymer composites. PAN fiber is an elon-
gated filamentous structure with a diameter of 11 μm. According to X-ray inves-
tigations, crystallite size L for TEG is ~100 nm, and for PAN, fiber is ~0.1 nm.
Interplanar spacing d002 is 0.336 nm for TEG, and d002 is 0.341 nm for PAN fiber,
correspondingly. The structure of TEG is described in detail in [15].

Three types of polymers have been used for making of composite specimens.
These polymers are polyvinyl acetate (PVA), phenol–formaldehyde resin (PF), and
silicon-organic binder (SOB). The properties of polymers are significantly different
due to the different structure of complex polymer molecules. PVA is a rigid polymer
with molecular formula (C4H6O2)n, whose molecules contain strongly polar groups
(C(O)CH3–OH). PVA is an inert, non-toxic, and odorless polymer with a density of
(1180–1190) kg/m3.

PF is a rubber-like polymer that is an oligomeric product of polycondensation of
phenols with formaldehyde. During polycondensation of the resin, complex macro-
molecules are formed, which are oligomers of predominantly linear structure. PF is
a solid brittle structure of yellow–brown color with a density of 1200 kg/ m3 and a
molecular mass of 450–900. PF is soluble in acetone, ethyl alcohol, and other polar
solvents.

SOB is a solution of polymethylphenyl-siloxane resin in toluene obtained by
hydrolytic condensation. The qualitative composition of the binder can be expressed
by the formula: {[(C6H5)SiO1.5][(CH3)SiO]0.7}n. SOB is light yellow liquid, without
mechanical inclusions with a density of 976 kg/m3.

The main stages of preparation of composites with different polymers are
presented in Table 1.
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Table 1 Main stages of preparation of composites with different polymers

Polymer Main stages of preparation

PVA 1. Preparation of a water solution of PVA (1:1)
2. Preparation of a suspension of TEG in a water solution of PVA
3. Primary drying at the temperature ~50–60 °C for 50 h
4. Final drying at 100–110 °C until complete evaporation of water
5. Pression of specimen at maximum load (10–100 MPa)

PF 1. Preparation of a solution of PF in acetone in a ratio 1:1 or 1:3
2. Preparation of a suspension of TEG in solution of PF in acetone
3. Primary drying at the temperature ~20 °C for 50–75 h. with periodic stirring
4. Final drying at 100–110 °C until complete evaporation of acetone
5. Pressing of specimen at maximum load (10–100 MPa)

SOB 1. Preparation of a solution of SOB in toluene in the ratio from 15:1 to 1:4
2. Preparation of a suspension of TEG in solution of SOB in toluene
3. Primary drying at the temperature ~20 °C for 100 h
4. Final drying at 200–250 °C until complete evaporation of toluene (~50 min.).
5. Pression of specimen at maximum load (10–100 MPa)

2.2 Parameters of Polymer Composites’ Bulk Specimens

For investigations of resistivity, the bulk specimens of polymer composites with
differentmass concentration of nanocarbon filler have been prepared by cool pressing
in rectangular mold and in round molds with a diameter of 10 and 13 mm. Bulk
specimens of polymer composites reinforced with carbon fiber have been obtained
in two types: with the fiber oriented along the mold, respectively, perpendicular to
the compression axis, and with the non-oriented fiber.

The volume fraction of filler ϕV in the polymer composite has been calculated by
the formula:

ϕv =
(
1+ Cpd f

C f dp

)−1

, (1)

where Cp and Cf are the mass fractions of polymer and filler, respectively, and dp
and df their densities.

The porosity P of the obtained polymer composites specimens has been
determined according to the formula:

P = 1− dCM
d0CM

, (2)

where dCM is the experimental density of obtained bulk specimen of polymer
composite, d0CM is the calculated density of ideal non-porous specimen of identical
composition. This density can be calculated as
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d0CM = d f dp

C f dp + Cpd f
. (3)

Table 2 presents the composition, experimentally determined, and calculated
according to (1–3) parameters of bulk specimens of composites based on TEG with
different polymers.

As it follows from the Table, there have been produced three series of specimens
with different polymers. Each series contains two types of specimens with TEG
as filler as well as with TEG, reinforced by CF. Moreover, carbon fiber-reinforced
specimens with SOB polymer are of two types: with oriented and non-oriented fiber.
As can be seen from the Table, an important feature of the obtained bulk polymer
composites is the fact that at different concentrations of polymer in the specimens,
the values of their densities and porosities are close.

For room temperature, measurements of electrical resistance ρc along compres-
sion axis specimens of cylindrical form with height h= (5–10)·10−3 m and diameter
D= (1.0–1.4)·10–2 m have been pressed. To study the electrical resistance ρa perpen-
dicular to the axis of compression, the specimens in the form of a rectangular paral-
lelepiped have been cut from the cylindrical specimens. The electrical resistance
perpendicular and parallel to the compression axis at room temperature has been
measured by a four-probe compensation method. Resistivity has been calculated by
formula:

ρa,c = RS

l
, R = Ret

Ux

Uet
, (4)

whereUx is the voltage drop on the specimen,Uet is the voltage drop on the standard
resistance, Ret is the reference resistance 0.01 �, S is the cross-sectional area of the
specimen, l is the specimen length. The resistivity measurement error did not exceed
0.5%.

The electrical resistance measuring method in the bulk pressed specimens of
polymer composites is described in detail in [16].

3 Results and Discussion

3.1 Resistivity of Polymer Composites Based
on Thermoexfoliated Graphite

Figure 1 presents the mass concentration dependences of resistivity perpendicular
(ρa) and parallel (ρc) to the compression axis at room temperature for composites
based on TEG with different polymers.

As can be seen from the Figure, all specimens TEG modified with organic
substances in the range of the studied concentrations are conductors. The character
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Table 2 Composition, mass (Cf ), and volume (ϕV ) fractions of TEG, porosity (P), experimental
(dCM), and calculated ideal (d0CM) densities of composites based on TEG with different polymers

Cf , fr ϕV , fr d0CM, kg/m3 dCM, kg/m3 P

TEG

1 1 2.24 1.44 0.357

TEG + PVA

0.05 0.027 1.219 0.91 0.253

0.12 0.068 1.261 0.96 0.231

0.21 0.124 1.32 1.013 0.233

0.48 0.329 1.535 1.13 0.264

0.76 0.627 1.849 1.35 0.270

TEG + CF (2.5% mass) + PVA

0.05 0.027 1.219 0.86 0.295

0.12 0.068 1.261 0.98 0.223

0.21 0.124 1.32 1.015 0.231

0.48 0.329 1.535 1.22 0.205

0.76 0.627 1.849 1.52 0.178

TEG + PF

0.267 0.163 1.37 0.91 0.336

0.422 0.281 1.492 1.11 0.256

0.593 0.407 1.656 1.22 0.263

TEG + CF (2.5% mass) + PF

0.267 0.163 1.37 0.97 0.292

0.422 0.281 1.492 1.15 0.229

0.593 0.407 1.656 1.16 0.299

TEG + SOB

0.04 0.018 0.999 0.81 0.189

0.065 0.029 1.013 0.832 0.179

0.094 0.043 1.031 0.858 0.168

0.143 0.068 1.062 0.91 0.143

0.25 0.127 1.136 0.97 0.146

0.455 0.267 1.313 1.09 0.170

0.629 0.425 1.513 1.234 0.184

0.735 0.547 1.668 1.298 0.222

TEG + CF non-orient. (10% mass) + SOB

0.143 0.068 1.062 0.89 0.162

0.455 0.267 1.313 1.103 0.16

0.735 0.547 1.668 1.43 0.143

(continued)
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Table 2 (continued)

Cf , fr ϕV , fr d0CM, kg/m3 dCM, kg/m3 P

TEG + CF orient. (10% mass) + SOB

0.143 0.068 1.062 0.91 0.143

0.455 0.267 1.313 1.113 0.152

0.735 0.547 1.668 1.49 0.107

Fig. 1 Dependences of resistivity ρa perpendicular to the compression axis (a) and resistivity ρc
parallel to the compression axis (b) on mass fraction of fillerCf at room temperature for composites
based on TEG with different polymers: 1—TEG + PVA, 2—TEG + PF, 3—TEG + SOB. Insets:
dependences ln(σa) = f

(
ln

(
C f − Cc

))
(a) ln(σc) = f

(
ln

(
C f − Cc

))
(b)

of mass concentration dependences of resistivity perpendicular and parallel to the
compression axis at room temperature is similar.Resistivity decreases sharply (up to 6
times) with increasingmass fraction of TEG in the composite to ~0.15.With a further
increase in the mass concentration of TEG in composites, the resistivity continues to
decrease for both ρa and ρc. But the resistivity dependence on temperature is very
weak at when the mass fraction of filler is more than 0.5.

As it is followed from figure, the percolation dependence of resistivity on TEG
mass concentration is observed, and the type of polymer does not significantly affect
the value of resistivity. For all specimens of polymer composites, regardless of the
type of polymer, the electrical conductivity both in the direction perpendicular and
parallel to the compression axis is described by the dependence of the type:

σ(C) = σ0
(
C f − Cc

)−t
, (5)

where σ0 is the electrical conductivity of filler,Cf andCc are the arbitrary and critical,
i.e., atwhich there is a sharp increase in electrical conductivity, filler’s concentrations,
σ(C) is conductivity at arbitrary filler mass concentration, t is the critical index.

The dependences ln(σa) = f
(
ln

(
C f − Cc

))
and ln(σc) = f

(
ln

(
C f − Cc

))
are

presented in the Fig. 1 (insets). As follows fromfigures, both dependences are close to
linear. The value of the critical indices t equals to 1.6 for conductivity perpendicular
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to the compression axis, and t is 0.85 for conductivity parallel to the compression
axis.

3.2 Resistivity of Polymer Composites Based
on Thermoexfoliated Graphite and Reinforced by Carbon
Fibers

Figure 2 presents the experimental dependences of resistivity perpendicular (a) and
parallel (b) to the compression axis on mass concentration of filler for polymer
composites based on TEG and reinforced by carbon fiber. The mass concentration
of the filler takes into account both TEG and carbon fiber.

As can be seen from the figure, in the dependences of resistivity on mass concen-
tration of filler for polymer composites reinforced with carbon fibers, there are a
number of significant differences compared to similar composites not reinforced
with carbon fiber. In concentration dependence of resistivity ρa(Cf ), as well as for
non-reinforced composites, the influence of the type of polymer on the character of
dependence ρa(Cf ) is practically absent. However, the decrease in resistivity ρa with
increasing filler content is slower. The range of filler concentrations for which there
is a pronounced decrease in the value of resistivity ρa is greater. The calculated value
of the critical index t is 1.5 for these polymer composites (inset, Fig. 2a).

As it is followed from Fig. 2b, the dependence ρc(Cf ) has the form of atypical for
the dependences of polymer composite resistivity on the content of conductive filler.
For specimens of fiber-reinforced compositeswith the lowest content of filler atwhich
the study was conducted, the resistivity is almost twice less than for similar non-
reinforced specimens. But with increasing filler content, the reduction in resistivity

Fig. 2 Dependences of resistivity ρa perpendicular to the compression axis (a) and resistivity ρc
parallel to the compression axis (b) on mass fraction of filler Cf for polymer composites based
on TEG reinforced by carbon fibers: 1—TEG + CF + PF, 2—TEG + CFno + SOB, 3—TEG +
CFo + SOB, 4—TEG + CF + PVA. Insets: dependences ln(σa) = f

(
ln

(
C f − Cc

))
(a) ln(σc) =

f
(
ln

(
C f − Cc

))
(b)
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Fig. 3 Dependence ρc/ρa(Cf ) for polymer composites based on TEG (a) with PVA (1), PF (2),
SOB (3) and for polymer composites based on TEG and reinforced by carbon fibers (b) with PF
(1), SOB, CF is not oriented (2) and oriented (3), PVA (4)

ρc is not as significant as for non-reinforced specimens. In addition, as can be seen
from the Figs. 1 and 2, the dependence ρc(Cf ) is the only one where the value of
the resistivity increases with increasing filler content. Moreover, an increase in the
value of resistivity ρc is observed both for specimens of polymer composites with
oriented fibers and for specimens with fibers oriented in an arbitrary manner, as well
as for specimens with non-oriented fibers based on PVA.

Thus, in contrast to the specimens of polymer composites based on TEG and not
reinforced with carbon fibers for reinforced specimens, both the types of polymer
and the orientation of the carbon fibers in the composite affect on the character of the
concentration dependence of resistivity parallel to the compression axis. The value
of the critical index t determined from the dependence ln(σc) = f

(
ln

(
C f − Cc

))
is

0.3 (insert).
Figure 3 presents the mass concentration dependences of anisotropy parameter

ρc/ρa for both types of polymer composites with TEG and with TEG reinforced by
carbon fibers.

As it is seen from figures, anisotropy parameters ρc/ρa increase for both types of
polymer composites. For specimens of polymer composites based on TEG with PF
and SOB, anisotropy parameters increase gradually, and the maximal value of ρc/ρa

equals to ~7. Exceptions are polymer composites with PVA. For such composite
at a filler content of 0.76, the value of the anisotropy parameter reaches 50. For
pure pressed TEG, this parameter decreases to 35. The similar situation is observed
for polymer composites reinforced by carbon fibers. For reinforced by randomly-
oriented carbon fibers composites with PF and SOB, anisotropy parameter is slightly
larger ~13. And if for composites with oriented fibers, a large value of the anisotropy
parameter is expected, then for composites with non-oriented carbon fibers based on
PVA, the sharply increasing dependence ρc/ρa(Cf ) is unusual. But this dependence
ρc/ρa(Cf ) correlates with analogous dependence for polymer composite with PVA
based only on TEG.



356 I. V. Ovsiienko et al.

Thus, for polymer composites with PVA independently on presents of carbon
fibers, resistivity perpendicular and parallel to the compression axis is essentially
differ.

3.3 Temperature Dependence of Resistivity

The measurements of temperature dependence of resistivity ρa perpendicular to
pressing axis in the temperature interval from 77 K up to 293 K have been carried
out for bulk specimens of polymer composites based on TEG with SOB. The Fig. 4
presents the results of these investigations: dependences ρa(T ) for specimens with
mass content of TEG 0.25 and 0.04.

As can be seen from the figure with increasing temperature, the electrical resis-
tance of polymer composites decreases regardless of the concentration of TEG in
composite. This dependence is typical for graphite materials with an imperfect struc-
ture. The ratio ρa77/ρa293 for composite with TEGs mass content 0.04 is 2.16, and
for composite with TEGs, mass content 0.25 is 1.89, respectively. These values
ρa77/ρa293 are higher than for a pure compacted TEG, for which this ratio is ~1.5.
Thus, the character of the temperature dependence of the electrical resistance ρa(T)
for polymer composites with a concentration of TEG above the flow threshold,
i.e., when an infinite cluster of TEG particles has formed in composite, is deter-
mined by the character of the temperature dependence of resistivity in pure TEG.
With increasing concentration of TEG in polymer composite, the course of resis-
tivity temperature dependence for composite approaches the course of resistivity
temperature dependence for pure bulk TEG. If the concentration of TEG in polymer
composite is less than the threshold concentration, then a significant contribution to
themechanisms of the temperature dependence of the electrical resistance ismade by
the processes associated with changes in the contacts region of individual particles
of TEG.

Fig. 4 Temperature
dependence of resistivity ρa
perpendicular to pressing
axis for polymer composites
with SOB and TEG. The
mass content of TEG is 0.25
(1) and 0.04 (2)
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3.4 Discussion

Analysis of the data of dependence of electrical resistance both parallel and perpen-
dicular to the axis of compression on the content of TEG in polymer composites and
comparison of these data with data on electrical resistance in non-polymer compos-
ites based on modified by metal TEG [16] allow to conclude about the differences in
the factors that determine the nature of the electrical resistance in composites with
organic and inorganic modifiers.

In non-polymeric composites based on metal-modified TEG, the main parameter
that determines the value of resistivity is the density, or in other words, the porosity of
the composite, and other parameters, in particular, the concentration of the modifier,
have less effect on the resistivity.

TEG,modified bymetals, can be considered as shown in [16] as a graphite matrix,
which containsmetal particles. The concentration of metal up to 50% bymass, which
corresponds to ~17% atomic, is small to create a continuous cluster of metal particles
required to significantly reduce the electrical resistance. The electrical resistance of
the system TEG and metal is determined by the sum of two contributions: the elec-
trical resistance of the metal particles and the TEG particles and the contact electrical
resistance between the metal particles and the TEG particles. The contact resistance
between theTEGparticles due to the peculiarities of the particles surfacemorphology
is negligible. If the introduction of metal particles into the graphite matrix leads to
only a slight decrease in the total electrical resistance, the contact resistance, which
depends on the pressure on the contact area between the particles, i.e., determined by
the density of the material, can change the total system’s resistance in great interval.
At low density of composite, the contact resistance is high, which results into a signif-
icant increase in the total resistance of the composite. With increasing density of the
material, the contact resistance decreases, which leads to a decrease in the electrical
resistance of the composite as a whole. The decrease in resistance with increasing
density of the composite is almost the same for all types and concentrations of the
metal-modifier.

In contrast, in polymer composites based on TEG, the main parameter that deter-
mines the value of resistivity is themass (or volume) fraction ofTEG in the composite.
If the concentration Cf of TEG is greater than the critical concentration Cc, then the
system TEG—polymer is an infinite cluster of TEGs particles with blocked nodes
of the polymer modifier. With a further increase in the mass fraction of TEG, the
number of “dead ends” in an infinite cluster of TEG decreases, which leads to a slight
decrease in electrical resistance. In this case, the material of the polymer, as in the
case of modification of TEG by metals, is not significant.

It should be noted that when modifying TRGwith organic substances, the contact
resistance between the particles of TRG and the polymer also contributes to the total
electrical resistance. However, since its value in the studied specimens of polymer
composites is close to the value of the resistance of TEG particles, in contrast
to composites TEG with metal, in these composites, the density does not have a
significant effect on the value of electrical resistance.
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Let us consider the features of structure change of based on TEG composites
in the pressing process. The bulk pressed TEG with a density (0.2–0.3) g/cm3 is
completely isotropic materials with a chaotic arrangement of TEGs particles. As the
compression pressure increases, the TEGs particles are oriented in the same way,
and a layered structure with the orientation of the layers perpendicular to the axis of
compression begins to form. This results into significant decrease in the electrical
resistance perpendicular to the axis of compression and an increase in electrical
resistance along the axis of compression. This process occurs for pressed specimens
with a density up to (0.7–0.8) g/cm3. With further increase in density of the pressed
specimens, the electrical resistance ρa continues to slowly decrease, and ρc increases
slightly, which is due to the formation of a more ordered layered structure. The fact
that in pressed specimen with density of ~0.8 g/cm3, a layered structure is formed
is also evidenced by the value of the anisotropy parameter ρc/ρa—22 given in [16],
which increases only slightly with increasing specimens density to 1.33 g/cm3.

It is in this interval of polymer composites densities that electrical resistance
studies have been conducted in the presentedwork. Obtaining of polymer composites
specimens by pressing has its own peculiarities. Modification of TEG with polymer
binders leads to the fact that the formation of a layered structure in bulk specimens
with increasing compression pressure is significantly slowed down. That is, with
increasing pressure during the process of compaction of polymer composite with
a given content of filler, it is impossible to obtain a bulk specimen with a higher
density or with a greater layered ordering. This is reflected in the values of electrical
resistance and anisotropy parameter. According to Fig. 3, only for PVA at a high
content of TEG in specimen formation of a layered structure occurs. The value of
the anisotropy parameter ρc/ρa for composite with PVA at the mass content of TEG
~0.75 even exceeds the value of this parameter for pure TRG. For reinforced with
carbonfiber specimensof polymer composites, the increase of pressure in compacting
process causes the fibers to be oriented so that the fibers axis is perpendicular to
the compression axis. In this case, some disorientation of the fibers in the plane
perpendicular to the axis of compression will be maintained. That is why the value
of anisotropyparameter for specimens of polymer composites reinforced of randomly
placed carbon fibers does not reach large values (~12). Exceptions as for the case
of polymer composites with TEG are composites with PVA. For them, the value of
the anisotropy parameter reaches 30. If the specimens of polymer composites were
initially reinforced with oriented fiber, then for them, a significantly larger difference
between the values of resistance perpendicular and parallel to the compression axis
is observed.

4 Conclusion

Thus, the carried out investigations of electrical resistance in bulk specimens of
polymer composites based onTEGhave shown that all pressed specimens of polymer
composites based of TEG and TEG with carbon fiber with a content of filler mass



Conductivity of Polymer Composites with Nanocarbon Filler 359

fraction from 0.04 to 0.76 are conductors regardless of which polymer was used for
their preparation. The resistivity concentration dependence has a percolation char-
acter both for specimens on the basis of TEG and on the basis of TEG and reinforced
with carbon fiber. The type of polymer also does not significantly affect the course of
the concentration dependence of resistivity perpendicular to the compression axis.
The concentration dependence of resistivity parallel to the axis of pressing is more
sensitive to the polymermaterial. This causes different concentration dependences of
the anisotropy parameter ρc/ρa for composites with different polymers. For polymer
composites with phenol-formaldehyde resin and silicon-organic binder, anisotropy
parameter ρc/ρa is ~10, that is, three times less than in pure TEG of similar density.
For polymer composites based on polyvinyl acetatewithmass contents of TEG~0.75,
the anisotropy parameter ρc/ρa reaches 50, which is close to the anisotropy parameter
value in pure pressed TEG.

The main factor that determines the value of electrical resistivity in polymer
composites with carbon filler is the content of carbon filler in these composites.
This situation is different from that observed in TEG-metal systems, where the main
parameter determining electrical resistivity is the density or porosity of the composite.

The character of temperature dependence of resistivity in polymer composites
based onTEG is determinedmainly by themechanisms of temperature dependence in
TEG.The greater is the concentration ofmodifier themore similar are the temperature
dependences of resistivities in polymer composites based on TEG and pure pressed
TEG.
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Properties of Spectral Parameters
of Multicascade Nanostructure Being
a Model of Quantum Cascade Detector

J. Seti , E. Vereshko , O. Voitsekhivska , and M. Tkach

Abstract Within the approximation of effective mass and model of rectangular
potential barriers, the theory of electron states in a multicascade nanostructure of
closed type and, for comparison, in a structurewith a periodic potential of theKronig-
Penny type is developed. The properties of spectral parameters, wave functions, and
probabilities of an electron location in different cascades are studied for the both
models. It is shown that, in contrast to the Kronig-Penny model, the properties of
electron states in closed single- and multicascade structures differ significantly.

Keywords Electron · Spectrum · Quantum cascade detector

1 Introduction

The rapid development of nanotechnology has significantly intensified the study of
nanostructures, in general, and multilayer structural nanoelements of the modern
devices, such as quantum cascade lasers (QCLs) and quantum cascade detectors
(QCDs) [1–4], in particular. QCL and QCD are unipolar devices, and the design of
the band structure of which is selected in such a way that the transitions between
electronic levels of dimensional quantization are accompanied by radiation or detec-
tion of electromagnetic waves. The range of operating wavelengths of these devices
is determined by the depths of quantum wells in their cascades and covers the actual
infrared (IR) region.

The first QCL [5] which operated in the middle IR range was produced in 1994 by
a scientific group led by Capasso. Since then, a phase of intensive QCL research has
begun, which has resulted in lasers [6–10] functioning in middle- and far-IR range
being based at different heterojunctions of semiconductormaterials (InGaAs/InAlAs,
GaAs/AlGaAs, InGaAs/AlAs, InGaAs/AlSb, and others).
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Later, in 2004, the QCD [11], which combined the ideas of the operation of
quantum well IR photodetectors [12, 13] and QCL [5], was created for the first time.
The first and many modern QCDs [14–17] are based at the structures GaAs/AlGaAs,
InGaAs/AlInAs, and others, with small depths of quantum wells, which limit their
operation interval to medium- and far-IR. One of the approaches to reach the wave-
lengths of near-IR range is to use thematerialswith awider band gap and respectively,
deeper potential wells as the structural elements of QCD. For example: GaN/AlGaN,
GaN/InGaN [18–22], InGaAs/AlAsSb [23], ZnCdSe/ZnCdMgSe [24], ZnO/ZnMgO
[25].

A wide range of operating wavelengths (from IR to terahertz) and temperatures
(from cryogenic to room), small dark currents, high-speed efficiency, and other
important characteristics make QCD and QCL very perspective for practical appli-
cations [22, 26]. This explains the permanent efforts of researchers, applied for the
improvement of operating parameters of such nanodevices for more than 20 years.

It is well known that typical structural elements of QCD and QCL consist of
several dozens (10–50) of the samecascades. Their identity is ensuredbyprecise tech-
nologies of molecular beam epitaxy or organometallic vapor-phase epitaxy, which
makes their production and research both complicated and expensive. Therefore, for
the purposeful improvement of their characteristics, a consistent theory of physical
processes in the structural elements is needed. Such theory, unfortunately, is far from
complete.

In the majority of theoretical papers, assuming the properties of electron states
in all cascades as the same, a simplified model of a separate region of a cascade
(active region, extractor, injector), single- or double-cascade structure [27–36] is
often used. In such model, the energy spectra of quasiparticles, the intensities of
photon- and phonon-accompanied quantum transitions, the influence of dissipative
subsystems (phonons, impurities, imperfect heterointerfaces), electric and magnetic
fields, etc., were studied by various theoretical methods. The results obtained in these
papers allow us to understand the basic physical processes in multilayer nanostruc-
tures of separate cascades or their components. However, according to the principles
of quantum mechanics, these results cannot be generalized for the case of many
interacting cascades, which are the elements of real QCD.

In the proposed paper, we develop the theory and investigate the properties of
electron states in multicascade nanostructures with potential profile of closed-type
and Kronig-Penny potential. The expediency of studying the closed model is due to
its compliance with multicascade structural elements of experimental QCDs, and the
Kronig-Penny model is unique as a limit case of the structure with an infinite number
of cascades.
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2 Theory of Electron States in a Multicascade
Nanostructure in a Closed and Kronig-Penny Models

A multilayer nanostructure consisting of N identical three-well cascades (Fig. 1),
being the model of a typical structural element of QCD, is considered. The proper-
ties of such an N-cascade structure are studied in two models: the closed-type model
[32, 36], in which the multilayer structure is placed into a bulk medium-barrier
(C-model) and in the model with Kronig-Penny-type potential [37, 38], which satis-
fies the known conditions of the Born-Karman periodicity (KP-model). Under such
conditions, considering the insignificant difference between the values of lattice
constants in wells and barriers, the electron states in both models for nanostructures
are obtained in the approximation of the effective mass and rectangular potential
profiles. Next, we present the main stages of the solution of the formulated problem
simultaneously in both models, logically using the indices C and KP.

In a Cartesian coordinate systemwith z-axis perpendicular to the planes of nanos-
tructure interfaces, the effective mass and potential energy of an electron in C- and
KP-models are periodic functions of z-coordinate with a period equal to the length
(d) of a separate cascade:

mC,KP(z) =
{
mb,

mw,
UC,KP(z) =

{
U,

0,
zi, j−1 < z < zi, j , j =

{
j = 2, 4, 6

j = 1, 3, 5
i = 1, 2, . . . N . (1)

Here, i is the number of cascade, j is the number of the layer in i-th cascade, zi, j =
z1, j + (i − 1)d are the coordinates of the heterointerfaces in i-th cascade, d = z1,6
is the length of separate cascade, N is the number of cascades, U is the height of
potential barriers, mw, mb and Egw, Egb are the effective masses and energy gaps in
the respective bulk crystals.

In C-model, in external semi-infinite media, the effective mass and potential
energy are determined by the respective physical parameters of the barrier mC(z
< 0) = mC(z > zN,6) = mb, UC(z < 0) = UC(z > zN,6) = U. In the infinite KP-model,

Fig. 1 Potential profile of N-cascade nanostructure. The dashed lines indicate the potential of the
external semi-infinite barrier-medium in C-model
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they satisfy additional periodicity conditions: mKP(z + L) = mKP(z), UKP(z + L) =
UKP(z) (with the period L = Nd equal to the size of the N-cascade structure).

Assuming the electron movement as one-dimensional, its wave functions and
energy spectrum are determined by the solutions of Schrödinger equation

HC,KP�
C,KP(z) = E�C,KP(z) (2)

with Hamiltonian

HC,KP = −�
2

2

d

dz

1

mC,KP(z)

d

dz
+UC,KP(z). (3)

Equations (2) have the exact solutions, written in a compact form

�C,KP(z) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

AC
0 e

χ z + BC
0 e

−χ z, z < 0

AC,KP
i, j eχ(z−zi, j ) + BC,KP

i, j e−χ(z−zi, j ), j = 2, 4, 6, zi, j−1 < z < zi, j

AC,KP
i, j cos(k(z − zi, j )) + BC,KP

i, j sin(k(z − zi, j )), zi, j−1 < z < zi, j , j = 1, 3, 5

AC
N+1e

χ(z−L) + BC
N+1e

−χ(z−L), z > L
(4)

where

k =
√
2mwE

�2
;χ =

√
2mb(U − E)

�2
; i = 1, 2, ..., N

According to quantum mechanics [37, 38], the conditions of continuity of wave
functions and their densities of probability currents

⎧⎪⎨
⎪⎩

�C,KP(zi, j − 0) = �C,KP(zi, j + 0), i = 1, ..., N , j = 1, ..., 6

1

mC,KP(z)

d�C,KP(z)

dz

∣∣∣∣
z=zi, j−0

= 1

mC,KP(z)

d�C,KP(z)

dz

∣∣∣∣
z=zi, j+0

(5)

should be fulfilled at all heterointerfaces of the structure together with the normality
condition for the wave functions in C- and KP-models, respectively

∞∫
−∞

|�C
n (z)|2dz = 1 , (6)

L∫
0

|�K P
n (z)|2dz = 1 (7)
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According to the physical considerations in C-structure, the wave functions at z
→ ±∞ are finite that uniquely fixes two coefficients BC

0 = AC
N+1 = 0. Then, from

fitting conditions (5), we get a system of 2(6 N + 1) linear equations with respect
to AC

0 , B
C
N+1, A

C
i, j , and BC

i, j (i = 1,…,N; j = 1,…,6), from which, together with the
normality condition (6), all coefficients for the wave functions are obtained. Using
the same system of linear homogeneous equations, provided that its determinant is
equal to zero, a dispersion equation for the electron energy EC

n (n = 1, 2, …) is
found.

In KP- model, taking into account the Born-Karman condition with the period L
= Nd

�KP(z + L) = �KP(z) (8)

and using the Bloch’s theorem, the wave function is written in the form

�KP(z + d) = eiKd�KP(z), K = 2π

L
g, g = 0, 1, . . . , N − 1. (9)

Taking into account (9), the fitting conditions (5) are written only for the functions
of an arbitrary i-th cascade, from which a system of 12 linear equations is obtained.
In its turn, it gives the dispersion equations for electron energies EKP

n (n = 1, 2, …).
From the same system of equations, together with the normality condition (7), all
coefficients AKP

i, j , B
KP
i, j (i = 1,…,N; j = 1,…, 6) and the wave functions in KP- model

are obtained.

3 Properties of Electron States in Multicascade
Nanostructure in C- and KP-Models

The theory developed in the previous section allows us to investigate the properties of
spectral parameters in multicascade C- and KP-structure. These models are studied
based on a three-well cascade with GaAs wells and Al0.33Ga0.67As barriers with
physical parameters:mw = 0.067me,mb = 0.095me,U = 276meV. The geometrical
sizes of potential wells (a1 = 6.8 nm, a2 = 2.4 nm, a3 = 3.7 nm) and barriers (b1 = b2
= b3 = 3 nm) of the separate cascade are chosen such that the electron energy levels
satisfactorily simulate a typical energy schemeof experimentalQCD [3] cascadewith
two operating levels. Transitions between these levels are accompanied by absorption
of electromagnetic wave. The levels of such “phonon ladder” provide relaxation of
electron energy during phonon-assisted tunneling between neighbor cascades of the
structure.

As a result, the calculations show that in the separate three-well cascade of C-
and KP-structure, there are four electron states with the following energies:
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EC
n=1 = 53.2 meV, EC

n=2 = 106.2 meV, EC
n=3 = 159.8 meV, EC

n=4 = 212.0 meV ;
EKP
n=1 = 52.8 meV, EKP

n=1 = 107.1 meV, EKP
n=1 = 157.8 meV, EKP

n=1 = 218.9 meV.

The energy values of EC
n and EKP

n differ by no more than 1% for n = 1, 2, 3 and
3% for n = 4.

Figure 2 shows the distributions of probability densities (|�̃KP
n |2, |�̃C

n |2) of the
electron in separate cascade and its energies in the respective states. For clarity, the
starting points of |�̃KP

n |2 and |�̃C
n |2 are shifted to the positions of the corresponding

energy levels. Figure proves that in such scale, the difference between |�̃KP
n |2 and

|�̃C
n |2 is almost not visible. In both models, the electron in the ground state (n = 1)

and highest excited state (n = 4) is located in the first (active) potential well. The
strong overlap of the wave functions of these states provides an intensive quantum
transition between them, accompanied by the absorption of electromagnetic field in
IR range (EC,KP

n=4 − EC,KP
n=1 ). In the excited states n = 2 and n = 3, the electron is

localized in the third and second potential wells of the extractor, respectively. These
states simulate a “phonon ladder” along which the electron performs the radiation-
free quantum transitions accompanied by the creation of optical phonons and tunnels
between the active regions of multicascade structure.

Now let us study the behavior of electron states in the structures with many
cascades. In Fig. 3, the energy spectrum as function of number (N) of cascades
is shown. It is clear that increasing N in both models leads to the formation of
quasidiscrete bands in the vicinity of the energies (EKP

n , EC
n , n = 1, 2, 3, 4) of

the corresponding single-cascade structure. Thus, for the convenience of further
analysis, we use double energy numbering: EKP

ns , E
C
ns , where n index indicates the

number of the band, and s index is the number of the level in the n-th band. At
N = 1, each band degenerates into the energy level of the single-cascade structure
EKP
n,s=1 ≡ EKP

n ,EC
n,s=1 ≡ EC

n , n = 1, 2, 3, 4.
Also, Fig. 3 proves that in both models, the number of levels (pKPn , pCn ) in all

energy bands of N-cascade structure is the same: pK P
1 = pK P

2 = pK P
3 = pK P

4 ,
pC1 = pC2 = pC3 = pC4 . In C-model, the values pCn are equal to the number of
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Fig. 2 Distributions of probability densities (|�̃KP
n |2, |�̃C

n |2) and energies (EKP
n , EC

n ) of electron
states (n = 1, 2, 3, 4) in three-well cascade in KP- (a) and C-model (b)
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cascades (pCn = N ) increasing for bigger N. The number of levels (pK P
n ) in the

bands of KP-model depends on N parity, so that pKPn = pKP(odd)
n = (N+1)/2 for

oddN and pKPn = pKP(even)
n = N/2 for evenN. In the limit caseN→ ∞, according to

the physical considerations, continuous energy bands are formed in both structures.
From Fig. 3b, it is also seen that in C-model, in the high-energy vicinity of the

first (n = 1) band and low-energy vicinity of the fourth (n = 4) band, one can see
a single level with the energies EC

n=1,s=N and EC
n=4,s= 1, respectively. In KP-model

(Fig. 3a), such separate levels are absent for the reasons that will be discussed below.
The band widths (�KP

n , �C
n ) in C- and KP-models have the same dependences on

the band number, increasing at bigger n, and different dependences on the number
of cascades N. In particular, in the C-model, at bigger N, �C

n widths increase and
quickly reach saturation. In KP-model, �KP

n depends on N parity so that in structures
with even (N = 2, 4, 6,…) number of cascades, �KP(even)

n is the same and equal to the
widths of the bands �KP(N=2)

n in two-cascade structure. For the odd number (N = 1,
3, 5, …), �KP(odd)

n increases, asymptotically approaching �KP(even)
n . From the values

�KP
n and �C

n at N = 30, Fig. 3, it is seen that the difference between the widths of
the bands in both models does not exceed 1% for the typical number of cascades for
experimental QCD.

Figure 4 shows the distributions of probability densities (|�̃C
ns|2) of electron states

in two-, three-, four- and five-cascade C-structures. In the same figure, to illustrate
the differences between C- and KP-models, the probability densities (|�KP

ns |2) in
two-cascade structure are presented.

We should note that, as it was already mentioned, in the studied KP-model of
multicascade nanostructure, the probability densities (|�KP

ns (z)|2) are periodic func-
tionswith a period equal to the size (d) of separate cascade (see, for example, Fig. 4a).
Since, the probabilities of electron location in the states |n, s > in different cascades
(i = 1,…,N) are the same and equal to WKP

ns (i) = ∫ z1,6
z1,0

∣∣�KP
ns (z)

∣∣2dz = 1/N .

In contrast to KP-, in C-model (Fig. 4), the probability densities |�C
ns|2 for

all states |n, s > are aperiodic, and the probabilities (WC
ns(i) = ∫ zi,6

zi,0
|�C

ns(z)|2dz)
of electron location in different cascades are different (Table 1). If the number
of cascades becomes bigger, the heterogeneity of distribution |�C

ns(z)|2 becomes
stronger (Fig. 4d). It leads to a formal two types of cascades: those with a high
probability of electron localization (numbers are highlighted in bold in the Table 1)
and cascades with low probability. It is worth to note that as calculations show (the
results of which are not presented due to cumbersomeness), at N > 5, the number
of cascades with low localization probabilities increases at bigger N. Therefore, in
multicascade QCD elements inC-model, the properties of electron states in different
cascades can differ essentially. Unbalancing the interaction between the cascades, it
will negatively affect the operation of the device.

Analysis of the Table 1 also shows that independently of the number of cascades
(N), and there are two states (|n = 1, s = N > and |n = 4, s = 1 > ), in which the
electron is localized only in the first (i = 1) cascade and almost does not penetrate
into all other cascades of the structure. From physical considerations, it is obvious
that these states are observed due to the finite sizes of the multicascade structure
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in C-model. Therefore, one can expect that “near-surface” localized states of such
nature can be manifested in real nanoheterostructures.

To detect the influence of geometric configurations of cascades on the spectral
characteristics of multicascade structures, the energies and bandwidths as functions
of the sizes of layers were calculated. The results obtained in both models revealed to
be close to each other. Thus, to illustrate their main properties, the dependences of the
energies (EC

ns) and widths (�
C
n ) of the bands in ten-cascade (N = 10) C-structure on

the sizes of potential wells (a1, a2, a3) and potential barriers (b1, b2, b3) are presented
in Figs. 5 and 6, respectively. For the sake of simplicity, we temporarily omit s index
in the notation of energies.

If the width of one of the potential wells (ai, i = 1, 2, 3) increases, at the fixed
size of the other two wells, the energies EC

n demonstrate a non-linear descending
character with anticrossings (Fig. 5). In the vicinity of anticrossing of n-th and n + 1
bands, their widths (�C

n and �C
n+1) increase. In the other intervals of the widths, they

only decrease. The widths of anticrossings are determined by the thicknesses of the
potential barriers and decrease at bigger bi.

The increase of one of the barriers (bi, i = 1, 2, 3) in the intervals of small
thicknesses (0 < bi < 3 nm) and fixed size of the other two leads to the high- or low-
energy energy shift of EC

n , depending on the state number (n). For the strong barriers
(bi > 3 nm), the energies change weakly (Fig. 6). The widths of bands (�C

n ) decrease
at bigger bi, except the vicinity of b2≈1.5, where anticrossing occurs between EC

3
and EC

4 . In limit case bi → ∞, according to the physical considerations, the energy
bands degenerate into discrete levels of the three-well structure.

4 Main Results and Conclusion

In the approximation of position-dependent effectivemass and rectangular potentials,
the theory is developed, and a comparative analysis of the properties of electron states
in the multicascade nanostructure in C-model with infinite external barriers and in
KP-model with a periodic potential is performed.

The spectral parameters are studied as functions of the number of cascades (N). It
is shown that in the bothmodels, ifN becomes bigger, the quasidiscrete energy bands
are formed. The number of levels in each band in C-model is equal to the number
of cascades, while and in KP-model, it depends on the parity of N, being equal to
(N + 1)/2 for odd N and N /2 for even. The bands widths in C-structure increase
with increasing N and asymptotically approach the widths of corresponding bands
in KP-structure.

It is shown that in the realistic C-structure, the probabilities of electron location
in different cascades differ significantly. Since, in multicascade structures, there
are regions of one or more cascades with negligibly small probabilities of electron
location. In contrast, in KP-model, the periodicity of the wave function leads to the
same probabilities for all states, being equal to 1/N of the values of the electron
location in different cascades of the structure.
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Fig. 5 Bands energies (EC
ns) and widths (�C

n ) as functions of the wells widths (a1, a2, a3) in
C-structure with ten cascades at fixed barrier thickness b1 = b2 = b3 = 3 nm
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Fig. 6 Bands energies (EC
ns) and widths (�
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n ) as functions of the barrier thicknesses (b1, b2, b3) in

C-structure with ten cascades at fixed wells widths a1 = 6.8 nm, a2 = 2.4 nm, a3 = 3.7 nm
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It is revealed that the dependences of bands energies on the geometric parameters
of potential wells and barriers of the multicascade structure are similar to the corre-
sponding dependences of the discrete levels in the separate cascade. If thewell widths
increase, the band energies decrease manifesting anticrossing effect. The increasing
barrier thicknesses has little effect on the energy spectrum.
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Theory of Double Injection in Core-shell
Nanowire Radial p-i-n Diodes

Vitalii L. Borblik

Abstract This paper presents analytical theory of forward current–voltage charac-
teristic for core–shell–shell radial diode with the core of n-type and external shell
of p-type (n-i-p diode). Results are compared with those for diode with opposite
sequence of the layers (core of p-type and external shell of n-type, i.e., p-i-n diode)
and also with those for planar p-i-n diode with analogous parameters. It is shown
that in both radial diodes, spatial distribution of current carriers injected into the
i-layer possesses (at equal electron and hole mobilities) by its own specific asym-
metry connected with cylindrical geometry of the structure. And asymmetry of the
distribution component due to inequality of the mobilities proves to be the same type
in n-i-p diode while of the opposite type in p-i-n diode. The current density as a
function of radial thickness of the i-layer demonstrates maximums at the thicknesses
close to ambipolar diffusion length, and these maximums are the most high in radial
p-i-n diode.

Keywords Core-shell nanowire · Radial p-i-n diode · Spatial concentration
distribution · Current-voltage characteristics · Ambipolar diffusion length

1 Introduction

Core–shell nanowires take a great attention as building blocks for nanoelectronics.
Many of novel devices use nanowire radial p-i-n structures: for photovoltaic appli-
cations [1, 2], as photodetectors [3], for harvesting different kind of energy [4], for
creation of light emitting diodes [5], etc. As a rule study of properties of such the
devices include also investigation of their dark current–voltage characteristics.

As it is known the double injection in planarp-i-n diodes is characterized by certain
spatial distribution of current carriers injected into the i-layer. At equal electron and
hole mobilities, this distribution is completely symmetric relative to middle of the
i-layer but at their inequality, the distribution acquires asymmetric component which
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raises carrier concentration at the edge of the i-layer adjoining to p-region and lowers
it at the edge of the i-layer adjoining to n-region [6].

Cylindrical geometry of a radial p-i-n diode, as it turned out [7], results in its
own specific asymmetry of the concentration distribution which superimposes to
asymmetry connected with mobilities inequality. As a result, in p-i-n diode with
p-type core and n-type external shell, two asymmetric components prove to be of
opposite type and compensate partially each other [7].

It is of interest to consider the case of a radial p-i-n diode with opposite sequence
of the layers, i.e., with the core of n-type and external shell of p-type (n-i-p diode).
In planar geometry, sequence of the layers, of course, has not any role.

2 Spatial Distribution of the Carrier Concentration
in the i-Layer

Schematic view of the structure under consideration is shown in Fig. 1, where i-layer
is located between r1 and r2, rn and rp are the depletion region boundaries.

Basic equations of the task are continuity equations

divIn = R, (1)

divIp = −R, (2)

where R = n
τ

= p
τ
describes recombination (τ is a lifetime of the non-equilibrium

carriers, the high injection level is supposed, i.e., n(r) = p(r)), and partial electron
and hole currents are

Fig. 1 Schematic view of
the radial n-i-p structure
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In = q(Dngrad(n) + μnn(r)E(r)), (3)

Ip = q
(−Dpgrad(p) + μp p(r)E(r)

)
, (4)

where q is electron charge, Dn , Dp, μn , and μp are electron and hole diffusion
coefficients and mobilities, E(r) is radial electric field.

As well as in Ref. [7], we follow here to approach used in paper [8] under consid-
eration of planar p-i-n diode. It consists in assumption that at the borders of the
highly doped p- and n-regions, the current is carried only by holes and electrons,
respectively. Thus,

Ip(r1) = 0, (5)

In(r1) = −I, (6)

Ip(r2) = −I, (7)

In(r2) = 0 (8)

where minus at current density I is connected with reverse of the applied voltage.
Then according to (5),

Ip(r1) = qμp

(

−θ
dp

dr

∣∣
∣∣
r=r1

+ p(r1)E(r1)

)

= 0

where θ = kT
/
q (k is the Boltzmann constant, T is temperature), whence

E(r1) = θ

p(r1)

dp

dr

∣
∣∣∣
r=r1

. (9)

and according to (8),

In(r2) = qμn

(

θ
dn

dr

∣
∣∣∣
r=r2

+ n(r2)E(r2)

)

= 0

whence it follows that

E(r2) = − θ

n(r2)

dn

dr

∣∣∣
∣
r=r2

. (10)

Next, according to (6) with using (9),



380 V. L. Borblik

In(r1) = qμn

(

θ
dp

dr

∣∣
∣∣
r=r1

+ n(r1)E(r1)

)

= 2qμnθ
dn

dr

∣∣
∣∣
r=r1

= −I,

whence

dn

dr

∣∣∣
∣
r=r1

= − I

2qμnθ
, (11)

and according to (7) with using (10),

Ip(r2) = qμp

(

−θ
dp

dr

∣∣∣∣
r=r2

+ p(r2)E(r2)

)

= −2qμpθ
dn

dr

∣∣∣∣
r=r2

= −I,

whence it follows that

dn

dr

∣∣∣∣
r=r2

= I

2qμpθ
. (12)

Expressions (11) and (12) will be used as the boundary conditions for solution of
ambipolar diffusion equation

div
[
grad(n)

] = n(r)

Dambτ

which follows from Eqs. (1–2), and under conditions of cylindrical geometry, takes
the form

1

r

d

dr

(
r
dn

dr

)
= n(r)

Dambτ
(13)

where Damb = (
μpDn + μnDp

)/(
μn + μp

)
.

Solution of Eq. (13) is

n(r) = C1 I0(r
/
Lamb) + C2K0(r

/
Lamb) (14)

where Lamb = √
Dambτ , I0, and K0 are modified Bessel functions of 1st and 2nd

kind, respectively. Introducing new variable x = r
/
Lamb, we obtain for derivative

of (14)

dn

dx
= C1 I1(x) − C2K1(x). (15)

Using now Eqs. (11) and (12),
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Fig. 2 Dimensionless factor of spatial distribution of carrier concentration in the i-layer of radial
p-i-n structure [7] (a) and radial n-i-p structure (b)

dn

dx

∣∣∣∣
x=x1

= C1 I1(x1) − C2K1(x1) = − I Lamb

2qμnθ
, (16)

dn

dx

∣∣∣∣
x=x2

= C1 I1(x2) − C2K1(x2) = I Lamb

2qμpθ
(17)

we obtain finally the carrier distribution

n(x) = I τ

qLamb(1 + b)�

{
[bK1(x1) + K1(x2)]I0(x)

+[bI1(x1) + I1(x2)]K0(x)

}

(18)

where b = μn
/

μp is mobility ratio, � = I1(x2)K1(x1) − I1(x1)K1(x2).
At b = 1, this distribution does not differ from that for radial diode with p-i-n

structure, i.e., possesses by the same own specific asymmetry (see Fig. 2a). But the
asymmetry of the component which is due to b �= 1 proves here to be of the same
type, i.e., both asymmetric components are adding (Fig. 2b) enhancing significantly
common asymmetry of the concentration distribution.

It should be noted that the own specific distribution asymmetry connected with
cylindrical geometry of the structure is enhancing when the i-layer is closer and
closer to the nanowire center (Fig. 3).

3 The Forward Current–Voltage Characteristic

Under conditions of Boltzmann statistics, we have at left edge of the i-layer

p(r1)

ni
= n(r1)

ni
= e− qUl

kT (19)
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Fig. 3 Spatial distribution
of non-equilibrium carriers
in the i-layer at different its
positions relative to the
nanowire center

and at the right one—

n(r2)

ni
= p(r2)

ni
= e− qUr

kT (20)

where

n(r1) = I τ

qLamb(1 + b)�

{
[bK1(x1) + K1(x2)]I0(r1)

+[bI1(x1) + I1(x2)]K0(r1)

}

≡ I τ

qLamb(1 + b)�
{}1,

n(r2) = I τ

qLamb(1 + b)�

{
[bK1(x1) + K1(x2)]I0(r2)

+[bI1(x1) + I1(x2)]K0(r2)

}

≡ I τ

qLamb(1 + b)�
{}2.

Multiplying (19) and (20), one can obtain an expression for the current–voltage
characteristic in the form

I = qLambni
τ

(1 + b)�√{}1{}2
e− q(Ul+Ur )

2kT . (21)

Under introducing the whole voltage U = Ul + Um + Ur where Um is a voltage
drop across the i-layer, the current–voltage characteristic takes the form

I = qLambni
τ

(1 + b)�√{}1{}2
e

qUm
2kT e− qU

2kT ≡ qLambni
τ

F(r1, r2)e
− qU

2kT (22)
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where dependence of the current–voltage characteristics on position and thickness
of the i-layer is described by factor F(r1, r2). A voltage drop across the i-layer is
given byUm = ∫ r2

r1
E(r)dr , where radial electric field E(r) is determined from Eqs.

(3) and (4) after their summation

E(r) = I

q(1 + b)μpn(r)
− (b − 1)θ

(b + 1)n(r)

dn

dr
. (23)

Figure 4 presents dependence of the current density determined by factor
F(r1, r2)/

√
(1 + b) (when accounting its dependence on mobility ratio) on radial

extent of the i-layer at given Lamb in comparison with analogous results for radial
p-i-n structure [7] and for planar p-i-n diode with the same parameters. It is seen from
this figure that both in planar and in radial p-i-n and n-i-p diodes, these dependences
demonstrate maximums at i-layer thicknesses close to ambipolar diffusion length
falling both at small thicknesses (case of “short” diode) and at large thicknesses
(case of “long” diode). But value of the current density in maximum proves to be
higher in radial p-i-n structure and lower in radial n-i-p structure than in analogous
planar p-i-n diode.

Fig. 4 Dependences of the current density on radial extent of the i-layer at given Lamb =
L0

/√
1 + b for radial n-i-p structure (dot lines), for radial p-i-n structure [7] (dash lines) and

for planar p-i-n diode (calculated on the base of corresponding formulas of Ref. [8]) with the same
parameters (solid lines)
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4 Conclusion

Thus from the point of view of obtaining maximal current density, just radial p-i-n
structure ismost preferential. But, for example,maximumof recombination radiation
proves to be closer to external nanowire surface in the n-i-p structure.
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Selection of Optimal Technological
Parameters for Obtaining Encapsulated
Organic-Mineral Fertilizers
with Nanoporous Structure

S. V. Vakal, V. S. Vakal, A. E. Artyukhov, V. Y. Shkola, and A. O. Yanovska

Abstract The work is devoted to improving the technology of obtaining organo-
mineral fertilizers by modifying the composition of the organic shell, which allows
the formation of its developed nanoporous structure. Perspective directions of the
“green” transition of agriculture in the concept of sustainable innovative outpacing
are substantiated. The relevance of using granular products with a porous structure in
chemical production and the agricultural industry is given. A review of methods for
obtaining granules with a nanoporous structure is also carried out. The necessity of
creating a new type of fertilizers, combining nutrients included in the composition of
mineral fertilizers and organic elements, has been substantiated. The technological
bases of encapsulation of mineral fertilizers with an organic shell are presented. A
new composition of the shell for encapsulation has been proposed, in which biochar
is used as an additional pore-forming agent. The results of studying the structure of
granules of organo-mineral fertilizers with biochar in the shell are presented.

Keywords Nanoporous structure · Organic-mineral fertilizers · Granulation ·
Concept of green innovative outpacing/proactivity

1 Introduction

Tackling climate risks, resulting from anthropogenic pressures on ecosystems,
involves global reductions in greenhouse gas emissions in all sectors of the economy
and a “green” transition of national economies to climate neutrality and sustain-
able development [1–3] in accordance with the documents “The European Green
Deal” [4] and “Fit for 55”: delivering the EU’s 2030 Climate Target on the way to
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Fig. 1 Dynamics of greenhouse gas emissions in the EU, thousand kt (developed by authors based
on data [7])

climate neutrality [5], adopted by the European Commission in response to climate
and environmental-related challenges [6].

According to the European Environment Agency [7], the largest polluter in terms
of anthropogenic N2O greenhouse gas emissions in the EU is the agricultural sector,
which accounted for 74.59% of nitrogen oxide emissions (or 174,965.9 kt CO2 eq.)
in 2019. The overall dynamics of greenhouse gas formation in the EU countries is
shown in Fig. 1. In Ukraine, according to the annual inventory submissions 2021 [8,
9], the volume of nitrogen oxide emissions in the agricultural sector was 111.3 kt in
2019, 78% of which are direct and indirect emissions from agricultural land (as a
result of the use of organic and mineral fertilizers).

The dynamics of fertilizer use in the agricultural sector of Ukraine for the period
2000–2020 indicates an increase in consumption of mineral fertilizers by almost
886% (from 0.28 million tons in 2000 to 2.78 million tons in 2020) while reduc-
tion of organic fertilizers by 60.6% compared to 2000 (from 29 million tons to 11.4
million tons). Meanwhile, the share of agricultural lands treated with mineral fertil-
izers increased only by 252.7% and in 2020 amounted to 39.5%, and the share of
agricultural lands treated with organic fertilizers increased by 41.2% and in 2020
amounted to 2.4% [10]. These data indicate that while maintaining current trends,
the volume of greenhouse gases in agriculture will increase, and hence, the “green”
transition to organic production will take place at an extremely slow pace, even if it
is focused on achievement of the climate neutrality goals by 2060 or even by 2070,
as defined in [11, 12].

The need to accelerate the “green” transition of Ukraine to climate neutrality
through the introduction of environmental innovations is identified in the National
Economic Strategy for the period up to 2030 [11]. Moreover, the trigger for a “green”
transition in Europe is the ever-growing hybrid threats from the Russian Federation,
which intensify migration processes, including due to climate change, and affect
the food, energy, environmental, and national security of European countries. In this
regard, according to the concept of sustainable innovative outpacing, one of means of
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accelerating the “green” transition in agriculture is to use new generation fertilizers
that are environmentally safe at all stages of their ecological and economic cycle,
including the stages of life cycle and customization one [13–15], and based on an
innovative approaches to the technologies of the fertilizer production and the use of
only clean energy sources in the production process [16–19].

Obtaining granules with a nanoporous structure is a prerequisite for the imple-
mentation of some processes in chemical technology and ensuring the necessary
characteristics of a granulated product at the stage of its economic use. For example,
for blasting operations in the mining industry using ANFO, a prerequisite is the use
of ammonium nitrate with a developed network of nanopores (porous ammonium
nitrate, PAN) [20–22] simultaneously with the development of the technological
foundations of the process [23, 24] and the determination of the laws of hydrody-
namics [25] and heat and mass transfer processes [26–28]. The porosity of adsor-
bents and catalysts is also a prerequisite for successfully implementing processes in
chemical technology [29, 30].

It is necessary to highlight the direction of obtaining granules with a porous
structure for further use as fertilizers. This is especially important when it is required
to ensure a time-controlled dissolution of granules in the soil. Moreover, in the case
of using multilayer fertilizers, the structure of each layer should ensure the release
of components (nutrients) according to a given law.

Obtaining a porous structure of granules is possible both with special processing
and simultaneously with the formation of granules:

1. Introduction of pore-forming and modifying additives in the process of granule
formation.

2. Introduction of pore-forming andmodifying additives in the process of additional
processing of already formed granules.

3. Moistening and heat treatment of the formed granules with pore formation due
to moisture removal, incl. with components to the humidifier (except for pore-
forming and modifying), which can be further used as nutrients.

Research into the needs of the fertilizer market has shown that the most promising
direction for increasing the efficiency of nitrogen granules is their encapsulation
with phosphate-containing shells. Considering the highest nitrogen losses from urea
granules in the soil, it is adopted as the core of the encapsulated granule. The well-
known property of phosphates to dissolve more slowly in comparison with nitrogen
fertilizers predetermined to take them as the basis of the shell. At the same time,
changes in climatic conditions for growing agricultural plants and a decrease in
the humus content in the soil require different solutions to increase it. One of the
alternatives to compensate for the lack of organic matter is the use of sodium and
potassium humates. Considering the removal of significant amounts of nutrients
with the harvest, including calcium, we have developed a technical solution for
the production and use of calcium humate, which was tested in the conditions of
vegetation and small-scale experiments and confirmed its effectiveness.

The basic scheme for obtaining organo-mineral fertilizers can be presented as
shown in Fig. 2.
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Fig. 2 Model installation for encapsulating fertilizers [13]: 1—phosphorite bunker; 2—microele-
ments bunker; 3—mixer; 4—dispenser; 5—potassium-magnesium solution tank; 6—humate solu-
tion tank; 7—potassium-magnesiumand humatemixing tank; 8—urea granule feed unit; 9—nozzle;
10—disc granulator; 11—tray for granulated product

Obtaining a nanoporous structure of the granule shell is one of the ways to ensure
a given rate of dissolution of fertilizer with soil moisture. The amount of moisture
that can penetrate into the membrane and stay there to ensure the transfer of nutrients
to the kidney depends on the pores’ structure, size, and volume. Thus, in this work,
two problems are simultaneously solved: the proposal of a new shell composition for
encapsulation and the study of the properties of the nanoporous structure of granules
of organic-mineral fertilizers.

2 Technological, Constructive, and Optimization
Calculation

The developed technical solution for obtaining encapsulated organo-mineral fertil-
izers consists of forming a phosphate-containing shell on a granule (prill) of
carbamide in a pelletizing granulator. The process is carried out by the method of
agglomeration of fine powders by wetting them with a plasticizer, which is used as
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one of the types of mineral or organic fertilizers. Common shells for encapsulation of
nitrogen fertilizers are sulfur, polymer, and suspension coatings. The main substance
of the shell is sulfur and polymeric materials applied to the granules in the form
of solutions or suspensions. The introduction of polymer components into the shell
composition reduces the overall nutritional value of the fertilizer. It requires special
conditions to apply a uniform thickness of a thin solid coating, which significantly
increases the cost of fertilizers.

To increase the nutritional value of the encapsulated fertilizer, shells based on
suspensions of ammophos or powdered ammoniated superphosphate and phosphorite
concentrates have recently been used. Aqueous solutions of other fertilizers are used
as a plasticizer to form the shell based on powdered phosphates. However, the use of
solutions of inorganic fertilizers in the composition of such a shell does not allow to
create its stable porous structure, which when dissolving the shell increases its pore
size and increases the rate of dissolution of the nitrogen core of the granule.

The shells of encapsulated fertilizers formed on the core of nitrogen, phosphorus,
or potassium fertilizers are known. They include an inorganic substance in the form
of a natural phosphorus-glauconite concentrate as the base of the shell, and a binder
in the form of aqueous solutions of potassium or nitrogen fertilizers, or combinations
thereof. The disadvantage of such granule structure forming is the use of aqueous
solutions of nitrogen and potassium fertilizers as a plasticizer, which leads to the
rapid dissolution of these fertilizers in the soil and does not allow the creation of a
porous shell structure for the entire period of dissolution of the granule core.

The prototype is the shells of nitrogen fertilizers, which include powdered ammo-
niated superphosphate moistened with calcium humate as a plasticizer, which is
formedby agglomeration, followedby rolling anddryingof the encapsulated product.
Shell formation is carried out at a ratio of inorganic coating substance and calcium
humate 1 (0.0012 ÷ 0.01).

The disadvantage of these shells of nitrogen fertilizer granules is the use of
powdered ammoniated superphosphate, which requires pre-acid decomposition of
phosphorite and low pH of the fertilizer as a whole, which affects the degree of crop
yield.

The new model is based on the task of creating a microporous coating of nitrogen
fertilizer granules, which effectively acts to increase crop yields on all types of soils.

The problem is solved by using phosphate-glauconite concentrate with the
addition of biochar in the amount of 5–10% by weight of phosphate-glauconite
concentrate and an aqueous solution of calcium humate. The ratio of a mixture of
phosphate-glauconite concentratewith biochar and calciumhumate is 1: (0.09–0.11).

The physical model of encapsulation can be represented as follows. A fraction
(2–4) mm of carbamide granules, powdered phosphate-glauconite concentrate with
a particle size of fewer than 200 microns, and an aqueous solution of calcium humate
containing up to 85% water are preliminarily prepared by sieving. Urea granules are
encapsulated in a disc granulator (Fig. 3) on the pellet surface while simultaneously
dosing urea granules, powdered phosphate-glauconite concentrate into the granu-
lator, and wetting the surface of the granules, and powder with a plasticizer in the
form of an aqueous calcium humate solution.
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Fig. 3 Design scheme of the
granulator and initial data for
calculating the encapsulation
process

When the granulator plate rotates, the moistened carbamide granules move (roll)
along the trajectory of an irregular spiral, and as they increase in size, approach the
plate side, and are discharged from it. The process of granule growth occurs due to the
adhesion of moist small particles of phosphate-glauconite concentrate. In the process
of pellet rolling, these particles are compacted on the surface of the granule, then after
the next cycle of irrigation and rolling of the granule, additional adhesion occurs,
followed by compaction of other particles, and so on until the required thickness of
the granule shell is reached. At a certain, given diameter, it rolls over the side of the
plate. Further, the encapsulated granule is sent for drying, followed by the separation
of the commercial fraction.

Implementing the encapsulation process on a pan granulator has its advantages.
After reaching the required size, the granules are removed from the apparatus, and
visual control of the granule growth process allows you to quickly track changes in
the technological parameters of encapsulation.
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To obtain encapsulated organo-mineral fertilizers when conducting laboratory
studies, carbamide granules of fraction 2–4 mm were used, with 46.1% nitrogen,
phosphate-glauconite concentrate with a total content of P2O5 14%, and a particle
size of no more than 200 microns, potassium and calcium humates with a mass
moisture content of 85 and 87%, and the mass fraction of potassium and calcium
humates (in terms of dry matter) 18 and 16%, respectively. At the same time, the
humate solution has a pH= 10.8, which allows us to consider it as a blocker of heavy
elements in the soil. Biochar powder was prepared by sieving to a fraction of fewer
than 200 microns, with a carbon content of 93%. The production of potassium and
calcium humates was carried out on a model homogenizer.

The general technique of the experiment is described in [15].
The choice of a plasticizer in the form of potassium and calcium humates is due

to the positive results of agrochemical tests, which showed an additional increase in
yield compared to a plasticizer based on potassium (an aqueous solution of potassium
mag). In the first series of experiments, the dependence of the strength of the applied
coating on the amount of plasticizer-calcium humate was determined (Table 1).

As follows from the experimental data obtained, the dependence of the strength of
the granules on the moisture content of the granulated phosphate-containing mixture
is extreme depends on the rheological properties of the phosphate-containing addi-
tive, and the optimal amount of moisture is 12.5%, which correlates with the data of
other researchers—8–15%. When the moisture content of the phosphate-containing
charge is less than 10%, not all of the charge is uniformly moistened and cannot be
involved in the agglomeration process. In this case, the rolling process is disrupted,
and the strength of the phosphate-containing shell is low, with low adhesion of the
shell to the carbamide granule. When the moisture content of the charge is more
than 15%, the phosphate-containing charge is granulated to a moisture content of
12.5%. Then, the over moistening of the charge follows with the formation of stuck
together granules and ultimately, the disruption of the agglomeration process. Addi-
tional studies on introducing a carbon-containing nanoporous additive—biochar into
the shell composition—showed an insignificant change in themoisture content of the
charge while maintaining the trend of optimal moisture content. It was interesting to
determine the maximum amount of biochar that can be introduced into the composi-
tion of the phosphate-containing shell. In experiment 1, biochar was not introduced
into the composition of the shell (comparison experiment). In experiments 2–5, it

Table 1 Results of the study of the consumption of the plasticizer on the properties of the granule

Indicator Experience number

1 2 3 4 5

Plasticizer consumption, % 8 10 12.5 15 20

Granule strength, kgf/granule 0.7 1.32 1.5 1.05 0.95

Moisture content of finished granules 0.1 0.25 0.7 0.65 0.53
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Table 2 Results of experimental studies

Indicator Experience number

1 2 3 4 5

Biochar content in the shell, % – 5 10 10 15

Plasticizer consumption, % 25 25 25 30 25

Strength of granules, kgf/granule 1.5 1.26 1.085 1.035 0.97

Moisture content of finished granules 0.12 0.19 0.15 0.095 0.32

was introduced in various quantities with its preliminary mixing with phosphate-
glauconite concentrate. The results of experimental studies are presented in Table
2.

As follows from the presented experimental results, for a given phosphate-
containing mixture, the maximum content of biochar based on the strength char-
acteristics of the shell is not more than 10%. At the same time, according to other
researchers’ data, its effect on increasing fertilizer efficiency begins to show itself
even when it is present in 1%. Thus, an increase in the content of biochar with nano-
sized pores will make it possible to more efficiently use the nutrient elements of
the granule and accordingly, increase the yield of agricultural crops. This statement
was confirmed during test vegetation experiments and showed an increase in yield
compared to the sample without nanoporous additives by 23%.

3 Phase Composition and Crystal Structure of Granules
of Organic-Mineral Fertilizers

The main characteristics of samples of organic-mineral fertilizers are presented in
Table 3.

Samples 5 and 6 contained biochar in various compositions. According to the
results of the experiments, a composition with 10% biochar addition into a phosphate
shell with calcium humate as a plastiziser was more successful for obtaining the
nanoporous shell. The cross-section analysis of obtained samples showed that with
the addition of biochar into phosphate coating of the granule, the attachment between
granule of carbamide and phosphate shell increased, and the interface between layers
became more uniform structure (Fig. 4). The addition of biochar slightly decreases
the density of the granules butmakes such fertilizersmore appropriate for agricultural
application.

The nanoporous structure of biochar is presented in the Fig. 5a. A micrograph of
biochar microstructure is shown in the Fig. 5b, c.
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Table 3 Composition of produced samples of fertilizers based on carbamide in phosphate shell
[15]

No. of sample Composition, % Plasticizer The density of
granules, MPaP2O5, % N, % K2O, %

Sample 1 7.20 23.80 0.31 Calcium humate 2.10

Sample 2 7.13 23.60 0.21 Potassium humate 2.07

Sample 3 7.84 21.80 0.42 Potassium-magnesium 2.09

Sample 4 with
“Avatar”

7.40 22.80 0.21 Calcium humate 1.71

Sample 5 with
the addition of
biochar to the
shell

8.90 25.60 2.20 Potassium humate 1.06

Sample 6 with
10% of biochar

8.10 25.90 0.39 Calcium humate 1.00

Fig. 4 SEM images of granules cross section containing carbamide in phosphate shell with various
plastizisers 1—calcium humate, 2—potassium humate, 3—potassium-magnesium, 4—calcium
humate with complex Avatar, 5—potassium humate with biochar addition to the shell, 6—calcium
humate with addition of 10% biochar into phosphate shell

4 Conclusions

The research results have shown that the improvement of the composition of the
organic shell in the process of encapsulating themineral fertilizermakes it possible to
create a developed nanoporous structure of this shell. The introduction of biochar into
the shell leads to the formation of an ordered structure of organic-mineral fertilizer
and the creation of conditions for a controlled process of its solubility in soil.
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Fig. 5 SEM image of biochar morphology (a) and biochar microstructure (b) with elemental
analysis (c) with an increase in ×5000

The introduction of a new type of fertilizer will increase the security of producers
and consumers, improve national security, global competitiveness, inclusive, and
“green” economic growth, and accelerate the achievement of the Sustainable
Development Goals and climate neutrality.

The research results obtained allow in future to assess the competitiveness of a new
type of fertilizer in the context of the concept of sustainable innovative outpacing.
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Dispersion Kinetics of Thin Double
Hafnium-Copper Films Deposited
onto Oxide Materials and Annealed
in Vacuum

T. V. Stetsyuk, I. I. Gab, O. M. Fesenko, and D. B. Shakhnin

Abstract Dispersion kinetics research of two-layer hafnium-copper coatings (films)
onto oxide materials (leucosapphire, alumina, and zirconia ceramics) during
annealing in vacuum at 900–1100 °C at different annealing time in the range of
2–20 min are describe. According to the research results, the kinetic curves of film
dispersion are built. Based on these graphs, the parameters of the joining ofmetallized
non-oxide materials by soldering were selected.

Keywords Dispersion · Kinetics · Two-layer hafnium-copper coatings · Oxide
materials · Annealing · Vacuum · Temperature

1 Introduction

Joining ceramic materials with each other and with metals is carried out by two main
methods:

(1) brazing with molten metallic solders [1–3];
(2) solid-phase pressure welding [4–6].

Since ceramic materials, particularly oxide ones, are usually poorly wetted by
molten metals, metal coatings are often used applied in various ways (electron-beam
sputtering, magnetron sputtering, chemical deposition, etc.). Adhesive-active metals
such as titanium, chromium, niobium, and others are the most commonly used to
make such coatings. Then, thus, metallized ceramic parts are brazed in vacuum or
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an inert medium (argon, helium, etc.) by molten metallic solders on the basis of tin,
silver, copper, nickel, etc. In this case, the thickness of the solder seam is from 50 to
100 µm up to several millimeters. Sometimes, multilayer metal coatings are used,
but the thickness of the layers and brazed seams remains high [7–9].

At the same time, there is information that the reduction in the thickness of the
brazed seam leads to a significant increase in the strength of the brazed joint [10–
12]. Obtaining brazed or welded joints of metallized ceramics is possible through
reducing the thickness of both the metallization coating on the ceramics and the
brazing layer by itself. This can be achieved if the soldering metal or alloy is also
applied in the form of a rather thin film, the thickness of which does not exceed
several µm. In addition, a thin soldering seam allows you to obtain precision welded
or brazed ceramic and ceramic–metal units which can be used in microelectronics,
radio engineering, microwave engineering, etc.

This objective can be achieved by application onto the ceramic surfaces of double
metal films, one of which is 100–200 nm thick and consists of an adhesion-active
metal such as Ti, Cr, and Hf, and the other is slightly thicker (2–3 µm) and serves
as a solder, e.g., Cu, Ag, Ni, etc., which will ensure joining of metallized ceramic
materials during brazing or welding with fine (2–4 µm thickness) solder seam.

The structure of such two- or multiphase coatings, determination of the optimal
ratio of the thickness of each layer, processes of interaction at the phases interface,
and behavior of these double films, during annealing of them, is also an important
area of research.

The study of dispersion kinetics two-layer hafnium-copper coatings (films) on
oxide materials during annealing in vacuum and the creation of brazed and welded
oxide ceramics joints based on them with super-thin brazed seam, the thickness of
which does not exceed 3 µm, is the main task of the present work.

2 Materials and Experimental Methods

In this paper, an electron-beam method for sputtering of metal (Hf, Cu) thin films
was used.

The thickness of the deposited films was measured by two methods:

(1) the metal of the given weight (calculated for films of the required thickness) is
completely evaporated; then, the thickness of the film can be easily calculated
according to the law of Lambert [13, 14];

(2) with the help of a special quartz sensor located in the vacuum sputtering chamber
near the sample on which the film is deposited.

Solid non-metallic substrates were made of leucosapphire, alumina, and zirconia
ceramics as small thin plates 4 × 3 × 2 mm in size. One of the flat surfaces of each
specimen was well polished to a roughness Rz = 0.03–0.05 µm. After polishing, all
specimens were thoroughly defatted and burned in air at 1100 °C for 1 h.
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As a metal deposited directly onto non-metallic surfaces, hafnium was used.
Metallized sampleswere then coated by copper films serving as a solderwhen joining
the samples.

The quality of all applied thin filmswas controlled using a XJL-17metallographic
microscope.

The specimens with deposited onto them metal films were annealed in a vacuum
chamber for various periods of time (from 5 up to 20 min) and at different
temperatures (from 900 to 1100 °C) in the vacuum no worse than 2 × 10–3 Pa.

Annealed specimens were investigated using SEM and ASM microscopy with
microphotographs storing. Using these microphotographs, the areas of metal islets
on the surface of non-metallic samples were determined by the planimetric method
[10]. The experimental data obtained were processed in the form of graphs showing
the dependence of the surface area of the samples covered with metal thin films on
the annealing parameters (temperature, time).

3 Results and Discussion

The double hafnium-copper film on substrates of leucosapphire, alumina, and
zirconia ceramics consisted of a hafnium metallization layer 150 nm thick, on which
a copper layer 1.5 µm thick was deposited.

The original hafnium-copper films on all three oxides were continuous and
remained almost unchanged after 5 min of annealing at 900 °C. After 10 min of
exposure at this temperature, noticeable changes occurred in the film, which intensi-
fied after 20 min of annealing (Fig. 1). As a result of annealing of films at 1000 °C,
noticeable changes in their morphology were found after 5 min; after 10 min, these
changes intensified; and after 20 min of annealing, there were noticeable signs of
dispersion (Fig. 2) although the integrity of the films was still quite significant since
they are still covering more than 80% of the substrates surface area. Of course, a
further annealing temperature rise had, as in previous cases, accelerated the films
dispersing process. So, after 5 min of annealing at 1050 °C, significant changes in
the films’ morphology were revealed, intensifying after 10 min; and after 20 min of
annealing, the film began to crack. (Fig. 3). An increase in the annealing temperature
up to 1100 °C led to the films integrity violation by swelling and cracking after only
5 min. This is very clearly shown by the images of the hafnium-copper double film
onto leucosapphire (Fig. 4a) and zirconia ceramics (Fig. 4b) at high magnification
under an atomic force microscope. After 20 min of annealing at 1100 °C, the films
were not only dispersed, but also, apparently, copper began to interact with hafnium
metallization of oxides (Fig. 5).

In Fig. 6, kinetic curves of dispersion of copper films on oxides metallized with
hafnium nanofilms and annealed in vacuum at temperatures of 900–1100 °C at
different exposition times.

Using a double hafnium-copper film, joint of zirconia ceramics was obtained by
soldering at a temperature of 1100 °C under low load up to 2 MPa (Fig. 7). The
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Fig. 1 SEM image (×3000) double hafnium-copper filmdeposited onto oxidematerials and further
annealed at 900 °C during 20 min in vacuum: a alumina ceramics; b leucosapphire; c zirconia
ceramics

thickness of the soldered seam was about 2 µm, and the shear strength of the joint
reached 130 MPa.

4 Conclusions

The kinetics of decomposition during vacuum annealing of double hafnium-copper
films deposited on leucosapphire, alumina, and zirconia ceramics was studied.
Annealing was performed in vacuum not worse than 2× 10–3 Pa at temperatures up
to 1100 °C with different exposition times at each temperature (from 5 up to 20 min).
The behavior of the films on all three oxides during annealing was almost identical.
It was found that the first slight changes in the films appear after 10 min of annealing
at 900 °C. Further increase in the annealing temperature intensifies the process of
changing the morphology of the films, especially with increasing annealing time.
In particular, after 20 min at 1000 °C, noticeable signs of dispersion were already
found, and after 20 min of annealing at 1050 °C, the film began to crack. At 1100 °C,
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Fig. 2 SEM image (×3000) double hafnium-copper filmdeposited onto oxidematerials and further
annealed at 1000 °C during 20 min in vacuum: a alumina ceramics; b leucosapphire; c zirconia
ceramics

Fig. 3 SEM image (×3000) double hafnium-copper filmdeposited onto oxidematerials and further
annealed at 1050 °C during 20 min in vacuum: a alumina ceramics; b leucosapphire; c zirconia
ceramics
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Fig. 3 (continued)

Fig. 4 Three-dimensional
AFM image thin double
hafnium-copper film
deposited onto oxide
materials and further
annealed at 1100 °C during
5 min in vacuum: a
leucosapphire; b zirconia
ceramics
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Fig. 5 SEM image (×3000) double hafnium-copper filmdeposited onto oxidematerials and further
annealed at 1100 °C during 20 min in vacuum: a alumina ceramics; b leucosapphire; c zirconia
ceramics

Fig. 6 Dependence of oxide materials surface area covered with a double hafnium-copper film on
the annealing time at different temperatures (900–1100 °C): a alumina ceramics; b leucosapphire;
c zirconia ceramics
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Fig. 6 (continued)

Fig. 7 The soldered joint of
zirconia ceramics through a
double hafnium-copper film
with ultrathin seam, × 2000

the film disperses significantly, and, after a 5-min exposure, the interaction of copper
with hafnium metallization of oxides occurs.

According to the research results, the kinetic curves of film dispersion are built,
using which it is possible to select the optimal parameters (temperature, time) of the
processes of metallized ceramics joining. Based on these graphs, the parameters of
the joining of metallized zirconia ceramics by soldering were selected, according to
which the joints themselves were made with an ultrathin seam about 2 µm thick, the
shear strength of which reached 140 MPa.
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Structure-Properties Relationships
of Nanocomposites Based on Polyethylene
Oxide and Anisometric Nanoparticles

E. A. Lysenkov, Valeriy Klepko, and M. M. Lazarenko

Abstract The electrical properties of systems based on polyethylene oxide (PEO),
carbon nanotubes (CNTs), and organoclays were studied using the methods of X-ray
diffraction analysis, optical microscopy, and impedance spectroscopy. It is estab-
lished that the introduction of nanofillers into the PEO matrix leads to a significant
reduction in its degree of crystallinity. For systems filled with CNTs, a percolation
transition is observed, which was analyzed in the framework of the scaling approach.
It was found that the structure of composites that contain organoclays significantly
depends on their type. For systems containing montmorillonite, the process of inter-
calation is observed, and for systems filled with laponite, there is exfoliation of
organoclay. It is shown that when organomodified laponite (OLP) is introduced into
the system, the percolation threshold is shifted to the region of lower CNT concen-
trations. At the same time, loosening of aggregates from CNT is observed. Modeling
of impedance spectra for systems based on PEO by the method of equivalent circuits
is carried out. It is established that the introduction of OLP more than 0.4% into
the system leads to a significant reduction in electrical conductivity. This effect is
explained by the fact that the OLP plates form their own network and prevent the
formation of direct contacts between nanotubes.

Keywords Polymer nanocomposites · Carbon nanotubes · Organoclay ·
Percolation · Electrical conductivity
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1 Introduction

Polymer composites, which contain nanosized fillers (nanocomposites) are the
objects of intensive research due to their excellent properties compared to conven-
tional mixtures. Various combinations of polymers and nanofillers have been devel-
oped to study their potential to improve the physical properties of the polymers with
minimal addition of nanofillers [1–4].Many authors have shown that the introduction
of a small amount of filler (approximately < 1 wt%) in the polymer matrix leads to a
rapid increase in the functional characteristics of such composites. Today, there are
many types of nanofillers, but the most suitable materials to increase the efficiency
of the polymers are carbon nanotubes (CNTs) [5–7] and organoclay [8].

At present, extensive studies have been conducted on nanocomposites containing
CNTs, which have been reported to achieve unique mechanical and electrical
properties of such materials. The phenomenon of percolation is most pronounced
in polymer-CNT systems. Upon reaching the percolation threshold, the electrical
conductivity of such systems can increase by more than 10 orders of magnitude. The
structure of such a composite changes significantly and percolation clusters of CNTs
are formed, which penetrate the entire volume of the material [9].

Like CNTs, organically modified clays are excellent candidates for the fabrica-
tion of highly efficient polymer nanocomposites [10]. Montmorillonite (MMT) and
its synthetic analog laponite (LP) consist of thin individual layers, several nanome-
ters thick. Unmodified clays have hydrophilic characteristics and require organic
modifications to show affinity for hydrophobic polymers.

The peculiarity of the use of organoclay as fillers is the variety of structures
that they form in the polymer matrix. For example, depending on the method of
preparation of the nanocomposite, the organic clay may be either in the intercalated
state or in the exfoliated state. Da Silva et al. investigated bionanocompositesmade of
polyhydroxybutyrate (PHB), polyethylene glycol (PEG) as plasticizer, and as fillers,
the clays: Cloisite 20A organoclay montmorillonite and organophilic vermiculite at
concentrations of 1 and 3% by weight. [11]. According to the type of clay used, the
systems possibly present partially intercalated or exfoliated structures. Regarding
the FTIR, the results indicated that the addition of different clays to PHB/PEG blend
did not promote significant changes in the chemistry of the polymer matrix.

The authors of the paper [12] studied the phenomena of intercalation-exfoliation
in PEO-organoclay systems. FromXRD analyses, it could be said that the increase in
the exfoliation degree with the increase in the clay content makes diffusion of PEO
chains into interlayer regions easier. In addition, the increased PEO diffusion forces
the spherical micelles into lateral bilayer adsorption, which leads to more exfoliation
because of the higher clay content.

However, when filling the polymer matrix with nanoparticles, there is a serious
problem associated with the aggregation of filler particles. The formation of aggre-
gates of both carbon nanotubes and organoclay particles leads to a depravation of
the properties of the material. One of the ways to overcome aggregation and increase
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the properties of polymer nanocomposites is to use a combined filler CNTs and
organoclay.

Loginov et al. investigated the effect of laponite on the properties of the water-
CNT system and found that in this hybrid system, hydrophilic plates of laponite
cover CNT and form a hydrophilic charged shell on their surface [13].

Yaroshchuk et al. proposed a simple and effective approach to improve the distri-
bution of CNTs in E7 liquid crystals [14]. This approach consists in the introduction
of nanosized laponite into the E7-CNTs system, which shows a high affinity for
nanotubes. Organomodified plates surround the CNTs and prevent the formation of
their aggregates. At the same time, laponite nanoparticles do not interfere with the
orientational ordering of CNTs in liquid crystal matrices. This approach allows to
replace the direct organomodification of CNTs, which is associated with the dete-
rioration of their structure and unique properties. Increasing the degree of CNTs
distribution leads to a significant improvement in the dielectric and electro-optical
characteristics of the studied suspensions.

Much of the research effort concerning layered materials is directed toward their
use as building blocks for the development of hybrid nanostructureswithwell-defined
dimensions and behavior. Chalmpes et al. reported the fabrication through layer-by-
layer deposition and intercalation chemistry of a new type of clay-based hybrid
film, where functionalized carbon nanotubes are sandwiched between nanometer-
sized smectite clay platelets [15]. Smectite clay nanoplatelets act as a structure-
directing interface and reaction media for grafting functionalized carbon nanotubes
in a bidimensional array, allowing for a controllable layer-by-layer growth at a
nanoscale.

The hybrid fillers of 1D multiwalled carbon nanotubes and 2D montmorillonite
have led to excellent physical and chemical properties in high performance elas-
tomer nanocomposites. In the study [16], the hybridization of polydiallyldimethy-
lammonium chloride (PDDA) functionalized MWNTs (P-MWNTs) and hydroxyl-
functionalizedMMT(H-MMT)was prepared by the electrostatic interaction between
the positive charge on the MWNTs and the negative charge on the MMT using a
simple solution mixing process. The nanocomposites with the hybrid nanofillers
exhibited outstanding mechanical properties including modulus, tensile strength,
and elongation at break, due to the enhanced interfacial bonding with the elastomer
matrix. Furthermore, the hybrid nanofillers in the polymer matrix showed superior
thermal and electrical properties and gas barrier performance at low loadings.

The effects of organically modified clay (OMC) incorporation on the microstruc-
ture and the electrical andmechanical properties of polypropylene (PP)/polyethylene
(PE) blends filled with carbon nanotubes (CNTs) were investigated in paper [17].
All blends were prepared by melt mixing in a batch mixer. The microstructures were
characterized by scanning electron microscopy. In the OMC:CNTs filled blends, the
CNTs were found to selectively localize within the PE phase, while the clay particles
were observed in the PP phase. The electrical resistivity of OMC:CNTs filled blends
did not show any significant change as a result of the clay addition since it was
localized in the CNTs free phase. On the other hand, the addition of clay degraded
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the blends mechanical properties due to the poor adhesion between the OMC and
the PP matrix.

Khajehpour et al. investigated the effect of clay addition on the broad-
band dielectric properties of multiwalled carbon nanotube/polyvinylidene fluoride
(MWCNT/PVDF) composites, that is, frequency range of 101–106 Hz [18]. The
dielectric spectroscopy showed that introducing clay into the MWCNTs/PVDF
nanocomposites at a critical MWCNTs concentration improved dielectric proper-
ties tremendously. It was interestingly observed that the incorporation of a specific
amount of clay, that is, 1.0 wt%, into the (MWCNTs/PVDF) nanocomposite at a
critical MWCNTs loading, that is, 0.5 wt% MWCNTs, resulted in a huge increase
in the dielectric permittivity (670% at 100 Hz) and a considerable reduction in the
dissipation factor (68% at 100 Hz).

Lysenkov et al. investigated the effect of laponite on the percolation behavior of
the polypropylene glycol (PPG)-CNTs system [19]. It is shown that the introduction
of organomodified laponite leads to a significant effect on the percolation behavior of
the PPG-CNTs system.With the addition of 0.1% laponite, the percolation threshold
decreased from 0.45 to 0.2%, and the overall electrical conductivity of the system
increased. This effect was explained by the increase in the size of CNTs units due
to the better spatial distribution of nanotubes. It has been established that laponite
particles cover nanotubes only partially, leaving the possibility ofCNTs to formdirect
contacts. However, as the value of the laponite/CNT ratio increases, the laponite
plates completely cover the nanotube, which leads to a significant reduction in the
electrical conductivity of the system. Therefore, to achieve a percolation threshold
of 0.2%, the optimal ratio of CNTs/laponite (CNT/CL ) should be 2. However, the
features of the influence of organomodified laponite on the percolation behavior of
the polymer-CNTs system with a fixed value of the ratio of laponite/CNTs remain
unexplored. The aimof thisworkwas to study the features of the structure, properties,
and percolation behavior of polymer nanocomposites based on polyethylene oxide
filled with anisometric nanofillers of different nature.

2 The Experimental Part

Model systems based on polyethylene oxide, carbon tubes, and organoclaywere used
for the study.

Polyethylene oxide (PEO 1000), HO[–CH2–CH2–O–]nH (n≈ 22) withmolecular
weight Mw = 1000, manufactured by Aldrich. At T = 298 K, PEO-1000 is a solid
with a density ρ = 1225 kg/m3 and a viscosity η ≈ 120 MPa s. The melting point is
308 K.

Multiwalled CNTs manufactured by Spetsmash Ltd. (Ukraine) are made of ethy-
lene by chemical vapor deposition (CVD) using a FeAlMo catalyst. The content
of mineral impurities was not more than 0.1%. Specific surface is 190 m2/g, outer
diameter is 20 nm, length is equal (5 ÷ 10) µm, and aspect ratio L/d ≈ 250 ± 170.
The density of CNTs is equal to the density of pure graphite and is ρ = 2045 kg/m3.
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Montmorillonite (MMT) and artificially synthesized laponite (Laponite-RD)
manufactured by Southern Clay Products were used as a layered nanofiller. Trans-
lation of MMT and LP into organoform was performed according to the following
method. To facilitate the conversion of the clay to the organoform, the clay was
pre-converted to the sodium form by treating the aqueous dispersion of the mineral
(0.1 mol/l) with a solution of sodium chloride five times. The mineral was then
separated from the treatment solution by centrifugation, followed by washing with
sodium chloride until a negative reaction to the silver chlorine ion.

To obtain organomodified laponite (OLP) and organomodified montmorillonite
(OMMT), the sodium clay thus obtained was treated with a stoichiometric amount
of organic salt, in particular cetyltrimethylammonium bromide (CTAB, C16H33–
N(CH3)3Br) manufactured by Fluka, at a temperature of 360 K for 24 h. The loose
precipitate of cetyltrimethylammonium clay was concentrated in a centrifuge and
subjected to freeze-drying to maintain its high dispersion and ability to disperse in
organic media.

PEO was dehydrated by heating in vacuum for 4 h at 350–370 K and a residual
pressure of 300 Pa. The samples were made by ultrasonic mixing in a polymer melt
at a temperature of 353 K using an ultrasonicator UZD-650. The content of fillers
varied within (0.1 ÷ 2) wt%. The volume fraction of nanofillers in the composites
was calculated as

ϕ = (
1 + (

Cp · ρ f
)
/
(
C f · ρp

))−1
,

where Cf and Cp are the weight contents of the nanonanofiller and polymer,
respectively.

To establish the effect of the filler on the structure of the polymer matrix in the
region of small (up to 4 nm) spatial orders, themethod of wide-angle X-ray scattering
(WAXS) was used. Used Cu Kα radiation with a wavelength λ = 0.154 nm.

Curves of small-angle X-ray scattering (SAXS) were obtained in a vacuum
chamber of the Kratki type, in the radiation of a copper anode, monochromatic full
internal reflection, and a nickel filter [20]. The survey was performed in the mode of
multiple step-by-step scanning of the scintillation detector in the range of scattering
angles from 0.03 to 4.0°, which corresponds to the values of the wave vector, q,
from 0.022 to 2.86 nm−1 (q = 4πsinθ /λ, θ is a half the scattering angle, and λ is
the wavelength of X-rays). This provides the ability to study microheterogeneous
formations (areas with greater or lesser density than in the matrix or micropores)
with characteristic dimensions (defined as 2π /q) from 2 to 280 nm. Processing of
SAXS curves was performed using the program FFSAXS.

Micrographs of systems based on PEO and anisometric nanoparticles were
obtained using a digital optical microscope SIGETA MB-303 (Ukraine), which is
equipped with a digital video camera SIGETA DCM-800 (Ukraine). For research,
materials in the molten state were placed between two plane-parallel glass plates,
and the gap between which was 80 µm. To obtain information about the fractality of
the structure of clusters with CNTs, the obtained micrographs were processed using
the program ImageJ v1.41.
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The study of electrical properties was performed using the method of impedance
spectroscopy, implemented on the basis of impedance meter E7-20. The sample was
placed between the electrodes of the cell, while measuring its real (Z′) and imaginary
(Z′′) part of the impedance. From the dependences of the complex impedance, the
electrical conductivity at direct current was determined as σdc = d

SRdc
, where S is the

area of the sample; d is the thickness of the sample.Measurements were performed at
room temperature in the frequency range 25 Hz–1 MHz. The constant gap between
the electrodes was 0.11 mm. Simulation of impedance spectra by the method of
equivalent circuits was performed using EIS spectrum analyzer.

3 Results and Their Discussion

To study the effect of nanoparticles on the polymermatrix, it is necessary to usemodel
systems that can provide a wide range of experimental conditions for preparation
and research, as well as variation of their own characteristics. One such compound
that meets these requirements is polyethylene oxide. The main advantages of such
polymer matrix are the ability to significantly vary the degree of crystallinity within a
single homologous series; it has a high (relative to dielectrics) intrinsic conductivity,
which changes significantlywith the change inmolecularweight of oligomers; can be
in different phase and aggregate states; used as a reactive oligomer for the synthesis of
various matrix polymers, such as polyetherurethanes; has a lowmelt viscosity, which
makes it possible to prepare nanocomposites based on them by ultrasonic dispersion;
they are sufficiently transparent, which makes them an acceptable environment for
the study of the structural organization of the introduced dispersed particles by optical
microscopy.

3.1 Structure and Properties of Nanocomposites Based
on Polyethylene Oxide and Carbon Nanotubes

Figure 1 shows the dependence of electrical conductivity on the filler content for the
system PEO-CNTs. It shows that the dependence σ(ϕ) is characterized by nonlinear
behavior. This nonlinear behavior of the dependence σ(ϕ) can be explained in the
framework of the percolation theory [21].

In the region of low concentrations of filler (region I), there is a gradual increase
in electrical conductivity. Until the system reaches a critical concentration of filler
(percolation threshold) (from0 to 2.2× 10–3 vol. p.) in the volume of thematrix, there
are isolated CNTs or their small clusters. Increasing the concentration of the filler
leads to the growth and merging of individual clusters. When the critical concentra-
tion is reached (approximately (2.3 ÷ 2.5) × 10–3 vol. p.), a cluster is formed, which
penetrates the entire volume of the system, which leads to an abrupt increase in its
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Fig. 1 Dependence of
electrical conductivity on the
filler content for the
PEO-CNTs system at T =
293 K

electrical conductivity. A rapid increase in electrical conductivity is observed in the
region of concentrations (2.5 ÷ 4) × 10–3 vol. p., which is, in essence, the region
of percolation transition (region II). At higher concentrations of CNTs (4 ÷ 8) ×
10–3 vol. p., there is an increase in the percolation cluster, and then an increase in
the number of continuous clusters, which leads to a smoother increase in electrical
conductivity (region III).

Such ideas are confirmed by optical microscopy. Figure 2 shows photomicro-
graphs for the PEO-CNTs system, which represent the typical structures observed
in certain concentration regions of CNTs, shown in Fig. 1. Figure 2a shows that
when a content of CNT is equal 0.0015 vol. p. (region to the percolation threshold),
nanotubes form single clusters that do not connect with each other. At the same time,
there is a tendency to the formation of large aggregates. When the content of CNTs
is equal 0.003 vol. p., which lies in the region of the percolation transition, a contin-
uous percolation cluster is formed (Fig. 2b). With a further increase in the content of
CNTs, clusters of nanotubes begin to grow and condense, forming more and more
continuous conductive channels (percolation network). It should be noted that since
the optical axis of the microscope coincides with the geometric axis of the dielectric
cell, the structures of clusters with CNTs in the photomicrographs shown in Fig. 2
are not an exact representation of the clusters connecting the opposite electrodes.
However, as shown by the authors [22], who studied the electrical conductivity of
liquid crystal-CNTs systems parallel and perpendicular to the suspension layer, at a
sample thickness of more than 50 µm, the electrical conductivity of such systems
does not depend on the direction of measurement. Since the thickness of the samples
we studied was around 100 µm, we can assume that the picture of the distribution
of clusters with CNTs in the plane perpendicular to the presented microphotographs
will be similar.

The X-ray diffraction technique allows to study the morphological features of
nanocomposites based on polyethylene oxide and CNTs at the level of microphase
formations, at the supramolecular level of the structure. Figure 3 shows wide-angle
diffraction patterns for PEO-1000 and nanocomposite based on it. The figure shows
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a b c

Fig. 2 Microphotographs of the system based on PEO and CNTs at T = 293 K. The content of
nanotubes: a 0.0015 vol. p.; b 0.003 vol. p.; c 0.0045 vol. p

that the introduction of CNTs changes the diffraction curves, which indicates the
effect of nanotubes on the structure of PEO-1000.

Determination of the relative degree of crystallinity (χ cr) for systems based on
PEO and CNT was performed using the Matthews method. This method is based on
the comparison of the area of diffraction maxima characterizing the crystal structure
of an amorphous-crystalline polymer (Qcr) with the total area of the diffraction curve
in the selected information angular interval (2θ1 ÷ 2θ2), which includes the main
diffraction pattern for the whole series of polymers:

χkp = Qkp(
Qkp + QaM

) (1)

Fig. 3 Curves of wide-angle X-ray scattering. Empty circles correspond to unfilled PEO-1000,
painted circles correspond to PEO-1000 filled with 1.5% CNTs
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According to the calculations, the relative degree of crystallinity decreases from
82% for pure PEO-1000 to 65.2% for filled. This fact is a consequence of steric
interference created by the developed surface of the nanofiller, reducing the flexibility
of polymer chains.

Figure 4a shows the SAXS curves of pure PEO and PEO-CNT nanocomposite.
It is seen that with the addition of filler to PEO, the scattering curve of the latter
changes significantly. This type of small-angle X-ray scattering profile is similar
to that observed for small-angle neutron scattering data [23], which shows a good
correspondence of experimental curves with model ones calculated using two sets
of cross-sectional radii of flexible polydisperse cylinders—14–16 nm and 130 nm,
respectively.

The scattering intensity of the nanocomposite is more than an order of magni-
tude higher than the scattering intensity of the unfilled PEO-1000. This makes it
possible to obtain the scattering profile of CNTs, subtracting from the scattering of
the nanocomposite scattering of the polymer matrix. The resulting scattering profile

Fig. 4 a Curves of
small-angle scattering of
X-rays. Empty circles
correspond to unfilled
PEO-1000, painted circles
correspond to PEO-1000
filled with 1.5% CNT; b
curve of small-angle X-ray
scattering of CNTs described
using the model of flexible
rods. Empty circles indicate
experimental data, and a
solid line corresponds to a
model
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of CNTs, which are dispersed in the PEOmatrix, is shown in Fig. 4b. The parameters
of CNTs in the polymer matrix are significantly different from the parameters of the
tubes in the free state. The persistent length is halved, and the fractal dimension is
increased.

The scattering intensity of the nanocomposite is more than an order of magni-
tude higher than the scattering intensity of the unfilled PEO-1000. This makes it
possible to obtain the scattering profile of CNTs, subtracting from the scattering of
the nanocomposite scattering of the polymer matrix. The resulting scattering profile
of CNTs, which are dispersed in the PEOmatrix, is shown in Fig. 4b. The parameters
of CNTs in the polymer matrix are significantly different from the parameters of the
tubes in the free state. The persistent length is halved and the fractal dimension is
increased.

A decrease in the persistent length of the flexible nanotube indicates an increase
in the flexibility of the CNT. This fact can be explained by the destruction of CNTs
under the action of ultrasonic waves during dispersion. Therefore, the flexibility of
CNTs dispersed in the polymer matrix can increase due to two processes: fracture
of long nanotubes, which leads to the formation of CNTs fragments, and the length
of which is approximately equal to the persistent length or the destruction of CNTs
beams [24].

The next step in the study was to use a scaling approach to analyze the percolation
dependences for a system based on polyethylene oxide filled with CNTs. According
to the percolation theory, in afilled systemafter the percolation threshold, the relation-
ship between the electrical conductivity and the content of the conductive nanofiller
is described by the following scaling law [25]:

σ ∝ (ϕ − ϕc)
t for ϕ > ϕc, (2)

where σ is the electrical conductivity of the system, ϕ is the fraction of the conduc-
tive nanofiller, ϕc is the critical fraction of the nanofiller at the percolation transi-
tion (percolation threshold), t is the exponent, the critical conductivity index, which
mainly depends on the system dimension and does not depend on the particle struc-
ture clusters and their interaction (for a three-dimensional system, the theoretical
value of t is in the range from 1.6 to 2 [26]).

On the other hand, the electrical conductivity of systems to the percolation
threshold can be described by another scaling law, which is written as:

σ ∝ (ϕc − ϕ)−s for ϕ < ϕc, (3)

where s is the critical index (the theoretical value s ≈ 0,73 for a three-dimensional
system [26]).

Applying the method of least squares and Eqs. (2) and (3) to describe the
experimental data (Fig. 1) determined the values of the percolation threshold and
critical exponents that characterize the structural organization of the nanofiller in
the composite and the structure of the clusters. The results of approximation of
experimental data in a wide range of nanotube concentrations are presented in Fig. 5.
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Fig. 5 Dependences of
electrical conductivity on the
content of CNTs in the
coordinates of Eqs. (2) and
(3) for polyethylene
oxide-based systems

Although the scaling laws (2) and (3) stipulate that the dependences log(σ ) from
log|ϕ − ϕc|must be strictly linear, but Fig. 5 shows that the constructed experimental
results have some deviations from linearity. Such deviations lead to significant errors
in determining the parameters of the Eqs. (2) and (3) [27].

Using the method of intersection of the two tangents, determined the value of the
percolation threshold for the PEO-CNTs system, which is 0.0024 vol. p. It should
be noted that the obtained value ϕc = 0.0024 vol. p. is quite low compared to other
PEO-carbon filler systems. For example, the value of the percolation threshold for
the PEO-carbon black system is 0.01 vol. p. [28], and for the PEO-PVC-graphite
system is 0.075 vol. p. [29]. As can be seen, systems containing an isometric filler
are characterized by a higher value of the percolation threshold compared to systems
containing an anisometric filler. Therefore, the value obtained for PEO-CNTs systems
is typical for strongly anisometric nanoparticles in dispersedmediawith lowviscosity
[30, 31]. In particular, directly, for the PEO-CNTs system, depending on the method
of preparation, the value of the percolation threshold can vary from 0.005 vol. p. [32]
to 0.00015 vol. p. [33].

The calculated value of the critical conductivity exponent t is 1.55 ± 0.18. It is
seen that the values of t are much lower than the universal value of t = 2, theoreti-
cally calculated by statistically distributed spherical particles in a three-dimensional
system. Such values of t are very close to the value of the critical exponent obtained
for the two-dimensional system t = 1, 3. Similar low values of t were obtained exper-
imentally for different types of polymer-CNTs systems, for example, polyepoxide-
CNTs (t = 1, 2) [34] and polyvinyl alcohol-CNTs (t = 1, 36) [35]. Also, the obtained
values of t correlate well with some theoretically calculated values. Fogel et al.
suggested that the deviation of the value of the critical exponent t from the universal
one is a consequence of the large anisometry of the shape of the electrically conduc-
tive filler [36]. After performing numerical calculations, they found that for CNTs
with an aspect ratio greater than 500, the value of t varied in the range 1.2–1.4.
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For PEO-CNT system, using Eq. (3), the value of the critical exponent s, which is
0.43 ± 0.02, was calculated. This value is much lower than the theoretical one (for a
three-dimensional system, the universal value s ≈ 0.73) [26]. In percolation theory,
s is related to the size of the conductive zones consisting of CNTs that form clusters.
According to [21], s characterizes the average number of CNTs in any cluster. The
values of the critical exponent s differ from the universal one. A significant difference
(toward higher values) from the universal value of s was observed by Panda et.
al. [37] for systems based on PVDF filled with Ni particles of different sizes and
prepared by different methods, the value of the critical index s varied between 1.09
÷ 1.73. However, in the PVDF-steel fiber system, the obtained value of the critical
exponent was s = 0.36, which was less than universal. The authors explained this
difference by the significant anisometry of the filler [38]. In addition, a decrease in
the critical exponent s that observed in epoxy-CNTs systems are explained by the
process of aggregation of nanotubes and the formation of a heterogeneous nature of
the distribution of the filler during the curing process [39].

3.2 Structure and Properties of Nanocomposites Based
on Polyethylene Oxide and Organoclay

In the introduction, it was discussed that by changing the nature of the distribution of
nanosized organ clay in the polymer matrix (intercalation, exfoliation), it is possible
to influence the functional characteristics of nanofilled systems. Therefore, the study
of the structural organization of the clay in the polymer system is very important,
because the structure determines the properties of nanocomposites. However, despite
the relevance of these studies, today, little studied are the different types of structural
organization of nanoclay in polymer matrices.

Figure 6 showsWAXS for systems based on PEO and layered silicates of different
nature, and Table 1 gives the positions of the diffraction peaks and the values of
their half-widths. It is seen that all the studied systems are partially crystalline.
For nanocomposites based on PEO-1000 and OMMT, at scattering angles of ~ 5°,
diffraction reflexes are observed, which are responsible for the interplanar distance of
OMMT (Fig. 6a.) The intensity of these reflexes increases with increasing content of
OMMT in the system.OnX-ray patterns for nanocomposites based onOLP (Fig. 6b),
such reflexes are not observed, which may be evidence of complete destruction of
OLP tacotides during ultrasonic treatment.

For a more detailed understanding of the processes occurring in the polymer-
layered filler system, nanocomposites were investigated by the method of small-
angle X-ray scattering. The resulting WAXS and SAXS curves for nanocomposites
based on PEO-1000 and 5% of filler are presented in Fig. 7.

Figure 7a shows that the X-ray scattering curve of PEO-OMMT has 2 diffraction
reflexes that correspond to the interplanar distances (d) of OMMT. The first reflex
(d = 3.7 nm) indicates the intercalation of PEO in the interlayer space OMMT, and
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Fig. 6 Wide-angle diffraction patterns of nanocomposites based on PEO-1000, filled with: a
OMMT, b OLP. Filler content: 1–0, 2–1, 3–3, 4–5%. For greater clarity, the curves are offset along
the x-axis

Table 1 Structural characteristics of nanocomposites based on PEO-1000

Sample θm, o

± 0.1°
β, o

± 0.05°
L, nm
± 0.05 nm

χcryst, %

PEO 23.3 0.75 11.80 78.3

PEO-1% OMMT 23.3 0.90 10.00 52.0

PEO-3% OMMT 23.3 0.75 11.55 49.8

PEO-5% OMMT 23.3 0.75 12.55 46.3

PEO-1% OLP 23.2 0.70 13.30 48.7

PEO-3% OLP 23.2 0.70 13.45 45.0

PEO-5% OLP 23.2 0.70 13.95 41.2
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Fig. 7 Resulting diffraction
patterns of nanocomposites
based on PEO-1000, filled
with 5% OMMT (a), OLP
(b)

the second (d = 1.9 nm) is really responsible for the intact tactoids OMMT [40]. In
Fig. 7b, diffraction reflexes which are responsible for the interplanar distance of the
OLP are absent, which is indisputable evidence of complete exfoliation [40].

Thus, according to the data of WAXS and SAXS in systems containing OMMT,
there are partial processes of intercalation, and in systems with OLP take place a full
exfoliation. This discrepancy may be due to the shape of the layered filler. Since the
OMM consists of long plates up to 200 nm long, more energy must be applied to
delaminate them than to the separation of OLP disks up to 25 nm in diameter.

Since nanocomposites based on PEO-1000 and layered silicate fillers have a
partially crystalline structure, the effective size of the crystallites can be calculated
using Scherrer equation (4):

L = kλ

β cos θm
, (4)

where β is the angular expansion of the diffraction maximum (in radians), which is
usually defined as the width of the maximum at half its height (“half-width” of the
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maximum) after subtracting the background scattering; k is a coefficient depending
on the shape of the crystallite (if the shape is not known, then k = 0.9); θm is
the angular position of the diffraction maximum. The half-width of the most intense
maximumwas used to calculate the effective crystallite size for each nanocomposite.

Table 1 gives the values of half-widths, positions of maxima and calculated by
Eq. (4) the size of the crystallites for systems based on PEO-1000. To calculate the
effective crystallite size for each nanocomposite, the half-width of the most intense
maximum was used.

Table 1 also gives that the angular position of the crystal maxima of PEO-1000 is
practically unchanged. Their half-width, in the case of filling OMMT (Fig. 6a), first
increases with increasing nanofiller content, which corresponds to a decrease in the
effective size of the crystallites, and then decreases to the previous value (Table 1).
This fact is evidence of the additional disorder of the partially crystalline material
of the polymer matrix under the influence of the surface of the nanofiller due to the
limitation of the conformational set of fragments of polymer chains. In contrast to
OMMT, the introduction of OLP in the entire concentration range leads to a decrease
in half-width and to an increase in the effective size of the crystallites (Fig. 6b).

To determine the influence of the structural organization of nanoclays in the
polyethylene oxide matrix on the electrical properties of nanocomposites, the
impedance formalism Z"(Z’) was used. Figure 8 shows the dependences of Z"(Z’) for
pure PEO-1000 and nanocomposites filled with layered silicates of different nature.

The isotherms of the dependences Z"(Z’) in the classical variant are semicir-
cles with deviations in the low-frequency region. These deviations are the result of
surface polarization effects, which become more obvious with increasing tempera-
ture and, consequently, with increasing segmental mobility in the polymer system. At
frequencies lower than the frequency corresponding to the minimum Z′′ (in the case
of implicit minima, the approximation Z′′ → Z0 is performed), the surface processes
dominate over the bulk ones, and the values of Z′ of these minima correspond to the
bulk resistance of the material Rdc. From the dependences of the complex electrical
resistance, the conductivity at direct current was determined as σdc = d

SRdc
, where

S is the area of the sample, d is the thickness of the sample. Figure 9 shows the
concentration dependences of σ dc of the investigated polymer nanocomposites in
semi-logarithmic coordinates.

Figure 9 shows that in the case of filling with different organoclays, the nature
of the concentration dependence of electrical conductivity differs significantly. The
graph for the electrical conductivity of a system filled with OMMT is linear in
semi-logarithmic coordinates. Themonotonic increase in electrical conductivitywith
increasing content of OMMT is explained by a decrease in the degree of crystallinity
of the polymer matrix. At the same time, the fraction of the amorphous phase of PEO
increases, in which charge transfer is mainly realized.

The dependence of electrical conductivity on the content of OLP is extreme. The
electrical conductivity first increases, reaching amaximumat 3%ofOLPcontent, and
then gradually decreases. This behavior of the conductivity graph is a consequence of
the presence of two processes in the system: reducing the crystallinity of the polymer
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Fig. 8 Z”-Z’ dependence
for nanocomposites based on
PEO-1000, filled with
OMMT (a), OLP (b)

Fig. 9 Dependence of
electrical conductivity on the
content of OMMT (1) and
OLP (2) for systems based
on polyethylene oxide
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matrix, which increases the electrical conductivity, and the formation of a network
of laponite nanoplates, which destroys the paths of charge transfer.

3.3 Synergetic Effects of Combined CNTs/Organoclay Filler
in Nanocomposites Based on Polyethylene Oxide

The formation of aggregates with CNTs leads to the depravation of the functional
properties of the material due to a significant reduction in the interaction surface
between the polymer and the filler. To overcome the aggregation, various modifiers
are introduced into the composition of the polymer-CNTs type system, for example,
oxide nanoparticles [41], organoclays [42], carbonblack [43], etc. The introduction of
layered silicates into the polymer-CNTs system significantly changes its percolation
behavior [41, 43, 44]. For example, for the polyepoxide-CNTs system, the value of the
percolation threshold decreased in 2.5 timeswith the introduction ofmontmorillonite
[42]. The authors of [44–46] showed that the optimal ratio of CNT:MMT to improve
the properties of the nanocomposite is 1:1.

It is seen from the introduction that the value of the percolation threshold and the
overall conductivity of nanofilled systems can be influenced by the introduction of
additional inorganic filler. In this paper, we consider the effect of additives of layered
silicates on the percolation behavior of systems based on polyethylene oxide and
CNTs.

To establish the effect of layered silicates on themicrostructure and electrical prop-
erties of filled systems, studies of the system based on PEO-1000 and CNTs with the
addition of organomodified montmorillonite (OMMT), which is able to intercalate
in the matrix and organomodified laponite (OLP), which is completely exfoliated,
are conducted. Layered silicates were added to the system before dispersion. The
content of silicates ranged from 0.0005 vol. p. up to 0.001 vol. p.

To analyze the morphological features of the clusters, the microstructure was
studied using the method of optical microscopy. Figure 10 shows microphotographs
for PEO-CNTs systems filled with OMMT at the content of CNTs in the region of the
percolation threshold (0.0025 vol. p.). Figure 10 also shows that the introduction of
the system of PEO-CNTs particles OMMT significantly changes its microstructure.
Visually, the destruction of large units of CNTs and the formation of amore branched
network of nanotubes. It was shown that with the introduction of even 0.5% of
OMMT, CNTs are distributed more evenly.

To establish the effect of OMMT on the electrical properties of the PEO-CNTs
system, conduct a study of electrical conductivity in two different states of the
polymer matrix: in the partially crystalline state (T = 290 K) and melt (T = 340 K).
Figure 11 shows the results of electrical conductivity studies for systems based on
PEO-1000. Figure 11 presents that for both states of the polymer matrix, there is
a similar trend in the filling of CNTs and OMMT. Thus, when introduced into the
composition of PEO-1000 OMMT, the electrical conductivity increases only a few
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Fig. 10 Microphotographs of PEO-1000 systems filled with CNTs (CNT = 0.0025 vol. p.) and
OMMT (COMMT = 0–2%)

times.With the introduction of 0.0025 vol. p. CNTs into PEO, electrical conductivity
increases by one and a half to two orders of magnitude, which is associated with the
percolation transition. When entering the system PEO-CNTs-OMMT, the electrical
conductivity increases by an order of magnitude in the crystalline state and by half
an order of magnitude in the melt PEO-1000. This behavior can be explained by
the fact that OMMT particles destroy aggregates with CNTs, which leads to better
contact between individual nanotubes [46, 47].

The effect ofOMMT ismore pronounced for PEO-1000 in the crystalline state due
to additional amorphization of thematrix through the introduction of additional filler.
As Fig. 11 shows, the electrical conductivity of PEO-1000 in the melt (amorphous
state) is an order of magnitude higher than in the crystalline state. However, the
impact of OMMT was much smaller than expected. Perhaps, this effect occurs due
to the fact that the tactoids of OMMT cannot exfoliate in this mode of ultrasonic
treatment of the system PEO-CNTs-OMMT, and there are only processes of partial
interaction.
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Fig. 11 Electrical
conductivity of systems
based on PEO-1000 in the
crystalline state and the melt
filled with 0.0025 vol. p.
CNTs and/or 0.5% OMMT

The introduction of the modifier into the polymer-CNTs system significantly
affects its microstructure. To establish the effect of the modifier on the fractal dimen-
sion of nanotube aggregates, studies of the PEO-CNTs system filled with 0.1% of
laponite (LP) and organomodified laponite (OLP) were performed.

From the microscopic images, it is possible to estimate the fractal dimension df,
which reflects the morphology of clusters with CNTs in two-dimensional projection.
The fractal dimension df was calculated by counting the number of cells required to
cover the perimeter of the aggregates N from the cell size L [48]:

N ∝ Ldf . (5)

To assess the fractal dimension, all images were translated into binary (black
and white) format. The method of calculating of df given in [49]. The value of df
is between 1 (the case of linear aggregates) and 2 (the case of dense aggregates).
To move to the fractal dimension of three-dimensional aggregates, you can use the
following Eq. [48]:

d3
f = d2

f + 1, (6)

where d3
f is the fractal dimension of three-dimensional aggregates, d2

f is the fractal
dimension of two-dimensional aggregates.

Table 2 gives that the introduction of the modifier significantly changes the fractal
dimension of the PEO-CNTs system. According to X-ray diffraction analysis, LP
particles are in the form of tactoids (bundles of plates), and OLP exfoliates, evenly
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distributed in the form of plates. Table 2 also gives that the introduction of OLP leads
to a greater increase in df of the system than the introduction of LP. This effect is
explained by the different size of the interaction surface between the plates of laponite
and CNTs. Thus, the introduction of only 0.1% of OLP contributes to significant
loosening of units with CNTs, which probably affects the electrical properties of the
PEO-CNTs system [19].

Therefore, to achieve a percolation threshold of 0.001 vol. p., the optimal ratio
of CNTs/laponite (CNT/CL ) should be 2. However, the features of the influence of
organomodified laponite on the percolation behavior of the polymer-CNTs system
with a fixed value of the ratio of laponite/CNTs remain unexplored. Therefore, the
next task was to study the electrical properties and percolation behavior of model
systems based on PEO-1000, carbon nanotubes, and laponite, with a fixed value
CNT/CL = 2.

Figure 12 presents the experimental results of the dependence of electrical conduc-
tivity on the filler content for nanocomposites PEO-CNTs-OLP. Figure 12 shows that
the concentration dependence of electrical conductivity is nonlinear. Dependence
can be divided into two regions: I–region (from 0 vol. p. to 0.0032 vol. p. of CNTs),
where the electrical conductivity of the nanocomposite exhibits a typical percola-
tion behavior; II–region (from 0.0032 vol. p. to 0.005 vol. p. of CNTs), where there
is a decrease in electrical conductivity due to the significant influence of laponite
particles.

Table 2 Value of the fractal dimension for PEO-CNT systems, filled with laponite

The content of
CNTs, vol. p

Without OLP With OLP The content of
CNTs, vol. p

Without OLP With OLP

0.001 1.55 1.66 0.002 1.79 1.73

0.0015 1.69 1.89 0.0025 1.83 1.84

Fig. 12 Dependence of
electrical conductivity on the
content of CNTs for the
system PEO-CNTs-OLP.
The ratio CNT/CL = 2
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Figure 13 shows the dependence of electrical conductivity on the filler content
for the studied systems PEO-CNTs and PEO-CNTs-OLP. The step-like change in
electrical conductivity associated with the phenomenon of percolation is observed
in the concentration range of 0.001–0.004 vol. p. For the PEO-CNTs system, at
a content of 0.004 vol. p. of nanotubes, the electrical conductivity of the systems
is more than an order of magnitude higher than the electrical conductivity to the
percolation threshold, and for the PEO-CNTs-OLP system, at a content of 0.002 vol.
p. is almost an order of magnitude higher.

Applying the approximation of Eqs. (2) and (3) to describe the experimental data
(Fig. 13) determined the values of the percolation threshold and critical exponents t
and s, which characterize the structural organization of the nanofiller in the composite
and the structure of the clusters. The results of the approximation are shown in
Fig. 14a. The values of the percolation threshold and critical exponents for the system
based on PEO are given in Table 3.

Fig. 13 Dependence of the
reduced electrical
conductivity on the content
of CNTs for systems:
1—PEO-CNTs;
2—PEO-CNTs-OLP
(concentration region I)

Fig. 14 Dependence of the
electrical conductivity of the
PEG-CNTs system (1) and
PEG-CNTs-OLP (2) on
(ϕ − ϕc) in logarithmic
coordinates. Solid and dotted
lines are approximation of
Eqs. (2) and (3), respectively



430 E. A. Lysenkov et al.

Table 3 Parameters of Eqs.
(2) and (3)

pc, % t s

PEO-CNTs 0.0025 vol. p 1.17 0.65

PEO-CNTs-OLP 0.0011 vol. p 1.09 0.21

In this case, the low value of the critical exponent t does not indicate a decrease in
the dimension of the system, and, apparently, due to the processes of aggregation of
CNTs after preparation of these systems, as well as the influence of laponite particles.
In our opinion, the formation of an electrically conductive network, due to the strong
attraction between individual CNTs, is not a statistical percolation process, which
assumes a uniform distribution of nanofiller particles.

The critical exponent s in Eq. (3) is related to the size of the conductive zones and
characterizes the average number of CNTs in any cluster [50]. This exponent for the
PEO-CNTs system was much higher than for the PEO-CNTs-OLP system (Table 3).

The analysis of the values of the critical exponent s for PEO-based systems
shows that the clusters in the system filled with laponite contain significantly fewer
nanotubes than in the system without the addition of OLP. This is explained by the
fact that the introduction of OLP particles leads to loosening of clusters with CNTs
and prevents their further aggregation (see microphotographs in Fig. 10).

Table 3 gives that with the introduction of laponite in the PEO-CNTs system, the
value of the percolation threshold decreases more than twice from 0.0025 vol. p. up
to 0.0011 vol. p. This effect is associatedwith a change in the degree of distribution of
the tubes over the volume of the polymer matrix. When introduced into the material,
OLP nanoparticles begin to interact with the surface of nanotubes and are attracted to
it. As a result, the surface of the nanotubes is partially covered with laponite plates,
as schematically shown in Fig. 15a. It should be noted that at this degree of coverage,
there is a probability for the formation of direct contacts between CNTs [19].

Fig. 15 Schematic representation of the structure of CNTs-OLP in the system based on PEO at
low (a) and high (b) laponite content



Structure-Properties Relationships of Nanocomposites Based … 431

For a more detailed analysis of the experimental results of electrical conductivity,
impedance spectra for the PEO-CNTs-OLP system were modeled by the method of
equivalent circuits, which allows to quickly and easily get a complete picture of the
features of charge transfer processes [51]. The impedance of the polymer material
is often simulated using a resistor and a capacitor connected in parallel. However,
for nanofilled systems, such an equivalent scheme is incorrect [52]. To compensate
for the inhomogeneities in the system caused by the fractal structure of the studied
samples, the constant phase element (CPE) is introduced into the equivalent circuit
[53].

Figure 16 shows Nyquist plots (dependences of Z′ on Z′′) for PEO-CNTs-OLP
systems with nanotube content from 0 to 0.0025 vol. p. Figure 16 also shows that all
impedance spectra have a similar appearance: there are two incomplete semicircles
separated by a minimum. To model the impedance spectra, we used the equiva-
lent circuit shown in Fig. 16. In this, circuit R is the total volume resistance of the
nanocomposite material, and CPE is a constant phase element, which is a generalized
and universal tool for modeling the impedance of a wide class of electrochemical
systems.

The proposed circuit showed full compliance with the experimental results
(Fig. 16). It should be noted that for unfilled PEO, as a result of fitting, the elements of
the CPE were converted into capacitive elements (capacitors). An equivalent circuit
can be used to judge the processes of charge transfer in this system. In the equivalent
circuit shown in Fig. 16, the series-connected elements CPE1 and R1 are responsible
for the movement of charges in the volume of the material, and the element CPE is
responsible for contact phenomena. In this case, contact phenomena can occur both
in contact between individual nanotubes or their aggregates (electron tunneling) and
in the interaction between the electrode and the nanocomposite. Therefore, the intro-
duction of OLP particles into the composition of PEO-CNTs in small quantities does
not affect the processes of charge transfer in the system.

With the introduction of a relatively high content of laponite in PEO-CNTs
systems, the electrical conductivity is significantly reduced (region II, Fig. 12). At

Fig. 16 Impedance spectra
(Nyquist plots) for the
system PEO-CNTs-OLP.
CNTs content: 1—0 vol. p.;
2—0.0005 vol. p.;
3—0.00075 vol. p.;
4—0.001 vol. p.; 5—0.0015
vol. p.; 6—0.002 vol. p.;
7—0.0025 vol. p. Solid lines
correspond to modeling
using the equivalent circuit
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the content 0.005 vol. p. of CNTs, the electrical conductivity is reduced almost to
the level of unfilled PEO, i.e., the effect of CNTs is leveled. Microphotographs in
Fig. 10 show that the distribution of CNTs in the system remains fairly uniform,
and the photograph does not show large aggregates of nanotubes. It is most likely
that the phenomenon of reduced electrical conductivity is due to the fact that due
to the obstacles created by the nanoplates of the OLP, CNTs cannot contact each
other. This makes it impossible to form a conducting cluster. This effect of reducing
the electrical conductivity was observed for the system PEO-CNTs-OLP at different
ratios CNT/CL , which was 1, 0.4, and 0.2. This effect was explained by the forma-
tion around the CNTs of a dense layer of OLP plates, which prevented the formation
of direct contacts between nanotubes. However, in our case, CNT/CL = 2 in the
entire concentration range of the filler. Therefore, the effect of reducing the elec-
trical conductivity of the system at high filler content can be explained by assuming
that laponite nanoplates form a three-dimensional network that permeates the entire
volume of the material. Given that the ratio CNT/CL is constant, when the content
of CNT is 0.005 vol. p., the content of OLP is 0.5%. According to [54], a typical
liquid-gel transition is observed in this concentration region in the PEO-laponite-
NaCl system. It should be noted that during visual observation, the PEO-CNTs-OLP
system with a high content of filler after dispersion of all components had the form
of a gel-like substance. Thus, in the process of forming the PEO-CNTs-OLP system,
laponite plates interact with each other and with polymer molecules, forming a three-
dimensional quasi-network. The OLP particles prevent individual nanotubes from
forming their own percolation network. As a result, nanotubes, remaining isolated
from each other (Fig. 15b), cannot form direct contacts with each other, which leads
to a significant reduction in the electrical conductivity of the system.

Figure 17 presents Nyquist plots for PEO-CNT-OLP systems with a high content
of nanotubes. It shows that the impedance spectra have a similar appearance, and
there are three incomplete semicircles separated by minima. This type of impedance
spectra differs significantly from those shown in Fig. 16 spectra for a system with a
low content of OLP. To model the impedance spectra, we used the equivalent circuit
shown in Fig. 17. This equivalent circuit contains all the elements of the circuit
shown in Fig. 16, but with the addition of another block, which is associated with
the contribution of interfacial conductivity. With a high CNT content, the nanotubes
come into direct contact with the electrode, in fact, increasing its interaction surface
with the ion-conducting polymer matrix. In the case when the measuring electrodes
are not completely blocked, a current can flow through the electrode-ion-conducting
nanocomposite boundary by charging the double layer. Thus, on the equivalent circuit
(Fig. 17) together with the active resistance of the bulk material (circuit in Fig. 16),
there will be a parallel connection of the resistor R2, which corresponds to the active
resistance of the layer at the electrode boundary, and the element CPE2, which char-
acterizes electric capacity of a double electric layer. If the kinetics of charge transfer
is also controlled by the process of ion diffusion to the electrode-ion-conducting
nanocomposite interface, then in series with the resistance R2, the equivalent circuit
also contains the so-called Warburg impedance ZW. The impedance of the element
W is determined by the following empirical equation [51]:
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Fig. 17 Impedance spectra
(Nyquist plots) for the
system PEO-CNTs-OLP.
CNTs content: 1—0.0042
vol. p.; 2—0.005 vol. p

ZW = λ( jω)−1/2, (7)

where λ is the coefficient (Warburg coefficient); n is the exponential index that
characterizes the phase deviation.

As a result of fitting, the proposed circuit showed good compliancewith the exper-
imental results (Fig. 17). Thus, the impedance spectra and the equivalent circuit in
Fig. 17 show that in a system with a high content of laponite significantly increases
the contribution of the interfacial layers to the total impedance. Laponite particles
interact with PEO molecules to form an interfacial layer whose electrical conduc-
tivity is much higher than the bulk electrical conductivity of the polymer. As the
OLP plates cover the surface of the CNT, the surface area of the interfacial layer
increases. Accordingly, a high concentration of charges (protons) is concentrated at
the polymer-nanotube interface, which cannot pass to the electrode connected to the
nanotubes. The analysis of the impedance spectrum and the values of the param-
eters of the elements of the equivalent circuit also shows that the direct contacts
between the nanotubes are almost absent, as evidenced by the high value of the
contact resistance R, which is about 10–12 .

4 Conclusions

It can be concluded that the introduction of anisometric nanofillers significantly
affects the structure and properties of polymeric nanocomposites based on polyethy-
lene oxide. As a result of the study using the methods of wide-angle and low-angle
X-ray scattering, it was shown that the studied CNTs are multilayer, the radii of the
tubes vary between 15 and 25 nm and they aggregate, depending on the conditions
in dense or looser plaits. The introduction of nanotubes in PEO leads to a decrease in
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its degree of crystallinity. When dispersing of CNTs in a polymer matrix, their flexi-
bility increases. This effect is due to the destruction of nanotube beams by ultrasonic
waves.

It is shown that the structure and electrical properties of PEO-based nanocom-
posites significantly depend on the nature and content of the layered silicate filler.
It is established that in systems filled with OMMT, partial intercalation processes
take place, while in systems filled by OLP, complete exfoliation is observed. From
the data of X-ray diffraction analysis, it can be seen that the introduction of OLP
leads to greater amorphization of the system than the introduction of OMMT. The
presence of OLP in the system, in contrast to OMMT, promotes the formation of
larger crystallites. Based on electrical studies, it is shown that by varying the content
and nature of the silicate filler in PEO-based polymer nanocomposites, relaxation
processes and conductivity can be significantly influenced.

As a result of the conducted researches, it was established that the introduction
of organomodified laponite into the PEO-CNTs system can significantly affect its
percolation characteristics. It is established that with the introduction of laponite into
the PEO-CNTs system, the value of the percolation threshold shifts to the range of
lower concentrations from 0.5 to 0.22%. This effect is associated with a change in
the degree of distribution of the tubes over the volume of the polymer matrix. When
introduced into the material, OLP nanoparticles begin to interact with the surface of
nanotubes and are attracted to it. As a result, the surface of the nanotubes is partially
covered with laponite plates. At this degree of coverage, there is a probability for
the formation of direct contacts between CNTs. It was found that the introduction
of small amounts of OLP particles into the composition of PEO-CNTs does not
affect the processes of charge transfer in the system. It is shown that when a rela-
tively high content of laponite is introduced into the PEO-CNTs system, the electrical
conductivity decreases significantly, and when the CNTs content is 1%, the electrical
conductivity decreases almost to the level of unfilled PEO. The effect of reducing
the electrical conductivity of the system at high filler content can be explained by
assuming that laponite nanoplates form a three-dimensional network that perme-
ates the entire volume of the material, i.e., the system turns into a gel. As a result
of engagement between polymer molecules and laponite plates, nanotubes, while
remaining isolated from each other, cannot form direct contacts with each other,
which leads to a significant reduction in the electrical conductivity of the system.
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Gas-Phase and Plasma-Chemical
Bromination: Key Techniques to Prepare
Heteroatom-Functionalized Carbon
Surfaces
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Abstract Nanoporous activated carbons (NACs), multiwalled carbon nanotubes
(MWCNTs), carbon black (CB), and activated carbon fibers (ACFs) were directly
brominated in gas phase with bromine vapor in the temperature range of 30–800 °C
and plasma-chemically brominated using a 27.12 MHz atmospheric inductively
coupled bromine plasma at 22 °C. Isothermal bromination in the temperature range of
200–500 °C leads to chemisorption of bromine in the amount of 0.5–2.5 mmol g–1.
The largest amounts of grafted bromine were found on materials with developed
microporosity: NACs and ACFs. However, the surface reactivity per 1 m2 was
significantly higher for CB and MWCNTs. The diffusion of bromine in a carbon
porous structure determines the bromination rate and completeness of the bromi-
nation process at any temperature. The bromination reaction is completed within
1–2.5 h, depending on the porous structure of the CM. Amination of brominated
CMs with diethylamine leads to partial substitution of bromine for amino groups
in the amount of 0.30–1.55 mmol g–1. Bromination of ACFs with bromine plasma
at 22 °C leads to chemisorption of up to 1 mmol g–1 of bromine. During short-
term (5–30 min) treatment with bromine plasma, significant amounts of physisorbed
and intercalated bromine are formed on the ACF surface. Increasing the bromina-
tion time to 60 min leads to the maximum amount of chemisorbed bromine (up to
1.04 mmol g–1). About 60–70% of the grafted bromine can be replaced by thermally
stable acid SO3H groups. It is shown that 100% conversion of 2-propanol to propene
on the obtained acid catalysts is observed at 190–205 °C.
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1 Introduction

Carbon nanomaterials and porous carbon materials have a developed surface. They
are sorbents in the processes of separation and purification of gas and liquid mixtures
[1], for gas storage [2], in catalysis as carriers [3], or directly, as catalysts [4–6], and
as electrode materials in energy generation and storage processes [7].

The functional properties of carbon materials are related to specific interactions
between the carbon surface and the gas or liquid phase. Therefore, together with the
porous structure, the properties of carbon materials will be significantly affected by
their functional cover. One can optimize carbon materials for specific applications
by creating a specially selected layer with surface functional groups. The simplest
method of forming a layer of functional groups is through the use of oxidation [8–11].
Because of the significant affinity of carbon for oxygen, the surface of any carbon
material is covered with various O-containing groups. Among these groups, the
most common are carboxyl (Cx), phenolic (Ph), quinone (Qu), and carbonyl (Cb)
groups [8–11]. Nearest-neighboring oxygen-containing groups can interact, with
each other, to form more complex sites, such as surface anhydride (A) and lactone
(L) groups [12–18]. However, oxidation adversely affects the porous structure and
specific surface area of CMs [19], and the oxygen-containing groups can exhibit
weak acidic properties only and cannot give significant basicity to the carbon surface
[20].

The modification of the surface by heteroatoms changes its acid-base and
hydrophilic-hydrophobic properties in awide range and significantly expands the use
of modified carbon materials [21–24]. The main obstacle to obtaining CMs modi-
fied by heteroatoms is the low chemical activity of the carbon matrix, which mainly
contains carbon atoms in the sp2-hybridized state in the composition of condensed
aromatic rings [25, 26]. The basal surface of such graphene layers is chemically
inert. A small number of defects and surface groups, mostly localized at the edges of
graphene layers, are few active sites available in the carbon matrix. The solution to
this problem is the selection of adequate methods of chemical modification, which
will provide sites for the covalent attaching of a significant number of chemical
groups to the active sites of the surface.

Pre-bromination can be used to increase the concentration of surface-attached
groups. Bromination is one of the most well-known and effective ways of carbon
surface functionalization, and it gives high yields [27–29]. Many bromination
methods are currently known [30, 31]. The simplest method of bromination is treat-
ment with molecular bromine in the liquid phase [32, 33] or in the gas phase [34–
37]. But, the treatment with molecular bromine, including bromination in solutions
containing bromine, is accompanied by significant oxidation of the carbon surface
and bulk [38]. Other bromination methods are the bromination of oxidized carbon
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nanomaterials, such as graphene oxide and graphite oxides, withH2O2/HBr solutions
[39] or using bromine or hydrobromic acid under reflux conditions or in an auto-
clave at elevated temperatures and pressures [40], and also by using the reduction
of few-layer graphene sheets with a sodium-naphthalide solution and then bromi-
nated themby the directmethod [41]. The bromination can be used to purify and open
carbon nanotubes [42]. Besides, chemical bromination of carbon nanotubes catalyzed
by the Lewis acid is also reported [43]. Alternative methods of bromination of CMs
include electrothermal [44], hydrothermal [45], plasma-chemical [46–50], photo-
chemical [51–53], and microwave processing [54] methods. Bromination is a simple
method for determining multiple bonds in organic compounds [55] and can be used
to quantify the active centers of CMs. Chemisorbed bromine atoms have been shown
to react readily with nucleophilic substitutors. Using brominated precursors opens
the way to preparing various CMs with covalently attached scaffolds and dyes or
with grafted functional groups [56, 57].

It should be noted that brominated carbons can be used to purify gases and contam-
inated water frommercury by the adsorption method [58–62]. The use of brominated
carbons also improves the capacity of electrochemical energy storage devices [63–
65]. Bromine-containing carbon materials can be used in catalysis, particularly as
active additives in the oxidation of alkyl and aromatic hydrocarbons, cumene, oil
diesel fraction, and low-density polyethylene [66–68]. By using the bromination
reaction, one can perform further functionalization; for example, bromine attached
to the carbon surface can be replaced by diethylamine residues or other amino groups
[69, 70].

Therefore, it is crucial to develop a convenient and efficient method of bromi-
nation of CMs to achieve significant yields of attached bromine. One way to solve
the problem is to use bromine vapor, which can be activated by high temperature
or high-frequency plasma discharge. Kinetic studies conducted in a wide range of
temperatures can provide valuable information about the mechanism of bromina-
tion to determine its optimal conditions. It is important to study the reactivity of
the attached bromine for furthermodification to obtain carbon surfaces functionalized
with N- or S-heteroatoms.

2 Experimental

2.1 Materials and Reagents

As the initial CMs, we used three types of nanoporous activated carbons (NACs),
labeled as NAC1, NAC2, and NAC3, multiwalled carbon nanotubes (MWCNTs),
carbon black (CB), and activated carbon fibers (ACF). The NAC1 was an activated
carbon obtained from peach stones; The NAC2 was a spherical nitrogen-containing
NAC obtained by standard method for carbonization and vapor activation of vinyl
pyridine rubber; The NAC3 was obtained from the same raw material as NAC2.
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But, at the carbonization stage, the level of carbon burnoff was kept above 80%.
The MWCNTs (JSC ALIT, Kyiv, Ukraine, 95%) were prepared by a chemical vapor
deposition method with a metal Ni/Mg catalyst. For purification, crude MWCNTs
were treated with a mixture of hydrochloric and nitric acids [71]. The CB sample
(K354 trademark, 98%) was obtained as soot by impingement of small natural gas
diffusion flames in a burning camera on a channel iron. The ash content in the
CB samples is about 0.05 mass%. The CB was used as is without any additional
treatment. The ACF is carbon fiber made from polyacrylonitrile, which is carbonized
and simultaneously activated in an atmosphere of water vapor at 1000 °C.

All chemicals used in this study were p.a. grade from Merck, Fluka, Fischer,
and Sigma Aldrich, and they were used as received without further purification. All
solutions were prepared with deionized water of resistivity not less than 18.2 M�

cm–1. The pure argon gas (99.999%) used in the bromination and thermal desorption
experiments was supplied in gas cylinders by Linde Gas Ukraine.

2.2 Functionalization

Bromination of CMs by bromine vapors

Bromination of CMs with bromine vapors was performed under gravimetric control
with a thermogravimetric analyzer. It was based on theMcBain springmicrobalances
and operated under a dynamic gas atmosphere. The studied sample (50 mg) was
placed in a quartz basket and transferred within it into a quartz reactor. The reactor
was placed in a temperature-controlled furnace regulated by a programmer-controller
TRP-09TP (LLC Byte, Zhytomyr, Ukraine). The basket with the sample was hung to
a ferrite rod through two quartz hooks. The ferrite rod was suspended on a tungsten
spring placed inside an upper vessel. The rod was moved in the tube connecting the
vessel and the reactor and positioned inside a gap of an induction coil imposed
externally and mounted stationary. The change in the weight of the sample caused
a change in the length of the spring. The spring tension–compression moved the
position of the ferrite rod in the inductor coil. The electromagnetic response of the
inductor in the electrical circuit with themicrocontrollers was recorded automatically
on a laptop. This signal was linearly proportional to the weight of the sample at the
respective temperature of the sample. This construction ensured the registration of
the effects of weight change at the level of 4 × 10–5 g. The upper vessel, where
the tungsten spring was located, was carefully thermostated with a water condenser
jacket operated by a circulating thermostat (Carl Roth, E5s model). At experiments,
an argon flow (40ml min–1) was passed through the upper vessel to the quartz reactor
to protect against bromine vapors. The flow of argon (40–50 ml min–1) was saturated
with bromine vapor (bromine concentration about 1 × 10–3 mol L–1) to prepare an
Ar-Br2 gas mixture, which was fed, by gas controllers, to the reactor directly, with
no contact with the ferrite rod and tungsten spring.
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The bromination reaction was investigated under non-isothermal and isothermal
conditions. In non-isothermal experiments, three different heating rates were used,
namely, 3, 5, and 10 °Cmin–1. From the beginning of the non-isothermal experiment,
the Ar–Br2 gas mixture was introduced into the interaction with the sample of certain
CM. In the course of the experiment, these samples were heated from 30 to 800 °C at
a selected heating rate. Isothermal bromination was performed at 200, 300, 400, and
500 °C. During these studies, two types of experiments were performed. In the first
experiments, typically, the sample was heated in argon flow to a given temperature.
At this temperature, the sample was kept (in the reactor) up to a constant weight.
After that, the Ar–Br2 gas mixture was fed into the system. The weight change
under the constant temperature was recorded until the growth of the weight of the
sample ceased under the Ar-Br2 gas mixture flow. The experiments of the second
type were used to study the thermal stability of the attached bromine. In the typical
experiment, pure argon gas was fed into the system, and then the bromine desorption
under isothermal conditions was investigated by weight loss recording. Additionally,
the samples of the brominated CMs were obtained for further studies without the
bromine desorption stage. These samples were rapidly cooled in the reaction mixture
of Ar–Br2 and thoroughly vacuumed at 100 °C to remove physisorbed bromine. The
resulting samples were designated as the CM-Br-T, where T is the bromination
temperature.

Plasma-chemical bromination of ACF

Before modification, the ACF samples (2 g) were dried in air at 120 °C for 2 h.
The dried ACF samples were vacuum evacuated in the installation directly before
the plasma bromination. Plasma-chemical bromination of the ACF surface was
performed with bromine vapor at pressure 0.1 mmHg at 22 °C under high-frequency
inductive plasma discharge at a frequency of 27.12 MHz. The duration of plasma
treatment varied from 5 to 30 min. The samples were designated as the ACF-Br-t,
where t is the bromine plasma treatment time.

Amination of brominated carbon materials

A sample of brominated CM (1 g) was transferred in an autoclave screwcap tube, and
then a 20 ml solution of 20 wt% Et2NH in ethanol was added. The closed and filled
autoclave screwcap tube was placed in a stainless steel autoclave. The stainless steel
autoclave was heated up to 110 °C and then was kept at this temperature for 12 h.
After barothermal treatment, the sample was washed on a filter with distilled water
and then with dilute H2SO4 solution to remove the adsorbed amine. As a result of
the acid treatment, the amino groups form salts, so the samples were further washed
with an aqueous solution of 10 wt% of Na2CO3 and water to neutral pH. Next, the
aminated samples were dried in air at 120 °C. Aminated CMs were designated as
the CM-Br-T-N, where T is the bromination temperature.

Sulfonation of brominated carbon materials

Samples of the unmodified ACF and the brominated ACF-Br-t were placed in
screwcap test tubes, poured with a concentrated solution of sodium mercaptoacetate
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(MA), and kept immersed for the period of 15 h in the closed test tubes thermostated
at 120 °C [72]. The prepared samples were boiled with 15 wt% of HCl to hydrolyze
the S-containing surface groups. After the boiling, the samples were treated with
30 wt% of H2O2 to oxidize HS-containing surface groups, washed with water, and
dried at 120 °C. The obtained sampleswere designated as theACF-S andACF-Br-t-S,
respectively.

2.3 Methods

For analysis, to quantify the bromine content, the samples of brominated CMs
were dissolved in a melt of NaOH–NaNO2 (molar ratio 3:1). The dissolution was
done at a temperature of about 500 °C. After cooling, the resulting melt was
dissolved in water and acidified, and then the content of bromide ions was deter-
mined by an inverse titration by the Volgard method. Scanning electron microscopy
(SEM) studies and energy-dispersive X-ray spectroscopy (EDS) measurements were
performed on a Zeiss EVO-50 SEMmicroscope equipped with an INCA Energy 350
spectrometer [73, 74].

Before the studies, the samples were dried at 120 °C and vacuumed for 5 h.
FTIR-ATR spectra of the samples were obtained on Shimadzu IRAffinity-1S and
IRPrestige 21 Fourier spectrometers. Recording and search match procedures for
the spectra lines were performed using a standard software package LabSolutions
IR from Shimadzu. For the studies, the samples were thoroughly dried and ground
into powder. The spectra were recorded in the wavelength range 650–4000 cm–1,
with a step of 0.5 cm–1, in the mode of accumulation of 1025 and 3000 scans by the
method of disturbed total internal reflection (ATR) using the Horizontal ATR Basics
ATR-8000A, which was equipped with prisms based on zinc selenide and metallic
germanium.

Nitrogen adsorption-desorption isotherms were measured up to 1 atm at−196 °C
on a Micromeritics ASAP 2010 unit. All samples were outgassed at 150 °C under
vacuum for 24 h before measurement. The specific surface area (SBET) was calcu-
lated using the Brunauer–Emmett–Teller (BET) method. The total pore volume
(V tot) was estimated at a relative pressure of p/p0 = 0.99. For the pore size distri-
bution (PSD) calculations, the adsorption branches of isotherms were analyzed
with the SAIEUS program (http://www.nldft.com) using the kernel carbon–N2

model for porous carbons having a heterogeneous surface [75]. This model was
derived from the 2D non-local density functional theory (NLDFT). The micropore
surface area (Smicro) and micropore volume (Vmicro) were found from the PSD data.
The mesopore surface area (Smeso) and mesopore volume (Vmeso) were found as
Smeso = SBET – Smicro and Vmeso = V tot – Vmicro. The parameters of the Dubinin-
Radushkevich (DR) equation: the limiting micropore volume (VDR), and the
characteristic adsorption energy (EDR) were found as in [76].

http://www.nldft.com
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Thermogravimetric analysis (TGA) was used to study the thermal stability of the
prepared and pristine samples. The samples were heated from 30 to 800 °C at a
rate of 10 °C min–1 in an argon flow of 50 ml min–1. Thermal desorption with IR
spectrometric registration of gaseous products (TPD IR) was used in combination
with the TGA method to determine the concentration of oxygen-containing surface
groups (CFG).As a result of heating, the thermal decomposition of oxygen-containing
groups causes the release of CO2 and CO gases. The flow of argon was diluted and
directed the decomposition products into the gas cuvette of the IR spectrometer,
where the concentrations of carbon oxides (C(CO2) and C(CO)) were measured
with the gas standards of known concentrations [77]. The temperature profiles of
(C(CO2) and C(CO)) were decomposed into components using Gaussian functions,
and the concentration CFG was determined according to [78].

The thermoprogrammed desorption mass spectroscopy (TPD MS) method was
used to determine the surface functional groups. In a typical experiment, the sample
was heated in a vacuum (10–4 Pa) at a rate of 10 °C min–1 from 30 to 800 °C.
All volatile products of desorption or the products of the thermal decomposition of
functional groups were analyzed by the MS method. Mass spectra were recorded in
a cyclic mode, which allowed for obtaining a set of mass spectra for the gas phase at
different temperatures on the sample.After that, the dependenceof the signal intensity
in themass spectrumon the temperature of the sample (thermodesorption profile)was
plotted for each value of m/z. A unipolar quadrupole mass spectrometer MX 7304 A
(Selmi, Sumy, Ukraine) was used, and the mass spectrum was obtained by electronic
ionization at 70 eV [79]. The Boehm titration method was used to determine the
concentration of different O-containing surface groups that can participate in cation
exchange processes [80]. The functional O-containing surface groups are acidic; they
can be neutralizedwith solutions of bases of different strengths. TheCxgroups are the
most acidic; they react with NaHCO3. Under the action of a stronger Na2CO3 base,
the L and A cycles are opened, and proton replacement in the Ph groups takes place
in water solutions of a strong NaOH base. The study was performed as follows.
The dried sample (0.1 g) was immersed in a 10 ml solution of 0.05 M NaHCO3,
0.05 M Na2CO3, or 0.05 M NaOH and then shaken for 24 h to achieve adsorption
equilibrium. The carbon solids were separated from the solution. After that, a 2 ml
aliquot was taken to be titrated with 0.1 M HCl solution to determine the volume
of the base that reacted with the surface functional groups. At the same time, we
conducted a comparison experiment.

X-ray photoelectron spectroscopy was used to determine the chemical state
of bromine in the surface layer with a thickness of 30–40 Å. The XP spectra
were obtained by means of a VG Scientific ESCALAB-210 electron spectrometer,
employing Mg Kα X-rays.
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3 Results and Discussion

3.1 Characterization of Pristine Carbon Materials

Figure 1a–f shows SEM micrographs of the unmodified CMs.
All NAC samples are granular materials with a granule size of 1–3 mm. Spherical

granules of the NAC2 andNAC3 samples have approximately the same size. The size
of the initial NAC2 spheres practically does not decrease during prolonged activation,
forming the NAC3 sample. The structure of the NAC1 sample derived from the fruit

Fig. 1 SEM micrographs of a NAC1, b NAC2, c NAC3, d MWCNTs, e CB, and f ACF samples
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Table 1 Texture parameters and EDX analysis results

Sample Specific surface area,
m2g–1

Specific volume, cm3g–1 EDR,
kJ mol–1

EDX, at%

SBET Smicro Smeso V tot Vmicro Vmeso VDR C O

NAS1 951 926 25 0.45 0.37 0.08 0.40 6.9 95.9 4.1

NAS2* 1300 1165 135 1.09 0.59 0.50 0.46 8.4 95.4 3.5

NAS3 2500 1695 805 3.06 0.67 2.39 0.76 5.9 97.3 2.7

MWCNTs 150 21 129 0.51 0.04 0.47 0.05 6.0 94.5 5.5

CB 110 103 7 0.08 0.04 0.04 0.05 4.2 95.3 4.7

ACF* 680 675 5 0.34 0.33 0.01 0.34 4.7 94.2 5.0

* NAC2 and ACF contain 1.1 and 0.9 at% of N, respectively

seeds retains large transport channels of 1–3 μm wide (Fig. 1a). These channels are
remnants of the structure of the initial raw material. Their size significantly exceeds
the dimensions of micropores and mesopores. The surface of NAC2 and NAC3
granules is smoother and contains small channels, the size of which does not exceed
0.3–0.5μm (Fig. 1b, c). The original sample ofMWCNTs consists of nanotubes with
an outer diameter of 20–100 nm and a length exceeding a few microns (Fig. 1d).
The MWCNTs are distorted and branched, which indicates a significant number
of defects on their surface. The CB (Fig. 1e) consists of predominantly rounded
aggregates 50–100 nm in size. The carbon fibers in the ACF sample are composed
of individual strands 5–7 μm thick (Fig. 1f). Their surface looks rather smooth and
does not contain large channels. According to the EDX analysis data, the initial CMs
belong to non-oxidized materials, and the oxygen content does not exceed 5.0 at %
(Table 1).

The isotherms of nitrogen adsorption registered for the studied sorbents are
markedly different from each other (Fig. 2a). Both MWCNTs and CB samples
are characterized by the lowest nitrogen adsorption (at low p/p0 values) because
of the low microporosity of these materials, as can be seen from Table 1. All other
samples p/p0 < 0.1 contain a range of significant adsorption because of a notice-
able contribution of micropores to the porous structure of these samples. As the
specific surface area SBET increases, the studied CMs can be arranged in ascending
order as follows: CB < MWCNTs < ACF < NAC1 < NAC2 < NAC3 (Table 1). The
hysteresis loops are observed when scanning the adsorption and desorption branches
of the nitrogen physisorption isotherms for all studied sorbents. These observations
clearly reveal pronouncedmesoporosity.However, the fraction of the surface area that
accounts for the mesopores is very different for the studied sorbents. The CB, ACF,
and NAC1 are mainly microporous sorbents, and the contribution of the mesopore
surface area Smeso to the specific surface area SBET is 1–7%. Despite a large number
of micropores (90%) for the NAC2 sample, its porous structure contains meso-
pores. The volume of mesopores Vmeso is 46% of the total pore volume V tot. For
the NAC3 sample, the contribution of mesopores to the specific surface area SBET is
about 30%, and this material is a micro-mesoporous sorbent. The MWCNTs have a
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Fig. 2 a Nitrogen adsorption/desorption isotherms and b differential pore volume against pore
width for the pristine CMs

mesoporous structure. The contribution of micropores to the structural and sorption
parameters of MWCNTs does not exceed 14%. According to the ratio of micropores
to mesopores, the studied sorbents can be arranged in descending order as follows:
ACF > NAC1 > CB > NAC2 > NAC3 > MWCNTs.

The total pore volume for the studied samples is very dissimilar; the pore size
distribution (PSD) curves confirm different porous structures of CMs (Fig. 2b). In
the series CB < ACF < NAC1 < MWCNTs < NAC2 < NAC3, the total pore volume
significantly increases. This increase for various CMs is due to the increasing contri-
bution of micropores or mesopores. From the PSD dependences (Fig. 2b), one can
conclude that the ACF, NAC1, and CB sorbents are almost microporous solids with
small micropores having a width of about 0.48 and 1.52, 1.25, and 0.50 and 0.78 nm,
correspondingly. The larger micropores with sizes of about 0.50 and 1.66 nm are
found in the nanoporous NAC2 sorbent. Fine micropores of 0.60 nm wide, larger
pores of 2.16 nm wide, and a noticeable number of mesopores within the range
of 3–25 nm are found for the sample of NAC3 sorbent. An insignificant contribu-
tion from the pores of 0.50 and 1.64 nm in size is registered for the MWCNTs.
However, the largest contribution to the total pore volume is made by mesopores
of 3.59, 5.73, 9.66, 21.8, and 40.6 nm in size. The Dubinin-Radushkevich adsorp-
tion energy EDR, describing adsorption in micropores, reaches the values typical for
CMs (Table 1). The smallest EDR values are found for the CMs with the highest
matrix ordering, like the CB and ACFs. Consequently, the initial CMs selected for
researchhavedifferent structural and sorptionparameters; in otherwords, the selected
sorbents ranged from almost microporous to mesoporous solids. On the other hand,
for the MWCNTs and CB, and partly for the ACF, the contribution of the external
(or easily accessible) surface is significant compared to the samples of NACs.

FTIRATR spectra of the CMs are presented in Fig. 3. Themost intense absorption
bands at 1555 and 1517 cm–1, and the shoulder at 1464 cm–1, belong to skeletal
vibrations of aromatic and or conjugated C=C bonds of the carbon matrix. The shape
of these bands is not very different for all CMs, which means that the structure of
the conjugated aromatic component of the carbon matrix of these CMs is practically
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Fig. 3 Comparison of
the FTIR ATR spectra of the
pristine CMs

the same. All studied CMs belong to sp2-carbon materials formed as a result of
high-temperature treatment and contain graphene-like regions [81–84].

The absorption bands at 1741, 1692, and 1650 cm–1 are assigned to
the stretching vibrations of the C=O bonds in the A and L groups, Cx groups, and
Qu groups, correspondingly. The highest intensity of these bands is observed for the
samples of MWCNTs, ACF, CB, and NAC2, which is consistent with the prepa-
ration methods used to obtain them. The absorption bands of low intensity, which
are assigned to the stretching vibration of C=O bonds, are characteristical for the
sample of NAC3. The low intensity of the aforementioned bands is associated with
prolonged carbonization and removal of the most reactive part of the carbon matrix
during the preparation of NAC3.

The absorption band of low intensity at 1429 cm–1 can be associated with the
deformation vibrations of theC–Hbonds in theC=CHgroups orwith the deformation
vibrations of the OH bonds in the Ph groups. Low-intensity absorption bands at
1201 cm–1 are associated with C–OH vibrations of the Ph groups. As can be seen,
the Ph groups are presented, in a significant amount, on the surface of all samples.
The bands at 1030 and 963 cm–1 may relate to the absorption of the C–O–C groups
of surface anhydrides and lactones, the OH groups of acidic nature, or the CH groups
in the aromatic component of the matrix. For all samples, the bands related to the
absorption of oxygen-containing groups have a low intensity, which is consistent
with the data of EDX analysis (Table 1) and confirms the low oxygen content in the
unmodified (pristine) CMs.

Figure 4 shows the typical temperature dependencies of the weight change and
the release of the main decomposition products of surface groups (CO and CO2) for
the initial CM. The first effect of weight loss in the temperature range of 30–180 °C
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relates to the thermal desorption of physisorbed water. The weight loss at higher
temperatures (mFG) corresponds to the decomposition of oxygen-containing surface
groups (Table 2). Regardless of the nature of the CM, a relatively small total weight
loss (2–6%) is observed in the temperature range of 170–850 °C, which is explained
by the insignificant concentration of surface oxygen-containing groups. This result
agrees with the EDX and FTIRATRdata and confirms the low surface oxidation state
of the unmodified CMs. The course of the temperature dependences for the release
of carbon oxides differs little for different types of CMs (see Fig. 4a, b). The main
release of CO2 occurs at a temperature range of 200–400 °C, which corresponds
to the thermal decomposition of Cx surface groups. The A and L groups are present
in small amounts for the NAC2, MWCNTs, and ACF. The minor evolution of CO2

and CO in the temperature range of 400–600 °C is clear evidence of their presence.
Intensive release of CO occurs at temperatures above 600 °C, which is associated
with the thermal decomposition of Ph and Qu groups [85].

The temperature ranges for the release of carbon oxides are consistent with
the corresponding weight loss effects on the differential thermogravimetric (DTG)
curves. A common feature for all studied samples is the presence of mainly high-
temperature oxygen-containing groups on their surface. The most intense weight
loss in the temperature range of 600–850 °C confirms the presence of Ph and Qu

Fig. 4 TGA/EGA for a MWCNTs and b CB. TGA: TG (1) and DTG (2) curves, EGA: CO2 (3)
and CO (4) profiles

Table 2 Surface chemistry of the initial CMs

Sample TGA TPD/Boehm titration, CFG, mmol g–1 C(CO)/C(CO2)

�mFG, g g–1 Cx A-L Ph

NAC1 0.0504 0.09/0.08 0.04/~0 0.86/0.74 6.7

NAC2 0.0449 0.25/0.22 0.16/0.10 0.55/0.47 1.5

NAC3 0.0227 0.07/0.07 0.03/~0 0.44/0.35 4.7

MWCNTs 0.0570 0.25/0.18 0.17/0.13 0.98/0.92 2.6

CB 0.0504 0.21/0.17 0.05/~0 1.23/1.06 5.1

ACF 0.0410 0.20/0.18 0.12/~0 0.61/0.52 2.5
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groups. Typically, the ratio between different types of oxygen-containing groups for
different CMs varies within wide ranges. As seen from the C(CO)/C(CO2) ratio
presented in Table 2, the thermal stability of the surface layer of NAC1 and CB is
high. These samples contain high-temperature oxygen-containing groups, mainly
Ph and Qu groups. Both Ph and Qu groups decompose with the release of CO at
high temperatures. For the NAC2 and MWCNTs samples, the C(CO)/C(CO2) ratio
is much lower. These observations indicate a higher concentration of CO2-bearing
sites on the carbon surface, causing lower thermal stability of the surface layer for
these CMs. The surface concentrations of the groups determined by the Boehm
method showed a similar result. However, one should note that for the investigated
CMs, about 75–90% of all oxygen-containing groups are reactive in solution.

3.2 Non-isothermal Bromination of Carbon Materials

The non-isothermal bromination of CMs was investigated at various heating rates,
in the range from 3 to 10 °C min–1. It was found that for all CMs (Fig. 5a), with an
increase in the heating rate, the effects of weight gain decrease, which is explained
by the slow diffusion of bromine vapors in the microporous structures. Therefore,
the comparison of the efficiency of the bromination of various CMs was carried out
at the minimal heating rate (3 °C min–1), at which the effect of bromine diffusion on
the total bromination rate is negligible (Fig. 5b). The temperature function of weight
change as a result of bromination �m(Br) (Fig. 5) was found from the difference
between the total weight change during bromination and the decrease in the weight
of a sample as a result of the processes of the thermal decomposition of functional
surface groups �mFG (see Table 2).

Fig. 5 Kinetic curves of the non-isothermal bromination of CMs: a non-isothermal bromination
of NAC2 at heating rates from 3 to 10 °C min–1 and b non-isothermal bromination of CMs at the
heating rate of 3 °C min–1
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As can be seen, the temperature profiles of�m(Br) changes for different CMs are
similar in shape and show two effects of weight gain. The first effect in the tempera-
ture range of 30–350 °C is due to the formation ofweakly adsorbed forms of bromine.
At 400–700 °C, the formation of strongly adsorbed (chemisorbed) forms of bromine
takes place. The parameters of the aforementioned bromination processes, which
are the temperatures at the maximal weight gain (Tm1 and Tm2) and the weight gain
assigned to the attached bromine (�m1 and �m2), and the total bromine concentra-
tions per gram and per square meter of the specific surface area (C(Br) andCSurf(Br))
of the resulting brominated CMs are given in Table 3. The temperature of the first
maximum naturally increases in going from the sample of MWCNTs to CB, ACF,
and further to the samples of NACs, which is explained by the size of their particles.
Notably, the smallest sizes have the MWCNTs with a cross-section of 20–100 nm
and a length of a fewμm (see Fig. 1). The CB aggregates and the individual ACF fila-
ments are 5–10 μ in size, and the NAC granules are 0.5–2 mm in size. The smaller
the particle, the faster the diffusion of bromine vapors inside them, filling all the
pores with adsorbed bromine, and so, the less Tm1 will be. Clearly, in the framework
of a more rigorous approach and predicting the value of Tm1 for different CMs, in
addition to the particle size of the material, one should also take into account the
width, length/width ratio, and mean length of the pores.

The first effect is characterized by a sharper change in�m(Br), which is consistent
with the features of the process of physisorption of bromine on the surface ofCMs and
intercalation inside the inner volume. The magnitude of the first maximum depends
much more on the nature of the carbon material than the second one. As seen from
Fig. 5b, the first maximum is the largest for the NACs samples with a developed
porous structure. For the samples of CB and MWCNTs, the porosity of which is
considerably less developed, the first maximum is small. Figure 6 shows the positive
correlations between the mass of physisorbed (intercalated) bromine (�m1) and the
structural parameters of CMs, which are the SBET and Vmicro. The found correlation
dependencies indicate the improvement of bromine adsorption with the increase in
the contribution of micropores to the porous volume of CMs. The NAC3 sample is

Table 3 Parameters of the non-isothermal bromination of CMs, which were determined at the
heating rate of 3 °C min–1, and the total bromine concentrations in the resulting brominated CMs

Sample The parameters of non-isothermal
bromination

Total bromine concentration

Tm1, °C �m1, g g−1 Tm2, °C �m2, g g−1 C(Br), mmol g–1 CSurf(Br), μmol
m–2

NAC1 150 0.161 510 0.162 2.03 2.13

NAC2 158 0.224 518 0.186 2.33 1.79

NAC3 170 0.163 551 0.095 1.19 0.48

MWCNTs 62 0.061 505 0.036 0.45 3.00

CB 85 0.078 552 0.126 1.58 14.32

ACF 147 0.202 520 0.101 1.26 1.86
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Fig. 6 a, b Positive correlations between the weight gain (�m1), which was found from the results
of the chemical analysis of the non-isothermally brominatedCMs, and the textural parameters (SBET
and Vmicro) of unmodified CMs

somewhat fallen out of the positive correlations. This observation can be explained
by the prolonged activation of source material at the preparation of NAC3 with water
vapor and a decrease in the number of adsorption sites on the resulting carbon surface.

The second effect ofweight gain for all CMs has a plateau in the temperature range
of 505–551 °C.With the relatively high temperatures of Tm2, this effect is unambigu-
ously attributed to the process of bromine chemisorption. Additional studies have
shown (see Sect. 3.4) that in the above temperature range, the thermal desorption
of adsorbed forms of bromine occurs exclusively in the form of HBr. These results
also confirm the conclusion about the chemisorption of bromine in this range. The
moderately narrow range of Tm2 values can be explained by the fundamentally iden-
tical nature of active sites for different CMs. As noted earlier, the active centers of
the bromination of CMs are double HC=CH bonds, which are located at the edges of
the graphene layers of the carbon matrix. The chemisorbed bromine weight (�m2)
has a complex dependence on the type of CM. Table 3 gives the highest values of the
amount of chemisorbed bromine C(Br) = 2.03–2.33 mmol g–1 are characteristic of
the NAC1 and NAC2 sorbents; those are the materials with a very developed surface.
Compared to the NAC1 and NAC2 sorbents, the amount of chemisorbed bromine
for the NAC3 sorbent is 2 times less, despite the highest SBET of the NAC3 sorbent.
This observation agrees with the decomposition of some active sites upon prolonged
activation of the NAC3 sorbent with water vapor.

However, the lowest concentrations of chemisorbed bromine per unit area
(CSurf(Br)) are found for the sorbents with developed porous structures, such as
NACs. This result is quite natural because the physical activation of CMs by water
vapor or other oxidants at high temperatures removes the most reactive part of the
carbonmatrix. Themost chemically active surface is found for the CB sorbent, which
has 5–10 times more active sites per 1 m2 than other studied CMs. The most signif-
icant feature of the soot structure is a large number of graphenic layers stacked in
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packages. The edges of such aggregates contain numerous HC=CH bonds, giving
active sites for bromination reactions.

3.3 Isothermal Bromination of Carbon Materials

The kinetics regularities of bromination under isothermal conditions were addition-
ally investigated, taking into account the complexity of the kinetic description of
the non-isothermal dependences of bromination. For this study, 50–60 mg of a given
sample was placed into the open quartz basket and heated from room tempera-
ture up to 200 °C at a heating rate of 3 °C min–1 under an argon flow rate of
80mLmin–1. The temperature range of 200–500 °C, inwhich bromine chemisorption
was observed,was chosen to treat theCMsamplewith bromine vapor. Figure 7 shows
typical TG profiles recorded under isothermal conditions to measure the weight gain
(m) upon bromination time. Here, the empty basket served as a reference.

In the investigated temperature range, the kinetic curves of isothermal bromina-
tion, regardless of the temperature and nature of CMs, are saturation curves. For
most CMs, the bromination process prolongs about 2–2.5 h until a constant sample
weight (m(Br)) is reached. The initial area of weight gain lasts about 20 min. During
this time, there is a significant increase in weight, which is up to 80% of (m(Br)).
Bromination of MWCNTs is faster, and a constant mass of samples is achieved in
50–60 min after the beginning of bromination. This fact can be explained by the
rapid diffusion of bromine to the active sites due to the small size of individual
MWCNTs’ particles and the presence of a significant number of mesopores.

Kinetic analysis of the obtained bromination data under isothermal conditions
was performed using the Eq. (1)

r = dm/dt = kCBr(m(Br)−m), (1)

Fig. 7 a Isothermal TGprofiles showing the bromination kinetic of theACF sample held in bromine
vapors at a selected temperature between 200 and 500 °C and b typical TG profile linearized in the
semi-logarithmic coordinates
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where m is the weight of chemisorbed bromine at the time τ , which varies from 0 to
m(Br), k is the effective constant of the bromination rate, andCBr is the concentration
of bromine in the gas phase (1.0× 10–3 mol L–1). The concentration of bromine in the
gas phase is excessive compared to the amount of bromine that reacts with the CMs,
so the Eq. (1) can be simplified

r = dm/dt = kBr(m(Br)−m), (2)

where kBr = kCBr.
The integration of Eq. (2) gives

ln(m(Br)−m) = ln(m(Br))−kBrt, (3)

The value of m(Br), which is required for kinetic analysis, was first determined
from the kinetic curves of Fig. 7a and then refined by the variation method. This
procedure consisted in varying them(Br) values in a small interval. It was performed
in order to achieve the best linear dependence in the semi-logarithmic coordinates
(Fig. 7b). As can be seen, a typical kinetic curve in the semi-logarithmic coordinates
consists of two linear sections. The first linear section (up to 15 min) corresponds to
the initial process when bromination is rapid. The most accessible active sites of the
CMs surface are involved in bromination at this stage. The fraction of such centers is
quite high and is 60–75% of all active sites. The second, much longer section corre-
sponds to a slower bromination process, which lasts the next 100–120 min. During
this time, there is a bromination of the active sites located in the longest microp-
ores. The processes of “fast” and “slow” bromination often do not have a smooth
transition, so they can be considered as the interaction of bromine with two types of
surface, active sites, and the reactivity of which is different. The kinetic equation,
which takes into account these two simultaneous parallel bromination processes, is
as follows:

r = dmBr/dt = k1(m1(Br)−m) + k2(m2(Br)−m), (4)

where m1(Br) and m2(Br) are the weights of bromine that can be chemisorbed at
the time periods, which are corresponded to the first (fast) and the second (slow)
sections of the kinetic bromination curve, k1 and k2 are the respective effective
rate constants of the bromine reaction with the aforementioned active sites of two
types. The dependencies graphed in the semi-logarithmic coordinates were used to
determine kinetic parameters for the bromination of CMs. The resulting values of
constants are listed in Table 4.

The amount of bromine attached to the carbon surface at the first and second
bromination stages differs significantly. Regardless of the nature of CMs, them1(Br)
value is 3–5 times larger than that of m2(Br). This experimental fact is consistent
with the observation that the most active sites of CMs are available and react quickly
with bromine vapor. It should be noted that the value of m2(Br) has a weak depen-
dence on the bromination temperature for a particular CM. The limiting stage in
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Table 4 Kinetic parameters of the isothermal bromination of CMs

Sample m(Br), g g–1 m1(Br), g g–1 k1 × 10–2,
min–1

m2(Br), g g–1 k2 × 10–2,
min–1

NAC1-Br-200 0.198 0.159 2.42 0.039 2.08

NAC1-Br-300 0.179 0.138 2.83 0.041 2.30

NAC1-Br-400 0.175 0.138 3.19 0.037 2.66

NAC1-Br-500 0.171 0.136 3.41 0.035 2.99

NAC2-Br-200 0.256 0.199 4.12 0.067 2.44

NAC2-Br-300 0.196 0.132 4.58 0.064 2.49

NAC2-Br-400 0.196 0.141 4.86 0.055 3.20

NAC2-Br-500 0.184 0.130 5.67 0.054 3.27

NAC3-Br-200 0.192 0.099 5.29 0.053 2.10

NAC3-Br-300 0.123 0.075 8.01 0.048 2.23

NAC3-Br-400 0.115 0.071 9.97 0.044 3.45

NAC3-Br-500 0.098 0.057 11.0 0.041 3.89

MWCNTs-Br-200 0.041 0.024 19.4 0.017 2.51

MWCNTs-Br-300 0.037 0.021 22.7 0.016 2.88

MWCNTs-Br-400 0.036 0.018 31.6 0.018 3.12

MWCNTs-Br-500 0.036 0.019 38.6 0.017 3.29

CB-Br-200 0.142 0.102 4.11 0.040 0.94

CB-Br-300 0.139 0.100 5.01 0.039 1.09

CB-Br-400 0.137 0.093 6.96 0.044 1.24

CB-Br-500 0.136 0.094 8.05 0.042 1.51

ACF-Br-200 0.286 0.236 6.43 0.050 1.09

ACF-Br-300 0.179 0.131 8.74 0.048 1.23

ACF-Br-400 0.152 0.108 10.7 0.044 1.85

ACF-Br-500 0.138 0.061 13.5 0.041 2.06

the involvement of less accessible active sites in the bromination reaction should be
the diffusion of bromine vapor in the porous system of sorbent. So, such a process
is assumed to have low activation energy. These assumptions are consistent with
the weak temperature dependence of k2. So, from the respective calculations, the
almost constant value of m2(Br) is found in the bromination temperature range of
300–500 °C. The effective constants k1 and k2 for theMWCNTs, CB, and ACF differ
from 5 to 10 times. Presumably, this is because of the different accessibility of active
sites on the outer and inner surfaces of these materials. For all samples of NACs, the
difference between k1 and k2 does not exceed 2–3 times. This difference is observed
because the contribution of the outer surface is small. All surface sites, which are
active for the bromination at the second stage, are located inside the porous structure
of these samples. Therefore, the effective constants k1 for the MWCNTs, CB, and
ACF have much higher numerical values as compared to those of the NACs. The
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Fig. 8 Schematic diagram showing the chemical changes of the carbon surface after bromination,
including hydrolysis of the attached bromine

numerical values of k2 for all investigated CMs are quite close. This observation
means that the bromination in the second stage involves less accessible active sites
deep inside the porous system.

Theobtained results of both liquid-phase andgas-phase brominationprocesses can
be explained by the general scheme (Fig. 8).

The active sites of gas-phase bromination are the double C=C bonds of the carbon
matrix. The initial addition of bromine to the active site gives the product (I), which
contains two bromine atoms per the active site. The product (I), when heated, i.e.,
under the reaction conditions, can cleave theHBrmolecule to form the product (II). If
one looks at the preparation of the product (I), one can see thatmore of the product (II)
is formed at a higher temperature. After completion of bromination during storage
of samples, a part of the most chemically active bromine can be hydrolyzed to form
Ph groups, shown as the products (IV) and (V) in Fig. 8.

For all CMs, the maximum amount of bromine grafted (m(Br)) is observed at
the lowest temperature (200 °C). When the temperature increases to 300 °C, the
m(Br) value decreases markedly and becomes a constant number in the temperature
range of 400–500 °C. This temperature dependence of m(Br) can be due to several
reasons. Low temperatures increase the likelihood of the formation of the weakly
bound forms of bromine, which include intercalated forms of bromine. An increase
in the bromination temperature leads to the decomposition of the weakly bound
forms of bromine and causes a decrease in the m(Br) value. Another reason for such
dependence is the significant formation of the dibromo derivative, the product (I), at
low temperatures (Fig. 8). When the bromination temperature rises to 400–500 °C,
a parallel process of the desorption of HBr passes intensively, and the product (II) is
formed. This product (II) contains twice less attached bromine per one active site.

Physical adsorption and the formation of the intercalation forms of bromine at
temperatures of 300–500 °C are unlikely. The close values of m(Br) correspond to
the formation of only the chemisorbed forms of bromine. There is a complete satu-
ration of all surface sites with bromine forming the product (II). According to these
data, it is possible to estimate accurately the surface concentration of active sites
that can participate in electrophilic addition reactions. The absence of an increase in
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the amount of attached bromine in the temperature range of 300–500 °C (Table 4)
indicates that the surface oxygen-containing groups have practically no effect on the
bromination process. In the studied temperature range, there is no thermal decom-
position of Ph groups. One should note that their fraction reaches 57–87% of the
total number of oxygen-containing groups. The formation of new active sites at the
decomposition of Cb, A, and L groups occurs in minor quantities. This situation is
due to the low concentration of unstable oxygen-containing groups compared to the
amount of chemisorbed bromine. The effective attachment of bromine to CMs at
the temperature range of 200–300 °C indicates a predominantly ionic mechanism of
bromination without the formation of bromine radicals. Bromine radicals are likely
to be formed at temperatures above 400 °C. But the radical formation does not lead to
an increase in bromine chemisorption. This fact is consistent with the relatively low
activity of bromine radicals, which complicates the reaction of substitution of surface
hydrogen atoms for bromine. Therefore, it can be argued that gas-phase bromination
provides quite significant amounts (up to 2.5 mmol g–1) of chemisorbed bromine.
This process has high selectivity toward certain active sites of the surface, which are
the double CH=CH bonds.

From the temperature dependences of the effective constants k1 and k2, the effec-
tive activation energies of bromination (Ea1 and Ea2) were determined from the first
and second sections of the kinetic curves, see Fig. 9a and b, respectively.

The obtained values of the effective activation energies are small; they vary from 3
to 8 kJ mol–1. Such low values of Ea1 and Ea2 indicate a significant effect of diffusion
on the total rate of the bromination reaction. The lowest values of Ea1 and Ea2 are
obtained for the microporous NAC1 and NAC2 sorbents with large granule sizes. In
general, the values of Ea2 are lower than those of Ea1. This observation confirms the
assumption that the effect of diffusion inhibition increases at the second bromination
stage.

Fig. 9 Effective activation energies of bromination (Ea1 and Ea2) calculated from a the first
(starting) shorter and b the second longer sections of the kinetic curve
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3.4 Thermal Stability and Surface Properties of Brominated
Carbon Materials

After bromination under isothermal conditions, the thermal stability of the attached
bromine was investigated. Figure 10 shows typical kinetic curves of bromine thermal
desorption.

The desorption curves of the attached bromine are satisfactorily described by the
equation of the first order, Eq. (5)

r = −dmdes

dτ
= kdesmdes, (5)

or in the integral form, Eq. (6)

ln
�mdes

mdes
= kdesτ, (6)

where mdes is the current moment weight of the sample.
By Eq. (6), the bromine desorption rate constant (kdes) was determined, and

the maximum desorbed bromine weight �mdes was specified (Table 5). From the
obtained data, the value of �mdes is much higher for the samples brominated at 200
and 500 °C. The weight of thermostable bromine, which is the difference between
the weight of the attached bromine (m(Br)) (see Table 4), and the weight of desorbed
bromine (�mdes) takes positive values for all samples in the temperature rangeof 200–
500 °C. This fact is a confirmation of the formation of chemisorbed bromine, which
is thermally stable at the synthesis temperature.

Typical temperature dependence is observed in the study of bromine thermal
desorption. The highest rate of desorption of bromine (the steepest initial site of
weight loss) and the highest constants of the rate of desorption are found for a

Fig. 10 a, b Typical kinetic profiles of the bromine thermal desorption between 200 and 500 °C in
dynamic argon flow
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Table 5 Kinetic parameters for the thermal desorption of chemisorbed bromine in argon flow
determined at different temperatures

Sample �mdes, g g–1 kdes × 102, min–1 m(Br) – �mdes, g g–1

NAC1-Br-200 0.0605 4.85 0.1375

NAC1-Br-300 0.0381 4.25 0.1409

NAC1-Br-400 0.0326 3.90 0.1424

NAC1-Br-500 0.1185 0.51 0.0525

NAC2-Br-200 0.0829 4.45 0.1731

NAC2-Br-300 0.0586 2.49 0.1374

NAC2-Br-400 0.0525 2.29 0.1435

NAC2-Br-500 0.1304 0.67 0.0536

NAC3-Br-200 0.0429 4.17 0.1491

NAC3-Br-300 0.0261 2.88 0.0969

NAC3-Br-400 0.0165 2.05 0.0985

NAC3-Br-500 0.0731 0.59 0.0249

MWCNTs-Br-200 0.0031 6.57 0.0379

MWCNTs-Br-300 0.0025 5.17 0.0345

MWCNTs-Br-400 0.0053 3.44 0.0307

MWCNTs-Br-500 0.0251 2.08 0.0109

CB-Br-200 0.0747 4.69 0.0673

CB-Br-300 0.0616 3.82 0.0774

CB-Br-400 0.0571 3.11 0.0799

CB-Br-500 0.1338 1.71 0.0022

ACF-Br-200 0.1247 3.75 0.1613

ACF-Br-300 0.0939 2.04 0.0851

ACF-Br-400 0.0708 1.95 0.0812

ACF-Br-500 0.1261 1.08 0.0119

temperature of 200 °C. The highest total weight loss �mdes is registered after 1.5–
2.5 h of the thermal desorption at this temperature. This weight loss reaches about 8.5
wt% and 7.1 wt% for the samples of the brominated NAC1 and NAC2, respectively.
At higher temperatures (300 and 400 °C), the thermal desorption rate at the initial
step and the value of �mdes is significantly reduced. This observation confirms the
formation of weak bonded (intercalated) bromine during bromination at low temper-
atures. At the highest temperature (500 °C), the initial rate of the thermal desorption
of bromine is even lower. However, the weight loss curve does not reach a constant
value for the amount of desorbed bromine. So, the value of�mdes is large and is more
than 8–10 wt%.

Such a temperature dependence of desorption indicates the existence of surface
bromine forms of different thermal stability. In addition to weakly bound (interca-
lated) bromine, which can be easily desorbed, the formation of chemisorbed bromine
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forms, type (I) and (II), is possible in the temperature range of 200–400 °C (seeFig. 8).
As the temperature rises, the contribution of the product (I) will decrease, and the
contribution of the product (II) should increase. This observation can explain the
decrease in the �mdes values with increasing temperature from 200 to 400 °C. For
many brominated CMs, the values of m(Br) – �mdes are similar for temperatures of
200, 300, and 400 °C, while for the temperature of 500 °C, these values are much
lower. This observation indicates a different mechanism of thermal desorption of the
attached bromine at high temperatures at and above 500 °C. Very large�mdes values
and, as a consequence, small values of m(Br) – �mdes (for 500 °C) are explained
by the possible desorption of any form of surface bromine. This desorption can
take place by a radical mechanism with the formation of the product (III); for the
mechanism, see Fig. 8.

Figure 11 shows almost all absorption bands characteristic of the initial (unmod-
ified) CMs in the FTIR ATR spectra of the brominated CMs. In the spectra of the
brominated CMs, absorption bands additionally appear between 550 and 750 cm–1,
which, in our opinion, corresponds to the vibrations of the C–Br bonds. A slight
increase in the intensity of the absorption bands in the range from 900 to 1230 cm–1

is also observed. In particular, the intensity of the bands peaked at 1187, 1028, and
951 cm–1 increases. However, the intensity of the absorption bands ranged between
1600 and 1800 cm–1 for the brominated CMs is slightly reduced. This reduction will
be clearly seen if one compares the spectral band intensity with that of the respec-
tive bands in the spectra of the pristine CMs. This experimental fact indicates the
partial decomposition of C=O-bearing groups during bromination. Typically, these
groups are mainly Cx groups and partially A-L groups. An increase in the surface
concentration of Ph groups increases the intensity of absorption bands in the range
of 900–1230 cm–1. These groups are formed after bromination as a consequence of
hydrolysis. The most chemically active bromine groups can hydrolyze. Typically in
a hydrolysis reaction, the hydroxyl group (OH−) replaces the Br groups. So, the Ph
groups are formed (see Fig. 8).

The thermal stability of attached bromine was studied by the TG analysis in
combination with the TPD MS method. Figure 12 shows typical TG/DTG curves
and temperature profiles obtained from mass spectra for the brominated CMs. For
the NAC2-Br-200 sample, two significant effects of weight loss (at 180–500 °C and
above 500 °C) are observed, in addition to thermal desorption of physisorbed water
(Fig. 12a). As can be seen, the effect of weight loss in the temperature range of 180–
500 °C corresponds to the release of HBr+ (m/z 80) peaked at 280 °C (Fig. 12b).
Hydrogen bromide partially dissociates in the mass spectrometer chamber with the
formationofBr+ fragment ion (m/z79).Therefore, thisweight loss effect is associated
with the thermal decomposition of the most active forms of bromine available on the
sample surface. The formation of HBr is realized mainly because of the elimination
process: the transformation of the product (I) into the product (II) (see Fig. 8). Both
the temperature range and the position of the maximum of this effect depend on the
bromination temperature. With increasing the bromination temperature, this effect
shifts to the high-temperature region.
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Fig. 11 FTIR ATR spectra
of the brominated CMs: (1)
NAC1-Br-400, (2)
NAC2-Br-400, and (3)
MWCNTs-Br-400

Fig. 12 a, c TG/DTG curves and b, d TPDMS profiles of the brominated CMs: a, bNAC2-Br-200
and c, d NAC2-Br-400
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The effect of weight loss observed at above 500 °C is consistent with the thermal
desorption of the product of the thermal decomposition of the most stable bromine
forms, registered at 515 °C in the TPD MS spectra. The same is true for CO, which
is the product of thermal decompositions of (i) Ph groups at 670 °C and (ii) more
stable CO-bearing complexes at 780 °C. In this temperature range, the passage of
these processes is evidenced by the intense profiles of HBr+ and CO+ (m/z 28),
respectively (Fig. 12b). Cleavage of the second HBr molecule probably occurs due
to a certain radical process.

For the sample of NAC2-Br-400, the thermal decomposition of the most active
forms of the attached bromine is less intense and is shifted to the region of higher
temperatures (Fig. 12c). The profile of HBr+ shows one broad effect with amaximum
of about 455 °C (Fig. 12d). The temperature dependences of themass change indicate
significant thermal stability of the attached bromine-containing groups, which are
present on the surface of the samples of CMs.

The intensive signal of HBr+ is observed at temperatures close to or greater than
the bromination temperature. The main thermal desorption product for all samples is
HBr. This fact unambiguously proves the chemisorption of bromine on the surface of
CMs. The passage of bromine chemisorption is well consistent with the bromination
scheme (Fig. 8). According to the obtained data, the surface of brominated CMs
does not undergo significant oxidation. This observation is in contrast to the thermal
behavior of the CMs brominated in solution [86]. Typically, CO2-bearing sites are
almost absent on the surface of the brominated CMs. The significant content of CO-
bearing sites is caused by their high thermal stability. Typically, these sites do not
undergo decomposition during bromination. A small part of CO-bearing sites may
form because of hydrolysis of the most active chemisorbed bromine.

3.5 Bromination of ACF with Bromine Plasma

During plasma bromination of the ACF under a low-temperature gas discharge,
we found that the concentration of attached bromine (C(Br)) strongly depends on
the bromination time. When increasing the bromination time from 5 to 30 min, the
bromine content increases rapidly. But further, it does not change considerably with a
subsequent prolonging of the bromination time. The highest bromine content of up to
1.04 mmol g–1 can be obtained by the plasma bromination for 60min (Fig. 13), while
further bromination time prolongation does not lead to an increase in theC(Br) value.

Compared to gas-phase bromination (see Fig. 7), plasma-chemical bromina-
tion occurs somewhat faster; however, it passes with lower bromination efficiency.
Plasma-chemical bromination is more effective than bromination with liquid Br2 or
aqueous solutions of Br2·KBr reagent [86].

Figure 14 shows the curve-fittedBr 3d core-levelXP spectra of theACF-Br-30 and
ACF-Br-60 samples. The XPS spectra were fitted with several components, taking
into account the possible formation of different surface forms of bromine [87–89].
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Fig. 13 Bromine content
against the time of
the plasma-chemical
bromination of ACF

Fig. 14 Br 3d core-level
curve-fitted XP spectra of a
ACF-Br-30 and b
ACF-Br-60
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The resulting curve-fitted Br 3d core-level XP spectra of the ACF-Br-30 contain
two components (Fig. 14a)with a binding energy of 70.8 and 68.8 eV. The component
with the highest (80%) intensity and binding energy of 70.8 eV corresponds to
bromine covalently bound to sp2- or sp3-hybridized carbon atom. The component
with a binding energy of 68.8 eV corresponds to weakly bonded bromine. This
bromine is physisorbed on the surface of the carbon matrix and can intercalate into
the inner volumeof the sample. Considerable broadening (half-width of about 3.5 eV)
of the Br 3d core-level XPS spectra and the splitting of ~ 1.05 eV between the 3d5/2
and 3d3/2 components confirm the presence of several different forms of bromine
in the sample of ACF-Br-30. The contribution of weakly bonded bromine forms is
about 20% of the total contribution of all bromine forms into the total area of the
signal under the fitted curve. Therefore, despite the relatively short bromination time,
mainly chemisorbed forms of bromine are formed on the surface of the ACF-Br-30
sample. A component with a binding energy of 70.8 eV has especially prevailed in
the Br 3d core-level curve-fitted XPS spectra of the ACF-Br-60 sample. This spectral
feature means that the percentage of chemisorbed forms of bromine exceeds 90%
for this sample. The binding energy of the second component is 69.1 eV, which is
0.3 eV more than the respective binding energy of the second component in the
curve-fitted Br 3d core-level XPS spectra of the ACF-Br-30 sample. These results
indicate an overall increase in the strength of C–Br bonds, which is expressed in an
increase in the amount of chemisorbed bromine and the disappearance of weakly
bound forms of bromine with increasing time of plasma-chemical bromination.

Thermal decomposition of Br-containing surface sites is of special interest in
order to estimate the modification regularities. They were studied from the results of
the TPD MS analysis on the example of the brominated ACFs. In their MS spectra,
HBr+ (m/z 80 and 82) and Br+ (m/z 79 and 81) ions were registered. The results
of bromination of the ACF samples with bromine vapor at heating and by bromine
plasma are much different. Plasma-chemical bromination causes the formation of a
lot of weakly bound forms of bromine. These forms are thermodecomposed at low
temperatures (140–270 °C) and registered in theMS spectra in the form of Br+. Their
thermal decomposition contrasts with that of chemisorbed bromine. In the case of
chemisorbed bromine, thermal decomposition products are registered in the form of
HBr+. As can be seen from the TPD MS data, the temperature profiles of HBr+ and
Br+ for the plasma-brominated samples are significantly different (Fig. 15). These
differences are both in the different shapes of the HBr+ and Br+ temperature profiles
in the low-temperature region and in the different ratios of the integrated intensities
of HBr+ (IHBr) and Br+ (IBr), which is clearly seen for the samples obtained by the
bromination varying the bromination time (Tables 6 and 7).

As can be seen, the value of IHBr increases while the value of IBr decreases
with the increasing time of plasma-chemical bromination. At any bromination time,
the value of IHBr is greater than that of IBr by 2.3–8.6 times. Therefore, the main
bromine-containing product of thermodesorption is HBr+, which confirms the forma-
tion of predominantly chemisorbed bromine. Temperature profiles of HBr+ and Br+

in the temperature range of 270–700 °C can be described as a set of three (β1(HBr),
β2(HBr), and β3(HBr)) and four (β1(Br), β2(Br), β3(Br), and β4(Br)) components,
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Fig. 15 Deconvolution of the TPD-MS profiles of Br+ (m/z 79) and HBr+ (m/z 80) ions for a
ACF-Br-5 and b ACF-Br-60

Table 6 Analysis of TPD-MS profiles for m/z 79

Sample β1(Br) β2(Br) β3(Br) β4(Br) IBr

T1, °C % T2, °C % T3, °C % T4, °C %

ACF-Br-5 147 18.8 239 20.4 343 41.5 513 19.3 30.1

ACF-Br-10 149 18.7 238 21.2 373 35.7 554 24.4 27.2

ACF-Br-15 161 15.3 243 18.3 365 32.8 547 33.6 18.1

ACF-Br-30 183 15.1 269 12.9 405 37.4 554 34.6 15.9

ACF-Br-60 190 2.7 263 3.9 394 35.3 552 58.1 10.5

ACF-Br-120 184 0.2 – 0.5 372 48.6 495 50.7 9.8

Table 7 Analysis of TPD-MS profiles for m/z 80

Sample CBr, mmol g–1 β1(HBr) β2(HBr) β3(HBr) IHBr

T1, °C % T2, °C % T3, °C %

ACF-Br-5 0.15 314 23.6 422 51.6 566 24.8 69.9

ACF-Br-10 0.27 328 17.7 418 42.3 565 40.0 72.8

ACF-Br-15 0.49 323 15.5 429 39.4 561 45.1 81.9

ACF-Br-30 0.81 355 16.1 456 29.6 559 54.3 84.1

ACF-Br-60 1.04 358 8.9 455 36.3 574 56.1 89.5

ACF-Br-120 0.97 370 9.2 476 25.7 556 65.1 90.2
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respectively. Each component (a surface bromine form) is characterized by the
maximum temperature of desorption found from the intensity of the peaks in the
TPD profiles, the temperatures T #(HBr) and T #(Br) are given in Tables 6 and 7.

As can be seen, the components β1(Br) and β2(Br) are isolated at moderate-
high temperatures (below 270 °C) and have no analogs (by temperature) among the
components β#(HBr). Therefore, one can assign the components β1(Br) and β2(Br)
to the physisorbed and intercalated forms of bromine.

The other two components Br+ (β3(Br) and β4(Br)) are isolated at temperatures
of 370± 20 °C and 530± 35 °C, respectively. In this temperature range, the release
of all three forms of HBr+ is observed. From the high temperatures of the maxima of
the desorption peaks for these components, they should be attributed to chemisorbed
forms of bromine. Components β3(Br), β1(HBr), and β2(HBr) were identified as
bromine chemisorbed in mesopores and micropores. The components β4(Br) and
β3(HBr) correspond to bromine chemisorbed in narrow micropores. Since the inten-
sities ofβ1(HBr),β2(HBr), andβ3(HBr) significantly exceed the intensities ofβ3(Br)
and β4(Br), it can be argued that Br+ in the temperature range of 300–800 °C is the
product of dissociation of HBr+ in the ionization chamber of the mass spectrometer.

For the ACF-Br-5 sample, the components β1(Br) (21.2%) and β2(Br) (26.1%),
which are released at 152 °C and 234 °C, respectively, have a significant relative
intensity (Fig. 15a). For this sample, the most contribution of Br+ is observed. This
contribution is from the physisorbed forms of bromine, which constitute 30.1% of all
bromine-containing forms. However, a significant amount of chemisorbed bromine
forms is presented on the surface of this sample. As the plasma-chemical bromination
time increases, the content of weakly bound forms of bromine decreases. Besides, on
the background of the bromination time increase, one can see a simultaneous increase
in the content of chemisorbed bromine. Also, the thermal decomposition tempera-
ture range for all forms of the attached bromine is shifting to higher temperatures
(Fig. 15b, c, see also Tables 6 and 7).

Thus, for the brominated samples of ACF, there is a gradual conversion of
physisorbed bromine to chemisorbed bromine with increasing time of plasma-
chemical bromination. Desorption of the chemisorbed forms of bromine occurs with
the release of HBr at low temperatures due to the elimination reaction and at high
temperatures because of radical reactions involving chemisorbed hydrogen.

3.6 Amination of Brominated Carbon Materials

If required to prepare heteroatom-functionalized carbon surfaces, the chemical
properties of chemisorbed bromine are of considerable interest. The reactivity
of chemisorbed bromine towards nucleophilic substitution was investigated using
amination as a probe reaction. The CMs were brominated with bromine vapor at
200, 300, 400, or 500 °C. After that, the prepared brominated CMs were treated
with an alcoholic solution of diethylamine. The heating of the resulting aminated
CMs causes a significant weight loss effect, which is observed between 180 and
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400 °C. However, the weight loss at high temperatures (above 400 °C) associated
with bromine desorption, in the form of HBr, is largely reduced (Fig. 16a).

In the TPD MS spectra, there is a rather intense MS signal from the fragment
m/z 30 ions in the same temperature range (Fig. 16b). This fragment ions could
be assigned to the H2C=NH2

+ ions resulting from ionization and fragmentation of
the products of thermal decomposition of amino groups. So, the effect of weight
loss in the temperature range 180–400 °C is due to the thermal decomposition of
attached amino groups; that is why the magnitude of this weight loss effect was used
to determine the content of amino groups (CN) in various aminated CMs (Table 8).
As can be seen, the highest content of amino groups (1.21–1.55mmol g–1) was found
for the nanoporous CMs with a large specific surface area (NAC1 and NAC2). The
amount of attached amino groups is practically independent of the temperature of
preliminary bromination, which is explained by the same number of active sites as
the number of the edge C=C bonds. Regardless of the nature of the studied CMs and
the bromination temperature used, the maximum rate of thermal decomposition of
attached amino groups is registered at TN = 300 ± 15 °C. This result confirms the
chemisorption of diethylamine on the same surface sites that occupied the bromine
groups.

Thermal desorption studies using the TPD MS method also confirm significant
changes in the surface layer of aminated samples. Because of the symbatic temper-
ature profiles for the H2C=NH2

+ ion and fragment ions (m/z 16 and 44), these frag-
ments can be (in part) attributed to NH2

+ and H3C–HC=NH2
+ ions, respectively

(Fig. 16b). Additionally, other fragment ions (m/z 16 and 44) can be CH4
+ and

CO2
+. They are also formed because of the thermal decomposition of amino groups

and oxygen-containing groups, respectively. The formation of a significant number
of amino groups leads to an increase in the hydrophilicity of the surface layer. The
aminated CMs have the highest hydrophilicity as compared with the brominated
CMs. This statement is confirmed by the thermal desorption of water in a wide
temperature range. At the same time, desorption of HBr+ from all prepared aminated

Fig. 16 Typical a TG/DTG curves and b TPD MS profiles of the aminated CMs, on the example
of the NAC2-Br-400-N sample



Gas-Phase and Plasma-Chemical Bromination: Key Techniques … 469

Table 8 Surface chemistry
of the aminated CMs found
from the chemical analysis
and TG data

Sample TN, °C �C(Br), % CN, mmol g−1

NAC1-Br-200-N 304 78 1.34

NAC1-Br-300-N 297 71 1.26

NAC1-Br-400-N 311 66 1.21

NAC1-Br-500-N 307 65 1.15

NAC2-Br-200-N 293 79 1.55

NAC2-Br-300-N 296 69 1.48

NAC2-Br-400-N 301 69 1.46

NAC2-Br-500-N 298 62 1.37

MWCNTs-Br-200-N 306 80 0.33

MWCNTs-Br-300-N 310 78 0.36

MWCNTs-Br-400-N 314 77 0.34

MWCNTs-Br-500-N 306 75 0.30

CB-Br-200-N 290 75 1.04

CB-Br-300-N 296 70 0.98

CB-Br-400-N 298 65 0.95

CB-Br-500-N 302 66 0.94

CMs is not very intense. This observation is consistent with the removal of a signifi-
cant part of surface bromine during amination. According to the results of chemical
analysis, amination leads to the detachment of 62–80% of bromine groups (�C(Br)).
However, the amount of attached amino groups is less than expected for the direct
substitution of each bromine group by an amino group. The number of attached
amino groups reaches only 65–85% of the presented bromine groups that can be
replaced by amino groups. About 35–15% of the bromine groups are hydrolyzed,
while Ph groups are formed on the freeing surface sites.

The chemical transformations during the amination of brominated CMs can be
schematized as in (Fig. 17).

Amination of the brominated CMs leads to the removal of bromine from the
carbon surface. This removal takes place through the elimination of HBr in the basic

Fig. 17 Schematic diagram showing the carbon surface chemistry changes at the amination of
the brominated CMs
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amine medium. Alternatively, it can be passed due to the replacement of bromine
by an amino group with the formation of the product (I). This product (I) becomes
stable due to the restoration of the double C=C bonds involved in the conjugated
system through formal double bonds with adjacent carbons. Further, the amination
of the product (I) with the formation of product (II) becomes possible. But, only some
of the active sites can give the product (II). This explanation is correct for the isolated
C=C bonds since they are not from the conjugated system of C=C bonds within the
carbon matrix. Thus, the brominated CMs readily react with diethylamine. By the
proposed amination, one can replace bromine groups and functionalize the carbon
surface layer with amino groups. According to chemical analysis, one can attach
up to 1.45–1.65 mmol g–1 of amino groups in such a way. The resulting sorbents
have the basic properties of the surface layer. In contrast to the amination of the
brominated CMs with diethylamine, the pristine CMs have low reactivity toward
direct amination. Therefore, the direct amination gives an insignificant content of
the amino groups of ~ 0.1 mmol g–1 in the resulting aminated CMs.

3.7 Sulfonation of Brominated Carbon Materials

The samples of ACF-Br-30, ACF-Br-60, and ACF-Br-120 are characterized by a
significant content of chemisorbed bromine. So, we selected them to function-
alize their surface layer with acidic SO3H groups. Treatment of these samples
with a concentrated aqueous solution of sodium thioglycolate causes the practi-
cally complete removal of bromine from the surface layer. For comparison, a sample
of the unmodified ACF was also sulfonated using the same procedure. As can be
seen from Table 9, the specific surface area SBET and the total pore volume V tot of
the resulting sulfonated ACFs are slightly reduced compared with those of the
unmodified (pristine) ACFs.

The surface layer of the sulfonated samples was examined by FTIRATR (Fig. 18).
The spectra of the sulfonated samples obtained do not differ from the spectrum of
the original ACF in the region of characteristic resonant absorption for aromatic and
or conjugated C=C bonds of the carbon matrix (in the range 1600–1450 cm–1). In
the range of 1840–1640 cm–1, one can see a decrease in the intensity of the spectral
bands; they correspond to the absorption of C=O bonds. This decrease is because of

Table 9 Textural parameters
of the sulfonated ACFs

Sample SBET, m2 g–1 V tot, cm3 g−1

ACF 680 0.34

ACF-S 618 0.31

ACF-Br-30-S 544 0.28

ACF-Br-60-S 529 0.27

ACF-Br-120-S 535 0.27
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Fig. 18 FTIR ATR spectra of the initial ACF (1), ACF-Br-30-S (2), ACF-Br-60-S (3), and ACF-
Br-120-S (4): a the characteristic part of spectra and b a magnified part of a

a fall in the concentration of Cx, A, and L groups. It takes place after bromination
and following sulfonation of the carbon surface. The identification of sulfo groups
attached to the surface of carbon materials presents significant difficulties due to the
overlap of the absorption regions of the S=O and S–O bonds and the C–O bonds [90].
Given the lack of appreciable oxidation and the formation of additional C=O groups
during sulfonation, the detected increase in the absorption intensity in the range of
1350–1000 cm–1 (indicated in Fig. 18a) for the sulfonated ACFs, as compared with
the unmodified ACF, can be attributed to the absorption of sulfo groups.

A more detailed analysis of FTIR ATR spectra in the 1350–1000 cm–1 region
revealed bands that can be attributed to the vibrations of the S=O and S–O bonds
that are part of the sulfo groups (Fig. 18b). Compared with the initial ACF spectrum,
the absorption bands at 1332 and 1274 cm–1 are found in the spectra of the sulfonated
samples. These bands can be assigned to the asymmetric and symmetric vibrations
of S=O bonds in the sulfo groups. A rather intense absorption band at 1190 cm–1

corresponds to the vibrations of S=O bonds in the SO−
3 anions. This fact confirms the

formation of surface groups with high acidity on the ACF surface. The absorption
band at 1135 cm–1 presumably corresponds to the vibrations of S–O bonds in the
SO3H groups.

Figure 19 shows typical TGA/EGA profiles for the sulfonated ACFs. The weight
loss as a result of thermal desorption occurs in three temperature ranges. The first
effect of weight loss at about 100 °C is small and is caused by the release of
physisorbed water. The second effect with a sharp weight loss is observed in the
temperature range of 200–500 °C. This effect is absent for the unmodified and
brominated ACFs and is associated with the thermal decomposition of sulfo groups.
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The third effect is observed at temperatures of 500–800 °C. It is registered for the
sulfonated ACFs as well as for the unmodified ACF. This effect corresponds to the
thermal decomposition of Ph groups. The total weight loss because of the decompo-
sition of functional groups (�mFG) increases in the series of samples from the ACF-S
to the ACF-Br-60-S, and it correlates with the sulfur content (C(S)) in the prepared
sulfonated CMs (Table 10).

The DTG analysis revealed a weight loss step peaked at 268 °C and assigned
to the decomposition of SO3H groups. Between 150 °C and 500 °C, a weight loss
observed by the thermal analysis is registered simultaneously with the detection of
SO2 (m/z 64) in the TPD MS experiments. This weight loss was attributed to the
decomposition of most SO3H groups, in agreement with the temperature range of
their decomposition reported in [72]. This wide temperature range (in which SO2

+ is
detected)means the existence of a continuous spectrumof the surface formspresented
by SO3H groups. For the sulfonated ACFs, the MS peak of SO2

+ has an asymmetric
shape and can be divided into β1, β2, β3, and β4 components (Table 10).

For each component, the peak maximum temperature (Tm) and the relative area
under the peak (%) were found and listed in Table 10. From the tabulated data, one
can see β2, β3, and β4 components. They are assigned to the attached SO3H groups

Fig. 19 Typical TGA/EGA
for the sulfonated ACFs, on
the example of
the ACF-Br-60-S sample.
TGA: TG (1) and DTG (2)
curves, and EGA (3): SO2
profile

Table 10 Surface chemistry of the sulfonated ACFs from the chemical analysis, TGA, and TPD
MS data

Sample C(S),
mmol
g–1

C(S)/C(Br) TGA TPD MS profile of m/z 64 (SO2
+)

�mFG,
g g–1

Peak temperatures (Tm), °C/relative area, %

β1 β2 β3 β4

ACF-S 0.18 – 0.066 171/28.9 220/41.7 304/29.4 –

ACF-Br-30-S 0.51 0.63 0.107 – 248/58.2 331/33.9 401/7.9

ACF-Br-60-S 0.72 0.69 0.124 – 263/48.6 340/36.8 413/14.6

ACF-Br-120-S 0.65 0.67 0.116 – 267/44.2 357/40.7 431/15.1
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that are differed by their binding energy with the carbon surface. As deduced from
the spectra of the pre-brominated sulfonatedACFs, their surface layer decomposition
caused the release of SO2 gas, which thermal desorption profile could be modeled
with three Gauss peaks centered at 258 ± 10 °C, 344 ± 13 °C, and 416 ± 15 °C,
correspondingly. The significant difference in thermal decomposition temperatures
is explained by the arrangement of the SO3H groups in pores of different sizes and
because of the effect of the nearest neighboring groups of different functions. By
extending the bromination time, one can noticeably increase the thermal stability
of the attached SO3H groups. After prolonged bromination, the temperature range
of SO2 release and the relative area under the profile for the most high-temperature
(β3 and β4) forms simultaneously increase. According to the TPD MS data for
the vacuum thermolysis of the resulting samples, these effects can be explained
by the involvement of small micropores in the bromination reactions because only
the subsequent replacement of bromine groups by sulfo groups can be a reason for
the observed changes.

Thus, thermal stability for each of the ACF-Br-30-S, ACF-Br-60-S, and ACF-Br-
120-S samples considerably exceeds that found for the ACF-S sample obtained by
omitting the bromination stage. For the ACF-S sample, the most stable (β4) form is
absent in the TPDMS profile. Nevertheless, the β1 form is present. For this β1 form,
the peak temperature of SO2 desorption is only 171 °C. We suggested that the β1

corresponds to H2SO4 molecules forming a dense “hydrogen bond network” filling
tight micropores. The sulfonation of the brominated ACF can be summarized by the
following scheme (Fig. 20). The interaction of various forms of chemisorbed bromine
with sodium thioglycolate leads to its addition with the elimination of hydrogen
bromide causes the formation of product (I). As a result of the acidic hydrolysis of the
product (I) and subsequent oxidation of the hydrolysis product, products (II) and (III)
are formed, respectively. From theC(S)/C(Br) ratio, only 60–70% of bromine can be
substituted by sulfur-containing groups. The decrease in the yield of the final product
(III) is because of the basic hydrolysis of bromine groups. This hydrolysis cleaves
a part of added bromine in a sodium thioglycolate solution. In comparison with
other methods used for bromination, implementing plasma-chemical bromination
showed reasonable pros. One can mostly eliminate the effect of parallel oxidation
by plasma-chemical bromination, resulting in a greater yield of the product (III).

Fig. 20 Schematic diagram showing the chemical transformations during the staged sulfonation
of the brominated carbon surface
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Fig. 21 Temperature
dependences of the
conversion of 2-propanol to
propene catalyzed by the
sulfonated ACFs

The obtained data prove that pre-bromination is the best way to covalent attaching
the sulfo groupon theACFsurface. The use of the brominatedACFsamples tomodify
the carbon surface with sulfo groups is more efficient and allows obtaining 0.51–
0.72 mmol g–1 of thermally stable S-containing groups. In the studies of the catalytic
activity of the sulfonated ACFs in the dehydration reaction of 2-propanol, we found
nearly 100% conversion of 2-propanol to propene over the ACF-Br-30-S, ACF-Br-
60-S, andACF-Br-120-S samples only. For theACF-S sample, themaximum conver-
sion of 2-propanol is 92% at 248 °C, and with a further increase in temperature, the
conversion degree only decreases. Therefore, the sample ACF-S contains thermally
unstable acid centers that can be deactivated easily. For the samples of ACF-Br-30-S,
ACF-Br-60-S, and ACF-Br-120-S, the 100% conversion of 2-propanol to propene
is achieved at the temperatures of 195–206 °C, and it is not strongly dependent on
concentrations of sulfo groups (Fig. 21).

We explained this by unavailable (hidden) sulfo groups that do not participate in
catalysis. Typically, the structurally restricted availability of some sulfo groups is
due to their location in narrow and tight micropores. The most characteristic feature
of the studied catalysts is their high thermal stability when operating in a reaction
medium at 150–230 °C for several hours.

4 Concluding Remarks

In modifying CMs, which are different by chemical nature, only direct bromination
with bromine vapor is effective. The optimal temperature range for the maximal
chemisorption of bromine is found to be from 300 to 500 °C. This range does not
depend on the nature of CMs. At lower temperatures, the forming of physisorbed
(intercalated) bromine is possible. But at higher temperatures, the processes of
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bromine desorption predominate. The relatively low temperatures and the weak
dependence of the maximum amount of attached bromine on temperature suggest
that this reaction is selective. Kinetic studies showed two regimes of the isothermal
bromination reaction. A fast process causes chemisorption of up to 80% bromine
for about 20 min, while a slow process lasts until 1–2 h. Regardless of the many
parameters, e.g., kinetic region, bromination temperature, and structural-sorption
parameters of CMs, the bromination reaction is limited by diffusion. The limiting
stage of kinetics is a transfer of the brominemolecule to the surface-active site.When
studying the thermal desorption from the brominated CMs, a spectrum of forms of
surface bromine with different decomposition and detachment temperatures, from
200 to 800 °C, was found. It is established that the thermal decomposition of any
form of bromine occurs in the form of HBr, which proves its chemisorption. The
highest content of attached bromine of about 2.5 mmol g–1 is found for the bromi-
nated NACs. However, the reactivity per unit area was higher for CB, MWCNTS,
and ACFs. The reactivity of CMs in the bromination reaction is determined by the
number of active sites (HC=CH bonds) and depends significantly on the method
used to prepare CMs. All studied CMs with a developed surface, which is due to
activation by water vapor, have a lower reactive ability to bromine. Most attached
bromine (up to 80%) is chemically active and can be substituted by amino groups.
The aminated CMs are characterized by high thermal stability in the temperature
range of 30–200 °C. The thermal decomposition peak of amino groups is recorded
at 300 ± 15 °C. This decomposition temperature does not depend on the nature of
CM and bromination temperature. This experimental fact proves the covalent fixa-
tion of amino groups on the surface. The obtained aminated CMs contain up to
1.55 mmol g–1 amino groups. In fact, these sorbents have the potential to be used as
selective sorbents or carriers.

Plasma bromination of ACFs at 22 °C causes adsorption of bromine, and up to
1 mmol g–1 of bromine can be attached. During the short-term, from 5 to 30 min,
plasma-chemical treatment, a significant amount of physisorbed bromine is formed
on the ACF surface, and a lot of intercalated bromine is registered in the inner (free)
volume. Increasing the time of plasma-chemical treatment to 60 min leads to the
maximum amount of chemisorbed bromine (up to 1.04 mmol g–1). About 60–80%
of the attached bromine can be replaced by thermally stable acidic SO3H groups.
It was found that pre-bromination leads to surface modification with more SO3H
groups into the surface layer of ACFs than at the direct bromination. It is shown that
100% conversion of 2-propanol to propene on the obtained acid catalysts is observed
at 190–200 °C.
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shevsky VA, Kaňuchová M, Lisnyak VV (2021) Surface chemistry of fluoroalkylated
nanoporous activated carbons: XPS and 19F NMR study. Appl Nanosci. https://doi.org/10.
1007/s13204-021-01717-7

77. Uklein AV, Diyuk VE, Grishchenko LM et al (2016) Characterization of oxidized carbon
materials with photoinduced absorption response. Appl Phys B 122:287. https://doi.org/10.
1007/s00340-016-6561-2

78. TsapyukGG, DiyukVE,Mariychuk R et al (2020) Effect of ultrasonic treatment on the thermal
oxidation of detonation nanodiamonds. Appl Nanosci 10:4991–5001. https://doi.org/10.1007/
s13204-020-01277-2

79. Ischenko EV, Matzui LY, Gayday SV, Vovchenko LL, Kartashova TV, Lisnyak VV (2010)
Thermo-exfoliated graphite containing CuO/Cu2(OH)3NO3:(Co2+/Fe3+) composites: prepara-
tion, characterization and catalytic performance in CO conversion. Materials 3(1):572. https://
doi.org/10.3390/ma3010572

80. Boehm HP (2002) Surface oxides on carbon and their analysis: a critical assessment. Carbon
40:145–149. https://doi.org/10.1016/S0008-6223(01)00165-8

81. Khavryuchenko VD, Tarasenko YA, Khavryuchenko OV et al (2010) Nanostructurization in
the SKS active carbon, characterized by SEM, TEM, EDX and quantum-chemical simulations.
Int J Modern Phys B 24:1449–1462. https://doi.org/10.1142/S0217979210055627

82. Khavryuchenko OV, Khavryuchenko VD, Lisnyak VV, Peslherbe GH (2011) A density-
functional theory investigation of the electronic structure of the active carbon graphite-like
and amorphous domains. Chem Phys Lett 513:261–266. https://doi.org/10.1016/j.cplett.2011.
08.009

83. Khavryuchenko VD, Khavryuchenko OV, Tarasenko YA, Lisnyak VV (2008) Computer simu-
lation of N-doped polyaromatic hydrocarbons clusters. Chem Phys 352:231–234. https://doi.
org/10.1016/j.chemphys.2008.06.019

84. Khavryuchenko VD, Khavryuchenko OV, Lisnyak VV (2010) High multiplicity states in disor-
dered carbon systems: ab initio and semiempirical study. Chem Phys 368:83–86. https://doi.
org/10.1016/j.chemphys.2009.12.022

85. Figueiredo JL,PereiraMFR,FreitasMMA,Orfao JJM(1999)Modificationof the surface chem-
istry of activated carbons. Carbon 37:1379–1389. https://doi.org/10.1016/S0008-6223(98)003
33-9

86. Diyuk VE, Zaderko AN, Grishchenko LM, Vakaliuk AV, Mariychuk R, Lisnyak VV (2021)
Surface reactivity of carbon nanoporous materials studied with chemical bromination. Springer
Proc Phys 264:171–205. https://doi.org/10.1007/978-3-030-74800-5_12

87. Papirer E, Lacroix R, Donnett JB, Nanse G, Fioux P (1994) XPS study of the halogenation of
carbon black—part 1. Bromination. Carbon 32:1341–1358. https://doi.org/10.1016/0008-622
3(94)90121-x

88. Zheng J, Liu HT, Wu B et al (2012) Production of graphite chloride and bromide using
microwave sparks. Sci Rep 2:662. https://doi.org/10.1038/srep0066210.1038/srep00662

89. Sasmaz E, Kirchofer A, Jew AD et al (2012) Mercury chemistry on brominated activated
carbon. Fuel 99:188–196. https://doi.org/10.1016/j.fuel.2012.04.036

90. Socrates G (2001) Infrared and Raman characteristic group frequencies: tables and charts, 3rd
ed. Wiley (2001)

https://doi.org/10.1007/s13204-021-01717-7
https://doi.org/10.1007/s13204-021-01717-7
https://doi.org/10.1007/s00340-016-6561-2
https://doi.org/10.1007/s00340-016-6561-2
https://doi.org/10.1007/s13204-020-01277-2
https://doi.org/10.1007/s13204-020-01277-2
https://doi.org/10.3390/ma3010572
https://doi.org/10.3390/ma3010572
https://doi.org/10.1016/S0008-6223(01)00165-8
https://doi.org/10.1142/S0217979210055627
https://doi.org/10.1016/j.cplett.2011.08.009
https://doi.org/10.1016/j.cplett.2011.08.009
https://doi.org/10.1016/j.chemphys.2008.06.019
https://doi.org/10.1016/j.chemphys.2008.06.019
https://doi.org/10.1016/j.chemphys.2009.12.022
https://doi.org/10.1016/j.chemphys.2009.12.022
https://doi.org/10.1016/S0008-6223(98)00333-9
https://doi.org/10.1016/S0008-6223(98)00333-9
https://doi.org/10.1007/978-3-030-74800-5_12
https://doi.org/10.1016/0008-6223(94)90121-x
https://doi.org/10.1016/0008-6223(94)90121-x
https://doi.org/10.1038/srep0066210.1038/srep00662
https://doi.org/10.1016/j.fuel.2012.04.036


Theoretical Analysis of the Heating
Process of the Material Surface
by a Laser Pulse with Allow
for the Accompanying Factors

L. V. Shmeleva, A. D. Suprun, and S. M. Naumenko

Abstract The paper considers the process of laser heating of different types of
surfaces. The research can be useful in various areas of technological applications.
The expressions obtained here for the temperature of the near-surface layer take
into account a wide range of processes that accompany the interaction of laser
radiation with substance. Temperature dependences direct at taking into account
at most possible parameters of both the irradiated material and the characteristics of
the radiation itself. Laser heating, especially in terms of accurate applications, is a
complicated transcendental dependence due to the fact that the coefficients of total
dissipative losses depend, in particular, on temperature. They take into account the
effects of reflection and scattering and constantly change during the time of action
of laser radiation. It is shown that all temperature solutions must be found allow for
the given, according to the surface structure, expressions for the loss coefficients.
Examples of determining the threshold characteristics of the radiation flux, which
separate the destructive and non-destructive processing of the material, are given.

Keywords Loss factor · Temperature · Absorption and reflection coefficient ·
Laser heating

1 Introduction

Laser radiation makes it possible to obtain the limit values of many parameters,
which is realized in the zone of influence [1]. Laser processing is applicable to
almost all materials regardless of their hardness and viscosity (metals, hard alloys,
ceramics, glass, plastics, rubber, semiconductormaterials, precious stones, biological
materials). Therefore, the use of laser technology is relevant in many areas: from
medicine to the military industry [2–5]. The practical use of powerful lasers takes
of high material and energy costs. Therefore, theoretical and numerical forecast of
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the results of laser exposition to various types of materials surface does not lose its
relevance [6].

The research is based, first of all, on the developments that allow to calculate the
conditions that distinguish between different types of surface treatment [7], namely
non-destructive treatment, destructive treatmentwith surfacemelting, and destructive
treatment without melting. For frequent uses, it is interesting to process without
melting the irradiated substance as more exact [8]. The solution of this problem
presumes the study of the dynamics of baro- and thermocharacteristics of the surface,
which is irradiated until the moment of destruction and tracking of these indicators
in the process of destruction [9].

To model the entire irradiation process, a general algorithm for the interaction of
radiation with solid has been developed [7–10]. An important fact is that the laser
technology of the material processing process is associated with local heating that is
with the transfer of energy from the electromagnetic pulse to the substance. When
interacting with the surface of the radiation medium, it is partially reflected and
partially penetrates into the material, absorbed in it, and quickly converted into heat.
The whole process of the heating surface of the substance can be divided into several
stages: heating the material without destruction; destruction of the material and the
flying-off of the products formed (ablation); cooling after the end of the interaction.

Laser heating can be accompanied by changes in the optical and thermophysical
properties of the material, its thermal expansion, as well as phase transitions [7] in
the solid state and melting. In some cases, heating can activate diffusion processes
in a solid and some chemical reactions on its surface and in the near-surface layer.
The stage of heating materials with laser radiation is the main relative to the phys-
ical essence of technological operations that are carried out without destruction of
the material (heat treatment, diffusion, etc.). For operations of laser processing of
materials related to the destruction and removal of some of them, the heating stage is
the initial, but important, because its analysis allows to determine the conditions of
the beginning of the destruction. Modern research is aimed at achieving controlled
heating of irradiated surfaces for the purpose of modify them [11–15]. Therefore, the
study of temperature dynamics during laser irradiation of a material is an important
part of a comprehensive study of the interaction of radiation with substance.

2 Basic Formulation of the Problem of Laser Heating
of the Near-Surface Layer of the Substance

The problem of surface destruction without melting is considered. Until to the
destruction, the irradiated material is a substance that exists in the solid state. With
the arising of fracture on the surface of the material in the local area exposed to
radiation, the substance is ablated. This new substance is formed as a result of a local
phase transition. And we will also consider it a continuous plasma-gas medium.
If each of the coexisting phases is in itself a continuous medium, then the system
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of equations describing them will be common to both media [7]. Such a system is
significantly heterogeneous due to the presence of bulk sources and effluents in the
gas phase during the solid–gas phase transition. To take them into account, self-
consistent (with solutions of the system of equations) functions were introduced:
sources of mass runoff and mass density of force acting on the flow of gaseous phase
from the radiation side [16]. This system was formulated for the coexistence of two
phases: solid and plasma-gas, and the appropriate boundary conditionswere obtained
for it [7]. The result of the analysis of these boundary conditions was a system of two
differential equations that describe the process of crater formation on the surface of
a solid and track the dynamics of near-surface pressure that occurs on the surface
under the action of radiation:
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Here, � and � are, respectively, dimensionless surface pressure and the function
of the crater formation, ϑτ is the stepwise Heaviside function: ϑτ ≡ ϑ(τ − θ). The
parameter eq determines the ratio of the flow incident on the surface of the substance
qs to the original flow qin, i.e., in dimensionless units:

eq ≡ qs/qin = f (x, y)exp
(−�M�η+β�

)
(3)

In (3), function f (x, y) determines the transverse shape of the stimulating impulse
and adds to (1) an additional dependence on x, y, M is dimensionless parameter deter-
mined by equality M = q0γ 2L2

2ϕ3/2
0 κ2ρ0sα1/2

, Λ is parameter that determines the degree of

interaction of the substance that evaporates with incident radiation:� = bLγ 3qin
2καϕ0

h(ω),
where κ is polytropic index, α ≡ κ + 1, γ ≡ κ − 1, β ≡ α/(2κ), η ≡ 1/κ , ϕ0 is
specific heat of the condensate-gas phase transition, ρ0s is the density of the near-

surface layer of solid, L is the coefficient of heat loss. b ≡ 2R�m2
a

3π
√

πγμad2
a kb

, R� is gas
constant,μa is gas molecular weight; da is molecule effective diameter;ma is evapo-
rated matter atommass, and kb is Boltzmann constant. The function h(ω) determines
a constant (independent of pressure) part of the absorption coefficient but depends
on the frequency characteristics of the gaseous medium.

On the other hand, before the beginning of destruction, when the gas phase is
absent and the irradiated surface is stationary, we can use the general equation of
thermal conductivity [7]:

ρ0C
(0)
v

∂T0
∂t

= div(λ0∇T0) − divq0 (4)
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Here, q0 is the external energy flow in the volume of the solid phase; λ0 is its thermal
conductivity coefficient; T0 is the temperature of the solid phase, which is a function
of time and coordinates; C (0)

v is its mass specific heat (heat capacity per unit mass).
The solution of Eq. (4) must satisfy the boundary condition:

λ0s(n · grad T0s) = (1 − L)λs(n · grad Ts) (5)

Here, the index “s” denotes the surface characteristics of the gas phase, the indices
“0s” denote the solid-phase index, and n denotes the normal to the surface. Equation
(4) togetherwith the boundary condition (5)makes it possible to trace the temperature
changes of the volume of the material during laser heating, as well as the temperature
dynamics on the surface (at the interface). At the moment, we are interested in the
problem of laser surface heating for a one-dimensional case. It has the form [17]:

ρCv

∂T

∂t
= λ

∂2T

∂t2
− ϑτ L

∂q

∂z
(6)

With corresponding initial and boundary conditions:

T (0, z) = Tin, T (t,∞) = Tin
∂T

∂z
(t, 0) = − Ld

λ
ϑτqs (7)

As already noted, the parameters with the index “0” determine the parameters of
the solid irradiated phase. Since there are only them in Eq. (6), we discarded the index
“0” to avoid the cumbersomeness of the records. In Eq. (6) and boundary conditions
(7), T = T (t, z) is the temperature of the material, τ is the time of action of the
laser pulse on the surface, ϑτ ≡ ϑ(τ − t) is the stepwise Heaviside function, which
is equal to one when t < τ and is equal to zero when t > τ the action of radiation
ceases, qs is the flux density of radiation energy (hereinafter, flux) in the middle of
the solid phase, qin is the input value of flux, λ is the thermal conductivity of the
material, ρ is its density, Cv is the mass specific heat, Tin is the initial temperature of
the material, and Ld is the coefficient of optical losses.

In the study, we introduced two parameters of losses, because on the surface of
the irradiated substance, there are losses not only thermal (loss factor L), but also
optical (loss factor Ld ). Both coefficients vary in the range from 0 to 1. The zero
value of the coefficients means the complete absence of corresponding losses: The
luminous flux, in this case, does not suffer losses when passing through the surface of
the material. In other words, the surface of the substance is transparent to radiation.
And the value of these coefficients, equal to 1, corresponds to the complete loss
of flow at the boundary. In particular, the condition Ld → 1 corresponds to the
situation when metals and opaque materials are irradiated. It is clear that both of
these coefficients should not really take extreme values. That is, the condition 0 <
{Ld , L} < 1 must always be satisfied for them. In [18], it was proved that with a high
degree of accuracy, especially for metals, the relation: L = 1 − Ld .
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3 Changes of the Temperature of the Surface Local Area
Caused by Laser Influence

The absorption coefficient of many materials, particularly metals, in a good approxi-
mation can be considered infinitely large. But conditions can be realized under which
the absorption coefficient in the volume is not only a finite value but also a function
of the magnitude of the radiation flux q, i.e., k = k(q). This is the case when it
comes to irradiating semiconductors and dielectrics that are sufficiently transparent
for a given frequency range with intense radiation in the visible and near ranges.
Also, when metals are irradiated of intense radiation of the far ultraviolet and soft
X-ray ranges. In this case, the dependence of the radiation flux q on the depth of its
penetration z into the material is determined by Bouguer’s law.

As a result of the solution of the system (6), (7), it is possible to obtain a general
solution of the temperature dynamics of the surface in the local region of laser heating.
In the approximation of the unlimited absorption coefficient peculiar to metals, laser
heating can be described by the dependence [17]:

T (t) = Tin + 2qs Ld√
πλ�Cv

√
t (8)

That is, in this approximation, the temperature increases in proportion to the factor
qs Ld

√
t . When the surface layer of the irradiated material is almost transparent to

radiation (Ld → 0), the heating will be insignificant, and the material with high
absorbency will heat up quickly. The nature of the coefficient Ld is tied to the optical
characteristics of the radiation. And we assume that all optical losses are determined
by the reflection coefficient and the processes of scattering of the radiation flux on
the surface. If the surface is smooth, then scattering can be neglected. Then, Ld

can be considered proportional only to the reflection coefficient R, and it, for one’s
turn, varies depending on the temperature [19], i.e., Ld(T ) ∼ R(T ). The reflection
coefficientR from the surfaces of conductivemedia, in particular frommetal surfaces,
for radiation in the optical and infrared ranges is determined mainly by the excitation
of plasma oscillations. Given this, the dynamics of surface temperature T and the
coefficient Ld are determined by a system of two equations [18]:
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Here, the notation is introduced: t0 is a parameter that normalizes the time to the
dimensionless form: t0 = bγ 4ϕ0/

(
α2κ5/2qin

)
, Rin is the basic value of the reflection

coefficient, t is the dimensionless time normalized to the value of t0, e is the charge
of the electron, NA is the Avogadro’s number, and σ el is the electrical conductivity.
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These two equations represent a single system, and only a general numerical solution
can clarify the picture of the development of laser surface heating. For example, a
numerical analysis of these two equations was performed for silver in [18]. In [19],
on the example of gold, it was proved that taking into account the dependence of the
reflection coefficient on the electron temperature significantly have an influence on
the results of calculations of the energy absorbed by the material. It is well known
that the reflection coefficient depends on the surface properties, temperature, and
type of material. As a rule, smooth, polished surfaces have a higher reflectivity than
rough, matte surfaces made of the same material.

While the surface is only heated, the scattering losses make a smaller contribution
than the reflection losses. At this time, scattering is associated with stationary surface
inhomogeneities (surface roughness). However, they should be allowing for, because
they also depend on temperature and increase with increasing inhomogeneities. In
addition, in some materials with lower reflection losses, the scattering losses may be
of the order of optical.

During laser heating, the surface losses of scattering radiation can be considered
in the model of hemispherical inhomogeneities of radius a, and they are determined
by the following dimensionless factor [18]:

σr (a, T ) = 5πa4ω4
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)
, (11)

which can be directly used in the loss factor Ld . The definition (11) additionally
includes the radiation frequency, the Planck constant, and the speed of light. As a
result, we can write a new definition of the coefficient Ld(T ) [18]:
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As can be seen from the definition (11), besides to the temperature dependence
T, the optical loss coefficient Ld has a perceptible dependence on the radius of
inhomogeneity a. Thus, it is possible to estimate Ld(a, T ) for any rough surfaces of
materials.

Often, at the expense of surface modification, try to get quicker heating of the
surface under the action of radiation [11]. Sometimes, it is important to select a
material that can heat up and at the same time, not collapse [20, 21]. Therefore,
expedient to determine the critical parameters at which non-destructive processing
of the material is finished, and the destruction of the material begins.

After analyzing the dependence (8), we can see that the maximum value of the
surface temperature will be reached when the action of radiation ceases that is at
t = τ , where τ is the time of action of the laser pulse. Therefore:
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Tmax(qs) = Tin + 2qs Ld√
πλ > Cv

√
τ (13)

We assume that the maximum temperature Tmax(qs) at the moment finishing of
the action of the radiation reaches the phase PVT-diagram of the phase interface.
The critical surface temperature Tcr depends on the thermodynamic parameters. In
particular, according to the relation: Q = P/c,, where c is the speed of light, P
is the electromagnetic pressure of radiation, P is proportional to the flux Q. Then
from the condition Tmax(qs) = Tcr(Q),we can determine the threshold flux Q for no
destruction. It is obvious that here Tcr(Q) is the critical temperature, which depends
on the intensity of the flow Q. Taking into account the relation (13), we obtain the
threshold condition [17]:

Q2τ = πλ�Cv

4L2
d

(Tcr(Q) − Tin).

As long as the radiation flux satisfies the condition qs < Q, the surface of the
irradiated material is not destroyed. Thus, the threshold value of the flow Q at which
the surface of the material begins to destroyed with the considered infinite value of
the constant absorption coefficient has the form:

Q =
√

πλ�Cv

2Ld
√

τ
(Tcr(Q) − Tin), (14)

where Ld is denoted in (9) for smooth mirror surfaces, or expression (12) for rough
surfaces, or surfaces with foreign hemispherical inclusions.

The above results are applicable to materials whose thickness is bigger than the
depth of penetration of electromagnetic waves. For real conductors such as silver,
copper, gold, and aluminum, this depth is very small. For example, for gold at a depth
of 400–850 nm, the degree of transparency forwavelengths bigger than 500 nmvaries
from 20 to 10% [22].

4 Laser Heating of Films

It is known that thin layers of precious metals are often used for plasmon resonance
sensors [23, 24]: silver, gold, etc. Various coverings for these materials are also being
tested. If the radiation flux is directed into a thin layer (film) of material, then there
is an additional need to take into account the thickness of the layer, or at least take
into account the finiteness of the absorption coefficient. In this case, the change in
the temperature of the surface layer during laser heating will be determined by the
ratio [17]:
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Tk(t) = Tin + qs
λk0
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]}
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were χ ≡ 4k20λ/(�Cv), and Tk(t) is the temperature of laser heating at a finiteness of
the absorption coefficient of radiation by the film. In this case, the use of the defini-
tions of the parameter Ld from (9) or (12) makes the search for temperature Tk(t) a
transcendental problem, because in both cases, Ld is a function of temperature. But
their use will allow you to more accurately determine of the laser heating magnitude
of the film.

Let us analyze the dependence (15). To do this, we use the approximation of the
maximumoptical losses during the passage of the surface by radiation: Ld → 1 (note
that the condition Ld → 1 is equivalent to the condition k0 → ∞). Then, the speed
of heat loss L = 1− Ld is zero, the third term disappears, and (15) is automatically
reduced to (8).

If we apply another limit case, assume that the surface completely transmits
radiation (Ld → 0), then (15) is reduced to the expression Tk(t) = Tin +
qs
λk0

{√
χ t√
π

+ exp
(

χ t
4

)
erfc

(√
χ t
2

)
− 1

}
. Given the asymptotic approximation near zero
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. In this case, Tk(t) = Tin. Both extreme cases confirm

the validity of the expression (15). For this case (15), the magnitude of the threshold
radiation flux will be determined by the equality:
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The ratio of the flow thresholds for a constant coefficient Qk to the flow threshold
(14) at an infinite absorption coefficient (or Ld → 1): ε′ ≡ Qk/Q∞ and to the flow
threshold for a small absorption coefficient (k0 → 0) under the condition Ld → 0:
ε ≡ Qk/Q0 was analyzed earlier [17]. They were analyzed for arbitrary values of Ld

with conservation the asymptotics of k0. The results of this analysis are reproduced
in Fig. 1.

In Fig. 1, the two lower curves correspond to the relation ε, and the two upper
curves correspond to the relation ε′. The graphs show their dependences on the coef-
ficient of optical dissipative surface losses Ld for different durations of stimulating
laser radiation. Estimates were performed for silicon parameters. The analysis of
the results shows that both approximations (infinite and zero volumetric absorption
coefficients) give errors with relatively to the case of taking into account the finite
absorption coefficient (on the graph—corresponds to the dotted line ε = 1). These
mistakes are the least only for materials with large of surface losses (Ld → 1). As
the coefficient of optical dissipative losses decreases, the mistakes in determining
the threshold of thermal destruction in the approximation (16) increase.

This is evidence of that the use of the expression for thefinite absorption coefficient
(15) is more accurate when assessing laser heating. And taking into account the
dependence of the coefficient Ld on temperature (9) for smooth mirror surfaces, or
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Fig. 1 Dependence of the
ratio of thresholds values ε′
and ε on the coefficient of
total optical dissipative
losses

(12) for rough surfaces or surfaces with spherical foreign inclusions give accurate
forecast of laser surface heating.

If the action of laser radiation is short-term or low-power and condition, (16) is
not realized, then the destruction of the surface does not occur. When, at that, the
action of the laser pulse stops, the material heated by the laser begins to refrigerate
[25] according to the equation:

Tk(t) = Tin + qs
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Equation (17) determines the dynamics of surface cooling after cessation of laser
exposure. In the approximation of the infinite absorption coefficient, Eq. (17) is
simplified to the form T (t) = Tin + 2qs Ld√

πλ�Cv

(√
t − √

t − τ
)
and of course, has a

descending root dependence. Such temperature dynamics is physically logical, but
when using accurate technologies, it is necessary to carry out amore detailed analysis
of heating. Therefore, to calculate the temperature cooling of the surface, it is still
necessary to take into account the specified form of the parameter L = 1−Ld , where
Ld should be represented by expressions (9), or (12).

5 Destruction of the Surface Without Melting,
with Account for Temperature Effects

If condition (16) is realized, then the surface of the material begins to destruction.
If the criterion of destruction without the formation of a liquid phase is realized [7],
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then the system of differential equations (1), (2) requires some transformations. In
these equations, the temperature is not explicit. There is pressure in it. Therefore,
to improve the algorithm (1), (2), it will be appropriate to select the parameters L
and Ld and replace the temperature in them with pressure, using the thermodynamic
equation of state [18].

6 Conclusions

The process of laser surface heating is considered in the paper. To do this, on the basis
of general basic presentations, a system of equations was formulated that character-
izes the changes in the parameters of substance under the action of laser irradiation.
One of the equations is the equation of thermal conductivity. It makes it possible
to trace temperature changes during the preliminary (before the destruction) laser
heating.

In this article, attention was giving to thermal effects, so the one-dimensional
equation of thermal conductivity was considered. The solution to this equation is a
bulky and complex expression. Therefore, it has been presented in several techno-
logical approximations. For series of technological applications, we have considered
cases of materials with strong absorbency and for materials that almost do not absorb
laser radiation. In particular, for films, the expression for the temperature with a finite
absorption coefficient was obtained. The peculiarity of these solutions is that they
include new, previously ignored, parameters L and Ld . Both parameters describe
the losses during the passage of radiation the surface of the material. The first (L)
describes heat loss, and the second (Ld ) is optical.

These parameters are not constant values, as they depend on the reflection and scat-
tering coefficients of radiation from the surface. And those, in turn, vary depending
on the temperature. Therefore, all temperature solutions should be considered in
combination with expression (9), if you want to investigate the effect of radiation on
a smooth (mirror) surface, or with expression (12), if the surface being irradiated has
irregularities or foreign inclusion. Examples of determining the thresholds at which
the irradiated surface begins to destruction are given.
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Dielectric Behavior of Solid Polymer
Electrolyte Films Formed by Double
Hydrophilic Block Copolymers

L. Kunitskaya, T. Zheltonozhskaya, S. Nesin, Valeriy Klepko,
and N. Minenko

Abstract Polymer electrolyte membranes (PEM) based on diblock copolymer
poly(ethylene oxide)/polyacrylamide MePEO-b-PAAm (DBC), it’s partially
hydrolyzed derivative MePEO-b-P(AAm-co-AAc) (DBChydr) and graft copolymer
polyvinyl alcohol/polyacrylamide (PVA-g-PAAm), that form intramolecular poly-
complexes, have been prepared by using solution casting technique. The ionic
conductivity of PEM systems comprising mentioned copolymers in their pure form
and in compositions with LiPF6 were measured at the ambient temperature and
humidity. It was noticed that introduction of additional ionic groups -COOH in poly-
acrylamide block of DBC affected positively the conductive characteristics of the
polymer membranes. The ionic conductivity of the membranes filled with LiPF6
increased with the growth of the Li-salt content. The reason for the application of
DBCs and PVA-g-PAAm as possible ion-conductingmembranes for Li-ion batteries,
solar cells, and fuel cells are discussed.

Keywords Solid polymer electrolytes · Block copolymer · Ionic conductivity ·
Intramolecular polycomplexes

1 Introduction

Recently, much attention has been paid to the development of alternative energy
sources, like dye sensitized solar cells (DSSC), solid proton exchange membrane
fuel cells (PEMFC), rechargeable solid-state lithium batteries (LB), etc. [1–7]. All
the above cells work on a common principle, i.e., mobility of ions between two
electrodes though a suitable electrolyte. For these devices a non-corrosive, high
conductive, electrochemically, and chemically stable, low cost electrolyte is very
important. The solid solvent-free polymer electrolytes (SPEs) based on amorphous
polymer materials could be the best for these purposes.
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Polyvinyl alcohol (PVA) and its derivatives are considered to be quite attrac-
tive materials for fuel cell membranes in terms of mechanical properties and high
chemical stability [8–14]. PVA was examined as a proton exchange membrane in
proton conductivity andmethanol permeability experiments. The result indicated that
PVA membranes employed in pre-evaporation process were much better methanol
barriers that Nafion® due to their dense molecular packing structure caused by inter
and intramolecular hydrogen bonding.A drawback of PVAmembranes is the absence
of negatively charged ions, and thus, it is a poor proton conductor when compared
to the commercially available Nafion® membranes [14].

Currently, a wide range of polymer electrolytes and composite materials are
offered to be perspective SPEs, but the most attractive and widely studied among
them are polymer matrixes based on polyethylene oxide (PEO), which are now
used in Li-batteries and solar cells due to good chain flexibility, superior electro-
chemical stability to lithium metal, low glass transition temperature, and excellent
solubility to conductive lithium salts and good interface stability against Li anode
[15–21]. In PEO, the repeating unit (–CH2–CH2–O–) presents a favorable arrange-
ment for effective interaction of the free electron pair on the oxygen with the alkali
metal cations. This occurs because the PEO chains are arranged in a helical confor-
mation with a cavity that presents ideal distances for oxygen-cation interactions.
However, high crystallinity of PEO leads to low ion conductivity and inferior Li+

transference numbers (0.2–0.3) at room temperature, which affects the high rate
capability of LBs. Numerous approaches have been carried out to improve electro-
chemical properties of PEO, such as blending [22, 23], copolymerization [24, 25], and
crosslinking [26–28]. Among these strategies, preparing copolymers, especially graft
and block copolymers, can decrease the crystallinity of a PEO-based solid electrolyte
system effectively. The largest decrease in the crystallinity degree was observed in
the triblock copolymers comprising central block PEO and two side amorphous
blocks [29]. Another way to reduce PEO crystallization in PEO-based SPEs is to
use intermolecular polycomplexes (InterPCs) which are formed due to coopera-
tive hydrogen bonds between PEO and proton-donor polymers [30]. The amorphous
structure of such InterPCs and their high ability to bind ions, organic compounds, and
colloidal particles are well known [31]. Meanwhile, the tendency to decompose into
individual components under the influence of external factors or strong competi-
tors that destroy the system of hydrogen bonds, reduce the formation and opera-
tion of multicomponent solid electrolytes based on InterPCs. From this viewpoint,
PEO-based intramolecular polycomplexes (IntraPCs) are more promising since they
combine properties of both the block-type copolymers and InterPCs due to coopera-
tiveH-bonds systems between their components. They demonstrate higher stability in
competitive processes which accompany the formation of multicomponent polymer
electrolytes.

Previously, we have found that macromolecules of diblock copolymers formed
by poly(ethylene glycol) monomethyl ether (MePEG) and polyacrylamide (PAAm)
exist as intramolecular polycomplexes (IntraPC) due to the interaction of polymer
components [32]. Careful study of the block structure of MePEO-b-PAAm diblock
copolymers has shown that the formation of IntraPC leads to the destruction of the
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crystal structure of PEO chains and, as a consequence, ensures the existence of
a homogeneous amorphous structure. It was found that the grafted copolymers of
polyvinyl alcohol and polyacrylamide PVA-g-PAAm also exist as IntraPCs, formed
by hydrogen bonds of the base-graft type and stabilized by H-bonds of graft-graft
[29].

The above facts have become decisive for the development and research the
PEO- and PVA-containing IntraPCs in terms of their ionic conductivity in rela-
tion to their structure. In the present work, we investigated graft copolymer
polyvinyl alcohol/polyacrylamide (PVA-g-PAAm), diblock copolymer polyethy-
lene oxide/polyacrylamide MePEO-b-PAAm (DBC), and its partially hydrolyzed
derivative polyethylene oxide/poly (acrylamide-co-acrylic acid) MePEO-b-P(AAm-
co-AAc) (DBChydr) as possible ion-conducting membranes for LBs, DSSC, and
PEFCs. We also determined the influence of LiPF6 on the conductive characteristics
of copolymer membranes and estimate the possibility of increasing conductivity by
introducing additional ionic groups –COOH into PAAm chains.

2 Experimental

2.1 General Procedure for Block Copolymerization

In DBC syntheses, monomethyl ether of poly(ethylene glycol) (MePEG), cerium
(IV) ammonium nitrate, and acrylamide (AAm) was used. Cerium (IV) ammonium
nitrate and MePEG (Mn = 5 kDa) were purchased from Aldrich (USA) and used
as received. AAm was purchased from Merck (Germany) and twice re-crystallized
from chloroform before used. The reaction was carried out in deionized water by
the radical block copolymerization with participation of MePEO radicals which
were formed due to redox reaction between terminal hydroxyl groups and CeIV

ions at T = 20 °C in argon atmosphere according to the technique describe in our
previous papers [33]. The chemical structure of the copolymers and the number-
average molecular weights of PAAm blocks were determined from 1HNMR spectra,
which were recorded in D2O atC = 1 kg·m−3 and a room temperature using a Bruker
ARX400 spectrometer operating at 400MHz. The chemical shifts (δ) weremeasured
relatively to tetramethylsilane as a standard.

2.2 Partial Hydrolysis of Polyacrylamide Blocks

The partially hydrolyzed diblock copolymer (DBChydr) was obtained from DBC
sample by the alkaline hydrolysis reaction of acrylamide units. DBC solution in the
deionized water of CDBC = 10 kg m−3 concentration was stirred in the presence
of NaOH (CNaOH = 5 mol·dm−3) at T = 50 °C for 20 min. The Na+-form of the
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Table 1 Molecular parameters of the diblock copolymers

Copolymer MnPEO, kDa MnPAAm, kDa MnDBC/DBC hydr, kDaa WPEO, wt% b

DBC 5 241.08 246.08 0.202

DBChydr 5 196.48 247.71 0.201

a The molecular weight of the copolymer was calculated by equation MnDBC = MnPEO + MnPAAm
b The weight fraction of PEO in the copolymer

modified diblock copolymer was transformed into H-form by treating with 0.5 N
HCl to pH ~ 2. The gel-like DBChydr was re-precipitated by acetone, dissolved in
water and freeze-dried. The hydrolysis degree of acrylamide units in the modified
copolymer was determined by potentiometric titration and reached 18.5 mol%. The
molecular characteristics both initial and modified diblock copolymers are presented
in Table 1.

2.3 Potentiometric Titration Procedure

The potentiometric titration of aqueous solutions of the initial and modified
copolymer (C = 2 kg m−3) was performed with 0.2 N NaOH in an argon atmo-
sphere at T = 25 ± 0.1 °C using a 1–160 M ionomer (Belarus), calibrated with five
standard buffer solutions.

The accuracy of pH measurements was 0.02 units. Potentiometric titration of a
copolymer-free deionized water was carried out under the same experimental condi-
tions. The hydroxyl-ion absorption value, σOH− = f (pH), , was calculated from the
titration data using the Eq. (1)

σOH− = C0

g

(
1 − 10pH−pH0

)
(1)

whereσOH−—the value ofOH−-ions absorption,C0 is the titrant’s concentration (mg-
eqm−3), g—copolymer content in 100 cm3 of solution, andpHandpH0—thenegative
logarithms of the concentration of OH−-ions in the copolymer solution and solvent,
respectively. The limit value of the hydroxyl-ion absorption (σ lim) corresponded to
the quantity of carboxyl groups in the polymer sample, which was achieved at pH =
8.5–9.0. The hydrolysis degree was calculated according to the (2) relation

A = σlim × 10−3

w′
PAAm
71 + σlim × 10−3

· 100% (2)

wherew′
PAAm is the weight fraction of PAAm chains in the modified DBChydr sample.
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2.4 General Procedure for Graft Copolymerization

The graft copolymer PVA-g-PAAm has been prepared by the radical graft polymer-
ization of PAAmfrom thePVAchains using cerium (IV) ammoniumnitrate according
to the method described earlier [34]. The reaction mixture was stirred in deionized
water and an inert atmosphere at 20 °C for 24 h. The synthesized sample was re-
precipitated by acetone, than dissolved in the deionized water and freeze-dried. The
molecular weight of PVA-g-PAAm, as well as the number and length of grafts, was
found by viscosimetry, elemental analysis, and differential thermogravimetric anal-
ysis (DTGA). To determine the molecular weight of grafts, the method of selective
oxidation of the main chain under the action of concentrated HNO3 was used. As a
result, PVA is oxidized to oxalic acid, and PAAm is hydrolyzed to polyacrylic acid
(PAAc) without changing of the polymerization degree. The low molecular weight
reaction products were separated by dialysis against deionized water for two weeks.
The molecular weight of the formed PAAc was determined by viscosimetry in 0.2M
NaCl solution at T = 20 °C and was calculated based on the value of the reduced
viscosity by the Eq. (3)

[η] = 1.4 × 10−5 · M0.78
v (3)

The number of grafted chains N was calculated using (4) formula

N = nPAAm/nPVA, (4)

where nPAAm and nPVA the moles number of respective polymer components equa-
tions. The molecular weight of PVA-g-PAAm was found in accordance to (5)
relation

MPVA - PAAm = MPVA + N · MPAAm (5)

The molecular characteristics of PVA-g-PAAm are presented in Table 2.

Table 2 Molecular parameters of the graft copolymer

Copolymer MwPVA (kDa) wPAAm,a (wt%) wH2O,
b

(wt%)
wPVA,c (wt%) MwPAAm ,

d (kDa) N

PVA-g-PAAm 90 85.9 13.4 0.69 366 31

a The weight fraction of PAAm, determined by elemental analysis
b The weight fraction of H2O determined by DTGA
c The weight fraction of PVA calculated by equation WPVA = 1 − WPAAm − wH2O
d The weight of grafts
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2.5 The Ionic Conductivity Measurement

In order to prepare polymer electrolyte film, initial and modified DBC samples were
dissolved in deionized water and stirred carefully for 24 h to achieve a homogenous
mixture. The solutions were cast on polystyrene Petri dishes with a diameter 25 mm
and allowed them dried completely at room temperature until a film was obtained.
The samples were stored in desiccator for further use.

The measurements of dielectric characteristics of the obtained films were
performed in the frequency range 102–105 Hz using a dielectric spectroscope devel-
oped on the basis of the alternative current bridge of P5083 and a three-electrode
cell. The sample temperature was controlled by a chromel-kopel thermocouple fed
through a hole in the shielded electrode. After stabilization of the temperature (10–
15 min), the values of the tangents of the loss angles (tgδ) and capacitances of the
capacitor (C) in the operating frequency range were recorded. The capacity of empty
cell Co was calculated by Eq. (6)

Co = Sεo/d, (6)

where εo = 8.85 × 10–14 (electric constant), S—surface area of the film, and d—
film thickness. The response of the material to the applied voltage (or current) was
characterized with the tangent of the flow angles tgδ, the real part of the complex
permittivity ε′ and the real part of the complex conductivity σ ′ at a frequency 1 kHz
for all samples.

3 Results and Discussion

Polymer electrolyte membranes of DBC, DBChydr, and PVA-g-PAAmwere prepared
by using solution casting technique and their conductivity σ ′ was evaluated at the
ambient temperature and humidity. As can be seen from the plots in Fig. 1a, even
carefully dried films are able to conduct current. Obviously, it can be explained by a
sufficiently high affinity of mentioned copolymers for water. Another reason is that
PEO chains lose their ability of crystallizing because of the interaction with PAAm
ones [35]. This increases the mobility of PEO chains and promotes the conductivity
of DBC films. All dried samples demonstrate almost the same level of conductivity,
which indicates the similar proton mobility. Thus, the σ ′ value for PVA-g-PAAm,
DBC, and DBChydr at the frequency 1 kHz is equal to 1.48 × 10–10, 1.51 × 10–10,
and 1.92 × 10–10 S cm−1 correspondently (Fig. 1a).

As it was mentioned below, PEO-blocks have the same length both in DBC and
DBChydr macromolecules and so, their contribution to the conductivity of these block
copolymers should be the same. Nevertheless, the σ ′ value of hydrolyzed sample is
slightly higher than that of DBC. In this case, it may be caused by the introduction
of the additional ionogenic groups only. Thus, the appearance even a small number
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Fig. 1 Dependences of the conductivity versus frequency for SPE membranes of DBC—1,
DBChydr—2, PVA-g-PAAm—3 for a dried samples and b kept in air for 100 h

Table 3 Conductivity of SPE
membranes kept in air for 100
h frequency 1 kHz

Copolymer ε′ σ ′, S cm−1

DBC 5.37 1.75 × 10–10

DBChydr 16.2 2.61 × 10–9

PVA-g-PAAm 45.6 8.78 × 10–8

of –COOH groups in PAAm chain leads to the growth of current conductivity of the
host block copolymer.

It should pay attention to the increase in conductivity for all examined samples
when keeping them in the air. Thus, 100 h of samples exposure at 25 °C and humidity
~ 70% leads to an increase in DBChydr and PVA-g-PAAm conductivity of almost 100
and 1000 times, respectively (Fig. 1b). It is known that PVA- and PEO-containing
copolymers have a very high affinity for water. PAAm is also highly hydrophilic
and can adsorb up to four molecules of H2O. A feature of low-temperature proton
conductors is that the conductivity is usually carried out along the hydrogen bond
system of structural water (crystal water, water of micropores, and water on the
surface of the nanoparticles) [35]. Therefore, the value of their conductivity strongly
depends on the content of bonded water and, ultimately, on ambient humidity. In
addition, the adsorbed water can swell and stretch the polymer chains acting as a
plasticizerwhich tend to enhance the segmentalmotion and increase ionicmovement.

In the next experimental series, we examined the PVA-g-PAAm, DBC, and
DBChydr films doped with LiPF6. The electrolyte content in the initial composi-
tions was varied relatively to DBCs or PVA-g-PAAm. The results are represented in
Table 4 and Figs. 2, 3 and 4. It was noticed an increase in ionic conductivity of all
examined films upon incorporation of LiPF6. The results presented in Table 4 show
a considerable rise of σ ′ values for PVA-g-PAAm and DBChydr membranes with the
growth of lithium salt content. This effect is not surprising and could be interpreted
by increase in the concentration of the charge carriers. However, the dopant’s role
in assisting ion conduction became insignificant at [PEO]/[LiPF6] or [PVA]/[LiPF6]
molar ratio equal to 0.15. This might be due to a dual function of Li-salt, since it not
only increases the concentration of ions in films. The Li-ions interact with oxygen
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Table 4 Conductivity of the SPE membranes based on initial copolymers and that doped with
LiPF6 at frequency 1 kHz

Copolymer composition [PEO(PVA)]/[LiPF6],
base-mol mol−1

[DBC]/[LiPF6], base-mol
mol−1

b
′
, S cm−1

DBC – – 1.75 × 10–10

DBC-LiPF6 0.15 4.75 1.95 × 10–5

DBC-LiPF6 0.09 2.85 1.74 × 10–5

DBChydr – – 2.61 × 10–9

DBChydr-LiPF6 0.09 2.85 5.80 × 10–7

DBChydr-LiPF6 0.06 1.02 4.69 × 10–6

PVA-g-PAAm – – 4.61 × 10–10

PVA-g-PAAm-LiPF6 0.09 – 3.47 × 10–6

PVA-g-PAAm-LiPF6 0.06 – 2.46 × 10–5

atoms of PEO and/or carbonyls of PAAm amide groups [36, 37]. This interaction
competed with hydrogen bonding of PEO, PAAm, or PVA blocks and resulted in
the plasticizing action of LiPF6 additives on copolymer’s film structure. A similar
plasticizing action of Li-salts on bulk structure of neat PEO and PEO-containing
block copolymers is well known from literature [38].

A comparison study on ionic conductivity between DBC, DBChydr, and PVA-g-
PAAm films doped with the same amount of LiPF6 reveals that ionic conductivity of
compositions using DBC and PVA-g-PAAm is higher than that of DBChydr (Fig. 4).
This unexpected effect contradicted the assumption that the polarity of –COOHgroup
should cause an increase in the dissociation of the lithium salt due to the formation
of a donor–acceptor bond between the carboxyl groups of the macromolecule and
the metal cation and, thus, enhance the conductivity in general [1]. According to
above considerations, the DBChydr membrane should have the highest conductivity

Fig. 2 Dependences of the conductivity versus frequency of SPE membranes on the base of PVA-
g-PAAm without dopant—1, doped with LiPF6 at molar ratio [PVA]/[LiPF6] = 0.09—2; doped
with LiPF6 at molar ratio [PVA]/[LiPF6] = 0.06—3. T = 25 °C



Dielectric Behavior of Solid Polymer Electrolyte Films Formed … 501

Fig. 3 Dependences of the conductivity versus frequency for SPE membranes of a DBC and b
DBChydr without dopant—1, doped with LiPF6 at molar ratio [PEO]/[LiPF6] = 0.09—2, doped
with LiPF6 at molar ratio [PEO]/[LiPF6] = 0.06—3

Fig. 4 Dependences of the conductivity versus frequency of SPEmembranes on the base ofDBC—
1, DBChydr—2, and PVA-g-PAAm—3 doped with LiPF6 at molar ratio [PEO]/[LiPF6] = 0.09 and
[PVA]/[LiPF6] = 0.09

as in the case of non-doped sample. On the contrary, it occupies the lowest posi-
tion after PVA-g-PAAm and DBC. This might be due to the peculiarity of complex
formation of polymer components in DBChydr macromolecules. But this assump-
tion requires additional, more thorough research to assess the features of DBC and
DBChydr morphology and bulk structure so as their role in the creating the necessary
conditions for the effective ions movement.

4 Conclusion

In the present study, ion conductive polymer membranes were readily prepared
from water solutions of graft copolymer polyvinyl alcohol/polyacrylamide (PVA-
g-PAAm), diblock copolymer polyethylene oxide/polyacrylamide MePEO-b-PAAm
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(DBC) and, its partially hydrolyzed derivative polyethylene oxide/poly(acrylamide-
co-acrylic acid) MePEO-b-P(AAm-co-AAc) (DBChydr), which form intramolecular
polycomplexes (IntraPC). The ion conductivity of pure copolymers and their compo-
sitions with LiPF6 was studied at room temperature. It was noticed the enhancement
in ionic conductivity when introduction additional ionic groups –COOH in PAAm
chains of DBC macromolecule. The addition of LiPF6 into the polymer matrix
increases the ion conductivity of polymer membranes on the base of DBC, DBChydr,

and PVA-g-PAAm and allows to achieve ion conductivity at 1 kHz frequency up
to 10–5 S cm−1. The preliminary obtained results allow consider graft and block
copolymers comprising interacting polymer components as potential matrix for SPE
membranes and open new ways for their application in Li-batteries, solar, and fuel
cells. They also demonstrate the possibility of using commercially available, non-
toxic solid polymer electrolytes in electrochemical devices and implementation of
their development at low cost and with high safety for the environment.
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Hybrid Magnetic Particles Based
on Laponite RD®: Structure, Stability,
and Electrosurface Properties

Maryna Manilo, Tetiana Borodinova, Valeriy Klepko, Serhii Cherepov,
and Nikolai Lebovka

Abstract Hybrid magnetic particles based on Laponite® (Lap) (Rockwood Addi-
tives Ltd., UK) and nanomagnetic (NM) particles have been synthesized. The NM
was synthesized using the Elmore method. For preparation of LapM hybrids, the Lap
and NM were mixed in aqueous suspensions at pH 7.3 and T = 298 K. The concen-
tration of NM particles at suspensions was fixed at 0.75 wt%, and concentration of
Lap was varied in the range of 0.0375–1.5 wt% (the mass ratio Xm = mNM/mLap was
varied within the range 20.0–0.5). The Lap, LapM, and NM particles were character-
ized using FTIR-spectroscopy, X-ray diffraction, magnetic susceptometry, transmis-
sion electron microscopy, measurements of particle size distribution function, and
electrophoretic mobility. The observed variations in magnetic susceptibility χ , ζ-
potential and overcharging were explained by the deep integration between Lap and
NM particles, and interplaying between hydrophobic and electrostatic interactions
in LapM hybrids.
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Abbreviations

AFM Atomic force microscopy
FTIR Fourier-transform infrared
Lap Laponite®

LapM Magnetically modified Lap
NM Nanomagnetite
TEM Transmission electron microscopy
XRD X-Ray diffraction

1 Introduction

Nowadays, magnetic nanoparticles have attracted great attention in practical appli-
cations for preparation effective adsorbent for water purification [1], preparation of
medical contrast agents [2] and for targeted therapies [3], etc. The magnetic nanopar-
ticles can be effectively positioned, recovered, separated, and reutilized in external
magnetic field. Recently, hybrid magnetic nanoparticles based on Laponite® (Lap)
platelets were synthesized. The Lap was first synthesized in the 1960s [4–6]. It is
synthetic material with 2:1 layered structure similar to the natural trioctahedral clay
mineral hectorite [7]. In water, the Lap platelets exist as 1 nm thick disks with diam-
eters of 25 nm and their faces carry a net negative surface charge. Lap includes
different types of active sites such as the interlayer, surface, edge, and interparticle
sites [7]. Nowadays, the Lap is widely used in many practical applications as the
components of household items, agricultural, horticultural, and cosmetic products
(toothpastes, skincare and sunscreen emulsions, cosmetics, shampoos, creams), etc.
[8].

Magnetic modifications of Lap allow fine regulation of properties of Lap
platelets, their dispersibility, surface charge, colloidal stability, and affinity toward
biomolecules [9]. Moreover, magnetic LapM hybrids or LapM-based composite
materials can be easily separated ormanipulated inmagnetic field. TheLapMhybrids
prepared using a co-precipitation route were used as a contrast agents for in vivoMRI
detection of tumors [2]. The detailed analysis revealed that Fe3O4 is immobilized
directly on Lap platelets.

The different strategies for preparation of LapM have been applied [10–14]. One-
step co-precipitation method was used to synthesize LapM with different weight
ratios X = Fe3O4/Lap (=0–2) [10–12]. An increased aggregation of LapM particles
in aqueous suspensions was revealed. The interactions in the mixtures of Lap with
magnetic particles have been also studied [15–18].

LapM hybrids have been used for preparation of different types magneto-
responsive hydrogels systems [19]. Themagnetic hydrogels based on hydroxypropyl
methylcellulose–polyacrylamide showed sensitivity to changes in both pH and



Hybrid Magnetic Particles Based on Laponite RD®: Structure, Stability … 507

external magnetic field [3]. Different magnetic hydrogels were tested for adsorp-
tion capacity of bovine serum albumin (BSA). For example, improved adsorption
capacity of BSA was observed for chitosan-based magnetic beads [20] and PVA-
based hydrogels [21]. These magnetic hydrogels may be attractive for biomedical
applications such as drug delivery and enzyme immobilization. In several works,
the magnetic hydrogels with incorporated LapM hybrids have been tested as adsor-
bent for removal of contaminants and dyes from aqueous solutions [3, 22, 23]. For
example, the magnetic hydrogels based on poly(vinyl alcohol) (PVA) have shown
high efficiency for removal of Cd2+ [24], hydrogels based on PVA demonstrated
high efficiency for removal of methylene blue dye [23], and hydrogels based on
κ-carrageenan demonstrated the increased adsorption capacity of crystal violet dye
[22].

This work is devoted to the detailed studies of colloidal stability and electrokinetic
behavior of LapM hybrids in aqueous solutions. The NM was synthesized using the
Elmore method and its concentration in suspensions was fixed at 0.75 wt%. Then,
the Lap was added into the NM suspension and the NM and Lap ratio was varied
within the range 0.5–20. Electrophoretic mobility and overcharging of Lap, NM, and
hybrid nanoparticles (LapM) inwide range of pH values were studied. The properties
of LapM hybrids were also characterized using the methods of FTIR-spectroscopy,
transmission electron microscopy, X-ray diffraction, and dynamic light scattering.

2 Materials and Methods

2.1 Materials

In this work, the gel-forming grades of the Laponite RD® (Lap) (Rockwood Addi-
tives Ltd., UK) was used. This grade is the most popular and frequently used in
different applications for rheology control in surface coatings, household products,
and other industrial fields. Each layer of the ideal Lap platelet consists of a hexag-
onal network of basal oxygen atoms of the tetrahedral Si–O. Some of the magne-
sium atoms in the structure are substituted by lithium ions, and some spaces are
empty, giving the empirical chemical formula Na+0.7[(Si8Mg5.5Li0.3)O20(OH)4]-0.7.
The cation exchange capacity (CEC) of Lap is ≈0.75 meq/g [25] at pH ≥ 8.0, the
specific surface area (determined by N2 adsorption) is ≈358.5 m2/g [26], and the
density of Lap is ρ = 2.53 g/cm3 [27].

In all experimental procedures double distilled water, iron sulfate (FeSO4 ×
7H2O), iron chloride (FeCl3 × 6H2O), 25% aqueous ammonia, sodium hydroxide,
and hydrochloric acid (all chemical grade purity from Renal, Hungary) were used.
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2.2 Synthesis Procedures

The synthesis of NM particles was done by precipitating iron salts, FeSO4 × 7H2O
and FeCl3 × 6H2O with molar ratio of 1:2 in alkaline medium at ambient conditions
under constant stirring (for the details, see [28]. The precipitate of magnetite parti-
cles was separated by using the permanent magnet and washed with distilled water
until neutral pH was reached. The concentration of NM in a bulk suspension was
15.0 mg/cm3 (1.5 wt%).

The LapM hybrids were prepared by mixing of NM and Lap aqueous suspen-
sion at pH 7.3 and T = 298 K. NM suspension was sonicated at 50 W for 10 min
(AOYUE 9050, China), mixed with aqueous suspension of Lap, and finally soni-
cated for 10 min. The concentration of suspension was selected to have the fixed
concentration of NM in final suspension (0.75 wt%), and NM and Lap ratio (Xm =
mNM/mLap) was 0.5–20 (1.5–0.0375 wt% of Lap).

2.3 Instrumentation Methods

FTIR analyses were performed using IRAffinity-1S (Shimadzu, Japan) spectrometer
in the spectral range of 400–4000 cm−1. The powder samples of Lap, NM, and
LapM were mixed with KBr powder in 5 wt%, and a pure KBr spectrum was used
as reference. Pellets were prepared using the standard technique under a pressure of
15 ton/cm2 with a barrel 16 mm in diameter.

TheX-ray diffraction patterns of Lap, NM, and LapM samples were obtained with
a wide angle X-ray diffraction (XRD) instrument DRON-2 (Bourevestnik, Inc., St.
Petersburg,Russia.)withCuKα source of emission at thewavelengthλ=0.15418nm,
Ni filter in 2θ range from 10 to 80° with a step of 0.05°. The classical Debye–
Scherrer transmission geometry was used. The air scattering effects were corrected
by subtraction of the scattering of empty chamber. The interlayer distance inside the
Lap stacks, d, was calculated from Bragg formula d = 0.5λ/ sinϑ , where ϑ is a half
of the diffraction angle. The International Centre of Diffraction Data (ICDD) were
used for determination of diffraction reflection hkl indexes (Miller indexes).

For determination of the magnetic susceptibility, χ , the inductive-frequency
magnetometry was used [29]. The measurements were done using the magnetic
susceptometer constructed at the Institute of Magnetism of the National Academy
of Sciences of Ukraine. In this method, the aqueous suspension of NM was placed
inside the coil inductor and changes in the frequency of the generator in the oscil-
lating circuit were measured. The data were presented ratio χ* = χ /χNM, where
χNM is a magnetic susceptibility of pure NM particles.

Transmission electronmicroscopic (TEM) images were recorded using the instru-
ment Selmi 125 K (100 kV, Ukraine). Aqueous suspensions of particles were soni-
cated during 2 min in ultrasonic bath at 35 kHz (Transsonic T 570 Elma, Germany).
The drop of suspensionwas put on Lacey carbon andwas dried at ambient conditions.
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Zeta potentials and the particle size distributions were measured by a light scat-
tering technique using a Zetasizer NS (Malvern Instruments, UnitedKingdom). Elec-
trophoretic measurements were performed at room temperature (T = 298 K) in the
range of external electric field gradients of 6–15 V/cm. The electrophoretic mobility
was transformed into ζ-potential using the classical Smoluchowski equation with the
software of the instrument. Such a procedure is widely accepted in the literature, and
it can serve for comparison purposes, i.e., to follow the effect of different variables
on the electrophoretic mobility and ζ-potential. Before measurements all samples
were diluted in 60 times and sonicated during 10 min in ultrasonic bath at 35 kHz
(Transsonic T 570 Elma, Germany). For pH measurements, the samples were held
for 90 min to reach equilibrium pH. Ezodo PL-700PV (Taiwan) equipment was used
for pH measurements.

2.4 Statistical Analysis

Datawere represented asmean± standard deviation of 3–5 independent experiments.
ANOVA was employed for statistical evaluation of data, and p < 0.05 was deemed
to be significant.

3 Results and Discussion

Figure 1 shows examples of FTIR spectra for pristine Lap (X = 0), LapM (Xm =
1) and NM (X → ∞) samples. The broad bands in the interval between 3000–
3700 cm−1, and bands near 1630 cm−1 correspond to the OH stretching vibrations of
hydroxyl groups and adsorbed water on samples. These bands were observed for all
samples. Particularly, for the pristine Lap, the bands in the interval 3600–3700 cm−1

correspond to the stretching vibrations of the “inner” hydroxyl groups Si–OH (3620
cm−1) and Mg-OH (3676 cm−1) bonded to octahedral cations [30].

The band with maximum at≈650 cm−1 may be attributed to the O–Si–O bending
vibration [31]. The broad band in the interval 900–1000 cm−1 with maximum at
970 cm−1 can be assigned to Si–OH and Al–OH stretching vibrations in different
environments in layered silicates [32, 33]. The intensity of this band decreases for
LapM sample and it completely disappears for NM sample. The bands at 3400 cm−1,
1630 cm−1, and ≈650 cm−1 can be attributed to the adsorbed water in all samples.
The obtained data for pure NMwere in correspondence with the data reported earlier
[34–36]. For LapM and NM samples, the intense bands with maximums at 520 cm−1

correspond to the vibration mode in the bond Fe-OH. In magnetized samples, LapM
the both bands corresponding to the pristine Lap at ≈970 cm−1, ≈650 cm−1, and
pure NM at ≈520 cm−1 were observed. The noticeable suppression of the O–Si–O
bending vibration (≈650 cm−1) of pure Lap in LapM sample may reflect strong
interactions between NM and Lap species in magnetized LapM sample.
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Fig. 1 FTIR spectra
(absorbance, A, versus wave
number, ν) of pristine Lap
(Xm = 0), LapM (Xm = 1),
and NM (Xm → ∞) samples
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Figure 2 shows the XRD patterns for pristine Lap (Xm = 0), LapM (Xm = 1),
and NM (Xm → ∞) samples. Diffraction peaks of the pristine Lap powder were
observed at ≈20°(plane 110), 28°(005), 35°(200), 53°(300), 61°(060), and 72° [37,
38]. The position of peaks for NM may importantly depend upon pH of medium,
temperature, and other details of synthesis [28, 39].

The most intensive diffraction peaks of the pure NM powder were observed at
≈31° (220), 37° (311), and 46° (400). In the magnetized LapM, many diffraction
peaks of pristine Lap disappeared, while the characteristic peaks related with NM
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Fig. 2 XRD patterns for
pristine Lap (Xm = 0), LapM
(Xm = 1), and NM (Xm →
∞) samples

10 20 30 40 50 60

Lap

2θ, o

I, 
au

20o

28o 35o
53o

61o

31o

LapM

NM

37o

46o

22o15.5o

appeared. It also may reflect strong interactions between NM and Lap species in
magnetized LapM sample.

Figure 3 shows the relative magnetic susceptibility, χ∗, versus the ratio of NM
and Lap (Xm = mNM/mLap) in LapM samples. The observed function χ∗(Xm) was
non-monotonic and rather surprising. The value of χ∗ noticeably increased with
increasing of Xm, gone through the maximum χ∗≈1.12 at Xm≈0.67 and then
decreased to the minimum χ∗≈0.76 at Xm≈1.5. The further increase of Xm resulted
in increase of χ∗ to the value of χ∗ = 1 in the limit of Xm → ∞.

Such anomalous χ∗(Xm) behavior may reflect the following phenomena. The
magnetic susceptibility of the studied systems reflects the magnetizing ability of
NM particles in non-magnetic liquid (water). In general case, the value of magnetic
susceptibility in colloidal suspensions cam depends upon the size, particle shape,
extend of their aggregation and self-assembly, structure and porosity of aggregates,
viscosity of the medium, and temperature [40, 41].

Initial increase of χ∗ atXm ≤ 0.67 (Fig. 3) surely reflects formation of magnetized
LapM particles with deeply integrated Lap and NM particles. This integration is
supported by the above discussed changes in IR spectra (Fig. 1) and XRD patterns
(Fig. 2). Note that in our experimental conditions, the small values of Xm correspond
to the high concentrations of Lap (e.g., at Xm = 0.5 the concentration of Lap is
1.5%) and large viscosity of suspension. The decrease in viscosity of suspension
with increase of Xm can also results in increase of χ∗.

However, at higher values of Xm above 0.67, the more complex changes in
structure of LapM may occur.

Figure 4 comparesTEMimages ofLapM(Xm =1.5) andNM(Xm →∞) particles.
AtXm = 1.5, the large scale volumetric structures of integrated Lap andNMparticles
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Fig. 3 Relative magnetic
susceptibility, χ∗, versus the
ratio of NM and Lap, Xm
(mNM/mLap), in LapM
samples. All suspensions
were freshly prepared at pH
9.2 and T = 293 K. Symbols
are experimental data, and
solid lines are to guide the
eye
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were formed Fig. 4a). It can be speculated that such volumetric structures display
a moderate magnetic properties as compared with the pure NM particles of sizes
of 10–20 nm and higher magnetic susceptibility. The observed changes in magnetic
susceptibility of LapM suspensions can be also related with aggregation of particles.

Figure 5 presents the normalized distribution functions f ∗(d) (=f/f max) of diameter
of aggregates, d, at different values of Xm. The data were obtained at fixed value pH
5.5 ± 0.3. At such value of pH, the electrostatic stabilization was insignificant and
aggregation was observed at all values of Xm. Moreover, it increased with increasing
of Xm.

100 nm 100 nm

15 nm

50 nm

a) b)LapM, Xm=1.5 NM, Xm→∞

Fig. 4 Examples of TEM images of LapM (Xm = 1.5) and NM (Xm → ∞) nanoparticles
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Fig. 5 Normalized
distribution functions of
diameter of aggregates,
f ∗(d) (=f/fmax), at different
values of Xm. The data were
obtained at pH 5.5 and T =
298 K. Symbols are
experimental data, and solid
lines are to guide the eye
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Figure 6 presents the size of aggregates, dmax, (it corresponds to the maximum
of functions f ∗(d)) versus the value of Xm. The monotonically increasing func-
tion dmax(Xm) was observed. The size of aggregates of pure NM particles reached
the value of dmax≈1400 nm than considerably exceed the size of individual NM
particle, d≈15 nm (Fig. 4b). Formation of this rather large aggregates reflects the
high hydrophobic interaction between particles in the vicinity of isoelectric point of
pure NM, pH 5.

Fig. 6 Size of aggregates,
dmax, versus the value of Xm.
The data were obtained at pH
5.5 and T = 298 K. Symbols
are experimental data, and
solid lines are to guide the
eye. The value of dmax
corresponds to the maximum
of functions f ∗(d). Photos
present the images of stable
suspensions
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Fig. 7 ζ-potential versus pH
of suspensions for pristine
Lap (Xm = 0, 0.0375% Lap),
LapM (Xm = 1.5), and NM
(Xm → ∞, 0.75 wt% NM)
samples. Inset shows
ζ-potential versus Xm
dependence at fixed pH 4.3.
The value Xm≈7.7
corresponds to the isoelectric
point for hybrid particles.
Symbols are experimental
data, and solid lines are to
guide the eye
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Figure 7 shows representative pH-dependence of ζ-potential of pristine Lap,
LapM hybrids with Xm = 1.5 and NM particles. At acidic media at low pH values
(<5), pristine Lap particles and LapM hybrids were negatively charged and have rela-
tively small negative ζ-potentials (−20 mV or smaller). At these conditions, the pure
NMparticleswere positively chargedwith rather large ζ-potential (≈39mV). Inset to
Fig. 7 shows ζ-potential versus Xm dependence at fixed pH 4.3. Value of ζ-potential
continuously changed with Xm and isoelectric point was observed at Xm≈7.7.

Therefore, in acidic media, the stability of the hybrid particles can be finely regu-
lated the changing of content Lap. The negatively charged Lap platelets serve as the
stabilizing platforms for positively charged NMparticles. The stability of suspension
noticeably depends upon concentration of Lap. At large concentration of Lap (Xm

= 0.5, CLap = 1.5 wt%), the formation of gel-like sediment was observed and in the
interval Xm = 0.67–0.8 formation of the stable dark suspensions was observed. In an
alkaline environment at elevated pH values (>10), all species Lap, LapM, and NM
demonstrated rather large negative surface charges.

4 Conclusions

This work discusses properties of hybrid magnetic particles based on Lap platelets
and nanomagnetic (NM) particles. The LapM hybrids were prepared by mixing of
Lap and NM aqueous suspensions at different NM/Lap ratio, Xm. All particles were
characterized using FTIR-spectroscopy, X-ray diffraction, magnetic susceptometry,
transmission electron microscopy, measurements of particle size distribution func-
tion, and electrophoretic mobility. FTIR and XDR data revealed the deep integration
of Lap and NM particles in LapM hybrids. The observed anomalous behavior of
magnetic susceptibility can reflect existence of complex interactions between Lap
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and NM particles in dependence on Xm. It was concluded that in the acidic media the
stability of the hybrid particles can be finely regulated the changing of content Lap.
The observed variations in magnetic susceptibility χ , ζ-potential and overcharging
were also explained by the deep integration between Lap andNMparticles, and inter-
playing between hydrophobic and electrostatic interactions in LapM hybrids. The
obtained data evidenced that the structure and magnetic properties of LapM hybrids
may be finely regulated by changing the concentration of Lap and NM particles in
aqueous suspensions, the ratio Xm, and pH of medium.
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Technological Calculation of Granulation
Equipment for the Production
of Ammonium Nitrate
with a Nanoporous Structure: Algorithm
and Software Implementation

A. E. Artyukhov, I. I. Volk, J. Krmela, O. B. Shandyba, A. S. Chernenko,
and D. Ospanov

Abstract The work is devoted to developing the optimal design for granula-
tion equipment aimed to modify ordinary ammonium nitrate with the subsequent
obtaining of nanoporous structure. We present the fundamental technological calcu-
lation of vortex-type granulation equipment with various configurations of a vortex
fluidized bed (including a combined one). We introduce an algorithm for deriving
the optimal design of a vortex granulator able to provide a developed nanoporous
structure of ammonium nitrate granules and their specific properties. The need for
an optimization calculation of granulation equipment using computer modeling was
substantiated.We demonstrate computermodeling and automated computation in the
general method of engineering calculation of granulation equipment. The electron
microscopy results of porous ammonium nitrate samples are presented, and the pore
structure features (size, configuration, specific porous volume, etc.) are analyzed.
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1 Introduction

The technology for producing porous ammonium nitrate (PAN) involves various
methods of its implementation.

PAN can be obtained using one of the following methods:

1. PAN obtained through pore-forming substances and surfactants

The essence of these methods lies in the fact that pore-forming substances evenly
distributed in the melt volume or in ammonium nitrate solution evaporate during
the subsequent crystallization and drying of the product, resulting in voids and
capillaries forming in particles of the product, increasing its sorption properties.

Non-volatile pore-forming substances possessing sorption properties addition
to the nitrate solution or melt results in the increase of nitrate granules porosity
both due to the properties of the additive itself and due to the occurrence of
artificial crystallization centers in the melt that change the crystal structure of
granules.

According to [1], granular PAN is obtained by initially introducing the aqueous
ferric sulfate solution into a concentrated melt with ferric sulfate content of 0.06–
0.08% (mass) in terms of Fe. The obtained granules do not agglomerate, possess
water-repellant properties, and have the durability of 760 g/granule.

However, ammonium nitrate granules obtained this way tend to have low dura-
bility and a high degree of caking, which forbids transporting the product without
proper containers.

Increasing PAN quality, including the increase in durability and water repel-
lency and reduction of caking, is done by introducing an additive containing
ferric sulfate into the concentrated melt of ammonium nitrate and further adding
the suspension consisting of pore-forming chalk and dispersant additives. The
obtained granules are treated with a mixture of fatty acids and paraffin.

The method of obtaining a porous granular ammonium nitrate with the proposed
sequence of additives introduction into the concentrated melt of ammonium
nitrate provides an increase in durability and water repellency of the granules
due to the presence of the Fe ion. Ferric sulfate with excess acidity partially
interacts with the chalk to form calcium sulfate, which also helps to increase
granules’ durability. Carbon dioxide released as a result of the reaction increases
the porosity of the granules of ammonium nitrate.

In addition, part of the ferric sulfate reacts with fatty acids, forming a film of
iron salts of fatty acids on the surface of the granules, thus increasing the water
repellency.

After introducing ferric sulfate andpore-forming (chalk anddispersant) additives,
the process is carried out according to the common scheme, i.e., the melt is
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granulated. The granules are treated with a mixture of fatty acids and paraffin in
the amount of 0.3%.

Granular PAN shows little tendency to cake, which allows transporting the
product in bulk.

The production of PAN is also carried out in a heat-insulated tank, where the
first granulated ammonium nitrate is loaded. Then, liquid nitrogen is fed into
the lower part of the tank. The evaporation of nitrogen is provoked by exposing
it to low temperatures. The formed stream of nitrogen gas is directed to the
granules of ammonium nitrate. It forms a fluidized bed, where heat is exchanged
between low-temperature nitrogen gas and granular ammonium nitrate (having
the temperature equal to ambient one) up until the latter cools down to negative
temperatures. After completion of the processing in the fluidized bed, ammonium
nitrate with increased porosity due to previous processes is unloaded from the
tank into a sealed storage hopper without air access.

Pros of this methods group: good sorption capacity and porosity.

Cons of this methods group: the ability of crystals to cake and stick together, the
long duration of the process.

2. Obtaining PAN by heat treatment of its granules

Thermal methods are based on ammonium nitrate crystal lattice properties to
experience polymorphic transformations at certain temperatures, which occur
with a change in the volume of the crystals. Under certain conditions, the granules
increase slightly in volume and become less dense and more porous.

According to [2], granular ammonium nitrate is subjected to the different number
of heating and cooling cycles. The process of obtaining granular porous ammo-
nium nitrate is carried out as follows. The melt with the concentration of 99.7%
NH4NO3 at a temperature of 178 °C is sprayed in the granulation tower, and the
cooling process of the melt drop in the tower is regulated so that the granules
come out at 100÷ 110 °C. Then, the granules are cooled in rotating drums or in
a fluidized bed below 32 °C and reheated above 84 or 124 °C. The granules can
be heated either in a paddle stirrer with a steam jacket or in a dryer by airstream
at 140°°C. The hot nitrate granules coming out of the dryer are again cooled by
air to a temperature below 32 °C in the cooling drums and the heating–cooling
cycle is repeated several times, after which the porous granules are obtained in
bulk density 772 kg/m3 with sorption capacity of 10% and porosity of 21.8%.

For deeper impregnation of granules with liquid fuel, it is recommended to heat
and cool the granules in amixture with liquid fuel, bringing themixture’s temper-
ature close to the temperature of allotropic transformations. Then, the mixture is
cooled and the heating–cooling cycle is repeated.

The heat treatmentmethod is sometimes combinedwith humidifying the granules
with a solution orwater and the addition of crushed substances that do not dissolve
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in the melt. This allows obtaining a product with the specified quality indicators
by varying heating and cooling temperature and the cyclicity of humidification
of the granules with the solution.

In the process of heat treatment, nitrate granules become less durable. The
decrease in the mechanical durability of the granules is directly dependent on the
number of heat treatment cycles. In addition, the presence of certain impurities in
the nitrate causes a significant impact. The granules of ammonium nitrate, which
have no impurities, lose their durability first. In this case, 4–5 cycles of heat
treatment are enough for the complete destruction of such nitrate granules. Weak
granules of porous ammonium nitrate, passing through various transport and
mixing devices, are partially destroyed, increasing the content of dust particles
in the product, which complicates its further use.

To increase the durability of PANgranules, 0.3–0.4% ammonium sulfate is added
to the solution during production. Next, calcium nitrate solution at the rate of
0.1–0.4% CaO is added to the previously formed melt. Thus, calcium sulfate
is formed due to the joint presence of these components in melted ammonium
nitrate, which has cementing effect and reduces the loss of durability of the
granules during their subsequent heat treatment.

Pros of this methods group: good sorption capacity and porosity.

Cons of this methods group: loss of durability of the output product due to heat
treatment.

3. Obtaining porous ammonium nitrate by drying its granules or crystals

This method is based on the fact that the pore formation process takes place in
ammoniumnitrate granules or crystals in the drying process.Moisture is removed
in various ways: in the devices working at rarefaction, in rotating sequentially
included drums, or in the suspended layer devices.

According to [3], obtaining a granular ammonium nitrate including granulation
of a hot melt of ammonium nitrate in a rotating granulator by applying the melt
to the surface of the cooled solids with the formation during its rotation of the
finished product and its subsequent unloading at a temperature 4–25 °C below
its point melting, characterized in that before granulation the flow of hot melt
of ammonium nitrate is divided into two independent streams, in one of which
the concentration of ammonium nitrate is adjusted to 0.2–0.5% H2O, and in the
second to 1–5%H2O, afterwhere the first stream is fed to the surface of the cooled
solids and when the particles of solids and temperatures above 115–135 °C is
treated with a secondary stream.

Work [3] discussed PAN obtaining method based on granulating hot melt of
ammonium nitrate in rotating granulator through directing themelt on the surface
of cool solids. Output product is formed during the granulator rotation and is
unloaded at temperatures 4–25 °C below the melting point. This operation stands
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out by separating the hot melt stream into two independent streams before gran-
ulation. The concentration of ammonium nitrate reaches 0.2–0.5% H2O in one
stream and 1–5%H2O in other one. After reaching these concentrations, the first
stream is directed on the surface of cool solids, and when solid particles reach a
temperature of 115–135 °C and higher they are exposed to the second stream.

However, this method is characterized by the low productivity of the granulator
and the insufficient durability of the obtained granules at high porosity.According
to this method, the granulator performance depends on the amount of heat that
can be received by the cooled solid (return) that came to the granulator. This,
in turn, is determined by the temperature difference between the return particles
and output product, along with the amount of return fed to the granulator.

Vacuum drying method for obtaining PAN is proposed in [4]. According to it,
ammonium nitrate solution saturated at 90–100 °C is fed into the first vacuum
camera from where at nearly 120 °C it is fed into the next camera under deeper
vacuum and where at 50 °C the melt is dried to the moisture level approx. 0.07%.
PAN granules have a density of 400–500 kg/m3.

It is recommended to mix granular or crystalline ammonium nitrate with about
10% water for a short time, sufficient to only wet the surface of the granules.
A concentrated solution of ammonium nitrate can be used instead of water. The
wet mixture is dried at the inlet air temperature 120 °C. To reduce the solubility
of nitrate on the surface of the granules, a small fraction of dry granules is added
to the moistened mixture and before drying. The bulk density of the obtained
product is 730–770 kg/m3.

Pros of this methods group: good sorption capacity and porosity.

Cons of this methods group: relatively complex technological production line.

Other methods for obtaining PAS are also presented in the works [5–10].

The main indicator of PAN quality is the absorption and retention capacity in
relation to diesel fuel. Each of the listed methods provides the required value of
these indicators. At the same time, ecological indicators of production decrease
(method 1), there is a loss in granules durability (method 2), and the production
line becomes complicated (method 3).

To eliminate the shortcomings of PAN obtaining methods stated in the review,
we propose a new organization of the process using equipment with vortex and
highly turbulent flows [12–16]. The diagram of this method is presented in Fig. 1
based on the data of the author’s materials [17–20].

The theoretical foundations of the granulation and dehydration processes during
the PAN obtaining are based on fundamental works [21–25].
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Fig. 1 Diagram of porous ammonium nitrate production according to the method [11]: I—humidi-
fication of ordinary ammonium nitrate; II—heat treatment and drying of ordinary ammonium nitrate
after humidification; III—final drying of PAN; IV—cleaning of exhaust gases; 1—vortex granu-
lator; 2—multistage gravitational shelf dryer; 3—contact traywith heat andmass transfer-separation
elements

2 Technological, Constructive, and Optimization
Calculation

For each element of the technological scheme, technological, and constructive
calculations are performed through the following algorithm:

1. Technological calculation with pore formation process main parameters deter-
mination:

– Vortex granulator: temperature, stream rates, humidifier properties, and
seeding agent properties;

– Multistage gravitational shelf dryer: temperature, stream rates, drying agent
properties, and seeding agent properties;

– Contact tray with heat and mass transfer-separation elements: temperature,
stream rates, and exhaust gas properties.

2. Optimization calculation with the determination of the optimal technological
parameters at each stage of the PAN production process and the optimal equip-
ment design. It is performedon the design stage of the vortex granulator andmulti-
stage gravitational shelf dryer based on microscopic research on PAN granules
obtained by different technological modes.

3. Final decision on themain technological parameters of the process and equipment
design.
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4. Constructive calculation determining the size of the apparatus and their design
features:

– Vortex granulator: working space dimensions;
– Multistage gravitational shelf dryer: working space dimensions and shelf

structure on each stage;
– Contact tray with heat and mass transfer-separation elements: contact nozzles

dimensions and plate surface dimensions.

As a result of the calculations, the final design of the equipment is formed. (Fig. 2).

3 Properties of Nanoporous Layers in Granules of PAN

As stated above, the optimization calculation of PAN with nanoporous structure
obtaining process is one of the main stages in the design of the technological scheme.
This stage is carried out considering the following characteristics of thework process:

1. Fractional composition of seeding agent.
2. Humidifier properties.
3. Unit performance.

The experimental batch of PAN is obtained based on previous research on the
main equipment design for the selected parameters from items 1–3. Experimental
PAN batch (showcase fraction) has to possess the following properties:

1. Uniform porous structure.
2. The minimal number of “mechanical” pores.
3. Nanopores are predominantly curvilinear and deep.
4. Integrity of the granule core.
5. Standard value of durability.
6. Standard value of the absorbency and retention capacity in relation to liquid fuels.

Figure 3 presents the examples ofmicroscopy results of PANgranules nanoporous
structure, obtained as a result of experimental studies at the optimization calculation
stage.As shown in the figures, obtaining a developed nanoporous structure is possible
after several stages of adjusting the optimal conditions for the pore formation process.

4 Conclusions

The design of PAN with a developed nanoporous structure production facility is
carried out based on an optimization calculation considering the results of experi-
mental research. This process is multistage and implementation gaps are identified
at each stage. After the approval of optimal technological parameters for process
implementation, a constructive calculation of the main unit equipment is performed.
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Fig. 2 Main equipment of a
granulation unit for PAN
with nanoporous structure
generation: 1—vortex
granulator; 2—multistage
gravitational shelf dryer;
3—contact tray with heat
and mass transfer-separation
elements

The apparatus’s dimensions and design are selected to provide the necessary hydro-
dynamic and thermodynamic operating conditions of the facility at each stage of
nanoporous structure formation.



Technological Calculation of Granulation Equipment for the Production… 527

Fig. 3 Results of electron microscopy of PAN samples with nanoporous structure: a—non-porous
areas with uneven humidification; b—non-porous areas with insufficient residence time at the
granulation stage; c—developed nanoporous structure at the optimal implementation of the process
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Glass Binding for Nanocomposite
Materials for Thick-Film Hybrid
Integrated Circuits

Ya. I. Lepikh, V. A. Borshchak, N. N. Sadova, and N. P. Zatovskaya

Abstract Modern multilevel hybrid integrated circuits (HIC) and microelectronic
sensors arewidely used as thick-filmelements dispersed composites based on «glass–
metal compounds», which are a multiphase heterogeneous system consisting of
powder functional material, glass powders, and organic compounds and are formed
by annealing. The composite formation is accompanied by complex physical and
chemical processes between the conductive phase, on the one hand, and the glass
component, on the other hand, anddetermine, under the selected annealingmodes, the
phase composition, microstructure, and electrophysical parameters of the obtained
nanocomposites.

1 Introduction

Currently, composite materials are widely used, representing a multiphase heteroge-
neous system consisting of components with various physical and chemical proper-
ties. One of the main structural elements that determine the relationship between the
structure and the nanocomposite electrophysical parameters is the glass component.
In the process of nanocomposites annealing, glass powdersmelt and sinter into a glass
matrix, which, on the one hand, ensures the adhesion of the composition to the lining,
and on the other hand, creates a “rigid frame” that fixes the position of the conductive
phase particles. Thus, the glasses perform two functions: they keep the particles of
the functional material in contact and ensure the fixation of the composition on the
substrate.

The most important characteristics when choosing a permanent glass binder are
the temperature dependence of the glass viscosity, which determines the annealing
mode of the composition, surface tension, with the effect of which the phenomena of
wetting, adsorption, action of capillary forces, chemical activity, and coefficient of
thermal expansion are associated. By ensuring the stability of the glass component
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characteristics, it will be possible to solve the problems associated with negative
processes occurring in glasses over time and causing HIC failure.

2 Research Methods

Experimental studies on the development of new glass compositions were carried
out using the method of constructing diagrams of multicomponent systems based on
a picture of sections by hyperplanes with a given percentage of one or more compo-
nents of multidimensional figures depicting systems in multidimensional space. The
method makes it possible to find out the influence of the components of the systems
on the glasses properties. Glasses were obtained by melting the charge in a fiery gas
furnace. The charge was made up of quartz sand, chemically pure barium carbonate,
boric acid, and bismuth dioxide. Glass melting was carried out at temperatures of
900–1200 °C in porcelain crucibles with a sinter of 0.3 L. A neutral environment was
maintained in the furnace during the entire cooking process. Samples were annealed
in an electric muffle at a temperature of 300–350 °C for 1 h. Cooling was carried out
inertially together with the furnace during the day. The glass crystallization ability
was determined by the gradient method in the range of 400–800 °C with a two-hour
exposure. The temperature in the gradient furnace was maintained automatically.
When studying the crystallization ability, the temperature of the upper and lower
crystallization boundaries was visually determined. The softening onset temperature
was measured by immersing the tip of the rod into the glass under the load 100 g.
The onset of softening was recorded by a dial indicator with a scale of 0.002 mm.
The thermal expansion coefficient was measured by the dilatometric method in the
temperature range 20–400 °C. The chemical stability of the experimental glasses was
determined by the accelerated powder method with respect to the action of water,
alkali, and acids. A weighed portion of the powder with a grain size of 0.25–0.5 mm
in an amount of 2 g was kept in 100 ml of the solution at the boiling point for
an hour. Chemical resistance was expressed by weight loss as a percentage of the
original sample.

3 Results and Discussion

The glass component is a complex system, divided into two main parts: unchanged
(main)—an alloy of silex, which in most glasses is 60% and variable—metal oxides,
and besides their nature and ratio determine the main properties of glasses. Analysis
of works in the field of a permanent binder application for nanocomposites showed
that it is advisable to use borosilicate glasses as a glass component, which contain
oxides of barium, zinc, and bismuth [1–4]. Bismuth oxide, according to literature
data [1], promotes stabilization dielectric constant of pastes, does not affect the
conductive part of the HIC elements and is introduced into the glass composition as
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a neutral material in this respect. It also improves the wetting and adhesion of glass
to the substrate, takes part in the structure creation as a glass former, and replaces
toxic lead oxide. In this work, the SiO2-B2O3-Bi2O3-BaO-ZnO system was studied.
The synthesis of glasses was carried out in the offensive crossings of the system:

xSiO2 · yB2O3 · zZnO · 10BaO,
xSiO2 · yB2O3 · 10ZnO · yBaO,
xSiO2 · yB2O3 · zZnO · 10BaO · 5Bi2O3,
xSiO2 · yB2O3 · zZnO · 10BaO · 10Bi2O3,
xSiO2 · yB2O3 · zZnO · 10BaO · 15Bi2O3,

where x varied from 35 to 60 ml. %, y—from 5 to 10 ml. %, and z—from 25 to
45 ml. %. Glasses of the first series (BaO= const= 10%) were cooked in an electric
furnace at a temperature of 1300 °C without holding. Opaque milky glasses were
obtained. Glasses of series 2 (ZnO= const= 10%) were cooked at a temperature of
1430 °C with exposure at a maximum temperature of 1.5 h. Transparent glasses were
obtained (Fig. 1). As shown by experimental data, with an increase in temperature
from 1300 °C (the first series of glasses) to 1430° C, cooking properties are signifi-
cantly improved. If in the first series were obtained opaque milky glasses, then with
an increase in the melting temperature to 1430° C, the area of transparent glasses
increases.

The research results showed that glasses containing boron oxide concentration
from 5 to 15 mol% partially crystallize, forming a crystal crust (Fig. 2).

An increase in the concentration of B2O3 in the glass composition enhances the
crystallization ability. The measured softening temperature of the studied glasses is
within 440–635 °C. To reduce the softening temperature of the research glasses,
CdO was introduced into the above system, and BaO was replaced with MgO.
Thus, the SiO2-B2O3-Bi2O3-ZnO-CdO-MgO system was obtained, a part of which,

Fig. 1 SkiltingintheSiO2-
B2O3-Bi2O3-BaO-ZnO ZnO
systems at a brew glass
1430 °C. (•—milky colored
glasses, ◯—glazed glass)
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Fig. 2 Surface of a
nanocomposite film in the
presence of a crystal crust on
the surface. Increase-500

namely xSiO2-yB2O3-30Bi2O3-zZnO-10CdO-2.5MgO, was studied. Experimental
data have shown that glasses of this intersection are well boiled and clarify under
experimental conditions, although on the surface of the molten glass they have an
insignificant floating crust in the form of a gray bloom. The cooking temperature does
not exceed 1000 °C. Cadmium oxide provides a beneficial effect on the improve-
ment of glass formation processes (lowering the cooking temperature to 900 °C). It
was established by preliminaries that in a given section the glasses are resistant to
crystallization and remain transparent during heat treatment in the entire temperature
range (Fig. 3).

Analysis and generalization of the results of studying of the SiO2-B2O3-Bi2O3-
ZnO-MgO-CdOsystemglasses propertiesmade it possible to suggest that an increase
in the softening onset temperature and a decrease in LTEC of these glasses depend on

Fig. 3 Surface of a
crystallization-resistant
nanocomposite film.
Increase-500
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their chemical composition and are determined by the characteristics of the cations
included in the glass structural network.

Thus, a high electronegativity, a high degree of a covalent bond, a small ionic
radius, and a high valence of Si + 4 cations provide a denser packing in the glass
structure and a high bond strength, and contributes to an increase in the softening
temperature. Studies have shown that the tested glasses are resistant to water. The
weight loss of the powder upon boiling for five hours in water ranged from 0.01 to
0.05%. The destructive effect of water increases with an increase in the content of
boron oxide in their compositions and a decrease in zinc oxide. Zinc oxide is most
effective in increasing the chemical resistance to water. It has been established that
the water resistance of glasses mainly depends on boron and zinc and increases in
inverse proportion to the increase in the content of B2O3.

4 Conclusion

During the research, we found that the glass component of nanocomposites provides
the distribution of particles of the functional material and adhesion to the substrate.
In the process of the element annealing, it is not removed and remains in the finished
product. When choosing a glass composition, it is necessary to take into account
the dependence of its viscosity on temperature, substrate wetting, chemical activity,
thermal expansion coefficient, and crystallization features. These properties of glass
affect the modes of heat treatment of nanocomposites, the formation of mechanical
bonds between the grains of the functional material and the resistivity of the film.
The stability of the nanocomposite parameters largely depends on the composition
of the glass component.

It was found that an increase in the softening temperature and a decrease in the
LTEC of glasses depend on their chemical composition and are determined by the
characteristics of the cations included in the structural glass network. It is shown
that glasses containing boron oxide with concentration from 5 to 15 mol% partially
crystallize, forming a crystal crust. An increase in the concentration of B2O3 in the
glass composition enhances the crystallization ability.

It has been established that the water resistance of glasses mainly depends on
boron and zinc and increases in inverse proportion to the increase in the content of
B2O3. Low-melting glass for thick-film nanocomposites does not contain toxic lead
compounds.
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Influence of Titanium Nitride Thin Films
on the Electrical Properties of Isotype
n-TiN/n-Si Heterostructures

I. G. Orletskyi, M. I. Ilashchuk, I. P. Koziarskyi, M. M. Solovan,
D. P. Koziarskyi, E. V. Maistruk, and O. A. Parfenyuk

Abstract The conditions for the formation of the energy barrier in isotypic n-TiN/n-
Si heterojunctions by the reactive magnetron sputtering method of thin films of
titaniumnitride on n-Si crystalline substrates have been studied. Based on the analysis
of C-V-characteristics, the role of states localized at the n-TiN/n-Si boundary in the
formation of the energy barrier is clarified and its parameters are determined.Amodel
of the energy diagram of the n-TiN/n-Si heterojunction, which well describes the
experimental electrophysical phenomena, is proposed. The mechanisms of electron
motion through the energy barrier of the heterojunction at forward and reverse biases
are analyzed according to the temperature dependences of the I-V characteristics.

Keywords Energy diagram · Heterostructures · I-V-characteristics · TiN · Current
transfer

1 Introduction

Thin films of titanium nitride (TiN) have physical properties that contribute to
widespread use in the creation of electronic devices. They are used in photovoltaic
devices as an electrode material for dye-sensitized solar cells [1], in ultrathin organic
solar cells [2], as selective contacts of organic–inorganic hybrid solar cells [3], in
plasmonic silicon solar cells [4]. The wide band gap Eg ≈ 3.4 eV and low elec-
trical resistivity ρ ≈ 0.4 � cm [5, 6] allow to produce photosensitive TiN/p-CdTe
heterojunctions [7], in which the low-impedance front layer TiN provides a high
degree of transmission of light quanta into the absorber layer. The high electrical
conductivity of TiN films contributes to the efficient removal of charge carriers into
the external electrical circuit. A wide range of values of the energy parameter work
function 3.5–4.4 eV [8–11] obtained under different conditions of TiN films is used
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in semiconductor structures to create ohmic contacts to n-CdS [8], n-Si [12] and the
gate electrodes of MOS structures on silicon based [13].

In addition to ohmic contacts, thin TiN films are able to formwith semiconductors
heterojunctions with diode properties. This is manifested when they are applied on
semiconductor materials Ge [14, 15] and Si [16–20], and to crystals of compounds
Hg3In2Te6 [21] and InSe [22]. When using substrates with a hole type of electrical
conductivity, the energy parameters and electrical properties of anisotypic hetero-
junctions TiN/Ge, TiN/p-Si, TiN/p-Hg3In2Te6, and TiN/p-InSe agree satisfactorily
with models that use fixed at the heteroboundaries (~ 3.69–3.75 eV) value of work
function for TiN films. When using these models for isotypic heterojunctions, such
as TiN/n-Si, there are discrepancies with the experimental data. Based on the model
with constant energy parameters, the TiN/n-Si heterocontact should be ohmic with
the formation of an electron-enriched region in n-Si. Experimental data indicates the
diode characteristics of the TiN/n-Si heterojunction [18]. It is known that in isotypic
heterojunctions a significant role in the properties is played by energy states at the
boundary of the heterojunction [23, 24]. In this paper, based on the study and analysis
of the electrical properties of the isotypic TiN/n-Si heterojunction, which is made by
reactive magnetron sputtering, clarified the role of energy states at the interface of
TiN and n-Si materials in the formation of an energy barrier, which able to rectify
current.

2 Experiment Details

Substrates of n-type silicon crystals were used to fabricate the structures. At a temper-
ature of 295K, they had a resistivityρ = 3� cmand a concentration of charge carriers
n= 2.6·1015 cm−3. Location of the Fermi level in the band gap of SiEC–E = 0.23 eV.

Thin TiN films were applied by reactive magnetron sputtering at constant voltage
use a titanium target in a mixture of nitrogen and argon gases on polished crystalline
silicon substrates measuring 5 mm × 5 mm × 0.3 mm using a Leybold-Heraeus
L560 universal vacuum unit. Short-term etching of the surface with argon ions was
used to clean the target and substrates. In the spraying process, the partial pres-
sures of the gases in the vacuum chamber were: for argon—0.35 Pa, for nitrogen—
0.7 Pa.Magnetron power—120W. The duration of the spraying process at a substrate
temperature of 573 K was about 15 min. In this spraying mode, the TiN film had
n-type conductivity, the specific conductivity at T = 295 K was σ = 0.17 �−1 cm−1,
the electron concentration n = 1.7·1019 cm−3.

Ohmic contacts to the thinfilmofTiNweremadeby thermal evaporation of indium
at a substrate temperature of 423 K. For Si substrates, ohmic contacts were made by
pre-doping with phosphorus to a depth of ~ 1 μm to form a strongly doped n+-Si
layer. After that, an adhesive layer of chromium, a copper film to ensure electrical
conductivity (~ 3μm thick) and a nickel layer for passivation against oxidation were
applied by thermal evaporation.



Influence of Titanium Nitride Thin Films on the Electrical Properties … 539

I-V–characteristics of n-TiN/n-Si heterostructures were measured using a
hardware-software complex based on the Arduino platform, Agilent 34410A digital
multimeter, and Siglent SPD3303X programmable power supply, which were
controlled by a personal computer using software created by the authors in Labiew.
The measurements of capacitance–voltage (C-V) characteristics of structures under
investigation were carried out by a LCR Meter BR2876.

3 Results and Discussion

I-V-characteristics of isotypic n-TiN/n-Si heterojunctions in the temperature range T
= 294–334 K are shown in Fig. 1. The forward bias, at which an increase in current
is observed, corresponds to a positive potential on the TiN film. At reverse voltages,
a positive potential is applied to n-Si. The current rectification ratio (at |V| = 1.5 V
and T= 294 K) is ~ 103. A sharp increase in current at forward bias, by extrapolation
of the rectilinear section of the I-V-characteristics is observed at a voltage of V0 ≈
1.0 V.

As can be seen from Fig. 1, characteristic of currents measured in the area of
forward biases, is their slight change with increasing temperature. This is usually
observed in rectifier structures due to the temperature dependence of the height of
the potential barrier due to the change with increasing temperature of the effective
energy density in the allowed zones, the concentration of charge carriers and the band
gap of the semiconductor. The value of the series resistance of the studied n-TiN/n-Si
heterojunctions determined from the linear sections of the I-V-characteristics was Rs

= 23 �, which corresponds to the resistance of the base material n-Si.
It should be noted that the surface energy levels at the interface of the structural

components due to the misfit dislocations play a significant role in the formation
of the profile of energy zones of isotypic heterojunctions, which in turn determine

Fig. 1 I-V-characteristic of
the isotypic n-TiN/n-Si
heterojunction at different
temperatures
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their main electrical and photoelectric properties. In the first approximation, their
concentration Nss ~ x−2, where x is the distance between the misfit dislocations,
which is determined by the following expression

x = aSiaTiN
/

(aSi − aTiN) (1)

where aSi, aTiN are the lattice constants Si and TiN, respectively.

Using the values aSi = 5.43 Ǻ and aTiN = 4.24 Ǻ [20], we obtain Nss =
2.67·1013 cm−2. At this concentration, surface states, which are usually centers of
capture or recombination, can significantly affect the profile of energy zones and the
properties of heterojunctions [25].

To construct the energy diagramof n-TiN/n-Si heterojunctions and determine their
main parameters, a detailed analysis of C-V-characteristics measured at the low (f =
10–90 kHz) and high (f = 300–1000 kHz) frequencies of the excitation alternating
signal was performed (Fig. 2).

In the region of reverse bias, the capacitance of the n-TiN/n-Si heterojunction
decreases with increasing external voltage, which is due to the expansion of the

Fig. 2 C-V-characteristics
of n-TiN/n-Si structures in
the region of low f =
10–90 kHz a and high f =
300–1000 kHz b frequencies
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space charge region in n-Si. At forward bias, the capacitance of the structure begins
to increase sharply, which may explain the decrease in the thickness of the contact
region depleted in the main charge carriers in n-Si. Characteristic of the dependences
C = f(V) in the region of forward biases is the decrease in the capacitance at V >
0.8 V with increasing voltage. The dependence of the capacitance on the frequency
of the alternating signal is observed, which indicates a significant effect of the charge
of the surface energy levels.

According to the theory of isotypic heterojunctions, this nature of the dependence
C = f(V) can be explainedwithin the framework of the double-Schottky barriermodel
[25]. In this model, it has been suggested that defects, mainly misfit dislocations at
the interface, create a large number of electrically active states. The presence of such
states, which can be by nature both donors and acceptors, can significantly change
the energy band diagram of the contact. In an isotypic n–n heterojunction, if the
concentration of surface states at the interface is high enough, electrons are captured
by these centers from the conduction band of both semiconductors, which leads to
depletion of regions on both sides of the heterojunction. Based on themodel in which
the heterojunction is represented as two Schottky diodes turned on toward each other,
the capacitances of the first and second barriers are expressed by the formulas.

C1 = (qε1ε0ND1/2)
1/2(φk1 − V1)

−1/2 (2)

C2 = (qε2ε0ND2/2)
1/2(φk2 + V2)

−1/2 (3)

where ε1, ϕk1, ND1 and ε2, ϕk2, ND2 are the relative permittivity, the height of the
potential barrier, the concentration of the alloying impurity of the first and second
Schottky diodes, respectively; ε0 = 8.85·10–12 F/m—permittivity of vacuum.

Analysis of the C-V-characteristics of the investigated n-TiN/n-Si heterojunction
was performed taking into account the significant effect on the value of the hetero-
junction capacitance of the phenomena of states recharging at the interface by the
modulating alternating signal during measurement. At high frequencies, their charge
is practically not modulated and the total capacity of the heterostructure is equal to
the capacity of the depletion region of the heterojunction. That is why the analysis of
C-V characteristics measured in the high frequency range was performed (Fig. 2b).

The dependence C−2 = f(V) at reverse biases is characterized by linear sections
with different angles α to the voltage axis and only at frequencies f = 800–1000 kHz
its dependence on the frequency of the alternating signal is not observed. This indi-
cates the practical absence of the influence of deep levels on the value of the capac-
itance of junction. Since, in this case, the positive potential is on n-Si, based on the
double-Schottky barrier model used, it can be assumed that the measured capaci-
tance is related to the space charge region in this semiconductor. The magnitude of
the contact potential difference distributed in n-Si, determined by extrapolation of
rectilinear sections of the dependencesC−2 = f(V) to the intersectionwith the voltage
axis was ϕk2 = 0.25 V (Fig. 3).
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Fig. 3 C-V-characteristics
of the n-TiN/n-Si
heterojunction in the region
of reverse biases (positive
potential to n-Si)

Determined by a known method, using relation (2), based on the expression

tgα = q

2εε0ND2
(4)

where ε = 11.7 is the permittivity of Si, the concentration of the donor impurity in
the Si substrates was ND2 = 2.8·1015 cm−3.

The size of the space charge region d2 at V = 0, calculated by the known formula
is d2 = 340 nm.

d2 =
(

2εε0
qND2

· φk

)1/2

(5)

When the polarity of the external voltage changes (positive potential to n-TiN),
the measured capacitance is the barrier capacitance of the film (Fig. 4). The height of
the potential barrier determined by the above method was qϕk1 = 0.8 eV. Since the
dependences C−2 = f(V) show some change in the angle of inclination of the recti-
linear sections, the values of ND1 ≈ 4.0·1018 cm−3 and d1 ≈ 15 nm were calculated
on the basis of expressions (4) and (5).

The calculated concentrations of impurities, both in the base material and in the
film, are in good agreement with those determined in the study of their electrical
characteristics.

To construct the energy profile of the studied n-TiN/n-Si heterojunction (Fig. 5),
taken into account the experimentally determined potential distribution in the contact
region of both semiconductors, the values of electron affinitiesχ (TiN)≈ 3.91 eV and
χ (Si)= 4.05 eV [26], the band gap Eg(TiN)= 3.4 eV [5] and Eg(Si)= 1.12 eV [27].
Location of the Fermi level in degenerate semiconductor TiN thin films produced by
reactive magnetron sputtering, δ1 ≈ 0.05 eV [18, 20]. For crystalline, Si δ2 = 0.23 eV
was calculated according to the expression for the concentration of equilibrium
charge carriers in nondegenerate semiconductors [28]:
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Fig. 4 C-V-characteristics
of the n-TiN/n-Si
heterojunction in the region
of forward biases (positive
potential to n-TiN)

EC − EF = kT · ln
⎛

⎝2 ·
(
2πmnkT

h2

)3/2 · 1
n

⎞

⎠ (6)

wheremn is the effective mass of electrons, EF is the energy of the Fermi level in the
band gap of the semiconductor. The electron concentration values were taken from
the analysis of the C-V-characteristics of the heterojunction.

It should be noted that the analysis of the work function of semiconductors A(n-
TiN)= 3.96 eV and A(n-Si)= 4.28 eV in the formation of the n-TiN/n-Si heterojunc-
tion shows that n-Si should be enriched in electrons. Such a structure should not have
rectifying properties, which contradicts the experiment and confirms the validity of
the applied model of isotypic heterojunction.

Fig. 5 Energy diagram of
the isotype n-TiN/n-Si
heterojunction taking into
account the influence of a
negative charge on the
heterocontact interface (d1 =
15–35 nm, d2 ≈
250–270 nm)
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The I-V-characteristics of the structure were plotted in the coordinates lnI = f(V)
(Fig. 6) to determine the mechanism of the flow of forward currents. As can be seen
from Fig. 6, the dependences lnI = f(V) are approximated by straight lines with
constant temperature slope with diode coefficient A ≈ 5.4 in a wide voltage range
3kT/q < V < 1.0 V, which indicates the dominant tunneling mechanism of current
transfer.

The energy diagram (Fig. 7), which corresponds to the forward bias of the barrier
in n-Si, explains well the mechanism of carrier tunneling through the rectifying
contact. The current in this case is formed by the electrons of the n-Si conduction
band due to a significant gap in the edges of the valence bands. Bands in n-Si are
straightened at low forward biases and then bent down.

Electrons are accumulated in the contact area. In this case, the height of the barrier
in the titanium nitride film increases, since this barrier is turned on in the opposite
direction. The total thickness of the barrier in the film at V = 0 V is d1 = 15 nm due
to the significant concentration of electrons. Tunneling at forward bias occurs at a

Fig. 6 Forward branches of
the I-V-characteristics of the
n-TiN/n-Si heterojunction in
semi-logarithmic coordinates
at different temperatures T
(positive potential applied to
the TiN film)

Fig. 7 Energy diagram of
the isotype n-TiN/n-Si
heterojunction at forward
bias (positive potential
applied to the TiN film)
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Fig. 8 Forward branches of
the I-V–characteristics of
n-TiN/n-Si heterostructures
in lnI = f(ϕk – V)
coordinates, at different
temperatures T (positive
potential applied to the TiN
film

height EC1 + qV relative to the base of the barrier. The barrier thickness for these
electron energies is several nanometers, which significantly increases the probability
of tunneling from the electron-enriched n-Si near-surface layer into the conduction
band of the film.

Note that in the theory of isotype n–n–heterojunctions, the components of which
are strongly doped semiconductors, tunneling is considered as the main mechanism
of current transfer, due to the narrow barrier for electrons [29].

In this case, the forward current is described by the expression

I (V ) = I0 exp(�E
/
kT ) exp[−α(φk − V )] (7)

where ΔE is the temperature-related activation energy of the tunneling process; α is
a coefficient that characterizes the probability of tunneling.

The straightness of the dependences lnI = f(ϕk – V) allows the use of analytical
expression (7) to explain the experimental results (Fig. 8).

The height of the potential barrier for electrons from n-Si was determined taking
into account the discontinuity of the conduction bands (ϕk = ΔEC + ϕk2). The
activation energy of the electron tunneling process in this case was determined from
the temperature dependence I0exp(ΔE/kT ) = f(103/T) (Fig. 8, inset). Its value was
ΔE = 0.18 eV.

Reverse currents (positive potential applied to n-Si) are characterized by themani-
festation of two current transfermechanisms. In the voltage range− 0.5 <V < 0V, the
reverse branches of the I-V–characteristic in the entire temperature range of studies
are described by the power law I ~ V1/2, which is typical for the generation mech-
anism of the reverse current formation (Fig. 9). The generation of charge carriers
(in this case—electrons) occurs in the depleted region of n-Si. The reverse current is
formed by electron movement to the bulk of the base region.

The depth of the donor energy level, from which the thermal generation of charge
carriers occurs, was �E = 0.16 eV. This �E is determined from the dependence
lnI rev = f (103/T ) (Fig. 9, inset), obtained at a constant voltage value.

With increasing reverse displacement V < −0.8 V I-V–characteristics of the
studied n-TiN/n-Si structures are characterized by the presence of linear sections.
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Fig. 9 Reverse branches of
the I-V–characteristic of the
n-TiN/n-Si heterostructure in
the coordinates I rev =
f (V1/2) at different
temperatures (positive
potential applied to the n-Si
film)

The angle of inclination of the linear sections to the voltage axis does not depend on
the temperature, which indicates the process of tunneling the charge carriers through
the potential barrier. The tunneling mechanism in this case is illustrated in the energy
diagram of the n-TiN/n-Si contact (Fig. 10). The tunneling current at a reverse bias V
<−0.8 V of the n-TiN/n-Si heterostructure is described by the expression for forward
tunneling currents (7) through the barrier in the TiN film with a height of ~ 0.8 eV.
It should be noted that at negative voltages at the n-TiN/n-Si heterojunction, most of
the voltage V 2 is applied to the high-resistance n-Si depleted region, and a small part
of the voltage V 1 is applied to the forward-biased barrier in n-TiN.

In expression (7), the value ϕk1–V1 ≈ ϕk1. In this case, tunneling phenomena are
best described by the Simons’ equation [30] for small values of external voltage (qV
<< Eb)

Irev = q2√2mφ

4π2�2

V

�z
exp

(

−2

√
2mφ

�2
�z

)

(8)

Fig. 10 Energy diagram of
the isotype n-TiN/n-Si
heterojunction at reverse bias
(positive potential applied to
the n-Si crystal)
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Fig. 11 The dependences
lnI rev = f(lnV rev) for the
n-TiN/n-Si heterojunction at
reverse bias

where �z = d1 is the barrier thickness, ϕ = Eb = qϕk1 is the barrier height.
According to (8), the reverse current I rev is proportional to V rev, and the depen-

dence lnI rev = f(lnV rev) in this case will be linear with the tangent of the angle of
inclination m = 1, which is confirmed in Fig. 11.

4 Conclusions

The isotype n-TiN/n-Si heterojunctions with a current rectification ratio of ~ 103 are
fabricated by the reactive magnetron sputtering method. The diode characteristics of
the heterojunction are due to energy barriers with a height of ~ 0.8 eV in the TiN
film and ~ 0.25 eV in the n-Si crystal. Barriers are formed with the participation
of energy states at the interface. In the region of forward voltages of the TiN/n-Si
heterojunction at 3kT/q < V < 1.0 V, the current flows by tunneling electrons from
the states of the n-Si conduction band through the barrier into the conduction band
of the TiN film. The accumulation of electrons occurs in the contact region from the
n-Si side at forward bias. The reverse current at voltages −0.5 V < V < −3kT /q V is
formed due to generation processes in the depleted region of n-Si with participation
in the thermal generation of the donor energy level with a depth in the forbidden
zone of silicon�E = 0.16 eV. The reverse current flows by tunneling electrons from
the states of the conduction band of the TiN film through a barrier with a height of
~ 0.8 eV into the conduction band of Si at biases −2 V < V < −0.5 V.

The C-V–characteristics of the TiN/n-Si heterojunction agree well with the
double-Schottky barrier model and confirm the participation of negatively charged
energy states at the TiN/n-Si interface in the formation of the energy barrier.
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Water-Soluble Polymers as Substances
Modifying the Stability of Colloidal
Systems, the Nanostructure
of Adsorption Layers

Małgorzata Wiśniewska

Abstract The stabilizing and destabilizing properties of polymers soluble in the
aqueous medium are used in numerous technological and ecological processes
leading to maintaining a specific product form (no phase delamination) as well as
separation of undesirable and toxic substances. Among the wide applications of
macromolecular compounds, it is worth mentioning the paint, varnish, pharmaceu-
tical, cosmetic, food, medicine, drinking water, and industrial wastewater treatment
processes as well as agriculture. In the latter case, the use of polymeric flocculants
counteracting water and wind erosion of soil by binding loose soil particles into
larger aggregates contributes to the substrate consistency and durability increase.
Taking the above into consideration, this paper characterizes various stability mech-
anisms of solid aqueous suspensions occurring in the presence of a polymer and also
presents the results of research on the influence of the ionic polyacrylamide type on
the structure of polymer adsorption layer formed at the chromium(III) oxide inter-
face. The specific conformation of adsorbed macromolecules determines directly the
mechanism of the Cr2O3 suspension stability which enables its effective separation
from the liquid phase.

Keywords Water-soluble polymers · Steric stabilization · Bridging flocculation ·
Nanostructured polymeric layers · Colored solid removal

1 Introduction

The possibility of influencing the stability of solid aqueous suspensions by the addi-
tion of a suitably selected polymer results primarily from the fact that, depending on
the conditions in the system, macromolecules can assume specific conformations at
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Fig. 1 Polymeric chain
containing the train, loop,
and tail structures adsorbed
on the colloidal particle
surface

loop train

tail

the interface [1]. The polymer chains present in the solution under appropriate condi-
tions tend to develop spatially, and by adsorbing on the solid surface, they assume a
specific conformation with segments located in one of three types of structures, i.e.,
trains, loops, and tails (Fig. 1).

Even for small molecular weights, the degree of macromolecule straightening in a
given solvent is comparable to the range of the attractive van der Waals forces acting
between the colloidal particles (and in many cases in the range larger than attractive
interactions which equal to 5–10 nm).

The polymer adsorption process at the solid–solution interface is complex, as the
conformation ofmacromolecules depends onmany factors [2–4]. They are related not
only to the type of used polymer and adsorbent but also to the conditions under which
the experiment is conducted (Table 1). Themost important parameters influencing the
polymer adsorption process on the solid surface include themolecular weight and the
type of functional groups of the polymer, its degree of polydispersity; concentration
and type of adsorbent surface groups, porosity and degree of contamination of the
solid; pH and ionic strength of the solution, and temperature.

The way of polymer chains binding with active sites on the solid surface results
in the specific structure of the formed adsorption layer which influences directly the
stability of this type of colloidal systems.

Table 1 Parameters influencing the polymeric chains adsorption on the solid surface

Polymer Adsorbent Solution Another

• Type (ionic, non-ionic)
• Average molecular
weight

• Concentration
• Polydispersity
• Presence of inorganic
impurities

• Type and
concentration of
surface groups (pHpzc,
pHiep values)

• Specific surface area
• Porosity
• Presence of impurities

• Type of supporting
electrolyte

• pH
• Ionic strength
• Presence of additional
substances (i.e.,
surfactants, metal
ions, drugs, pesticides)

• Temperature
• Magnetic
field
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2 Stabilization/Destabilization of Colloidal Systems
in the Polymer Presence

The two main mechanisms of stabilization of colloidal suspensions by the adsorbed
polymer chains are as follows: Steric stabilization and electrosteric stabilization
presented schematically in Fig. 2 [5–8]. The steric stabilization results from the effec-
tive repulsion of particles whose surfaces are completely covered with an adsorbed
polymer, usually of a small molecular weight. This is a result of chemical or physical
adsorption of polymer chains on the surface of the stabilized particles. Due to the
spatial hindrance created by the chains of bonded macromolecules, solid particles
cannot get close to each other and remain dispersed in the system.

Combination of electrostatic and steric stabilization, the so-called electrosteric
stabilization, is common in many biological systems. The source of electrostatic
interactions is the charges accumulated on the particle surface as well as those
distributed along the adsorbed polymer chains, resulting from the dissociation of
their functional groups.

The mechanisms of steric and electrostatic stabilization play a key role in many
technological processes, including: the production of paints, inks, adhesives; in
photography and photocopying; in the production of various types of emulsions and
suspensions for the pharmaceutical and food industry; in the production of detergents
and other cleaning agents; in chemical washing processes and to ensure the biocom-
patibility of medical prostheses. These stabilization mechanisms play an important
role in the biological dispersed systems stabilization. This is due to the two reasons:
(a) the ionic strength of biological dispersions is relatively large; therefore, electro-
static stabilization is less effective in such cases; (b) predominantly, natural polymers
are of ionic character, and their solutions (polyelectrolytes) are commonly found in
nature.

Destabilization of colloidal particles is usually caused by adsorbed polymers of
large molecular weight and is referred to as flocculation [9–12]. The twomost impor-
tant types of flocculation are as follows: bridging flocculation and surface charge
neutralization flocculation (Fig. 3).
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Fig. 2 Schematic representation of stabilization mechanisms: a steric and b electrosteric, caused
by the adsorbed polymer macromolecules
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Fig. 3 Schematic representation of flocculation mechanisms: a intramolecular bridging, b inter-
molecular bridging, and c surface charge neutralization caused by the adsorbed polymer macro-
molecules

Bridging flocculation occurs in the case of polymer adsorption on the particles
surfaces with the macromolecules conformation characterized by a significant share
of their segments in the loop and tail structures. This type of flocculation can occur
in two ways. The first one is bridging by adsorption of one macromolecule onto
two or more particles in the system (intramolecular bridges formation, Fig. 3a). The
second type is bridging as a result of the interactions of two polymer chains, which
are adsorbed on the surfaces of different particles (intermolecular bridges formation,
Fig. 3b).

The first of the above bridging ways occurs when there are met the following
conditions: (a) the concentration of the polymer in the system is small; hence, the
small coverage of the particle surface by macromolecules enables the adsorption of
chains associatedwith the surface of adjacent particles; (b) adsorbedmacromolecules
have long chains branched or highly extended toward the solution, which allow them
to be attached to the surface of more than one colloidal particle.

On the other hand, the second way takes place when: (a) the surface coverage of
the particles by the adsorbed polymer chains is large, which limits the adsorption
of subsequent macromolecules; (b) the attraction force between the two interacting
polymer chains adsorbed on the surface of two different particles is greater than their
repulsion due to the steric hindrance.

An important mechanism of destabilization of colloidal suspensions in the pres-
ence of a polymer is flocculation due to the neutralization of the surface charge of
solid particles by the adsorbed macromolecules. In this case, the adsorbed polymer
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chains are charged opposite to the surface charge of the adsorbent, thereby neutral-
izing it. As a result, significant weakening of electrostatic repulsion between the
particles and an increased tendency toward their aggregation are observed (Fig. 3c).
This destabilization mechanism usually takes place under the conditions of partial
dissociation of the polymer ionic groupswhich interact directlywith the solid surface,
and the uncharged fragments of the adsorbed macromolecules are directed toward
the liquid phase. At the same time, the polymer forms rather the thin adsorption film
on the solid surface.

The following types of interactions are responsible for the polymer adsorption
on the solid surface: (a) chemical (covalent) with the energy above 40 kJ/mol
(e.g., for O–H bond: 500 kJ/mol); (b) physical (non-covalent) with the energy
below 40 kJ/mol. Among the latter, there are as follows: (a) electrostatic interac-
tions (approx. 25 kJ/mol); (b) hydrogen bonds (below 40 kJ/mol); (c) hydrophobic
forces (interactions of hydrophobic groups caused by avoiding water molecules);
(d) van der Waals forces (Keesom forces—between the permanent dipoles; Debye
forces—the dipole-induced dipole interactions; London dispersion forces—between
the electrically neutral molecules).

The changes in the colloidal system stability can be influenced bymacromolecules
that do not adsorb on the solid surface, but exist as a free chain in the solution (Fig. 4)
[13, 14]. At a high concentration of the unadsorbed polymer, so-called depletion
destabilization can occur. It takes place when colloidal particles dispersed in the
polymer solution come closer to each other at a distance smaller than the macro-
molecule diameter. Then, the polymer chains are pushed from the space between
the particles into the solution which ensures the energy minimum in the system.
The emerging osmotic pressure acts on the particles on the outer sides, reducing the
distance between them.

At very high polymer concentrations, depletion stabilization is observed. The
polymer-depleted region between the particles is formed by the separation of the
polymer macromolecules and the solvent molecules. In good quality solvents, this
separation process is thermodynamically unfavorable, and under such conditions,
depletion stability can occur.

The parameter related to the stability of a colloidal suspension is the zeta (ζ)
potential, also known as the electrokinetic potential. This is the potential in the slip-
ping plane which is an important element of the electrical double layer and separates
the stiffly bound solution layer from its movable diffusion part. The suspension is
assumed to be stable if the absolute value of the zeta potential exceeds 30 (Fig. 5)
[15]. When the zeta potential is equal to zero, there occurs the so-called isoelectric
point of a solid at which the colloidal suspension is extremely unstable.

However, the above rule is not true for the polymer containing solid suspensions in
which flocculation can occur even at high values of the electrokinetic potential. This
is due to the great complexity of the polymer adsorption process at the solid–liquid
interface.

The determined zeta potential value of the particles dispersed in the liquidmedium
in the presence of a polymer is influenced by the following effects: (a) shift of the
slipping plane caused by the adsorbed macromolecules; (b) blockade of active sites
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Fig. 4 Schematic representation of depletion stabilization–destabilization mechanisms caused by
unadsorbed polymer macromolecules

Fig. 5 Schematic
representation of the
colloidal suspensions
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on the solid surface by the adsorbed polymer chains and counter-ions shifting from
the surface layer; (c) presence of charged functional groups of the adsorbed polymer
macromolecules in the slipping plane area [16].

The stability in the polymer presence has several significant advantages over
the electrostatic stability of the dispersed solid particles. They are as follows: (a)
small sensitivity to the presence of electrolytes; (b) comparable effectiveness in the
aqueous and non-aqueous dispersion media; (c) similar effectiveness with small and
large contents of colloidal particles; (d) flocculation reversibility [17–19].
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3 Polymer-Solid Systems

Technological development aimed at new solutions friendly for the natural envi-
ronment leads to the development of more ecological and effective methods of
harmful substances removal from aqueous solutions. This trend of research fits
very well in the implementation of processes that use compounds of natural origin,
e.g., proteins, polypeptides, as well as various types of sorbents obtained from
waste materials. The use of such substances does not burden the natural envi-
ronment as their complete microbial decomposition into simple compounds takes
place. With this in mind, apart from the synthetic polymers, biopolymers were also
used in the research. Among synthetic polymers, there were applied their following
groups and their representatives: (a) linear polymers–poly(acrylic acid)–PAA [20],
polyacrylamide–PAM [21], poly(vinyl alcohol)–PVA [22], poly(ethylene glycol)–
PEG [23], poly(ethylene oxide)–PEO [24], polyvinylpyrrolidone–PVP [25]; (b)
dendrimers—3rd generation anionic dendrimer—3G-TMP-COOH with trimethy-
lolpropane (TMP) core and 24 peripheral carboxyl groups [26]; (c) polyaminoacids–
poly(L-aspartic acid)–ASP [27], poly(L-Lysine)–LYS [28] and their di- and triblock
copolymerswith poly(ethylene glycol)–PEG:ASP-PEG,LYS-PEG,ASP-PEG-ASP,
LYS-PEG-LYS [29, 30]. Among the natural polymers, there were tested: (a) glob-
ular proteins—bovine serum albumin–BSA, human serum albumin–HSA, oval-
bumin–OVA [31]; (b) enzymatic protein—lysozyme (LSZ) [32]; polysaccharide—
exopolysaccharide synthesized by the bacteria Sinorhizobium meliloti (EPS) [33].
Their chemical formulae are presented in Table 2.

Proteins are macromolecular compounds composed of amino acids arranged in a
strictly defined sequence linked together by covalent peptide bonds. These bonds
are formed between the α-amino and α-carboxyl groups of two adjacent amino
acids. In turn, polyaminoacid macromolecules are composed of only one type of
amino acid linked by an amide bond (as opposed to the proteins which contain many
different amino acids in their structure). Exopolysaccharides (EPSs) aremacromolec-
ular compounds synthesized by all soil bacteria of the Rhizobiaceae family. They
are produced in large numbers for the external environment.

Polymers belonging to the group of dendrimers have a specific molecular struc-
ture. Their macromolecules contain a core, fromwhich dendrons (like tree branches)
diverge radially. The subsequently joined layers (called the generations) contribute
to formation of more and more branched macromolecules. The dendrimer macro-
molecules provide also possibility of creating complexes with simple ions and other
molecules that can be located in their interior or on the edges in the so-called periph-
eral units. The usage of such systems allows their application in the processes in
which it is necessary to control the kinetics of various ions ormore complex chemical
substances release (for example, in the drug delivery systems) [34] (Fig. 6).

The solids examined in the previous papers are listed in Table 3. These were metal
and semi-metal oxides [35], natural and synthetic minerals [36], activated carbons
[37], and carbon-based composites [38].
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Fig. 6 Schematic representation of drug release from the nanooxide-dendrimer composite system

Table 3 Solids studied in the polymer presence with respect to their stability

Metal and semi-metal
oxides

Minerals Activated carbons Carbon-based
composites

• Aluminum(III) oxide
• Chromium(III) oxide
• Iron(III) oxide
• Silicon(IV) oxide
• Manganese(IV)
oxide

• Zirconium (IV)
oxide

• Double and triple
oxides based on
silica

• Montmorillonite
• Kaolinite
• Gibbsite
• Goethite
• Natural and synthetic
zeolites (sodalite,
clinoptilolite, Na-A,
Na-X, Na-P1)

Obtained from
precursors:
• Peat
• Cherry stones
• Corn cobs
• Peanut shells
• Horsetail
• Hay

• Carbon–silica
• Carbon–silica/Mn
• Carbon–silica/Fe
• Carbon-Na-X
zeolite

• Carbon-Na-P1
zeolite

The green chemistry research trend also includes the use of activated biocarbons
and synthetic zeolites to remove polymer compounds from the aqueous phase in the
surfactants and metal ions (including heavy metals) presence. Activated biocarbons
were obtained from various types of waste materials such as peanut shells, cherry
stones, corncobs, and peat as well as horsetail herb. On the other hand, zeolites of the
Na-A, Na-X, and Na-P1 type were obtained from the troublesome wastes originating
from the combustion of hard coal, i.e., fly ash.

Generally, studies with the use of the above-mentioned adsorbates and adsorbents
included the following stages: (a) determination of the stability of solid aqueous
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suspensions in the polymer presence–turbidimetric tests; (b) specification of themost
probable structure of the polymer adsorption layer (adsorption and electrokinetic
measurements); (c) explanationof the stabilitymechanismof solid particles dispersed
in the aqueous polymer solution. They will be discussed in the next chapter with the
Cr2O3-ionic PAM suspension as an example.

4 Influence of Ionic Polyacrylamide Adsorption
on the Stability Mechanism of the Aqueous Suspension
of Chromium(III) Oxide

Chromium(III) oxide is insoluble in water and organic solvents. It is very resistant
to light, weather conditions, high temperature, and corrosive gases (including SO2,
H2S). Due to its intense blue color, it is mainly used as a green dye in the paint,
ceramic, cosmetic, and glass industries. In a small amount, Cr(III) is non-toxic and
an essential trace element facilitating the glucose absorption into the blood cells.
It maintains the proper concentration of glucose in the blood (affecting insulin)
and is necessary for the metabolism of glucose, proteins, and lipids. Chromium(III)
stimulates plant growth, but in excess, it can cause allergies.

However, its presence in surface waters is undesirable. Due to its intense green
color, it confines the penetration of sunlight into deep layers of water decreasing the
photosynthesis efficiency by aquatic plants and algae–oxygen deficit. As a result, the
inhibition of life processes taking place in water ecosystems occurs.

The ionic polyacrylamide (PAM) used as an adsorbate dissolves well in water.
It is non-toxic (as opposed to its monomer–acrylamide which is a strong neuro-
toxin). PAM is biodegradable and is used as a flocculant in drinking water treatment
processes, as a dispersing agent, stabilizer and thickener in the cosmetic, dyeing, and
paper industries. Polyacrylamide is applied for the intensification of oil extraction
and as a fertilizer for soil erosion inhibition. Moreover, PAM hydrogels are used for
the treatment of burns.

The objectives of the research were as follows: (a) determination of the influ-
ence of the ionic PAM presence on the stability of Cr2O3 aqueous suspension—
turbidimetric tests; (b) determination of the effect of solution pH (3–10) on the
ionic polyacrylamide (PAM) adsorption mechanism on the colloidal chromium(III)
oxide surface—adsorption and electrokinetic studies (surface charge density and zeta
potential measurements); (c) explanation of the stability mechanism of the aqueous
suspension of chromium(III) oxide in the presence of ionic polyacrylamide [39, 40].

The schematic representation of the suspensions is given in Fig. 7.
A convenient parameter that enables estimation of the examined suspension

stability is the TSI stability index (TSI—Turbiscan Stability Index). Its value is
calculated by the appropriate computer software cooperating with the turbidimeter
(Turbiscan LabExpert, Formulaction, France). Possible values of the TSI are in the
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Fig. 7 Schematic representation of the Cr2O3 suspensions without and with cationic or anionic
polyacrylamides (pzc–the point of zero charge, iep–the isoelectric point)

range 0–100. For the largely stable systems, the TSI takes values close to zero, and
the increase in its value indicates a decrease in the suspension stability.

The analysis of the TSI values (Fig. 8a) shows that the chromium(III) oxide
suspension without the polymer is quite stable at pH 3 (TSI = 12.8). On the other
hand, at pH 6, it is significantly destabilized (TSI = 61), and at pH 9, it becomes an
intermediate state between the two extreme tested pH values (TSI = 29.3). More-
over, the addition of cationic PAM has a greater effect on the stability of the solid
suspension (especially at pH 3 and 6) compared to the anionic polymer.

Such behavior can be explained based on the analysis of adsorption and
electrokinetic properties of the systems.

The adsorbed amount of ionic PAM depends evidently on the solution pH
(Fig. 8(b)). In the case of AN PAM, a decrease in the polymer adsorption is observed

Fig. 8 Stability coefficients a and adsorbed amounts b obtained in the examined systems at pH 3,
6, and 9
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Fig. 9 Surface charge density a and zeta potential b of chromium(III) oxide particles without and
covered with the PAM adsorption layers

with an increase of the solution pH, whereas for CT PAM, this tendency is reversed.
This is due to both changes in the sign and density of the surface charge of the solid
(pHpzc is about 6) and the degree of ionization of the polymer functional groups.

The analysis of changes in the surface charge density of chromium(III) oxide
particles caused by the polyacrylamide adsorption leads to the conclusion that the
presence of CT PAM causes a decrease in the surface charge density of the solid
compared to the system without the polymer (Fig. 9a). In turn, the addition of AN
PAM results in the increase of the solid surface charge density. This is a result of
the interactions of the ionic groups of macromolecules with the surface active sites,
the presence of which in the by-surface layer of the solution results in the formation
of additional charged adsorbent groups: negative ones (in the case of CT PAM) or
positive ones (in the case of AN PAM).

The changes in the zeta potential of solid particles in the presence of PAM(Fig. 9b)
are the result of three overlapping effects: (a) the presence of charges originating from
the functional groups of the adsorbed polymeric chains; (b) the shift of the slipping
plane by the macromolecules bound to the adsorbent surface; (c) the shift of counter-
ions in the Stern layer due to the polymer adsorption. In the case of the studied
systems, the greatest contribution seems to be the effect of the ionized functional
groups of macromolecules presence in the area of the slipping plane associated with
the segments located in the loop and tail structures of the adsorbed PAM chains.

Considering the above information, it can be concluded that the main reason for
the drastic destabilization of the suspension in the polymer absence at pH 6 is the
fact that this pH value corresponds to Cr2O3 pHiep (the electrokinetic potential of the
solid particles is zero). The zero charge of the diffusion layer means no electrostatic
repulsive forces between the particles. This makes it much easier for them to collide
with each other resulting in the system coagulation.

The greatest changes in the stability of the Cr2O3 aqueous suspension in the
presence of ionic PAM (in relation to the systemwithout the polymer) were observed
for the cationic form of polyacrylamide at pH 3 and 6 (Fig. 10).

The deterioration of the stability of the cationic PAM containing system at pH
3 is mainly due to the formation of polymer bridges between the solid particles.
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(a) (b) 

Fig. 10 Schematic presentation of the most probable mechanisms of chromium(III) oxide
suspension stability in the PAM presence at a pH 3 and b pH 6

This is favored by: (a) the smallest PAM adsorption; (b) the stretched conforma-
tion of macromolecules; (c) the adsorbent-adsorbate repulsion. On the other hand,
a significant increase in the stability of the system at pH 6 is a result of electros-
teric interactions which are a consequence of: (a) larger CT PAM adsorption, (b)
less stretched conformation of macromolecules, (c) the lack of adsorbent-adsorbate
repulsion.

5 Conclusion

Constantly growing problems of natural environment protection due to larger and
larger amounts of industrial wastes and communal sewages containing highly
dispersed solids as well as significant amounts of organic substances promote
search for effective methods of solid-phase separation with simultaneous removal of
dissolved compounds from the aqueous medium. The use of water-soluble polymers
seems to be an excellent solution to this problem. This is mainly due to the possi-
bility of adopting many different conformations by the adsorbed polymer chains,
depending on the parameters of the system related to the characteristics of adsorbate
and adsorbent as well as the process conditions (solution composition, its pH and
ionic strength, temperature). Controlling these parameters, it is possible to obtain
an adsorptive polymer layer with a specific structure which affects directly the solid
suspension stability and the possibility of its effective separation.
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34. Szewczuk-Karpisz K, Wiśniewska M, Nowicki P, Oleszczuk P (2020) Influence of protein
internal stability on its removal mechanism from aqueous solutions using eco-friendly horsetail
herb-based engineered biochar. Chem Eng J 388:124156
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36. Wiśniewska M, Chibowski S, Urban (2015) Impact of polyacrylamide with different contents
of carboxyl groups on the chromium (III) oxide adsorption properties in aqueous solution. J
Hazard Mat 283:815-823
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Kinetic Regularities of the Interphase
Diffusion-Controlled Processes Within
Thin Film Formation

Yu. P. Vyshnevska and I. V. Brazhnyk

Abstract The diffusion kinetic regularities of the metal ionization processes in
regard to the anionic composition of the electrolyte have been investigated. Analyt-
ical relations for studying processes of anodic dissolution involving labile complexes
with the anions of the medium that reflect the nature of limiting current, Tafel slopes,
and orders of reaction have been obtained. The mechanism of phase layers formation
in presence of organic ligands and corresponding theoretical model representing the
polarization resistance evolution during the film growth process has been discussed.
Established kinetic relations constitute a theoretical basis for the analysis of the
dynamic electrochemical systems with phase layers formation as advanced surface
engineering and functionalization technique.

1 Introduction

Theoretical basis and analytical representation of the regularities of the transition
metals ionization processes remains an area of high interest as it plays an important
role in many scientific fields and practical applications. Extensive studying of the
electrochemical kinetics of the anodic dissolution processes has been performed in
[1–5] that remain a solid theoretical foundation for modern research. At the same
time, the emerging areas like thin-film deposition, surface engineering, and func-
tionalization are constantly elevating the importance of theoretical representation of
mixed-phase and interphase diffusion processes.
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In present work, the most essential kinetic and diffusion regularities of the under-
lying processes of metal ionization, the diffusion of the reaction components accom-
panied by the formation of the labile and inert complexes in the dynamic systems
amid the formation of phase layers are being discussed.

2 Materials and Experimental Methods

Polarization measurements were carried out in potentiostatic and potentiodynamic
regimes in a three-electrode cell with separated cathodic and anodic compartments
at 25 °C temperature in 0.5 MH2SO4 and 0.5 MHCl solutions. Armco iron and steel
08 kp were used as the working electrodes, platinum—as the counter-electrode and
an Ag|AgCl|KCl(sat.) electrode—as the reference one. In this paper, the potential
values are given with respect to the normal hydrogen electrode potential.

Polarization resistance measurements were used for the investigation of the metal
ionization kinetics. Measurements have been carried out using two identical cylin-
drical electrodes in two-electrodes configuration with total surface area of 8 cm2

according to the standard procedure commonly used for corrosionmonitoring. Read-
ings are presented as raw data and then interpreted with improved theoretical models
to exclude any potential influence of the compensation mechanisms implemented
within instrument.

3 Results and Discussion

The electrochemical system may be defined using its thermodynamic, kinetic, and
diffusion parameters. Surface effects involvingmetal ionization processes and subse-
quent formation of phase layers in neutral medium have been covered in [6] from the
thermodynamic perspective. In this study, the thermodynamic states and transitions
diagrams serve as a starting point while focusing predominantly on the investigation
of kinetic and diffusion regularities of the metal ionization processes in regard to the
anionic composition of the electrolyte as well as the complexation phenomena that
may result in a drastic change in the electrochemical behavior of the system.

3.1 Diffusion Kinetic Regularities of the Metal Ionization
Processes

Figure 1 shows Pourbaix diagram for the Fe-H2O system, where line a and b repre-
sent the relation of potential against pH for the hydrogen and oxygen electrode,
respectively, while line c—relation of iron corrosion potential against pH. Area 1
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Fig. 1 Pourbaix diagram of
the Fe-H2O system

corresponds to immunity zone, area 2—corrosion zone, and area 3—passivation
zone.

According to a Pourbaix diagram for the Fe-H20 system [6–8], the metal potential
in acidic medium is determined by an equilibrium:

Fe2+ + 2e � Fe
(
E0 = −0.44 V

)

This idealized model implies that the iron is present in the solution in the form of
“free” Fe2+ cations. For the multicomponent Fe-H2O-SO4

2− or Fe-H2O-Cl− systems
in a wide range of pH (pH 0–5), the metal ions do exist predominantly in a form
of ion pairs Fe2+-SO4

2− or Fe2+-Cl−, respectively. Such ion pairs may be treated as
labile complexes and as will be shown play a crucial role in the metal ionization
process.

Total reaction schema for sulfate and chloride anionsmay be presented as follows:

Fe + SO2−
4 = FeSO4 + 2e

Fe + 2 Cl− = FeCl2 + 2e

For the case of sulfate anions, the concentration of “free” Fe2+ cations may be
calculated using complex instability constant:

KH = 10−3 =
[
Fe2+

] · [
SO2−

4

]

FeSO2−
4

(1)
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Thus, only,≈10–3 of total dissolved iron is present in a form of “free” Fe2+ cations.
The calculated value may be used for the determination of the metal potential in
presence of sulfate anions according to Nernst equation, as follows:

E = E0 + b

2
lg10−3 + b

2
lg[FeSO4] − b

2
lg

[
SO2−

4

]
(2)

or in more convenient form:

E = const + b

2
lg[FeSO4] − b

2
lg

[
SO2−

4

]
(3)

3.2 Limiting Current Nature and Theoretical Representation

The value of anodic current should be in agreement with a flow of the FeSO4 as the
reaction product from the metal surface. This assumption may be described using
the equation of the Fick’s First Law:

i = 2 · F · D · ([FeSO4]S − [FeSO4]0)

δ
(4)

where [FeSO4]S and [FeSO4]0—concentration of the reaction product near the
surface andwithin the bulk solution, respectively. For the studied systemswith diluted
solutions, the concentrations may be used instead of thermodynamic activity with
sufficient accuracy.

For the pure sulfuric acid solution, (4) may be presented as:

i = 2 · F · D · [FeSO4]S
δ

(5)

thus,

[FeSO4]S = i · δ

2 · F · D (6)

Equation (6) for the surface concentration now may be used for substitution in
(3) which gives:

E = const∗ + b

2
lg i − b

2
lg

[
SO2−

4

]
S (7)

For the relatively high concentration of sulfate anions in a solution and low anodic
polarization currents, the value of surface concentration [SO4

2−]S may be taken equal
to bulk concentration [SO4

2−]0.
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In the case of high polarization current density, the high concentration gradient of
“free” sulfate anionswill be established near the electrode/electrolyte interface. Thus,
the surface concentration may be determined using relation [SO4

2−]S = [SO4
2−]0–

iδ/2FD which after substitution to (7) gives:

Ea = const∗∗ + b

2
lg i − b

2
lg

(
[
SO2−

4

]
0 − i · δ

2 · F · D
)

(8)

Analysis of Eq. (8) shows that for certain high current density values the under
logarithmic component that represents the surface anion concentration may reach
close-to-zero values that will be accompanied by a potential shift toward positive
direction. Such conditions are established when the maximum delivery rate for the
sulfate anions to the electrode surface has been reached that in current units may be
presented as follows:

imax = 2FD
[
SO2−

4

]
0

δ
(9)

According to (9), imax is a limiting current of anodic dissolution of iron that is
direct proportional to the sulfate anions concentration. Similar equations may be
obtained for chloride anions while taking into account that the formation of such
labile complex will require two Cl− ions.

Analytically obtained relations are found to be in a good agreement with exper-
imental data for systems with sulfate and chloride ions. Figure 2 represents depen-
dence of current density against respected anion concentration in double logarithmic
coordinates.

Fig. 2 Dependence of
current density versus SO4

2−
(1) and Cl− (2) anion
concentration in double
logarithmic coordinates
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Fig. 3 Cathodic and anodic polarization curves for Armco iron in: 1—0.5 M H2SO4, 2—0.5 M
H2SO4 + 0.5 M HCl (3:1), 3—0.5 M H2SO4 + 0.5 M HCl (1:1), 4—0.5 M H2SO4 + 0.5 M HCl
(1:3), 5—0.5 M HCl

Analysis of polarization curves for sulfuric and hydrochloric acids solutions and
their isomolar binary mixtures (Fig. 3) also shows marked correlation between diffu-
sion coefficient of the respected anion and the value of limiting current density.
Higher content of chloride ions that characterized by a higher value of diffusion
coefficient expectedly produces higher value of limiting current density.

Thus, the experimental dependence of limiting anodic current value against the
anion concentration has been obtained analytically that reaffirmsproposed theoretical
representation of direct participation of sulfate and chloride anions in the metal
ionization process.

3.3 Tafel Slopes Theoretical Representation

Relation (8) may be interpreted as an equation of the polarization curve of the
anodic process where the concentration of the SO4

2− anions is taken into account.
According to equation, the slope of the volt-ampere characteristic curve of the anodic
process equals to 29 mV/decade (for t = 25 °C). Such slopes have been confirmed
experimentally for the sulfuric acid solutions [5, 9].

Equation (8) also implies that the potential values and, thus, the shift of the
polarization curve depend on the sulfate anions concentration. Increase in SO4

2−
concentration by 10 times leads to a potential shift of 29 mV toward negative
direction.
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For the investigation of the anion influence on the current value at constant
potentials, (8) may be presented as:

b

2
lgi = E − E0 − b

2
lg10−3 − b

2
lg

δ

2 · F · D + b

2
lg

[
SO2−

4

]
(10)

or

lgi = const∗∗ + 2 · η

b
+ lg

[
SO2−

4

]
(11)

where η = E − E0—overpotential of the anodic process, while
const∗∗ = − b

2 lg10
−3 − b

2 lg
δ

2·F ·D .
Here, overpotential is considered as difference between current potential value and

standard electrode potential. Using a standard electrode potential as a defining point
has advantage as the stationary (corrosion) potential may not always be presented in
simple analytical form.

3.4 Order of Reaction

According to (11) during the anodic dissolution process in sulfuric acid solutions, the
current value increases linearly with the concentration of the sulfate anions; thus, the
reaction order for SO4

2− is 1. Reaction order of 1 for such cases has been confirmed
experimentally in [5, 9, 10]. It may be also demonstrated using the data presented in
[11] processed in double logarithmic coordinates (Fig. 4).

According to Fe + 2 Cl− = FeCl2 + 2e, the order of reaction for chloride anions
is 0.5 as one Fe2+ cation requires two Cl− anions.

Fig. 4 Iron anodic
dissolution rate at E =
–0.35 V vs. thermodynamic
activity of sulfate-ion in
solution with different pH
values:1—3 ± 0.1; 2—4 ±
0.2; versus 3—5.0
(according to [11])
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Equation (8) may also be transformed to the following expression that is
commonly used for the electrochemical kinetics analysis:

i = const∗∗[SO2−
4

]
exp

(
2 · R · T · η

F

)
(12)

or

i = const∗∗[SO2−
4

]
sexp

(
R · T · η

0.5 · F
)

(13)

Obtained Eq. (13) implies direct proportional relation between current density and
the anions concentration that is found to be in a good agreement with experimental
results. Important to notice that commonly adopted practice is to use similar equa-
tions assuming α = 0.5 as a so-called dimensionless transfer coefficient suggesting
that the anodic process is irreversible and take place in several single-electron elec-
trochemical reactions. Thus, such coefficient serves mainly for the purpose to numer-
ically equalize calculated values with experimental data, while in the proposed
interpretation, the 0.5 coefficient value has been obtained analytically.

4 Mechanism and Regularities of the Phase Layers
Formation

Discussedmetal ionization schemaandobtainedkinetic regularities have been further
expanded to cover multicomponent systems that contain ligands that are able to form
inert complex compounds. This section highlights the preconditions, mechanism,
and generic regularities of the phase layers formation in the presence of ligands of
a different nature that constitute a theoretical basis for advanced metal protection,
surface engineering, and functionalization techniques.

4.1 Phase Layers Formation Mechanism

The anionic composition of the electrolyte plays a critical role in metal ioniza-
tion process. Introduction of organic or inorganic ligands that may form stable
and slightly soluble complexes or complex salts into a system leads to a dramatic
change in the electrode processes kinetics.Assuming the substantially higher stability
constantswhen compared to labile complexes discussed earlier such an inert complex
compounds via direct or possible intermediate complexation reaction would be the
end product of the anodic dissolution process. Low solubility of such inert complex
compounds prevents their extraction from the reaction zone with the diffusion flow
caused by the concentration gradient. Accumulation of sufficiently stable and slightly
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soluble complex compounds leads to a formation of phase layers on themetal surface
that may slow down further ionization process.

4.2 Diffusion-Controlled Processes Within Thin Films

Kinetic regularities of the solid-state films growth on the metal surface have been
extensively studied in [12]. Formation of dense and partially permeable films on
metals may be analytically described using the following equation:

h2 = k · t = (2 · D · C) · t, (14)

where h—film height, D and C—diffusion coefficient and concentration of the
reagents, t—time.

For the cases when deposition of inert complex compounds produce phase layers
with low electrical conductivity and their resistance depends linearly from the layer
thickness, the polarization resistance method may be used to study film growth
process in a first approximation [13].

Due to a presence of growing film, the registered value of total polarization resis-
tance value includes not only resistance of the charge transfer Rct but also a diffusion
resistance Rd. For the cases Rd >> Rct, the evolution of total polarization resistance
reflects the dynamics of phase layer growth.

Figure 5 illustrates the evolution of total polarization resistance (Rtotal = Rct +
Rd) in time for two types of organic ligands amino acids (a) and guanidine derivatives
(b).

The fact that rate-limiting step of the film growth process is diffusion within phase
layers being formed and does not rely on the ligand delivery from the bulk solution
may be demonstrated using the Fick’s First Law for the case of methionine which
show the slowest increase in total polarization resistance amongother studied ligands.
For ligand concentration 10–3 mol/l and the diffusion coefficient≈ 10−5 cm2/sec and
the diffusion layer thickness δ = 10−2 cm [14], the ligand flow toward 1 cm2 of the
electrode surface may be calculated as follows:� = D ·C/δ = 10−9mol/sec. Given
such ligand delivery rate and the layer thickness of ≈ 10 nm that take into account
geometrical parameters of the ligand molecule, the time required for complete layer
formation is ≈ 10 s. This fact confirms that registered extended evolution of total
polarization resistance in the studied systems does not caused by limited ligand
delivery from the bulk solution.

Thus, obtained datasets for organic ligands of different nature sufficiently correlate
with theoretical expectations and obey to parabolic law that may be described using
the following equation:

Rtotal = Rct + Rd = (2 · D · C)0.5 · ρ · t0.5, (15)

where ρ–effective specific resistance of the phase layer.
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Fig. 5 Dependence of the total polarization resistance vs. exposure time in direct (a, b) and double
logarithmic coordinates (a′, b′). a), a′): 1–0.5 M H2SO4, 2–0.5 M H2SO4 + 5 g/l methionine,
3–0.5 M H2SO4 + 5 g/l cysteine, 4–0.5 M H2SO4 + 5 g/l acetylcysteine; b), b′): 1–0.5 M H2SO4,
2–0.5 MH2SO4 + 5 g/l polyhexamethyleneguanidine, 3–0.5 MH2SO4 + 5 g/l polyhexamethylene
biguanidine

Analysis of the plot slopes in double logarithmic coordinates (5a′ and 5b′) allows
one to determine the value of index in last equation. For the guanidine derivatives,
the slopes value are found to be consistent across the range and equal to 0.51, which
practically matches theoretical value of 0.5 for pure diffusion control of film growth.
In the case of amino acids, (5 a′) the slopes tend to increase over time reaching the
peak value of 0.48 after four hours of exposure that may be attributed to gradual
changes in film structure and density.
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4.3 Model Verification

According to (15), the value of total polarization resistance should depend linearly
from the square root of ligand concentration. Taking into account the gradual changes
in the system parameters during the film formation process, the datasets have been
analyzed for 1000, 2000, 3000, and 8000 s of exposure time in the presence of
different concentration of methionine (Fig. 6).

The experimental data are found to be in good agreement with theoretical expec-
tations. Slopes tend to increase overtime for the systems with relatively porous films
that may improve their density during formation. The slopes in double logarithmic
coordinates lg Rtotal−lgC allow one to determine the exact value of the index number
A for the (2 · D · C)A component of Eq. (15) (Fig. 7). The slope values equal to 0.18,
0.31, 0.33, and 0.52 for 1000, 2000, 3000, and 8000 s, respectively.

Fig.6 Dependence of the
total polarization resistance
vs. square root of the
methionine concentration in
0.5 M H2SO4 at exposure
time: 1–1000 s; 2–2000s;
3–3000 s; 4–8000 s

0

200

400

600

800

1000

0,5 1 1,5 2 2,5C0.5, [g/l]

1

2

3

R total, Ω

4

Fig. 7 Dependence of the
total polarization resistance
vs. methionine concentration
in 0.5M H2SO4 in double
logarithmic coordinates at
exposure time: 1–1000 s;
2–2000s; 3–3000 s; 4–8000 s
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Fig. 8 Dependence of the
total polarization resistance
vs. methionine concentration
in 0.5M H2SO4 using the
determined value of index
number A at exposure time:
1–1000 s; 2–2000s;
3–3000 s; 4–8000 s
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Figure 8 represents the plot based on adjusted data using the determined value of
index number A. The value of standard deviation lay in range 0.99 < R2 < 1.

Equation (15) that has been initially derived from the equation for film growth
with diffusion control has been verified against extensive set of ligands of different
nature within practically justified concentration and time ranges that confirm its
applicability for analysis of phase layers formation in such systems.

4.4 Applicability

One of the most significant practical consequences of the proposed mechanism and
obtained theoretical representation of the phase layer formation processes in presence
of ligands is that it allowed to uncover the nature of previously known equation that
is widely used in corrosion science:

lgγ = constγ + βγ · lgC, (16)

where γ—inhibition coefficient, constγ and βγ—empirical constants.
The inhibition coefficient γmay be presented as v0/vi, where v0 and vi—corrosion

rate in the solutions without and with inhibitors, respectively. Given the polarization
resistance has the reverse value to the corrosion rate, the inhibition coefficient may
be presented as

γ = ν0
/

νi = Ri
/
R0. (17)

Thus,

Ri = γ · R0 (18)

That after substitution to Eq. (15) gives
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γ · R0 = (2 · D · C)0.5 · ρ · t0.5

or

γ = [
(2 · D · C)0.5 · ρ · t0.5]/ R0 (19)

Equation (19) now may be expressed in logarithmic form:

lg γ = − lg R0 + 0.5 lg(2 · D · t) + lg ρ + 0.5 lgC, (20)

Which for any given exposure time (t = const) may be presented as follows:

lg γ = const + 0.5 lgC (21)

Experimental confirmation of such relation requires that the dependence of the
inhibition coefficient against the ligand concentration in the coordinates lg γ − lgC
should be rendered as a straight line. Analysis has been carried out using the gravi-
metric measurements for different concentrations of methionine 0.5; 2; 3.5; 5; 8 g/l,
and constant exposure time 168 h (Fig. 9).

Thus, the relation (21) analytically obtained from base Eq. (15) adequately repre-
sents the behavior of studied system that has been carried out using independent direct
measurement method. Analysis of Eq. (20) shows that during the formation of phase
layers the constγ from the Eq. (16) corresponds to − lg R0 + 0, 5 lg(2 · D · t) + lg ρ

[13], while the βγ represents a slope in double logarithmic coordinates lg γ − lgC
that is found to be related to the structure of the formed film.

It may be concluded that obtained relations may be applied in a field of advanced
surface engineering that rely on in situ synthesis and purposeful deposition of phase
layers and improving the theoretical basis of the materials degradation prevention
methods.

Fig.9 Dependence of the
inhibition coefficient versus
the methionine concentration
in 0.5M H2SO4 in double
logarithmic coordinates
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5 Conclusions

The diffusion kinetic regularities of the metal ionization processes in regard to the
anionic composition of the electrolyte have been studied. Theoretical representation
implying direct participation of the anions of electrolyte in the anodic dissolution
process has been presented. Analytical relations for studying processes involving
labile complexes with the metal cations that reflect the nature of limiting current of
anodic dissolution, Tafel slopes, and orders of reaction have been obtained. The inter-
pretation of so-called dimensionless transfer coefficient α = 0.5 that is commonly
used in the electrochemical kinetics analysis has been obtained analytically.

The mechanism of phase layers formation in presence of organic ligands in
conjunction with the theoretical model representing the polarization resistance
evolution during the film growth process has been discussed. Equation similar to
lgγ = constγ + βγ · lgC that is commonly used in corrosion science has been
obtained analytically from the relation for film growth with diffusion control. The
nature of constγ and βγ empiric values has been revealed, and themodel applicability
has been demonstrated for wide range of conditions.
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Ionic Conductivity in Single Crystals,
Amorphous and Nanocrystalline
Li2Ge7O15 Doped with Cr, Mn, Cu, Al,
Gd

M. Trubitsyn, M. Koptiev, and M. Volnianskii

Abstract Electrical conductivity σ was studied in single crystals, amorphous and
nanocrystalline lithium heptagermanate Li2Ge7O15 doped with Cr, Mn, Cu, Al, and
Gd ions. The single crystals of Li2Ge7O15 were grown by Czhochralskii method; the
glass was prepared by quenching the melt. Nanometer-sized crystals were obtained
by controlled crystallization of the amorphous phase. Heterovalent doping strongly
influences σ in Li2Ge7O15 single crystals and makes it possible to control ionic
transport in a broad range. The doping effects are discussed based on the models
of the impurity ions in Li2Ge7O15 crystal structure. In undoped amorphous and
nanocrystalline Li2Ge7O15, conductivity increases in about three and four orders of
magnitude correspondingly as compared to a single crystal. Doping of Li2Ge7O15

glass and nanocrystals with small amounts of the impurities has a less pronounced
effect than for the single crystal. It is argued that electrical conductivity in various
structural states of Li2Ge7O15 is provided by mobile lithium ions which are weakly
bound to the germanium-oxygen framework of the structure.

Keywords Ionic conduction · Single crystal · Nanocrystals · Glass · Doping ·
Lithium heptagermanate

1 Introduction

Rapid development of solid-state ionics is stimulated by wide applications of solid
electrolytes in batteries, fuel cells, supercapacitors, gas sensors [1, 2]. The structure
of the solids is one of the most important factors providing for fast ionic transport.
Therefore, design of new superionic materials includes purposeful modification of
the structure on atomic, nano- and micrometer scales, formation of the morphology
in multiphase composites. Variation of chemical composition and introduction of
impurities represents an effective way to enhance ionic conduction. The effect of
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doping with isovalent impurity often can be attributed to mechanical disturbance
introduced due to mismatch of the radiuses of impurity and the host ions. Heterova-
lent doping in addition introduces certain electrical perturbation because of charge
imbalance between impurity and substituted host. In the latter case, electroneutrality
of the lattice can be kept by generation of additional charged defects which compen-
sate charge misfit of the impurity. As a rule, charge compensation of the heterova-
lent dopant can be provided by the defects with relatively low activation energy
of creation. Namely, such defects can be vacancies or interstitials of the host ions
which are the typical intrinsic defects of the crystalline media. Often, the charge-
compensating defects can be mobile enough to make a considerable contribution
to charge transfer. In that case, the effect of heterovalent doping on conductivity is
determined by mobile charge-compensating defects, and not by the impurity itself.

Lithium heptagermanate Li2Ge7O15 is the representative of lithium-germanium
oxides family (Li2O-GeO2) [3] which undergoes structural phase transition to polar
state below TC = 283 K [4, 5] and attracts attention owing to unusual features of so-
calledweak ferroelectricity [6]. The crystals of Li2O-GeO2 family have the lattices of
framework type. The lattices skeletons are formed by covalent Ge-O polyhedrons. Li
ions occupy the sites within structural cavities and being loosely bound to the struc-
tural frame, demonstrate high amplitudes of thermal vibrations around the regular
positions. As first shown in [7], electrical conductivity σ of Li2O-GeO2 ceramics
was dependent on the ratio between Li2O and GeO2 components in the chemical
formulae and enhanced in the compounds with higher content of lithium oxide. Such
correlation between σ value and the chemical composition gave suggestion on Li
ions contribution to charge transfer in the crystals of lithium-germanium oxides.
Subsequent studies of electrical properties [8–10] as well as 7Li NMR spectra and
spin–lattice relaxation [11] showed that electrical conductivity of Li2Ge7O15 crystals
was mainly determined by mobile lithium interstitials ALi. Li ions transport is now
considered as a main mechanism of charge transfer in the compounds of Li2O-GeO2

family.
Synthesis of confined systems and nanocomposites determines the modern trend

in design of materials for solid-state ionics [2, 12, 13]. Compared to single crystals,
strong increase of conductivity was found for amorphous and nanocrystalline Li2O-
xGeO2 compounds (x = 7, 11.5, 18) [14–17]. In this paper, we study the influence
of doping with Cr, Mn, Cu, Al, and Gd impurities on ionic conductivity in the single
crystals, nanocrystalline and amorphous lithium heptagermanate.

2 The Technology and Experimental Details

Thedopantswere added in certain amounts to the chemicals, and the resultingmixture
was synthesized and subsequently used for the crystal growing and the glass prepa-
ration. Nominally, pure and doped Li2Ge7O15 single crystals were grown from the
melt by Czhochralskii method. The crystals were transparent and lightly colored
depending on the dopant used. The lithium heptagermanate glasses were prepared
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by quenching the melted charge. The glasses were transparent and did not contain
visible inhomogeneities, turbidities, and inclusions. Nanocrystalline glass–ceramics
and micrometer-sized polycrystalline samples were prepared by controlled glass
devitrification as described in [14, 15].

Electrical propertiesweremeasured inACfield by a bridgemethod (ACbridgeE7-
10, LCR-Meter Keysight E4980AL). The sampleswere prepared as the plane parallel
plates with dimensions of about 5 × 5 mm2 and widths near 1 mm. The main planes
of the single crystalline samples were cut off perpendicular to the crystal axes. Pt
electrodes were sputtered on the sample’s main planes in an Ar atmosphere.

3 Ionic Conductivity in Pure and Doped Li2Ge7O15 Single
Crystals

3.1 Anisotropy of the Electrical Conductivity and the Crystal
Structure

Themeasurements of electrical properties revealed strong anisotropy of conductivity
in Li2Ge7O15 single crystals [8]. Figure 1 shows the dependences σ(1/T ) measured
in AC field along the crystal axes and plotted in a semi-logarithmic scale. Here, b >
c > a is in accord with the notations in [18–20].

One can see that in high temperature interval (T > 500 K), conductivity becomes
strongly anisotropic (Fig. 1).Along a axisσ ismore than an order ofmagnitude higher
than conductivity along c axis and two orders of magnitude higher as compared with
σmeasured along b axis. Above ~ 500 K, the σ(1/T ) dependences for E || a and c axes
in Arrhenius scale show nearly the same slope corresponding to activation energy
value of about 1.04 eV. Such behavior testifies for the single mechanism of charge
transfer. Naturally, that the observed anisotropy of σ is determined by the specific
features of Li2Ge7O15 crystal structure (Fig. 2).

Fig. 1 Temperature
dependence of Li2Ge7O15
single-crystal conductivity,
measured along the crystal
axes: E || a (1), b (2), and c
(3) [8]. The experimental
data are plotted in a
semi-logarithmic scale as a
product (σ × T ) vs reciprocal
temperature. AC field
frequency was f = 1 kHz
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Fig. 2 Crystal structure of
Li2Ge7O15 in paraelectric
phase: projection on (bc) and
(ab) planes [19, 20]. At the
bottom right—the structural
unit consisting of a single
[GeO6] octahedron linked to
six [GeO4] tetrahedra and
two structurally inequivalent
Li1 and Li2 ions

According to X-ray and neutron diffraction studies [18–20] in the paraelectric
phase (T > TC = 283 K [4, 5]), the symmetry of Li2Ge7O15 structure corresponds to
orthorhombicD2h

14 space group, and the unit cell includes Z = 4 formula units. The
frame of the crystal structure is formed by octahedral GeO6 and tetrahedral GeO4

anion complexes (Fig. 2). The germanium-oxygen groups are linked by oxygen ions
in the common vertices of the polyhedrons.

The essential feature of Li2Ge7O15 crystal structure is the presence of two types of
the structural channels which pass through the germanium-oxygen lattice framework
and directed along a and c axes. Lithium ions occupy two structurally inequivalent
positions Li1 (point symmetry Ci) and Li2 (point symmetry C2). Li1 is located in
the sites within the structural channels directed along a axis. Li2 occupies the special
positions at the intersection points of the structural channels directed along a and c
axes (Fig. 2).
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From the data shown in Figs. 1 and 2, one can see that the values of conductivity
reflect the features of the crystal structure. Conductivity is highest in directions of
a and c axes, i.e., along the structural channels in which Li ions are located. This
fact testifies in favor of lithium charge transfer in Li2Ge7O15 single crystals. There
are two types of the structural channels along a axis (Fig. 2). The defects from both
lithium sublattices Li1, 2 can contribute to charge transfer that provides maximal
conductivity in this direction. Along c axis, there is only one type of the structural
channels with Li2 sites and for E || c conductivity has an intermediate value. Absence
of the channels in b direction hinders Li ions migration and results in minimal values
of σ (Fig. 1).

The questionwhat defects in lithium sublattices (interstitials ALi or vacancies VLi)
determine the ionic transport can be answered by studying influence of aliovalent
doping on conductivity in Li2Ge7O15 single crystals. The first results on this subject
were reported in [21, 22].

3.2 Doping Effects on Conductivity in Single Crystals

Figure 3 shows the σ(1/T ) dependencesmeasured in Li2Ge7O15 single crystals doped
with Cr, Mn, Cu, Al, and Gd ions. The data are presented for field orientation E || a,
at which the conductivity is maximal (Fig. 1). The activation energies estimated for
T > 500 K are gathered in Table 1.

One can see that small amounts of the used dopants change conductivity value of
about two orders of magnitude. Some dopants (Cr, Al) notably increase conductivity
whereas another impurities (Mn, Gd) decrease σ. For all these dopants, activation
energy has nearly the same value (Table 1). Somewhat different behavior of conduc-
tivity is observed for Li2Ge7O15:Cu crystal (curve 4 in Fig. 3)—at T > 500 K, the
σ(1/T ) dependence has a greater slope in comparison with other dopants (Table 1).

Fig. 3 σ(1/T ) dependencies
for Li2Ge7O15: 1—pure
single crystal and the single
crystals doped with 2—Cr
(0.1% wt), 3—Mn (0.03%
wt) [21], 4—Cu (0.09% wt),
5—Al (0.15% wt),
6—Gd (0.03% wt). E || a, f
= 1 kHz
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Table 1 Values of
conductivity and activation
energy determined from the
data in Fig. 3 for pure and
doped Li2Ge7O15 single
crystals

Pure and doped
Li2Ge7O15 crystals

Conductivity σ,
S/m, (T = 500 K)

Activation energy,
Ua, eV, E||a

Undoped crystal 3.9 × 10–8 1.04

Cr (0.1% wt) 1.6 × 10–7 1.08

Mn (0.03% wt) 1.3 × 10–8 1.09

Cu (0.09% wt) 1.2 × 10–8 1.27

Al (0.15% wt) 6.7 × 10–7 1.00

Gd (0.03% wt) 1.3 × 10–8 0.94

The information on the impurities charge state and location in the crystal structure
can help to interpret the doping effects on σ.

Li2Ge7O15:Cr. Li2Ge7O15 crystals doped with chromium were studied, first, as
the promising optical medium [23]. Somewhat later, the authors of [24] studied
EPR spectra and proposed that chromium substituted for germanium hosts within
oxygen octahedral groups Cr3+ → Ge1 (Fig. 2). Such conclusion seems reason-
able accounting ionic charges of chromium impurity (rCr3+ = 0.615 Å, Coordina-
tion Number = VI) and the host cations Ge4+ (rGe4+ = 0.39 Å (CN = IV), 0.53 Å
(CN = VI)), Li+ (rLi+ = 0.59 Å (CN = IV), 0.76 Å (CN = VI)) [25]. Lowering
the positional symmetry of the paramagnetic ions from C2 to C1 was attributed to
formation of pair centers in accord with the scheme [24]: Cr3+ – ALi+, where lithium
interstitials acted as local charge compensators of the excess charge introduced by
the heterovalent substitution Cr3+(Ge4+). Afterward, this model was confirmed by
studying luminescence [26–28] and EPR spectra [29, 30]. In accord with this model,
locally broken C2 axis generates two equivalent Cr3+ – ALi+ centers with oppositely
directed dipole moments. Reorientations of Cr3+ – ALi+ pair centers between equiv-
alent configurations were detected by dielectric measurements [31] and by motional
broadening of EPR lines [32].

The available information shows that dopingwithCr increases a number of lithium
interstitials ALi. These interstitials are excess as compared to the stoichiometry of
the crystal and can move in an external electric field. Correspondingly, increase of
conductivity in Li2Ge7O15:Cr (Fig. 3) can be attributed to ALi moving along the
structural channels.

Li2Ge7O15:Mn. The study of EPR spectra in [33] and luminescence spectra in [27,
28] showed that in Li2Ge7O15 crystal lattice manganese impurity exists in bivalent
Mn2+ and tetravalent Mn4+ states. The ionic radiuses of the impurity ions (rMn2+ =
0.67 Å (CN = VI), rMn4+ = 0.53 Å (CN = VI)) [26] and the relative intensities of
Mn2+ andMn4+ EPR spectra [33] showed that bivalent manganese ions substitute for
lithium in certain position Mn2+ → Li2 (about 87% from the total impurity content);
tetravalent manganese ions substitute for germanium hosts within octahedral groups
Mn4+ → Ge1 (about 13% from the total content).

Isovalent substitutionMn4+(Ge4+) does not introduce an electrical disbalance into
the lattice and consequently does not require charge compensation. One can assume
that the centers Mn4+(Ge1) have no significant effect on conductivity. In contrast, the
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heterovalent substitution Mn2+(Li+) has to generate an additional negatively charged
defect. In the crystals of lithium-germanium oxides, the defects in lithium sublattice
are considered as the most probable. Thus, lithium vacancies VLi can be proposed as
the charge-compensating defects for Mn2+(Li2). SinceMn2+ ions keep the positional
symmetry (C2) of the hosts [33], charge-compensating vacancies VLi should be
located far enough from the paramagnetic ions. The formation of the associated
pair centers of the type Mn2+(Li2) – VLi is seemed unlikely. Really, motion of VLi

should be accompanied by overcoming the significant potential barrier separating
the regular Li ions positions. Lithium interstitials ALi can move along the structural
channels much more freely since their migration occurs through quasiequilibrium
interstitial positions with flatter relief. Thus, vacancies VLi compensating the excess
charge of Mn2+(Li2) centers can be assumed as distant with respect to paramagnetic
centers. The vacanciesVLi generated byMn2+ impurity can act as the traps for lithium
interstitials and effectively decrease their concentration. Consequently, doping with
Mn lowers conductivity of Li2Ge7O15: Mn single crystal (curve 3 in Fig. 3).

Li2Ge7O15:Cu. Anisotropy and temperature changes of EPR spectra on passing
through the ferroelectric phase transition were studied in Li2Ge7O15:Cu crystal in
[34, 35]. Two structurally inequivalent centers Cu1 and Cu2 were found, the local
symmetry of which were the same as of the Li1 and Li2 regular sites correspond-
ingly. This result as well as comparison of the radiuses of the paramagnetic probe
(rCu2+ = 0.57 Å (CN = IV), 0.73 Å (CN = VI)) [26] and the host cations made it
possible to argue the substitution by copper impurity for lithium hosts: Cu1 → Li1
and Cu2 → Li12 [34]. The distant VLi vacancies were proposed as non-local charge
compensators. In this case, one might expect that the effect of Cu doping on conduc-
tivity had to be similar as manganese doping influence (Fig. 3). Nevertheless, the
experimental behavior of σ(1/T ) for Li2Ge7O15:Cu crystal qualitatively differs from
the conductivity dependences for the other doped crystals (Fig. 3). Really, doping
with Cu notably decreases conductivity. In addition, in Li2Ge7O15:Cu, the activation
energy of σ noticeably exceeds the values of Ua for nominally pure and other doped
crystals (Table 1). Presumably, Cu ions hinder motion of ALi through the structural
channels. Moreover, it is possible that the impurity ions themselves can contribute to
the charge transport. More detailed studying of EPR spectra in a broad temperature
range could elucidate the specific features of σ(1/T ) dependence in Li2Ge7O15:Cu
crystal (Fig. 3).

Li2Ge7O15:Al. Figure 3 shows that doping with Al ions increases conductivity of
the Li2Ge7O15 single crystal, i.e., the effect is the same as for chromium dopant. Such
behavior seems natural accounting trivalent stable oxidation state Al3+ and ionic
radiuses rAl3+ = 0.39 Å for CN = IV and 0.53 Å for CN = VI [25] which practically
coincide with the radiuses of germanium hosts with the same coordination numbers.
Substitution by Al3+ ions for Li+ should introduce great electrical imbalance and
can be considered as much less probable. In contrast to the chromium impurity, the
heterovalent substitution Al3+ → Ge4+ can be proposed for all inequivalent germa-
nium sites located within oxygen octahedron Ge1 and tetrahedral Ge2-7 (see Fig. 2
and the notations for atoms in [18–20]). The charge imbalance of the substitutional
impurity Al3+(Ge4+) can be compensated by excess non-stoichiometric interstitials
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ALi which can move along the structural channels and contribute to conductivity.
Up to now, there is no reliable evidences on the formation of associated pairs
Al3+(Ge4+) – ALi as it was observed for Li2Ge7O15:Cr crystal. Possibly, such pairs
are absent because of weak electrostatic interaction between doping ions Al3+(Ge4+)
and charge-compensating interstitials ALi. Besides, if aluminum ions can substitute
for Ge hosts in various sites within oxygen polyhedrons, dielectric response from a
few possible coupled pairs would be difficult to detect. In any case, careful study of
dielectric spectra in Li2Ge7O15:Al crystal for different orientations of external field
can help to clarify the model of aluminum centers in Li2Ge7O15 crystal structure.

Li2Ge7O15:Gd. Gadolinium ions have a stable state Gd3+. However, in contrast
to the other crystals with trivalent dopants (Cr3+ and Al3+), conductivity of
Li2Ge7O15:Gd crystal decreases notably (Fig. 3). Considering the ionic radiuses of
the impurity rGd3+ = 0.94 Å (CN = VI) and germanium host [25], incorporation of
Gd3+ into oxygen octahedron seems low probable. As shown in [18–20], Li1, 2 ions
are located within quite wide structural cavities (Fig. 2). Hence, substitution Gd3+

→ Li+ can be supposed. Excess positive charge (+2e) introduced by the doping ion
can be compensated by appearance of two lithium vacancies VLi. As we discussed
above, generation of the excess vacancies VLi reduces the content of mobile inter-
stitials VLi that results in conductivity decrease. One can expect that studying EPR
in Li2Ge7O15:Gd crystal should give more information on gadolinium ions position
and the mechanisms of charge compensation in the lattice.

Summing up the results presented in Sect. 3.2, one can note that doping with the
small amounts (0.01–0.1%wt) of heterovalent impurities changes ionic conductivity
in Li2Ge7O15 single crystals in a diapason of about two orders of magnitude (the data
in Fig. 3 and Table 1). The effect is determined by the position of the impurity ions in
the lattice and by themechanism of the chargemismatch compensation. If the doping
is accompanied by appearance of additional interstitials ALi, the conductivity of the
single crystals increases. In a case when impurity ions generate excess vacancies VLi,
doping significantly decreases conductivity. The noticeable effects of the dopants on
conductivity testify that in the studied interval temperature increase ofσ is determined
by thermal activation of the charge carriers mobility.

4 Conductivity of Glassy and Nanocrystalline Li2Ge7O15

4.1 Undoped Glass and Nanocrystals

As shown above, ionic conductivity in Li2Ge7O15 single crystal occurs through ALi

movement along the channels of the framework type structure. It is of interest to
clear up the role of long-range ordering and to find out how lithium conductivity
can be modified in amorphous and nanocrystalline lithium heptagermanate. The first
results on the devitrification of Li2O-xGeO2 glasses were published in [36–38]. In
[14, 17], we reported fast quenching the Li2O-xGeO2 glasses (x = 2.67, 7, 11.5,
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18) with the compositions varied around the stoichiometry of lithium heptagermante
(x= 7). It was shown that the glasses could be crystallized on heating or by isothermal
treating [15]. Devitrification performed on heating was manifested by exothermic
anomalies detected by differential scanning calorimetry (DSC) [39] (Fig. 4). The
subtle anomaly at T g corresponds to glass transition temperature and indicates soft-
ening the amorphous structure and start of the crystallization process. Two intense
DSC peaks at T 1 and T 2 show that crystallization proceeds in stages through inter-
mediate metastable state. The structure and morphology of the as-quenched glass
and the states appeared on heating above T 1 and T 2 where characterized by X-ray
phase analysis and atomic force microscopy (AFM) [17, 40]. It was shown that
heating above T 1 transformed the glass into partially crystallized state consisted of
nanometer-sized ordered nuclei (about 80% of the samples volume) surrounded by
amorphous medium (~20% of the volume). Heating above T 2 finally transformed the
samples into the polycrystalline state with micrometer-sized crystallites. Ordering
processes occurred within the samples bulk and were slowed down near the samples
surface [39]. Thus, the surface stabilized the disordered amorphous state of the struc-
ture. The dependencies of conductivity σ(1/T ) for Li2Ge7O15 single crystal, glass,
nano- and micrometer-structured states are shown in Fig. 5.

One can see (Fig. 5) that the lowest conductivity is observed for Li2Ge7O15 single
crystal. σ value for glass is found to be about three orders of magnitude higher. The
highest conductivity is observed for nanometer-structured crystalline state for which
σ in about four orders exceeds conductivity of single crystal. Thus, nanostructuring
demonstrates its high efficiency for increasing ionic conductivity in the Li2O-GeO2

compounds.
In the next section, we discuss the doping effect on conductivity in amorphous

and nanocrystalline lithium heptagermanate.

Fig. 4 DSC curve measured
on heating Li2Ge7O15 glass
with the rate 10 K/min [39]
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Fig. 5 σ(1/T ) dependences
for undoped Li2Ge7O15
single crystal (curve 1,
E || a), glass (2),
nanocrystalline state (3) and
micrometer-structured
polycrystal (4). f = 1 kHz

4.2 Doping Effect on Conductivity in Glass and Nanocrystals

In Sect. 3.2, it has been shown that ionic conductivity in Li2Ge7O15 single crys-
tals can be considerably enhanced or lowered by introducing the small amounts of
heterovalent dopants. It is of interest to explore doping effect on conductivity in
glassy and nanocrystalline Li2Ge7O15.

The experimental dependences of conductivity σ(1/T ) for doped Li2Ge7O15

glasses and nanocrystals are plotted in Arrhenius scale in Fig. 6a, b. For comparison,
the values of σ and activation energy are presented in Table 2.

(a) (b)

Fig. 6 σ(1/T ) dependencies for the glass a and the nanocrystalline b Li2Ge7O15: 1—the undoped
samples and the samples doped with 2—Cr (0.06% wt), 3—Mn (0.06% wt), 4—Cu (0.09% wt),
5—Al (0.3% wt). f = 1 kHz
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Table 2 Values of conductivity and activation energy for amorphous and nanocrystalline
Li2Ge7O15: Cr, Mn, Cu, Al (Fig. 6)

Li2Ge7O15 dopants Conductivity σ, S/m (T = 500 K) Activation energy Ua, eV

Glass Nanocrystalline Glass Nanocrystalline

Undoped 2.4 × 10–5 4.8 × 10–4 0.89 0.69

Cr (0.06% wt) 3.3 × 10–5 1.2 × 10–3 0.89 0.66

Mn (0.06% wt) 8.9 × 10−5 5.3 × 10–3 0.89 0.66

Cu (0.09% wt) 2.4 × 10–5 5.4 × 10–4 0.89 0.74

Al (0.3% wt) 4.1 × 10–5 8.2 × 10–4 0.89 0.65

One can see that the doping effects in the glass and the nanocrystals (Fig. 6)
are quite different form the effects observed in the single crystals (Fig. 3). Indeed,
all the dopants slightly increase conductivity of the glasses and the nanocrystalline
samples. Such effect can be attributed to loosening the structure and weakening
interatomic bonds by the dopants. The most pronounced increase of σ is observed
for Li2Ge7O15:Mn glass and nanocrystals whereas for the single crystalMn impurity
notably decreases conductivity (Fig. 3). The influence of other dopants is minor. The
value of activation energy remains practically unchanged for all used impurities.
The only exception is nanocrystalline Li2Ge7O15:Cu for which the value of Ua is
somewhat higher than for others, just as it is observed for theCu-doped single crystals
(Tables 1, 2).

So, the data in Fig. 6 give evidence that doping with small amounts of the impuri-
ties weakly affect conductivity of amorphous and nanocrystalline states. This result
seems natural. Really, increase of conductivity in Li2Ge7O15:Cr (Fig. 3) and thewell-
argued model of the Cr3+–ALi+ pair centers make it possible to estimate equilibrium
concentration of mobile interstitials ALi in the single crystal as 10–5–10–4. Introduc-
tion of small amounts of the dopants which generate the excess defects ALi or VLi

in lithium sublattice can change drastically the concentration of lithium interstitials
and significantly affects conductivity of the single crystals (Fig. 3).

In glass, the concepts of regular lattice sites and of interstitials lose their sense;
the number of weakly bound ions sufficiently increases and σ growths in about three
orders of magnitude as compared with single crystal (Fig. 5). On the other hand, the
structural channels (Fig. 2), which make possible ion migration in the single crystal,
are absent in the glass. Appearance of nanometer-sized nuclei with nearly ordered
structure leads to a further increase in conductivity, which becomes four orders of
magnitude higher relative to conductivity of the single crystal (Fig. 5). The number
of weakly bound and mobile Li ions in nanocrystalline state can be estimated as
comparable to the total number of lithium ions.

Nevertheless, it is assumed, that doping effect in amorphous and nanocrystalline
Li2Ge7O15 can be enhanced [41]. One can propose to use much more high concen-
trations of the heterovalent dopants which substitute for Ge hosts and introduce
a negative charge imbalance. For the compositions with excess non-stoichiometric
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portion of Li2O, such additives can be expected to stabilize a great number of weakly
bound lithium ions.

5 Conclusions

The doping effect on ionic conductivity was studied in single crystalline, amorphous,
and nanometer-structured lithium heptagermanate Li2Ge7O15:Cr, Mn, Cu, Al, and
Gd. It was shown that the small amounts of the dopants significantly affected conduc-
tivity of Li2Ge7O15 single crystals. The heterovalent dopants, that induced appear-
ance of charge-compensating lithium vacancies VLi, notably decreased conductivity.
The impurities, generating excess lithium interstitials ALi, significantly enhanced
ionic conductivity. The obtained results confirmed that charge transfer in Li2Ge7O15

crystal was determined by lithium interstitials moving through the structural chan-
nels. Thermal activation of the charge carrier’s mobility caused temperature increase
of conductivity.

In amorphous and nanocrystalline Li2Ge7O15, the number of weakly bound
lithium ions increased essentially. Relative to the single crystal, in these states, ionic
conductivity became higher in three and four orders of magnitude correspondingly.
Doping with small amounts of the impurities had minor effect on ionic transport
in amorphous and nanocrystalline samples. It is expected that the impurity effect
on conductivity can be enhanced by introducing the certain heterovalent dopants in
much more high concentration.
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Abstract Current paper is devoted to the description of the algorithm for obtaining
porous ammonium nitrate granules in granulation units using devices with different
configurations of the fluidized bed.Wepresent brief theoretical background for calcu-
lation of the granulation plant main equipment. We propose the design of individual
units for sequential implementation of the main stages of ammonium nitrate modi-
fication to obtain a nanostructured porous surface layer. We carry out an assess-
ment of ammonium nitrate nanoporous structure quality and show further ways of
improving the technology. Current work also pays attention to methods for ensuring
the necessary specific quality indicators of porous ammonium nitrate by choosing
the optimal technological unit operation mode and the design characteristics of the
main equipment.
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1 Introduction

Setting up the production of granular porous ammonium nitrate (PAN) of medium
and small tonnage capacity is one of the important tasks to be solved by designers and
technologists. Currently, the large-scale production of PAN is carried out in granu-
lation towers (Fig. 1) [1–3]. For small-scale PAN production, the use of granulation
towers is associated with a number of shortcomings:

1. Granulation tower has fixed productivity, and its reduction is associated with an
increase in production costs. Readjustment of the granulation tower is possible
without changing its design,which leads to ineffective use of itsworking capacity.

2. Changing humidifier composition (solution ormelt) requires the production read-
justment and recalculation of the unit’s technological characteristics (with a
change in sizes of auxiliary equipment).

3. Granulation Unit is Stationary, and Transportation is not Available.

Research and development of small-sized mobile units for PAN production are
possible based on devices using other granulation and modification methods. At
the same time, the use of granules as film applying centers with further removal of
moisture and the formation of a developed nanopores network emerges as a promising
direction. We propose to use the technology of granulation in a fluidized bed as a

Fig. 1 PAN production unit
in granulation towers
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Fig. 2 PAN production scheme in fluidized bed apparatus

basic scheme. It has proven to be effective inmanufacturing various granular products
[4–11]. Figure 2 shows such a diagram.

The proposed technology can be implemented in apparatuses with various
fluidized bed configurations. Vortex granulators with active hydrodynamic modes
can increase the specific productivity of the process and organize the directional
movement of granules [12–16]. In this case, it becomes possible to control granules’
movement and control the time of their stay in the granulator workspace.

2 Vortex Granulators Designs Review for PAN
with Nanoporous Structure Production

Currently, there are few examples of successful vortex granulators use in the world
industry. In particular, Urea Casale Corporation is the world leader in the production
of vortex granulation equipment. It incorporates a vortex apparatus with one or two
horizontal rotating vortices to granulate urea in the suspended layer. [17–21] (Fig. 3).
The design described above is suitable for high-quality coating of organic matter
(e.g., seeds). However, in terms of granulation processes, it possesses a number of
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shortcomings, e.g., the lack of granules classification process, uneven application
of the melt film. In addition, the granulation unit is accompanied by grinding and
scattering equipment, or it is used after the granulation tower for growing completion,
leading to additional energy costs.

BATCH-FB (batch granulators) and CONTI FB (continuous devices) from
Neuhaus Neotec Corporation, Heinen Drying®, technology are distinguished among
the industrial samples of vortex granulators with suspended layer [22] (Fig. 4).

The disadvantage of such devices is their batch operation (forBATCH-FBdevices)
along with the presence of rotating parts and Wurster system when supplying liquid
to the suspended layer. Such devices are similar in principle to devices with gushing

Fig. 3 Vortex® granulator: a—operation principle; b—stream motion; c—industrial setup
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Fig. 4 Neuhaus Neotec vortex granulators: a—BATCH-FB; b—CONTI FB

stopped layer without directional movement of the liquefying agent. Discussed gran-
ulators do not allow the process of granules classification and internal circulation of
the return in order to complete its growing to the showcase fraction.

The brochures of a number of suspended layer vortex granulators (Fig. 5) produced
by Indian [23] and Chinese [24–27] companies state that the former “possess a
specialized air distributor that ensures continuous movement of the material and
solves potential problemswith channel flow occurrence and “dead angle”. Other data
on the mechanisms of gas flow vortex motion and the peculiarities of granulation
are not provided by the manufacturers, but a comparative analysis of the design of
Indian and Chinese devices with the CONTI FB device fromNeuhaus Neotec allows
to estimate a high probability of simple copying. The disadvantages of these devices
are similar to the disadvantages of CONTI FB.

Another type of vortex granulation apparatus is the granulator by Changzhou
Xiandao drying equipment [28], based on theWurster scheme with a central swirling
of the gas flow at the granulation solution introducing stage (Fig. 6). In contrast to
the widespread technology of top-down spraying, this device utilizes a direct flow
of the gas stream and granules due to the bottom-up spraying of liquid material.

At the initial forming stage, the granules carry out an orderly movement and form
a stable vortex in the central tube.

Vortex flow eliminates the problem of possible stagnation. At the same time,
the device is suitable for the production of small granules. It is possible since the
droplet’s likelihood of agglomeration and deformation in the vortex flow increases
with increasing granule size.
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Fig. 5 Indian a and Chinese b analogs of CONTI FB (Neuhaus Neotec) device

Fig. 6 Granulator with
Wurster scheme and central
gas flow swirling

Next to discuss are FlexStream™ devices [29], combining the tangential intro-
duction of the solution and the use of vortex gas flow (Fig. 7). Such devices provide
uniform growth of granules with low fragility. At the same time, extensive suspended
layer humidification is possible during the implementation of granulation in such
devices.

Other examples of vortex granulators that have not received widespread industrial
use include an apparatuswith a rotatingweighted layer on a rotating disk [30], amulti-
section box-type apparatus with a perforated gas distribution device [31], apparatus
with a plate gas distribution device [32].
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Fig. 7 FlexStream™
granulator

Some designs of vortex-type granulators have been developed in the CIS coun-
tries. Such developments include apparatus with a vortex layer of granules, a dryer-
granulator of the vortex type with counter-streams, a granulator with separation of
particles in the vortex layer. Rough classification and separation take place in these
granulators as auxiliary processes.

SumyStateUniversity scientists developed vortex granulatorswith height-varying
cross-sectional area [33, 34] (Fig. 8). In addition to the actual granulation, such
devices allow processes of granules classification by size, separation of small gran-
ules, and their use as an internal return. The theoretical foundations of the gran-
ules obtaining process in such granulators, the results of experimental research and
computer modeling are covered in [12, 15]. A number of works [13, 14, 16, 34]
are devoted to using vortex granulators and auxiliary equipment of granulation units
to obtain PAN. The results of experimental and industrial implementation of gran-
ulators of such design proved their efficiency and viability. The latter suggests the
possibility for such granulators to enter the market, provided a thorough theoretical
description of the process and a reliable engineering calculation method.

3 Technological Process Calculation

The process of basic equipment calculation for the granulation unit includes the
following main blocks, shown in Fig. 9.

According to the calculation results, the following characteristics of the unit and
its individual components are obtained:

1. Deliverability
2. Temperature and humidity indicators of streams
3. Humidifier properties
4. Granules drying time
5. Necessary stay time of granules in device work area
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Fig. 8 Vortex granulators with height-varying cross-sectional area: a—with inner cone and lower
granule outlet; b—with inner cone and side granule outlet; c—with internal return circulation

6. Granulator nodes size
7. Estimated stay time of granules in the apparatus considering its design.

The unit’s model is designed, and its elements are arranged based on the calcu-
lation results. An example of vortex granulator arrangement as part of a granulation
unit for the PAN with nanoporous structure production is shown in Fig. 10.

4 Nanoporous Layers Properties in PAN Granules

At the testing stage of the vortex granulator, the study of the nanoporous structure of
PAN granules obtained in different versions of the process takes place. The testing
stage precedes the constructive calculation and in fact is an optimization stage aimed
at finding parameters for the implementation of the modification process. Obtained
PAN samples can have different nanoporous structure, both satisfying and defective.
This is exactly the aim of the optimization stage at the calculation of unit oper-
ating modes. The following are examples of the different structure of PAN granules
depending on the obtaining parameters (Figs. 11–13). At the same time, not only the
high-quality nanoporous structure is shown, but also the options that may arise if the
modification technology is not followed.
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Fig. 9 Block diagram of the PAN obtaining process calculation and the main unit equipment

5 Conclusions

The choice of the vortex granulator optimal design and the technological mode of its
operation is made based on the algorithm defined in this work. Particular attention
should be paid to the granulator optimization calculation stage based on experimental
studies of the nanoporous structure of PAN granules. Control mechanisms of the
granule nanoporous structure are quite complex and depend on a set of parameters.
Therefore, the search for a combination of these parameters that satisfy the conditions
for obtaining a developed nanoporous structure is a promising task that requires
further study.
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Fig. 10 Arrangement of vortex granulator as part of granulation unit for PAN with nanoporous
structure production
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Fig. 11 PAN granule
structure at uneven solution
film application

Fig. 12 PAN granule
structure at suboptimal
humidifier composition (both
component and proportional)
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Fig. 13 PAN granule
structure at insufficient stay
time (drying time) of the
granule in the granulator
work area
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Features Forming and Studying
Quantum-Dimensional Structures
on Surface Electrons Over Helium

V. A. Nikolaenko

Abstract The contemporary nanoelectronic widely uses a quantum-size structures
(QSSs). Two-dimensional QSSs are formed in potential well near the smooth matter
boundary. The substrate modulation using either linear or dot inhomogenaties
reduces QSSs either to one-dimensional system or to zero-dimensional one
which are described the Schrödinger’s equation. In this work, some possibilities
creating and study features of QSSs with surface electrons (SEs) over helium were
considered. Examples of the electron systems are applied. One of them is the
quasi-one-dimensional system at the relative large potential well, and other one is
combination the surface electrons and the surface anions over helium layer. The
substrate modulation was performed either the dielectric microcylinders or add
the semi-spheres accordingly. The electrostatic model these objects in the uniform
electric field confirms the forming quantum wires or quantum dots with SEs over
inhomogeneities. The simplest electron transport method for the QSS-SEs features
research was applied. The experiments carried out in the temperature interval
0.8–3 K at the electron density up to 109 cm−2.

Keywords Quantum dot · Quantum wire · Liquid helium · Surface electrons ·
Anion

1 Introduction

The modern nanotechnology gives a new glance the some physical effects in the
quantum-size structures (QSSs) with possibility the structures use in the nanoelec-
tronic innovations [1]. The electrons form a two-dimensional (2D) structure in the
potential well near the smooth surface boundary the different matters or the matter
phases. Modulation the substrate surface properties either in one direction or in both
directions lets designed artificial a quantum wires (QWs) or a quantum dots (QDs)
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accordingly. The energy spectrum of QW is quantized to across of the electron line
and is continuous along line. The QD energy spectrum is quantized at all basis
directions.

The surface electrons (SEs) relate to QSSs. The specific properties of two-
dimensional surface electrons over heliumwere discovered at the theoretical analyze
by Cole and Cohen [2] and by Shikin [3]. The Fermi energy of surface electrons,
EF = π è2 ns/(2 m), (here, è is the Plank’s constant and ns is the electron density) is
small and not achieves 10 mK, so the SEs are a non-degenerated system at the prac-
tical temperature. The SE motion is quantized to the surface normal and is quasi-free
along. The substrate modulation reduces the SEs to the one-dimensional (1D-SEs)
system or to zero-dimensional (0D-SEs) one in view the helium specific. Modula-
tion can easy perform introducing under liquid helium either the row of the dielectric
microcylinders or periodically situated dielectric microspheres. Surface electrons
serve as well as the object research as the model conducting solid-state matter. SEs
can be too the basis the sensitive chips and the quantum bits the quantum computer
using both the energy levels of electrons or the electron spins [4–6]. The carry of
surface electrons is very sensitive to the electron system confinement, so simplest
the electron transport method can apply to research the QSS-SEs system features
including the quantum phenomena therein.

2 To Description of the Quantum-Size System

The quantum parameters of QSS are defined from solution the Schrödinger’s equa-
tion, Ĥψ(r) = En ψ(r), with the appropriate boundary potential, U. Here, Ĥ =
(è2/2 m)� + U is the Hamilton’s operator (where m is the electron mass, En is the
electron energy spectrum, and ψ(r) is the electron wave function). For 2D electron
system with the rectangular potential well to normal direction, the electron energy
spectrum is (π2 è2 n2)/(2mL2) (here, L is the electron localization size in potential
well and n= 1; 2;…., accordingly). The quantum effects inQSSs are observed at next
conditions: The energy interval in the electron spectrum must be more temperature,
T, and the electron time relaxation or the electron mobility must be sufficient.

Relative to the surface electrons can note next. The surface electron over helium
is localized in shallow potential well expressed as ϕ(z) = Qd

2e2/z (here, Qd is the
parameter characterized the polarization degree of dielectric, and z is the effective
electron distance to the helium surface). The SE is distanced from the substrate
because the weak helium polarization and that leads to the SE system near 2D ideal.
The motion electron normal to substrate is quantized by a “soft” hydrogen-like spec-
trum. The SE motion along substrate is limited the electron scattering by both the
helium atoms in gas at high temperature and the ripplons (the helium surface quantum
oscillations) at low T. The quantum parameters 2DSE can be estimated exactly
enough using de Broglie relation, p·z ≈ è, and the virial theorem consequence,
2p2/2 m = (Qd e2)/z [7]. The quantum parameters of surface electron hereby are
El = Qd

2·R/l2 and z = (4π ·εo/Qd)(è2/m·e2) (here, R is Ridberg’s constant, and εo
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is the vacuum permittivity). Because the 4He polarization parameter is 0.007, the
values magnitude E1 and z are 8 K and ~ 10 nm correspondingly. It is must note the
row of cryogenic matters with a negative electron affinity, and smooth surface can
serve by basis for SE too.

2.1 The Quantum Expressions for the 1D-SE System
and for the 0D-SE One

1D-SE.The basic electron wave function of 1D-SE across to the conducting channel,
y, is

ψ(y) = π−1/4y−1/2
0 exp

(
− y2

2y20

)
(1)

The value y0 is the electron localization size themagnitudewhich is approximately
50 nm. The energy spectrum 1D-SE in the substrate channel is

En = (n + 1/2) · �ω + �
2 κ2/2m (2)

Here, value, ω, is the frequency of the harmonic 1D-SE spectrum in potential well.
Second expression is a continuous spectrum in the longitudinal direction of channel
where k is the wave vector.

0D-SE. The SE wave function structured substrate is correspond expression (1)
at the isotropy-parabolic potential well. The 0D-SE energy spectrum is

En = (n + 1/2) · �ω (3)

The energy spectrum scale of SE can achieve several hundred mK in magnitude
at the large potential well.

3 The Electrostatic Problem in the Uniform Electric Field
for the Cylinder and for the Sphere

As noted above, the reducing of SEs dimensionality is caused the substrate properties
modulation to one or to two directions and that can be performed either the row
dielectric cylinders or the set dielectric spheres, respectively. From the electrostatic
model using Laplace equation in uniform field, E , the solution gives the parabolic
potential near tops these inhomogeneities. The electric field distribution near the
dielectric cylinder and the dielectric sphere correspondingly are considered beneath.
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3.1 The Dielectric Cylinder in Uniform Electric Field—1D
Model

The Laplace electrostatic expression in uniform electric field under the dielectric
cylinder without charges is �ϕ = 0 (Fig. 1).

(ϕ is potential, and � is Laplassian). The Fourier substitution, ϕ = M(r)·N(α),
leads to an equation with separable variables on r and on α.

r

M

d

dr
(r · dM

dr
) + 1

N

d2N

dα2
= 0 (4)

The boundary condition is

εi

(
∂ϕi

∂r

)
r=a

= εe

(
∂ϕe

∂r

)
r=a

(5)

The electric potential, ϕi and electric field, Ei near border are accordingly

ϕi = −E⊥
2εi

εi + εe
· r · cosα + ϕ0 (6)

Ei = − dϕi

dx
− = E⊥

2εi
εi + εe

(7)

For SEs over the profiled substrate covered by thin dielectric film with the helium
layer, the equation solution in uniform field, E , gives the parabolic view potential
near tops of inhomogeneities. At values εi > εe the electric field Ei twice more
relative E .

Fig. 1 Cross-section of the dielectric cylinder in uniform electric field, E. Here r and α are radial
and angular coordinates, correspondently and 2a is cylinder diameter (others symbols are indicated
in text)
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Fig. 2 (left). Example of a separate sphere. (right). The set of spheres covered by the smooth plate
with helium film or the massive helium layer

3.2 The Dielectric Sphere(s) in Uniform Electric Field—0D
Model

The electrostatic model with use Laplace equation in the spherical coordinate system
is (according to the algorithm in previous) (Fig. 2).

1

M

d

dr
(r2 · dM

dr
) + 1

N sin α

d

dα
(sin α

dN

dα
) = 0 (8)

The boundary conditions of this problem are same as (6), and solutions for sphere
are next

ϕi = −E⊥
3εi

εi + εe
· · r · cosα + ϕ0 (9)

Ei = E⊥
3εi

εi + εe
(10)

The electric field value in the dielectric sphere is Ei = 3E at values, εi > εe.
So, takes a place concentration of the electric field over the inhomogeneities tops

(dielectric cylinder or dielectric sphere, here). That is leading to the condition for
forming either QW or QD with SEs over the helium layer correspondingly.

4 Some Experimental Investigation
of the Low-Dimensional Systems with the SEs Over
Helium

Here is considered researches the SEs low-dimensional systems of two types: quasi-
one-dimensional system (Q1D) and quazi-zero-dimensional system (Q0D).
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Fig. 3 Cell sketch for the SE conductivity measurement. Here, 1–2—the measurement electrodes,
3—dielectric substrate, 4—helium film, 5—guard electrode, 6—upper electrode, 7—heat filament

4.1 The Experimental Setup

The investigation QSSs can be performed either spectroscopy method or the low
frequency the charge transport method. The last is simplest for the arranging and the
experimental study the low-dimensional systems conductivity (semi-conductivity, in
particular). The essence method is measure in current regime the signal via sample
coupled capacitively with the measurement electrodes and the calculation on signal
components either admittance (Re part, here) or impedance. The cell is shown in
Fig. 3. The effective electron density, n, for SEs is determined by the capacity
potential, V, as C = ne/V.

It can note the number of investigations SEs had been performed such method in
the different variation, for example [8, 9].

4.2 The Experimental Results

According to the phase diagram “electron gas—Wigner crystal” the research was
performed in the electron gas region at temperature higher the Fermi energy and
at the electron densities far “quantum melting”. Some features as well the Q1D as
the specific features Q0D electron systems over helium considered beneath. (The
number of results was presented at International Conferences NANO 2019–NANO
2021).

Q1D. TheQ1D-SEs over the curvature surface of helium in grooves of the profiled
substrate proposed and realized in [10 and 11] accordingly and detailed in [12].
Here, the profiled substrate is a row the dielectric fibers. Need to note at high the
SE surface density and the pressing electric field has a place the electrohydrody-
namic instability with losing electrons (or its part). Stabilization SE in channels was
performed by the negatively charged meander line [13]. Here, additional to outer
field, the electron charge field on the fiber tops was used. The temperature range in
experiments was from 1.5 to 0.9 K and the 3He refrigerator used for lowering temper-
ature. The measurement was performed by two-phase lock-in-analyzer working on
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the signal frequency 20 kH at 2–150 mV rms accordingly. The experimental proce-
dure is next. At start, the non-thermalized electrons charged the substrate for creating
the inner electric field. After that the slow electrons (at T ~ 1.4 K) form Q1D-SEs at
corresponding outer field. The conductance of SE at changing T is measured. The
researches features are demonstrated in Figs. 4–6. On Fig. 4 shown this dependence
at small potential both inner and outer electric field. The temperature dependence
carried out into both the scanning directions.

The more quality dependence takes a place at number scanning on T for both the
charged stripes and the SEs with potential near 15 V (Fig. 5).

The differential of last dependence is shown on Fig. 6. Notice, the dependence
diff σ versus T is like the electron density states, and the peaks distance accord the
Q1D-SEs energy spectrum.

Q0D. The SEs conductivity with surface anion (SA) here has demonstrated. It
is known that in dense helium gas or in presence of high field (outer or inner), the
surface electron forms surface anion [9, 14]. Related to SEmobility, SA is essentially
low caused the hydrodynamic it is moving. The disk-shaped SA formed threshold

Fig. 4 Temperature
dependence σ versus T at
small charges substrate and
SEs (in begin of experiment)
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Fig. 5 Dependence σ versus
T after some T-cycles at
potential near 15 V for both
the charged stripes and the
SEs
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Fig. 6 Dependence dif σ

versus T (according to Fig. 4)
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way in density gas was considered [15]. In Q1D-SEs system, SA experimentally
studies in [16].

In this work, the inhomogeneities for SEs and SAwere on polymer film as a lattice
of near semi-spheres of 5 × 5 μm in period. The film placed on row of a glass guide
lights 220 μm in diameter. The substrate placed on two measurement electrodes
4 × 8 mm2 in size is situated about 4 mm above the helium surface.

The electron conductivity σ was measured in the temperature range 1.7–3.0 K,
where its value is limited by the interaction of electrons with the helium atoms in
vapor. Under the monotonic increase in temperature (exponential increase in the
density of a vapor phase), the conductivity of SE decreases as usually. However, at
T = 2.45 K, an abrupt increase of σ near 2.5 times is observed. Further increase in T
leads to the slowly decrease in σ according to the gas density. And then to fall near
two orders are caused full SE to SA transition. The fall in conductivity takes a place at
the higher value T when the higher start the electron density: ~ 4× 108 cm−2 (Fig. 6)
and ~ 6 × 108 cm−2 (Fig. 7). The reverse dependence σ (T) is characterized by low
conductivity of the system up to same temperature 2.45 K and growth conductivity
by approximately the order magnitude near initial value. Jump can be attributed to
the topology consisting from “heavy” SAs is surrounded by “light” SEs (Fig. 8).

5 Conclusion

Study structural and phase transitions in a low-dimensional electron system chase as
well the fundamental as the applied aims. The surface electron system over helium is
good object and model for research where takes in view the helium-specific features.
The simplest transportmeasurementmethod is acceptable here for study the transition
features. The electrostatic model either the microcylinders or microspheres under the
smooth dielectric plate and the helium surface demonstrates the substratemodulation
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Fig. 7 Dependence
conductivity of SEs, σ over
helium from temperature, T
(the gas scattering electron
region) in presence of SAs at
electron concentration ~ 4 ×
108 cm−2
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with the possibility charging the structure tops. That leads either to 1D-SEs or to 0D-
SEs systems over helium layer with the quantum parameters according by parabolic
potential.

The experimental study is showed both the 1D-SEs conductivity is quantized and
has a place the unusual 0D-SEs conductivity jump at SE-SA transition at the density
helium gas. So, a new possibility creating low-dimensional structures with SEs over
helium layer is appearing. The study features with surface electrons at considering
conditions need be continued. Some other features of QSS-SE considered using the
zone theory noted inwork [17]. The theoretical consideration the experimental results
can qualitatively add these investigations.
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Porous Surface Structure
and Physico-Chemical Properties
of the Urea–Formaldehyde Polyfoam

S. Kurta, A. Nemish, S. Fedorchenko, O. Khatsevich, and V. Riy

Abstract A new method and laboratory installation for measuring gaseous
formaldehyde emissions were proposed, by using the automatic formaldehyde
analyzerMIS-98170, for urea–formaldehyde resins (UFR), thermal insulation foams
based on them, during their manufacture and operation. In order to reduce the toxic
characteristics of UFR and urea–formaldehyde polyfoam (UFF), foaming of the
composition(UFF)was performed in a foam generator with compressed air. Research
has shown that the addition to the UFR resin of 1% CO(NH2)2, reduced by 2 times
the content of free formaldehyde in the resin, and reduce by 7.5 times the emission of
free formaldehyde from urea–formaldehyde foams into the atmosphere, when drying
in air. At the same time, the additional introduction of standard UFF foam compo-
sition, 1.5% CaCO3 as a gas generator, reduces the linear and volumetric shrinkage
of UFF polyfoam by 5–8 times and improves its thermal insulation properties.

Keywords Urea · Formaldehyde · Resins · Polyfoam · Toxic · Shrinkage

1 Introduction

Thermal insulation microporous foams based on various polymer compositions have
been widely used for thermal insulation of buildings and equipment in various indus-
tries. However, the cost of raw materials for the production of most of them is
quite high. In this regard, the production of foams based on cheap and available
water-soluble polymers, such as urea–formaldehyde resins (UFC) [1], is relevant.
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Fig. 1 Comparison of the thickness of different thermal insulation materials for the same thermal
insulation efficiency: 1-urea–formaldehyde foam insulation, 2-expanded polystyrene, 3-mineral-
basalt fiber-wool, 4-wooden beam, 5-expanded clay concrete, 6-hollow brick, 7-solid brick

Urea–formaldehyde polyfoam (UFF)—occupy a special place among the cheapest
gas-filled plastics for thermal and sound insulation. UFFoam does not have the ability
to self-combustion,UFF stops burning after removing the flame source and it does not
forms a polymer melt during combustion, which confirms high fire safety compared
to common polystyrene and polyurethane foam [2]. Urea–formaldehyde foams are
almost as good as polystyrene and polyurethane foams in terms of industrial use for
thermal insulation. Their main advantages are good thermophysical characteristics,
low cost and availability of raw materials and simple technology for forming foams.
But UFFoams have a number of disadvantages, in particular, the significant release
of toxic formaldehyde from UFFoams in their manufacture and foaming. In addi-
tion, UFFoams have a large shrinkage—15–20% reduction in linear and volumetric
dimensions after forming, which leads to a decrease of the physical and mechan-
ical characteristics of the material. UFFoams also have high water and moisture
absorption, which also redu ces the ir thermal insulation properties during long-term
operation [3] (Fig. 1).

The aim of the work is to reduce the evaporation of free formaldehyde from
urea–formaldehyde foam insulation by introducing special chemical acceptors, as
well as reducing the shrinkage of the foam after drying, by introducing chemical
foaming agents. Based on our goal, it was necessary to perform the following tasks:
(1) to develop a method for determining the emission of gaseous formaldehyde from
CF foam using an automatic formaldehyde analyzer MIS-98170 [4]; (2) test and
select the best chemical formaldehyde acceptor to reduce the emission of gaseous
formaldehyde from the foam during its preparation and operation; (3) to offer a
chemical gasifier to reduce the linear and volumetric shrinkage of the foam insulation
after its manufacture and use.
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2 Experimental

For the production of foam insulation (UFF) use mainly urea–formaldehyde resin
with a reduced content of free formaldehyde (0.1–0.15% (wt.)) [5]. However, when
forming, approving and using such UFF, a large amount of gaseous formaldehyde
diffuses into the air of the working area of such insulation, which can significantly
exceed themaximumpermissible concentration, for humans, in the air of theworking
area ≥0.5 mg/m3 (0.4 ppm) [6]. Table 1 shows the characteristics of UFR brand
KPS-G for the manufacture of foam type UFF [7].

The chemical reactions (1, 2, 3 and 4) that lead to the diffusion of gaseous
formaldehyde from the foam during the preparation, drying and operation of the
foam are as follows:

CH2O + H2O ↔ HOCH2OH (1)

nHOCH2OH ↔ HO(CH2O)nH + (n − 1)H2O (2)

RNHCH2OH ↔ RNH2 + CH2O ↑ (3)

RNHCH2NHR′ + H2O ↔ RNH2 + R′NH2 + CH2O ↑ (4)

The chemistry of the process of neutralization of formaldehyde can take place by
reactions (5 and 6), the addition of formaldehyde to urea, resulting in the formation
of methylol derivatives of urea:

Table 1 Characteristics of urea–formaldehyde resin, brand KPS-G, for the manufacture of foam
UFF

No. Name of characteristics Requirements of the technical
standard

Mark KPS-G

1 Appearance Homogeneous suspension Corresponds to the standard

2 Mass fraction of
non-volatile substances,
at 105 ° S 2 hours,%

51–56 52,58

3 Density of resin, g/cm3 1,28±0,1 1,196

4 Concentration of
hydrogen ions, pH

7,5-8,5 7,67

5 Miscibility with water
at 20 °C

1:1 1:2

6 Gelatinization time at
100 °C, sec

60 82

7 Mass fraction of free
formaldehyde, %

0,25 0,266
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H2NCONH2 + CH2O ↔H2NCONHCH2OH

Monomethylolurea (5)

H2NCONHCH2OH + CH2O ↔HOCH2NHCONHCH2OH

Dimethylolurea (6)

In this work, an attempt was made to reduce the toxicological properties of CFP
by reducing the emission of free formaldehyde from foams, with the introduction
of 5-various chemical acceptors of formaldehyde in urea–formaldehyde resin for
foam [7]. The interaction of these 5-substances with formaldehyde can occur by the
following reactions (7–14).

nCH2O + mNH2 − CO − NH2 → − (−NH − CO − NHCH2−)n+m

−OH + (n + m − 1)H2O (7)
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(NH4)2CO3 + H2O → H2CO3 + NH4OH (10)

H2CO3 → H2O + CO2 ↑ (11)

4NH4OH + 6CH2O → (N)4(CH2)6 + 10H2O (12)

NH4Cl + CH2O → CH3NH2 HCl + HCOOH (13)

CH3NH2 HCl + 2CH2O → (CH3)3 NH2 HCl + 2HCOOH (14)
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3 Results and Discussion

We have developed a method and designed a laboratory installation (Fig. 2), with
using the formaldehyde analyzer MIS-98170, for to measure the amount of gaseous
formaldehyde diffusing with UFR and UFF in the process of their manufacture and
use.

Free formaldehyde, which diffuses from urea–formaldehyde foam, with air flow
from the compressor, passes through the electrochemical sensor of the automatic
formaldehyde analyzer MIS-98170, which is closed in a circle, Fig. 2, to stabilize
the CH2O concentration. This installation was used to determine the concentration
of CH2O in the air of the working area during the formation and operation of the
UFF.

Studies have shown that the diffusion of gaseous formaldehyde with UFF can be
effectively reduced by adding the above-mentioned chemical acceptors of formalde-
hyde to urea–formaldehyde resin at various technological stages of the foam produc-
tion. As can be seen from Fig. 3, when introduced into the UFR resin 0.5–1.0% wt.
% as an acceptor of urea (CO(NH2)2, immediately before mixing the components of
the foam, the diffusion of formaldehyde gas decreased by 5–7 times, compared to
UFFmade without the addition of an acceptor at 20 °C for 4 h, and fell to almost zero
after drying the foam for 24 h. In particular, it should be noted that when drying UFF
at 35–40 °C diffusion of formaldehyde with foam increases slightly, but immediately
drops to zero from the sample containing 1% of the acceptor –CO(NH2)2.

From Fig. 3, it is seen that in the manufacture, curing and drying of foam made
from UFR resin without acceptors, the emission of free formaldehyde is so intense
that significantly exceeds the recommended maximum allowable concentration of
formaldehyde for a short period of time 2.00mg/m3 (ppm) (short-term exposure limit
15 min STEL OSHA). However, this value does not decrease throughout the manu-
facturing process of foam to the recommended limit value for indoor use (0.1 ppm)

Fig. 2 Laboratory unit for measuring the diffusion of free formaldehyde: 1-conical flask with a
sample of UFR or UFF, 2-flow gas analyzer for formaldehyde MIS-98170, 3-air compressor for
air supply with two tubes, 4-tube that blows air with CH2O with flasks and feeds in MIS-98170;
5-tube that absorbs air together with CH2O from MIS-98170 and feeds into the air compressor
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2-addition-0.5% CO (NH2)2, 3-addition 1% CO (NH2)2 and after heating to 40 oC, after 24 h

[7]. It was found that positive results in the neutralization of formaldehyde, also
gives melamine in the amount of 0.1%. The peculiarity is that the effective action
of melamine as an acceptor of formaldehyde is detected only when adding to the
composition of the foam-forming composition with additional heating.

To reduce the emission of formaldehyde from the UFF, the introduction of an
additional component—a gas-forming agent–CaCO3, was also investigated. At the
same time, a gaseous substance-CO2, which was released due to a chemical reaction
between the components of the foam–hardener–H3PO4 and CaCO3, additionally acts
as a foaming agent in the composition.This is a chemical reaction (16)with the release
of carbon dioxide, which further foams the CFS, but chemically: 1.3% CO(NH2)2
urea was added to the urea–formaldehyde resin as an acceptor of formaldehyde and
1.5% chalk CaCO3 as a gasifier (Fig. 4). As can be seen from Fig. 4, the emis-
sion of formaldehyde from the approved UFF obtained from resin without additives
(histogram 1 Fig. 4) is reduced from 6.9 ppm to 2.5 ppm for CFP from resin with
the addition of 1.3% CO(NH2)2 (histogram 0.2 Fig. 4)), further reduced to 1.25 ppm
for UFF with the addition of 1% CO(NH2)2 and 1.5% CaCO3 (histogram 3 Fig. 4).
Therefore, we can conclude that from the foam made of UFF with the addition of
urea and chalk, the emission of free formaldehyde into the atmosphere is reduced by
5.5 times according to the data in Fig. 4. Our results have been confirmed by other
authors [10].

3Me(CO3)2 + 2H3PO4 = 2CO2 ↑ +Me3(PO4)2 + 3H2O (15)

The next stage of our research was to improve the morphological properties of
UFF, namely, to study the effect of additional chemical gas generators on reducing
the shrinkage of urea–formaldehyde foam. From the literature [11, 12] and from



Porous Surface Structure and Physico-Chemical Properties … 629

6,9

2,5

1,25

0

1

2

3

4

5

6

7

8

1

2
3

Co
nc

en
tra

tio
n 

of
 C

H2
O,

 m
g 

/ m
3 (

pp
m) 1 - UFF- without additives,

2 - UFF + 1.3% CO (NH2) 2,
3 –UFF + 1% CO (NH2)2 + 1.5% CaCO3.

Brand Urea-formaldehyde foam (UFF)

Fig. 4 Histogramof the dependence of diffusion of gaseous formaldehyde (CH2O) from samples of
urea–formaldehyde foam on the content of additives (acceptor –CO(NH2)2 and gasifier –CaCO3):
1—CFPwithout additives; 2—CFP+ 1.3%CO (NH2) 2; 3—KFP+ 1%CO(NH2)2 + 1.5%CaCO3

practice it is well known that urea–formaldehyde foams have one serious drawback
during their application and operation, namely, a very significant reduction in linear
and volumetric dimensions after complete drying fromwater (up to 60%of themass).
The reduction in the linear size of the UFF of the foam can be 6–8%, and the volume
shrinkage can reach 15–22%. This disadvantage leads to a reduction in the size of
the manufactured thermal insulation material, which causes the formation of cracks,
holes, and significantly impairs the thermal and sound insulation and physical and
mechanical properties of the material. As a result, the foam forms gaps between the
form and the formwork when filling, in the insulating layer of foam there are voids
and dips. Heat and sound insulation properties of polyfoam deteriorate by 15–25%.
In practice, this requires re-filling cracks and voids with a new portion of foam,
which also does not guarantee the full density of the resulting material [12, 13]. It
was impossible to correct this shortcoming in the approved and dried UFF of the
foam by mechanical or any other method, because it depends on the internal porous
structure of the foam.

UFF foam has open pores of different sizes (Fig. 5), which are formed during
the curing of mechanically formed foam and drying of urea–formaldehyde foam. In
the UFF, which made from UFR resins with additional components—formaldehyde
acceptor 1.3%CO(NH2)2, find gas-forming 1.5%CaCO3, we can see partially closed
pores with much smaller pore size (Fig. 6).

We set a goal to reduce the linear and volumetric shrinkage of the UFF foam
duringmanufacture and after drying to aminimumof 2–6%. Such values of shrinkage
almost do not affect the thermal insulation and physical and mechanical properties
and appearance of the foam, do not cause cracks and other structural defects. The
raw material for UFF foam is a 50–65% dispersion of urea–formaldehyde resin in
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Fig. 5 Photomicrograph of
CFP made of no additional
components (microscope
MBS-10 (magnification ×
400)

Fig. 6 Photomicrograph of
CFP made with the addition
of 1.3% CO (NH2)2 and
foaming agent 1.5% CaCO3.
(MBS-10 (×400)

water, which before mixing with the foaming agent and hardener is again diluted
with water to 25–30% concentration [14]. Therefore, when drying the foam should
evaporate up to 70–75%ofwater,which reduces the linear and volumetric dimensions
of the mechanically formed foam and the finished foam—shrinkage by 8–20%. It
was proposed to solve this problem by introducing into the composition of the foam
composition of an additional foaming reactive reagent—gas-forming CaCO3.

As the main mechanical foaming agent in the composition for the foam used
synthetic surfactants—alkyl- and aryl sulfonic acids (ROSO2OH, where R =
(–CnH2n + 1) or C6H5–). To obtain foam, they are mixed with UFR in the amount
of 1–3%, and then intensively mechanically foamed with air in a special installation,
in a laboratory high-speed mixer (1500–10,000 rpm). To the formed foam is added
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an acid hardener—concentrated-90% H3PO4, which is a crosslinking reagent in the
curing of urea–formaldehyde resin and forms solid urea–formaldehyde foams.

Figures 7 and8 show thedifferential distributionof pores inUFFby size depending
on the number and nature of the introduced additives from the photo in Figs. 5 and 6.
As can be seen from the above histograms, in UFF made of UFR without additives,
the average pore size is in the range of 60–80µm (Fig. 7). Whereas for UFF, made of
UFR with additional components—1.3% CO(NH2)2 and 1.5% CaCO3, the average
pore size is 1.5–2 times smaller and corresponds to the range of 40–60 microns
(Fig. 8).

Improvements in the morphological properties of UFF are confirmed by our other
experimental data, namely, the additional use of the chemical gas-forming CaCO3,
leads to an increase in the multiplicity of foam by 1.5–2 times (ratio of foam to
volume of UFR solution) in the manufacture of foam. In Figs. 9 and 10 show the
dependence of the volume of foam and density of urea–formaldehyde foams without
additives UFF-1, and with additives UFF-2, UFF-3, on the nature and amount of
additives—CaCO3 and CO(NH2)2—after manufacture and drying UFF for 48 h.

As can be seen from Fig. 9, after introduction into the UFR composition, for
the manufacture of urea–formaldehyde foamUFF -2 additionally, as a formaldehyde
acceptor of 1.3% (wt.) CO(NH2)2, the volume of foam increases from 160 cm3/30ml
to 250 cm3/30 ml (foam multiplicity for UFF-2 is 8) (foam multiplicity for UFF-1
is 5), multiplicity increases by 50–60%. After adding as a foaming agent 1.5%. wt.
CaCO3 together with 1.3% (wt.) CO(NH2)2, the volume of foam, in the manufacture
of UFF-3 increases from 160 cm3/30 ml to 310 m3/30 ml (foam multiplicity-10),
the multiplicity increases 2 times. Thus, by adding to the UFR a composition of
additional components—CO(NH2)2 (1.3% wt.) and CaCO3 (1.5% wt.)—you can
get almost 2 times more foam by volume. At the same time, it was determined that
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the introduction of the proposed components reduces the density of samples ofUFF-2
and UFF-3 foam compared to the density of UFF-1 foam without additives (Fig. 10).
As can be seen from the histograms, the density of UFF-2 foams with formaldehyde
acceptor and UFF-3 with acceptor and gasifier is reduced from 10 kg/m3 to 8.5 kg/m3

and 6.5 kg/m3, respectively, while the density of the foam is reduced by 65%, which
helps increase its sound and thermal insulation properties.

Butmost of all in the research to improve the physical andmechanical properties of
urea–formaldehyde foams we were interested in reducing the shrinkage—the size of
UFFafter curing anddrying.Todo this,wemeasured the changes in linear dimensions
and calculated the volumetric dimensions (% shrinkage) of the samples obtainedUFF
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foams with the addition of acceptor and gasifier. The results are presented in Figs. 11
and 12. As can be seen from the above histograms, compared to UFF foam made of
UFR resin without additives, the shrinkage of which is 12.5%, after the introduction
as a formaldehyde acceptor of 1.3% (wt.) CO(NH2)2, the linear shrinkage of the foam
decreases to 8.5%, and falls to 1.6% with the introduction of 1.5%. wt. CaCO3 as an
additional foaming agent. That is, shrinkage is reduced by8 times,which significantly
improves the physical properties and reduces the defects of the structure of the foam
and, accordingly, increases its insulating properties. At the same time, the volume
shrinkage, with the introduction of the above additives, also decreases 5 times—from
20% in UFR without additives, to 4% with the introduction of 1.3% acceptor and
1.5% gas generator (Fig. 12).
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Fig. 11 Dependence of linear shrinkage of UFF from the composition and nature of additives: 1—
UFF-1—foam made of UFR without additives; 2—UFF-2—foam made of UFR with the addition
of CO (NH2) 2; 3—UFF-3—foam made of UFR with the addition of CO(NH2)2 and CaCO3
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of CO (NH2) 2; 3—UFF-3—foam made of UFR with the addition of CO(NH2)2 and CaCO3

4 Conclusion

1. As a result of the research, a new method was proposed, as well as a new instal-
lation for measuring the emission of gaseous formaldehyde, using an automatic
formaldehyde analyzer MIS-98170, for urea–formaldehyde resins UFR, thermal
insulation foams and chipboard their manufacture and operation.

2. In order to reduce the toxic characteristics of UFR and foams, by foaming the
UFR composition in the foam generator with compressed air, studies have shown
that the addition to the UFR resin 1% CO(NH2)2, reduced by 2 times the content
of free formaldehyde in resin, and greatly reduce by 7.5 times the evaporation
of free formaldehyde from UFF into the atmosphere of the working area, when
drying in air.

3. Additional introduction into the standard UFR composition for foam at the same
time other components—1.3% CO(NH2)2 as an acceptor of formaldehyde and
1.5% CaCO3 as a gasifier—reduces the linear and volume shrinkage of the foam
in 5–8 times and improves its thermal insulation properties.
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