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Preface

The Workshop on Sustained Simulation Performance was held online at HLRS in
March 2021 and in a hybrid mode at the Cyberscience Center, Tohoku University
in December 2021. The collaboration between the High-Performance Computing
Center Stuttgart, Tohoku University and NEC has been marked by the Covid pan-
demic, in which we demonstrated our ability to adapt to new situations and continue
our partnership. Ultimately, we are happy to continue the relationship that began in
2004 with the establishment of what we called the ‘Teraflop Workshop’. While the
homepage still remembers this name, the workshop evolved into the Workshop on
Sustained Simulation Performance with more than 30 events on two continents.

Perhaps we were able to adapt so quickly to the pandemic because the field of
high-performance computing has always evolved rapidly. While HPC systems were
designed for many years as single processor vector machines, they now are large
cluster systems with fast interconnects and rather typically with a combination of a
variety of processors and accelerators – among them still vector processors. Climate
and weather simulation is one of the scientific fields that has a particularly high
demand for computing power, and research has shown that we want to use our
resources more sustainably. This is at odds with the ever larger systems with ever
higher energy consumption of modern HPC systems. At the same time, however,
there has been a tremendous increase in efficiency. The contributions of this book
and the upcoming workshops will help to continue and accelerate the development
of fast and efficient high-performance computing.

We would like to thank all the contributors and organizers of this book and the
Sustained Simulation Performance Workshops. We especially thank Prof. Hiroaki
Kobayashi for his close collaboration over the past years and look forward to inten-
sifying our cooperation in the future.

Stuttgart, Germany Michael M. Resch
December 2021 Johannes Gebert
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Supercomputer for Quest to Unsolved
Interdisciplinary Datascience (SQUID) and its
Five Challenges

Susumu Date, Yoshiyuki Kido, Yuki Katsuura, Yuki Teramae and Shinichiro
Kigoshi

Abstract The Cybermedia Center at Osaka University started the operation of a su-
percomputing system named Supercomputer for Quest to Unsolved Interdisciplinary
Datascience (SQUID) in May 2021. SQUID is a hybrid supercomputing system com-
posed of three kinds of heterogeneous compute nodes and delivers 16.591 PFlops
as the theoretical performance. This paper overviews the architecture and struc-
ture of SQUID and then explains the five challenges which we have set in designing
SQUID: Tailor-made computing, HPC and HPDA integration, Cloud-interlinked and
-synergized, Secure computing environment, and Data aggregation environment. Af-
ter that, the future issues to be tackled through the actual operation of SQUID are
described.

1 Introduction

Recently, the globalization of academic research has been accelerating. It requires the
aggregation and integration of computing, data and even human resources. Accom-
panied with the globalization of academic research, it would become more common
and general that researchers and scientists who are with different organizations work
together as a team for solving a common scientific problem [4]. This trend is not
exceptional in Osaka University but observed worldwide. For the higher productivity
in globalized academic research, the information and communication technologies
(ICT) would take a role of greater importance. For the reason, the Cybermedia Center
at Osaka University (CMC) which is a supercomputing center and in charge of the
administration and management of ICT infrastructures including supercomputing
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system for research and education [2], is expected to implement the supercomput-
ing systems well prepared for the rapid expansion and globalization of academic
researches.

Furthermore, high performance data analysis (HPDA) has been increasing its
importance. Today, many researchers and scientists are enthusiastic about applying
data analysis techniques, characterized with keywords such as artificial intelligence
(AI), machine learning (ML) and deep learning (DL), to a large amount of data
set to solve their scientific problems. Such enthusiasm, expectation and concern to
HPDA have triggered the utilization of supercomputing systems by researchers who
have never used any supercomputing system so far. As a result, it is expected that
newly developed supercomputing systems should accommodate the new computing
needs and requirements derived from HPDA as well as traditional high performance
computing (HPC).

In the background above, the CMC has developed and installed a new super-
computing system named Supercomputer for Quest to Unsolved Interdisciplinary
Datascience (SQUID) [13] in May 2021, in a hope that the new supercomputing sys-
tem facilitates researchers and scientists who work on researches for the advancement
of academia and industries to explore unsolved data scientific problems. For realiz-
ing SQUID, we have set the five challenges toward our envisaged next-generation
supercomputing systems. In this paper, we briefly introduce SQUID and then explain
the five challenges.

This paper is structured as follows. Section 2 briefly introduces the hardware
configuration of SQUID. In Section 3 the five challenges set in realizing SQUID
are explained. After that, Section 4 describes the issues to be tackled. Section 5
summarizes this paper.

2 Hardware configuration of SQUID

Figure 1 shows the exterior view of SQUID installed at the CMC. This SQUID is
a hybrid supercomputing system composed of three different architectures; general-
purpose CPU, GPU and vector nodes. All of processors and accelerators deployed
on the compute nodes of SQUID are cooled with DLC (direct liquid cooling) for
stable operation and high performance delivery purpose. For the parallel filesystem,
Lustre-based DDN EXAScaler was adopted to provide users with a single and fast
disk image of 20 PB HDD and 1.2 PB NVMe SSD. Mellanox InfiniBand HDR (200
Gbps) was adopted to connect all of three types of compute nodes and the Lustre
parallel filesystem (Fig. 2). As the topology, the combinational use of the Dragonfly+
and Fat-tree was adopted. As to the Dragonfly+ topology for CPU nodes, 1520 CPU
nodes are divided to three groups (513 nodes, 513 nodes and 494 nodes) and a group
is connected to each of other two groups with 95 IB HDR links (19 Tbps). The
CPU nodes in each group are connected as the Fat-tree topology to take advantage
of full-bisectional bandwidth. On the other hand, the GPU nodes, the vector nodes,
the file servers for Lustre filesystem, and other management servers for SQUID are
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Fig. 1: Exterior view of SQUID.

Fig. 2: Overview of the interconnect on SQUID.

connected as the Fat-tree topology to utilize full-bisectional bandwidth. The spine
switches of the Fat-tree interconnect for the GPU node, the vector nodes, the file
servers and other management servers are connected to each group of the CPU nodes
with 36 IB HDR links (7.2 Tbps).

Table 1 shows the system performance and configuration of SQUID. The theoret-
ical performance of SQUID reaches 16.591 PFlops. The major portion of SQUID,
as the table indicates, is the cluster of general-purpose CPU nodes. SQUID has 1520



4 S. Date, Y. Kido, Y. Katsuura, Y. Teramae and S. Kigoshi

Table 1: System performance and configuration of SQUID.

compute node general-purpose CPU nodes CPU: Intel Xeon Platinum 8368
(16.591 PFlops) 1,520 nodes (8.871 PFlops) (Ice Lake / 2.4 GHz 38C) x 2

Memory : 256 GB
GPU nodes CPU: Intel Xeon Platinum 8368
42 nodes (6.797 PFlops) (Ice Lake / 2.4 GHz 38C) x 2

Memory : 512 GB
GPU: NVIDIA HGX A100 8-GPU board (Delta)

vector nodes CPU: AMD EPYC 7402P
36 nodes (0.922 PFlops) (ROME / 2.8 GHz 24C) x 1

Memory : 128 GB
vector: NEC SX-Aurora TSUBASA Type20A x 8

storage DDN EXAScaler(Lustre) HDD: 20.0 PB
NVMe 1.2 PB

interconnect Mellanox InfiniBand HDR (200 Gbps)
front-end node front-end node for HPC CPU: Intel Xeon Platinum 8368

4 nodes (Ice Lake / 2.4 GHz 38C) x 2
Memory : 256 GB

front-end node for HPDA CPU: Intel Xeon Platinum 8368
4 nodes (Ice Lake / 2.4 GHz 38C) x 2

Memory : 512 GB
secure front-end node CPU: Intel Xeon Platinum 8368
1 node (Ice Lake / 2.4 GHz 38C) x 2

Memory : 256 GB

Fig. 3: The internal architecture of a SQUID CPU node.

CPU nodes in total. Figure 3 shows the block diagram of the CPU node. Each CPU
node has 2 Intel Xeon Platinum 8368 (Ice Lake/ 2.4 GHz, 38 Core) processors and
256 GB memory deployed. The two processors are connected on 3 UPI (Ultra Path
Interconnect) links and 8 channels of 16 GB DDR4-3200 DIMMs are connected to
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each processor. The memory bandwidth available in each processor is 204.8 GB/s.
Each processor delivers 2.918 TFlops as its theoretical performance and so each
CPU node delivers 5.836 TFlops. Therefore, the total theoretical performance of
CPU nodes on SQUID becomes 8.871 PFlops.

Figure 4 illustrates how CPU nodes are installed. The left is NEC LX103Bj-8,
the blade server equipped with two CPU nodes. These 19 blade servers are mounted
in the blade enclosure (chassis) shown in the center in the figure. Then, the 4 chassis
are mounted to a compute rack. As the result, all of CPU nodes are mounted in 20
compute racks.

Fig. 4: SQUID CPU nodes.

The second major portion in terms of theoretical performance of SQUID is the
cluster of GPU nodes. The total theoretical performance in the cluster of GPU
nodes is 6.797 PFlops. The GPU node was designed so that it has the same type
of processors as CPU nodes. This reason can be explained from the following
experience of our operation of OCTOPUS (Osaka university Cybermedia cenTer
Over-Petascale Universal Supercomputer) [9], which is the supercomputing system
installed in 2017. Throughout the operation of OCTOPUS, we observe the heavy
loaded utilization of general-purpose CPU nodes that have the Intel Xeon processors.
Then, we dynamically change the configuration of the scheduler system so that a
part of user job requests targeting CPU nodes are transferred to GPU nodes, only
when the utilization of GPU nodes are not so high. From this experience, the GPU
node was designed to have 2 Intel Xeon Platinum 8368 (Ice Lake/ 2.4GHz, 38 Core)
processors to seamlessly accommodate the job requests targeting CPU nodes.
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Fig. 5: The internal architecture of a SQUID GPU node.

Fig. 6: SQUID GPU nodes.

Figure 5 shows the block diagram of the GPU node. The two processors are con-
nected on 3 UPIs and 8 channels of 32 GB DDR4-3200 DIMMs are connected to each
processor. The memory bandwidth in each processor is 204.8 GB/s. Remarkably, the
SQUID GPU node has four HDR100 connections to the interconnect, while the CPU
node has a single HDR200 connection to the interconnect. The reason is explained
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from the intention that the data traffic from CPU and GPU are distributed symmet-
rically in the GPU node. For the GPU accelerator, NVIDIA HGX A100 8-GPU
board (Delta) is deployed. It is connected to four PCIe Switches through PCIe4.0x16
links as the figure shows. As the name indicates, eight A100 GPUs are deployed
on the board. These A100 GPUs are connected through NVLINK and NVSwitch.
In more detail, a single A100 GPU has 12 NVLINK interconnect, each of which
supports bi-directional 50 GB/s communication connected to NVSwitch. Therefore,
600 GB/s bi-directional communication can be supported [14]. This A100 GPU
delivers 19.5 TFlops (double precision) as the theoretical performance and so each
GPU node reaches 161.836 TFlops. Figure 6 shows how GPU nodes are mounted.
Six 4U rack-mount servers (NEC LX106Rj-4G) shown in the figure are mounted on
a compute rack and thus 7 compute racks in total are installed for SQUID.

The last portion is the cluster of vector nodes. The total theoretical performance of
vector nodes is 0.922 PFlops. This vector node is characterized with NEC SX-Aurora
TSUBASA Type 20A vector engine which is a vector processor. Figure 7 shows the
block diagram of a vector node. It has an AMD EPYC 7402P (2.8 GHz, 24 Core)
processor and 128 GB memory as well as 8 NEC SX-Aurora TSUBASA Type 20A
vector engines deployed. Eight vector engines are connected to the processor through
PCIe Switches on PCIe3.0x16 links. As to the connection to the interconnect, the
processor has two PCIe4.0x16 links to two HDR200 HCAs. The vector engine has
10 vector processor cores, each of which delivers 307 GFlops (double precision),
and 48 GB HBM2 and thus the peak performance of NEC SX-Aurora TSUBASA
Type 20A is 3.07 TFlops. On the other hand, the AMD processor’s theoretical
performance is 2.15 TFlops. Therefore, the total performance of 36 vector nodes
becomes 0.922 PFlops. Figure 8 shows how vector nodes are mounted. Eight NEC
SX-Aurora TSUBASA Type20A are deployed onto a 2U rack-mount server. These
18 servers are mounted on a rack. 36 SQUID vector nodes are mounted in 2 racks.

Fig. 7: The internal architecture of a SQUID vector node.
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Fig. 8: SQUID vector node.

3 Five challenges behind SQUID

In the procurement of SQUID, we have set the following five challenges that makes
SQUID unique and advanced.

1. Tailor-made computing
2. HPC and HPDA integration
3. Cloud-interlinked and -synergized
4. Secure computing environment
5. Data aggregation environment

In this section, these five challenges are explained in terms of the reason why
these challenges are aimed and how the challenges are tackled.

3.1 Tailor-made computing

Researchers want to utilize a supercomputing system in their favorite way. For
example, some researchers may want to perform their own hand-made program,
others may want to utilize open-source software for their analysis. Some researchers
want to use either MPI library or OpenMP for parallelization, others both. Even
if they use the same software and libraries, the required version of software and
libraries give rise a serious problem. Due to the diversification, it is hard and even
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impossible to prepare a common software stack that all of the users can satisfy.
In fact, we encountered this type of problems many times on the supercomputing
systems installed in prior to SQUID at the CMC. To solve this problem, we have
adopted SingularityCE [12] as container virtualization technology, so that each
researcher can make their own software stack or convert a docker container image
to the corresponding Singularity image. This challenge is tightly related to HPC and
HPDA integration and secure computing environment challenges described later in
this paper.

3.2 HPC and HPDA integration

As described in Section 1, the computing needs and requirements in the academic
research scene have been diversified. A reason for this diversification can be explained
from the newly emerged computing needs and requirements. Many researchers and
scientists are fascinated by high performance data analysis characterized by keywords
such as AI, ML and DL and have been seeking to apply such HPDA to their scientific
and engineering problems. This recent worldwide trend triggers supercomputing
centers to consider what the supercomputing system is like in near future. In addition,
the fact that there are different types of processors such as Intel, AMD, and ARM and
accelerators such as GPU, vector engine and FPGA also illustrates the diversification.
Moreover, the number of processor cores differs even in the same type of processors.

The supercomputing centers located in universities are expected to provide su-
percomputing systems that can smoothly accommodate the computing needs from
researchers and scientists necessitating large-scale compute resources. Until recently,
the jobs executed on supercomputing systems are mostly numerical analysis and com-
puter simulations that utilize MPI programs written in C or Fortran. Also, these types
of traditional jobs accept a batch-job processing. However, new types of computing
needs derived from HPDA differ from traditional jobs. For example, such comput-
ing needs require Java and Python rather than C and Fortran. Also, researchers and
scientists prefer to use supercomputing systems in an interactive manner because
researchers who utilize HPDA techniques necessitate trial-and-error workflows for
data processing. This fact means that completely different software stacks from
traditional HPC environment becomes necessary for HPDA jobs.

The easiest way to satisfy both types of computing needs might be to separate
compute resources and then provide the different set of resources for each computing
needs. In reality, however, it is too difficult to predict how much computing needs
derived from HPC or HPDA domains in designing a supercomputing system. If the
prediction is not correct, valuable compute resources can be wasted. Even if the
prediction is correct, the usage of the supercomputing system would change during
operation. Furthermore, in the recent academic research scene, researchers have
started to seek for new computing ways of combining HPC and HPDA techniques.
For the reason, the static separation of compute resources in supercomputing systems
is not a better way to satisfy both computing needs and requirements.
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For the reason above, we explored the integration of HPC and HPDA environ-
ments on SQUID so that it can accommodate both types of supercomputing needs.
Specifically, we took the strategy to prepare a set of front-end servers designed for
HPC users and HPDA users respectively (Table 1), rather than separating the compute
nodes of SQUID into two groups. By deploying the software stack targeting HPC
or HPDA on each set of front-end servers, we aimed to satisfy the computing needs
and requirements from each user group and provide better user experience. In detail,
for the HPC users, the corresponding front-end servers provide with a computing
environment where users can develop their HPC codes and then submit jobs in the
same way as until today. On the other hand, for the HPDA users, the corresponding
front-end servers are deployed so that the users can interactively perform their data
analysis workflow, for example using Jupyter Notebook, in a trial-and-error manner.
Importantly and however, even in the case of using the HPDA front-end servers, our
strategy forces the users to wait for compute resources being available when they
perform large-scale data analysis jobs. The reason can be explained from the fact
that compute resources are finite and our policy that our center would like to provide
compute resources fairly for any type of users.

Fig. 9: An example workflow on a HPDA frontend server.

Figure 9 illustrates how the users can utilize SQUID through the use of HPDA
frontend servers. The key point in the HPDA front-end server is the use of Singular-
ityCE [12] for providing each user group with a feeling like as if only they are using
SQUID. When the user utilizes SQUID for HPDA purpose, the user first logins (ssh)
to the HPDA front-end server. After that, the user retrieves the Jupyter Notebook
container image and then starts the container. After the container starts, it displays
an access URL like https://squidhpda1.hpc.cmc.osaka-u.ac.jp:10125 on

https://squidhpda1.hpc.cmc.osaka-u.ac.jp:10125
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the user terminal. Then, the user can perform his/her data analysis interactively, by
accessing (https) the access URL from his/her browser and typing his/her user ID
and password onto the Jupyter Notebook. If the user wants to perform large-scale
data analysis on the compute nodes of SQUID, the user needs to submit a Singularity
container job using the qsub command to the job scheduler of SQUID.

3.3 Cloud-interlinked and -synergized

In these days a variety of IaaS (Infrastructure as a Service) cloud have prevailed. Rep-
resentative examples of such cloud include AWS [1], Azure [7] and OCI [11]. The
convenience that allows researchers to dynamically build their favorite computing
environment through an intuitive interface would be accepted by more researchers
in near future. On the other hand, as described, the computing needs and demands
have been increasing. From such a perspective, the functionality of using the cloud
resources on demand when the computing needs from users exceed the on-premise
supercomputing resources is considered necessary in the next-generation supercom-
puting systems.

From the consideration, we have explored the dynamic use of the cloud resources
by introducing a cloud bursting solution onto OCTOPUS, the supercomputing system
built in prior to SQUID. As a result, we have indicated that our developed cloud
bursting solution was feasible in the paper [3]. Also after that, we have continued
to investigate the solution in terms of whether it can be available as a service to
our users by providing it with limited number of users on OCTOPUS. After the
careful investigation, the cloud bursting solution has been deployed as a product-
level functionality onto SQUID.

Figure 10 shows the simplified architecture of the cloud bursting solution deployed
between SQUID and Microsoft Azure. Our cloud bursting solution highly respects
user convenience. In other words, the solution aims to provide users with a computing
environment where users can take advantage of on-premise and cloud compute
resources without being aware of their difference. For the purpose, our cloud bursting
solution simply extends the internal network through the IPSec VPN (Virtual Private
Network) to the cloud and then reinforces the scheduler deployed on SQUID so that
the cloud resources are utilized as if they were on-premise resources.

Technically, our cloud bursting solution leverages NQSV [8], which is a NEC
proprietary job management system deployed on SQUID. NQSV inherently allows
users to submit virtual machine and container jobs. In other words, NQSV enables
the invocation of virtual machines and containers as user jobs. By utilizing this
functionality, our cloud bursting solution dynamically starts virtual machines on the
IaaS cloud when a job request arrives at the cloud bursting queue described below.
For the use of filesystem from the cloud resources, the cloud resources mount the
on-premise filesystem through the use of NFS on VPN. On SQUID, the similar
cloud bursting solution has been deployed between SQUID and OCI although the
bare metal servers are used instead of virtual machines in the case of OCI.
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Fig. 10: Cloud bursting solution between SQUID and Microsoft Azure.

At the time of writing this paper, we assume the use of single cloud bursting
queue where CPU nodes and the cloud resources on Azure or OCI are mapped for
this cloud bursting solution. In this case, the submitted job requests are executed on
either the on-premise resources or the cloud resources. In the case that the job request
is executed onto the cloud resources, it is easily predicted that the executed job incurs
inevitable overhead in performing file I/O operations. From the perspective, we have
been working on the realization of intelligent scheduling algorithms that consider
computational characteristics for workload distribution [16].

3.4 Secure computing environment

Scientists in the research areas treating security-sensitive data, such as medical and
pharmaceutical sciences, have been highly interested in applying high performance
data analysis techniques to their own large amount of scientific data. Taking the sit-
uation into consideration, the CMC has been working on the realization of the com-
puting environment where scientists and researchers in such research area can utilize
supercomputing systems so far [5, 17]. SQUID was designed to provide users with
two functionalities for realizing a secure computing environment where security-
sensitive data can be treated. The first functionality is the secure partitioning and
the second functionality is the secure stating. The secure partitioning functionality
allows the user to perform their computation on fully-isolated virtual environment
where virtual machines are connected on a virtual network partitioned from the
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interconnect. The secure staging functionality automatically connects SQUID to a
remote storage where confidential data and container images are stored only while
security-sensitive data is treated.

This mechanism works as follows. To allow users to utilize a secure computing
environment, SQUID provides a secure front-end server (Table 1). When the job
requests submitted from the secure front-end server are executed on SQUID, the
job’s containers are invoked on the compute nodes and then connected to the network
logically partitioned from the interconnect. At this time, if the job requests request
the secure staging functionality to securely access the data on remote storage, the
network between the compute nodes and remote SSD are dynamically established
and the container images and data on the remote SSD becomes available.

3.5 Data aggregation environment

As described in Section 1, in the today’s academic research scene, researchers and
scientists need to collaborate with each other despite the geographical distribution of
compute, data and even human resources. In particular, to solve a scientific problem,
the data infrastructure facilitating the smooth sharing and exchange of research
data has been increasingly more important as well as the computing infrastructure
delivering high performance. This tendency is not exceptional in researches using
supercomputing systems. Until today the CMC has operated the supercomputing
systems to mainly provide a high performance computing service. Most of these
supercomputing systems which the CMC has provided were designed and built as
an isolated and independent computing infrastructure. The reasons for this isolated
computing infrastructure can be explained from the administrators’ intention that
the administrators want to protect the supercomputing systems so that malicious
users cannot attempt to illegally use them. Also, the fact that the administrators want
to invest the budget to compute resources as much as possible for pursuing higher
computational performance may explain the reasons. However, the globalization in
academic research scene now begins to necessitate a data infrastructure that allows
them to easily aggregate data to be analyzed and share the analysis result for higher
productivity of their research activities. The rising expectation and concern to HPDA
has been further increasing this demand.

From the perspective above, we have designed a data infrastructure named Osaka
university Next-generation Infrastructure for Open research and open innovatioN
(ONION) [10]. Figure 12 shows the overview of ONION. ONION was designed to
satisfy the following seven requirements towards the data infrastructure which we
envisage.

1. Scientific data generated on diverse data sources such as scientific devices and
IoT sensors can be easily accommodated and aggregated.

2. Even researchers who do not have any user account on supercomputing systems
can access data on ONION if the users of supercomputing systems want to permit.
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Fig. 11: Overview of ONION.

3. Administration privilege can be delegated to the representative of storage user
group and the representative can issue account to each member of the group.

4. Users’ external storage can be connected to ONION.
5. ONION and the above user’s storage can be viewed as a single disk image to

allow users to easily access data of their interest.
6. I/O performance must be high enough to satisfy HPC and HPDA users’ require-

ments.
7. ONION should have the interoperability with GakuNinRDM [6], a research data

management infrastructure by National Institute of Informatics (NII), Japan.

As the result of our investigation, we have come up to a conclusion that no single
storage solution can satisfy all of these requirements and so we designed ONION by
synergically using DDN EXAScaler, Cloudian HyperStore and NextCloud. These
three storage solutions were designed to interoperate through the S3 (Amazon Simple
Storage Service) protocol. EXAScaler is a Lustre-based parallel filesystem and was
adopted for satisfying requirement (6). In addition to DDN EXAScaler, S3DS was
adopted to support the S3 protocol. Through the use of S3DS, scientists can access
data on EXAScaler even if they do not have user account on SQUID (requirement
(2)). Also, requirements (1) and (7) can be easily satisfied.

Cloudian HyperStore is a S3-compatible object storage designed to manage mas-
sive amounts of unstructured data. It is a Software-Designed Storage (SDS) platform
which runs on any standard x64 server platform. HyperStore supports the S3 protocol
and provides higher scalability, meaning that the administrators can flexibly add the
size and capacity of storage depending on users’ storage needs. Through the use of
the S3 protocol, requirements (1), (2) and (7) can be achieved for the same reason
as S3DS described above. The most critical reason why we adopted HyperStore is
that HyperStore provides multi-tenancy, meaning that it allows the administrator of
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HyperStore to delegate a part of administration privilege to each representative of
research groups (requirement (7)). In the case of our university, for example, we
can delegate the administration privilege to the representative for the Department
of Engineering at Osaka University. After that, the representative can make and
delete user accounts without obtaining the further administrator privilege depending
on the department policy. This delegation functionality reduces the administrator’s
workload regarding storage management.

NextCloud is an online storage solution and provides an intuitive web user inter-
face for users’ data access (Fig. 12). Users can access data through web browsers
such as Chrome, Safari and so on. Furthermore, each user can configure his/her
NextCloud environment so that local storage can be connected with external stor-
ages supporting protocols such as WebDAV and S3 and then the whole disk space
can be viewed as a single disk image (requirements (4) and (5)).

Fig. 12: Snapshots of NextCloud on ONION.

These three storage solutions have been integrated so that they interact with one
another through the use of the S3 protocol. Also, the external storages on the remote
research institutions and organizations can be accessed from ONION and vice versa.
Furthermore, S3-compatible IoT sensors can be accommodated on ONION.

4 Future issues towards next-generation infrastructure

The following three issues are currently focused and explored towards our next-
generation supercomputing systems.
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4.1 Tradeoff between user experience and performance for practical
cloud bursting

The cloud bursting functionality on SQUID aims to forward user job requests to the
cloud resources without having users being aware of the environmental difference of
the on-premise and cloud environments. Therefore, the current implementation of
the cloud bursting functionality has sacrificed the achieved performance of user jobs
executed on the cloud. As described in Section 3.3, the VPN connection between the
cloud and on-premise environments causes the degradation of achieved performance
of user jobs executed on the cloud. It is easily predicted that this performance
bottleneck takes place under the current implementation, while our implementation
enables user job requests to be forwarded without modifying any user code and job
script file because the cloud compute nodes are configured to be treated in the same
way as the on-premise compute nodes.

To avoid this performance bottleneck, the possible solution would be to prepare
a dedicated queue on which only cloud resources are mapped and then let users
explicitly submit their jobs to the dedicated queue with the data stating option. This
solution is certainly better than our implementation in terms that the jobs executed
on the cloud can gain higher performance achieved, particularly when the user jobs
are I/O intensive. However, it is harder than the administrators expect for novice
users to distinctively submit their jobs to the cloud, by understanding how data
stating works, how the job script should be modified from the one targeting the
on-premise environment, and so on. In addition to the trade-off problem, we have
to control the monetary cost for using the cloud resources for avoiding the shortage
of the operational cost of supercomputing systems caused from the overuse of the
cloud resource, because the monetary cost is higher than the one for on-premise
resources in the CMC. Otherwise, we cannot help temporarily shutting down the
supercomputing systems. For the reasons, our operation policy of this cloud bursting
functionality is currently to use the cloud resources only when the utilization of
compute nodes becomes high and the user waiting time becomes long. Taking the
ease of providing the cloud resources with users based on the operation policy
into consideration, the cloud bursting queue on our implementation is better with
regard to the monetary cost control. For example, this control can be possible just
by turning off and on the cloud resources mapped to the cloud bursting queue. Note
that the remained jobs in the queue are executed on the on-premise resources after
the shutdown of the cloud resources. On the other hand, in the case of the dedicated
queue, the users have to wait for the cloud being turned on or resubmit the jobs
to the on-premise resources, since the remained queue cannot be executed on the
on-premise. Some technical solution that automatically performs data staging on
behalf of the job requests submitted to the cloud bursting when the job is executed
on the cloud may be a technical issue to solve the above tradeoff problem. Also, the
hybrid use of the cloud bursting queue and the dedicated queue might be a practical
solution. We have been exploring the better solution to balance user experience and
performance through the actual operation of SQUID.
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4.2 Software and tools to support integrated way of HPC and HPDA

As described in Section 3.2, researchers have been seeking for new ways of com-
putation. An example of such ways is data assimilation technique. By feeding back
the observed data to the simulation, researchers attempt to raise the accuracy of
computer simulations. Also, there exists researchers who try to judge whether the
simulation computation should be stopped or not by applying AI or ML techniques
to the interim result.

However, our current implementation of integrating HPC and HPDA is still prim-
itive and just provides the environment where HPC and HPDA can be performed
on SQUID. We have recognized that there is much room for improvement and rein-
forcement for supporting the exploration for new computational ways by researchers
like the above examples. For example, some data mechanism that enables jobs to
retrieve data located outside the supercomputing system to the parallel filesystem just
before job execution without degrading the job throughput might become necessary
for the application of data assimilation technique to simulations executed on the
supercomputing system assuming the shared use by multiple research groups [15].
The importance and necessity of such mechanism may be explained also from the
recent prevalence of IoT sensors.

In designing ONION, we aimed to realize the seamless data exchange and sharing
by researchers. As the result, ONION allows them to easily aggregate such data onto
the parallel filesystem and the object storage. Also, it enables researchers to easily
share the computational result with the collaborators who does not have any user
account on SQUID. However, we consider that the software and tools that allow
researchers to benefit from SQUID as the compute infrastructure and ONION as the
data infrastructure. Through the operation of SQUID we would like to clarify the
requirements and needs by the researchers who explore a new way of computation
and then work on the research and development of solutions for such requirements
and needs towards the next-generation supercomputing systems.

4.3 Evaluation of secure computing environment for an operational
point of view

The secure computing environment realized on SQUID, as described in Section 3.4,
provides two functionalities of secure partitioning and secure staging functionality.
However, these functionalities still need to be sophisticated from the perspective of
performance and stable operation. Currently, the secure partitioning functionality is
available on SQUID. However, how much the performance degradation due to the
overhead incurred by the dynamic establishment of the secure computing functional-
ity takes place has not sufficiently evaluated. Also, how secure our secure computing
environment must be quantitatively evaluated. Otherwise, scientists and researchers
cannot trust our secure computing environment for treating security-sensitive data.
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For these issues, we plan to collaborate with the dental scientists in Osaka University
Dental Hospital through the Social Smart Dental Hospital research collaboration
project promoted among the CMC, the hospital and NEC.

5 Summary

In this paper we introduced SQUID, the supercomputing system at the CMC. For
making SQUID unique and advanced, we have set five challenges in a hope that
SQUID delivers ambitious functionalities for the advancement of globalized aca-
demic research. As the result, SQUID not only provides high performance but also
offers the functionalities that allow researchers to perform research collaboration
with researchers in other universities and research institutions in a highly productive
way. For example, by utilizing ONION, which is the data aggregation infrastructure
designed for smooth data exchange and sharing, researchers can easily store scien-
tific data to be analyzed on the parallel filesystem and allows their collaborators to
download the analysis result immediately after computation. Also, by connecting
S3-compatible IoT devices and storages with ONION, each researcher can easily
move data between his/her environment and SQUID. For another example, the cloud
bursting functionality realized on SQUID enables the administrator to offload the
workload to the cloud resources on Azure and OCI in response to the surge in utiliza-
tion of on-premise compute nodes. This functionality contributes to the reduction of
users’ job waiting time and results in higher productivity in academic research. Also,
the secure computing environment established on SQUID can be used for analysis of
security-sensitive data. However, these ambitious features still have to be improved
and reinforced through the actual operation. We continue to work on the research
and development towards the next-generation supercomputing systems.
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Simulating Molecular Docking on the
SX-Aurora TSUBASA Vector Engine

Leonardo Solis-Vasquez, Erich Focht and Andreas Koch

Abstract Molecular docking simulations are widely used in computational drug
discovery. These simulations aim to predict molecular interactions at close distances
by executing compute-intensive calculations. In recent years, the usage of hardware
accelerators to speedup such simulations has become essential, since by leveraging
their processing capabilities, the time-consuming identification of potential drug
candidates can be significantly shortened.

AutoDock is one of the most cited software applications for molecular docking
simulations. In this work, we present our experiences in porting and optimizing
an OpenCL-based AutoDock implementation on the SX-Aurora TSUBASA Vector
Engine. For this purpose, we use device-specific coding techniques in order to
leverage the multiple cores on the Vector Engine, as well as its internal vector-based
processing capabilities. Based on our experiments, we achieve 3.6× speedup by using
a SX-Aurora TSUBASA VE 20B model compared to modern multi-core CPUs, while
still achieving competitive performance with respect to modern high-end GPUs.

1 Introduction

Molecular docking simulations are widely used in computational drug discovery. The
aim of these simulations is to predict the binding poses between a small molecule and
a macromolecular target, both referred to as ligand and receptor, respectively. The
purpose of drug discovery is to identify ligands that effectively inhibit the harmful
function of a given receptor [5]. In that context, molecular docking simulations play
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a key role at shortening the preliminary identification of potential drug candidates.
Subsequent wet lab experiments can be carried out using only a narrowed list of
promising ligands, hence reducing the overall cost of experiments.

AutoDock is one of the most cited software applications for molecular docking
simulations. It performs an exploration of molecular poses through its main engine:
a Lamarckian Genetic Algorithm (LGA) [12]. The prediction of the best pose is
based on the score, which quantifies the free energy (kcal/mol) of a ligand-receptor
system. AutoDock is characterized by nested loops with variable upper bounds and
divergent control structures. Moreover, the compute-intensive score evaluations are
typically invoked a couple of million of times within each LGA run. Because of
this, AutoDock suffers from long execution runtimes, which are mainly attributed
to its inability to leverage its embarrassing parallelism. To cope with that, we have
recently developed OpenCL-based implementations of AutoDock for speeding up
these simulations on a variety of devices including multi-core CPUs and GPUs [19],
and even FPGAs [22].

While the aforementioned devices are well-established in the High Performance
Computing (HPC) landscape, we think there are other accelerator technologies worth
exploring. One of them is the NEC SX-Aurora TSUBASA Vector Engine, whose core
technologies are vector-based processing and high-memory bandwidth (1.53 TB/s).
The SX-Aurora TSUBASA system offers a productive alternative through a pro-
gramming framework based on C/C++, and has been recently used to speed up
simulations in different fields including computational dynamics, electromagnetism,
and others [2, 8, 15].

Moving along these lines, in this work, we present our experiences in developing
AutoDock-Aurora, a port and optimization of our OpenCL-based implementation
of AutoDock for the SX-Aurora TSUBASA Vector Engine. For achieving higher
performance, device-specific coding techniques were applied. We believe that with
AutoDock-Aurora, the applicability of the SX-Aurora TSUBASA Vector Engine to
solve scientific problems can be expanded.

This paper is organized as follows: Sect. 2 provides a background on molecular
docking and on the characteristics of the SX-Aurora TSUBASA Vector Engine.
Sect. 3 details how we develop AutoDock-Aurora by describing our porting and
optimization experiences. Sect. 4 presents our performance evaluation on the SX-
Aurora TSUBASA Vector Engine as well as on CPUs and GPUs. Finally, Sect. 5
presents our closing remarks.

2 Background

This section covers the fundamentals of our work. Sect. 2.1 provides a brief overview
of molecular docking and AutoDock’s functionality. Sect. 2.2 describes relevant
features of the SX-Aurora TSUBASA Vector Engine.
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2.1 Molecular docking

Molecular docking explores the poses adopted by a ligand with respect to a recep-
tor. It aims: first, to predict the ligand poses within a certain binding site on the
receptor surface; and second, to estimate the binding affinity of their corresponding
interactions. A ligand pose can be represented by degrees of freedom experienced
during simulation. For instance, the ligand in Fig. 1a possesses three types of de-
grees of freedom: translation, rotation, and torsion. Typically, such representation
involves many degrees of freedom, and thus, results in a molecular docking explo-
ration suffering from a combinatorial explosion. To cope with that, such simulations
systematically explore the molecular space using heuristic search methods (e.g., ge-
netic algorithms, simulated annealing, etc), which in turn, are assisted by scoring
functions that estimate the binding affinity [11, 25].
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Fig. 1: (a) Degrees of freedom of a theoretical ligand composed of atoms A, B, C,
. . . , O. Bonds between atoms are depicted as connecting lines. Each rotatable bond
such as E–H and I–J corresponds to a torsion, i.e., rotation of affected ligand atoms
around the rotatable-bond axis. (b) Mapping between a ligand pose (a set of degrees
of freedom) and a genotype (set of genes). The number of rotatable bonds in a ligand
is denoted as 𝑁rot

From an algorithmic standpoint, AutoDock executes a Lamarckian Genetic Al-
gorithm (LGA) that combines two methods: a Genetic Algorithm and a Local
Search [12]. The Genetic Algorithm (GA) maps the molecular docking exploration
into a biological evolution process. In this mapping, each degree of freedom cor-
responds to a gene. The full set of genes conforms a genotype (Fig. 1b), which
represents an individual of a population. A ligand pose is mapped into an individual,
which throughout the evolution, experiences genetic modifications (e.g., crossover,
mutation). Moreover, individuals undergo a selection procedure in which the stronger
ones survive to the next generation.
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The individual’s strength, i.e., the score of the respective ligand pose, is estimated
with the scoring function. The score quantifies the binding affinity (kcal/mol) by
taking into account atomic interactions (Van der Waals, hydrogen bonding, electro-
statics, desolvation) and loss of ligand entropy upon binding [6].

The Local Search (LS) further optimizes the scores of the poses already generated
via the Genetic Algorithm. For that purpose, during the Local Search execution,
AutoDock subjects a population subset of randomly-chosen individuals to the Solis–
Wets method [20], which aims to minimize the score by performing a number of
adaptive iterations. The Solis–Wets algorithm (Fig. 2) takes a genotype as input, and
generates a new one by adding small changes (constrained random amount) to each
input gene. The scores of the aforementioned genotypes are calculated and compared.
In case the score is not minimized, a second genotype is generated by subtracting
(instead of adding) small changes to each input gene. Similarly, this is followed
by a corresponding score calculation and comparison. The termination criterion of
the Local Search is adapted at runtime according to the number of successful or
failed score-minimization attempts. The poses improved by the Local Search are
re-introduced into the LGA population.

1 w h i l e ((it < it_MAX) && (step > step_MIN)) {
2 ...
3
4 // Updating counts
5 i f (score_lower) {
6 // Updating genotype in one direction
7 genotype = newgenotype_1;
8 succ++;
9 fail = 0;
10 direction = positive;
11 } e l s e {
12
13 // Comparing scores of genotypes
14 i f Score (newgenotype_2) < Score (genotype) {
15 direction = positive;
16 }
17
18 i f (direction = negative) {
19 succ = 0;
20 fail++;
21 direction = positive;
22 } e l s e {
23 // Updating genotype in the opposite direction
24 genotype = newgenotype_2;
25 succ++;
26 fail = 0;
27 direction = negative;
28 }
29 }
30 }

Fig. 2: Pseudo code of the Solis-Wets method employed as Local Search in AutoDock

Figure 3 depicts the functionality of AutoDock, as well as the default values
of its LGA parameters. The Genetic Algorithm is parameterized with the ratios of
crossover (𝑅cross), mutation (𝑅mut), and selection (𝑅sel). The Local Search termina-
tion is controlled by the minimum change step (stepMIN), as well as the maximum
number of iterations (𝑁MAX

LS-iters). A docking job consists of the execution of several
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independent LGA runs (𝑁LGA-runs). Each of these LGA runs optimizes the scores
of a population of 𝑁pop-size individuals. A single LGA run finishes its execution
when it reaches the maximum number of score evaluations (𝑁MAX

score-evals) or gener-
ations (𝑁MAX

gens ), whichever comes first. This figure also shows that the evaluation
of an individual’s score consists of three steps. In Step 2, the generated pose (ex-
pressed as a genotype) is transformed into its corresponding atomic coordinates.
In Step 3 and Step 4, the calculated atomic coordinates are used to compute the
ligand-receptor (intermolecular) and ligand-ligand (intramolecular) interactions. In
addition, the complexity of the score evaluation causes the performance bottleneck,
as the scoring contributes to more than 90 % of the total execution runtime.

AutoDock DOCKING JOB[
𝑁LGA-runs : 50

]

Step 1
GA generation

GENETIC ALGORITHM (GA)[
𝑅cross : 0.80 | 𝑅mut : 0.02 | 𝑅sel : 0.50

]
Step 2-3-4
Individual
scoring

Step 1
LS generation

Step 2-3-4
Individual
scoring

Iterating over selected individuals

LOCAL SEARCH (LS)[
stepMIN : 0.01 | 𝑁MAX

LS-iters : 300
]Iterating over GA generations

LAMARCKIAN GENETIC ALGORITHM (LGA)[
𝑁pop-size : 50 | 𝑁MAX

score-evals : 2′500′000 | 𝑁MAX
gens : 27′000

]
Iterating over independent LGA runs

Input processing

Output pro-
cessing

Step 2
Pose

calculation

Step 3
Ligand-receptor

interaction

Step 4
Ligand-ligand

interaction

< 1 %Typical runtime distribution < 10 % > 90 %

Fig. 3: AutoDock block diagram [21] with default values of LGA parameters

2.2 SX-Aurora TSUBASA Vector Engine

The SX-Aurora TSUBASA Vector Engine, also in this work simply referred to as
VE, is a high-performance accelerator in the shape of a full-profile dual-slot PCIe
card. It is attached via PCIe to a Vector Host (VH), which is an x86 processor
responsible for OS-related tasks as well as for the VE resource management. The
VE has eight cores, where each core possesses two processing units. The scalar
processing unit (SPU) employs a RISC instruction set, out-of-order execution, and
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L1 & L2 caches. The vector processing unit (VPU) has 64 long vector registers
as well as several vector execution units. In contrast to conventional SIMD and
SIMT architectures, these vector execution units are implemented as 32 × 64-bit
wide SIMD units with 8-cycle deep pipelines. Moreover, the VPU utilizes a vector
length register and 16 vector mask registers. The vector length register controls the
number of elements processed in vector operations, while the mask registers enable
predication. Currently, VE processors of first (VE 10) and second generation (VE 20)
are commercially available [23].

Regarding memory capabilities, the VE features a 48 GB HBM2 RAM, which is
capable of up to 1.53 TB/s of memory bandwidth. All eight cores within the VE are
connected to a 16 MB Last Level Cache (LLC) through a fast 2D network-on-chip.
Moreover, the VE supports two memory-access modes: normal and partitioned.
In the first mode, all VE cores are able to access any part of the LLC and RAM,
i.e., they perform uniform memory accesses (UMA). In the second mode, all VE
cores are split into two equally-sized groups, and by default, they access only their
segment of the LLC and RAM. The usage of the partitioned mode, also known as
the non-uniform memory access (NUMA) mode, can result in performance benefits
as it reduces the memory-port and memory-network conflicts.

In terms of execution models, the VE supports three different ones [8]: VE ex-
ecution, VH offload, and VE offload. In the VE execution model, an application is
executed on the VE, and only system calls are offloaded to the VH. In the VH offload
model, an application is executed on the VE, and system calls and scalar compu-
tations are offloaded to the VH. Finally, in the VE offload or accelerator model,
the application is executed in the VH, and only compute-intensive calculations (i.e.,
kernels) are offloaded to the VE. Furthermore, recent studies have developed hy-
brid programming approaches such as VEDA [24], neoSYCL [7], OpenMP target
offloading [1], and HAM [13].

For this work, we use the accelerator model through the programming model
called Vector Engine Offloading (VEO) [4]. Basically, VEO provides the lowest-
level host APIs that can be used to express kernel offloading and VH-VE data
movement. Moreover, VEO is based on C++ and its host APIs resemble those of
OpenCL.

3 Methodology

This section describes our development of AutoDock-Aurora, and is organized in two
parts describing our porting and optimization methodologies.
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3.1 Porting

The baseline code of AutoDock-Aurora is ocladock-fpga, an OpenCL implementation
of AutoDock tailored for FPGAs [22]. Essentially, we follow the same code parti-
tioning scheme, based on host and device code, already defined in ocladock-fpga.
By this scheme, the host takes care of the overall program management, while the
device executes the LGA runs offloaded from the host.

Porting for the SX-Aurora TSUBASA Vector Engine requires a proper adapta-
tion of both original host and device codes. For the host code, we adopt the VEO
programming model, and thus, we replace the OpenCL API calls with their VEO
counterparts. For the device code, porting is much more involved due to its complex
implementation in ocladock-fpga, consisting of several OpenCL kernels commu-
nicating via OpenCL pipes (i.e., on-chip FIFO-like structures). To adapt this into
standard C/C++ functions, we remove all OpenCL-specific language qualifiers, as
well as replace OpenCL pipe operations with function calls passing data via pointer
arguments.

The porting just described might appear trivial, but it is not due to the implemen-
tation complexity of the kernel. In fact, the non-determinism (due to randomness)
in the LGA heuristics was the major cause of errors. Therefore, we spent significant
development time verifying that the resulting ligand poses and scores reached the
expected level of convergence, as discussed in [19].

3.2 Optimization

For the device code, we use the NEC compiler that performs an automatic vec-
torization. For loops not vectorized in the initial compiler pass, we apply several
optimizations (e.g., removal of data dependencies) and code re-factoring (e.g., usage
of four-byte int instead of single-byte char for index and loop-control variables).
Consequently, we achieved a full vectorization of the functions computing the ligand-
receptor (Step 3) and ligand-ligand (Step 4) interactions, which largely contribute to
the total execution runtime (Sect. 2.1). Moreover, we leverage the multiple VE cores
in the SX-Aurora TSUBASA by distributing the outermost-loop iterations among
such cores. This is achieved by annotating the loop executing the independent LGA
runs (Fig. 3) with the #pragma omp parallel for compiler directive.

The following subsections organize our optimizations into main and additional
ones.

3.2.1 Main Optimizations

At this point in development, although AutoDock-Aurora’s code was vectorized and
parallelized, it ran ∼2.2× slower compared to the host CPU. This low performance
was due to the vector pipes being leveraged only for the innermost loops, which
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could be quite short compared to vector length of the VE (= 256 elements, 64-bit
each). In particular, the main loops in the score evaluation iterate over: the number
of required rotations (Step 2), the number of ligand atoms (Step 3), and the number
of atomic pairs contributing to the ligand-ligand interaction (Step 4). For one of
the inputs tested, e.g., 1ig3, the aforementioned loop lengths were 53, 21, and 122,
respectively. Correspondingly, these loop bounds lead to vector lengths shorter than
1/4 th, 1/12 th, and 1/2 th of the maximum vector length of the VE.

In order to increase the vector lengths of the device code, we optimize the em-
ployed OpenCL-to-VE mapping (Sect. 3.1). In the initial implementation, we mapped
each OpenCL thread to a VE core. This mapping was replaced by a scheme that in-
stead maps each OpenCL thread to a vector lane. In coding terms, we can achieve
this by applying the technique called loop pushing to the LGA, and thus, to its main
components, the Genetic Algorithm (GA) and the Local Search (LS).

Figure 4 shows how we apply loop pushing in the GA code. Basically, the out-
ermost loop iterating over all individuals (i.e., over their genotypes) can be pushed
into each component of the scoring function (Step 2, Step 3, Step 4), so that this
loop becomes the innermost, data parallel, and easily vectorizable loop. For optimal
performance, the loop pushing technique is paired with changes in the data layout,
so that the vectorized code accesses data with unit-strides as much as possible.

Original Optimized

1 Genet ic Algor i thm (individuals) {
2
3 f o r all (Npop-size genotypes) {
4 Step1 (genotype)
5
6 // Pose calculation
7 Step2 (genotype) {
8 f o r all (Nrotations) {
9 ...
10 }
11 r e t u r n coords
12 }
13
14 // Ligand-receptor interaction
15 Step3 (coords) {
16 f o r all (Natoms) {
17 ...
18 }
19 r e t u r n score_lig -rec
20 }
21
22 // Ligand-ligand interaction
23 Step4 (coords) {
24 f o r all (Natomic-pairs) {
25 ...
26 }
27 r e t u r n score_lig -lig
28 }
29 }
30 }

1Genet ic Algor i thm (individuals) {
2
3Step1 (Npop-size genotypes)
4
5// Pose calculation
6Step2 {
7f o r all (Nrotations) {
8f o r all (Npop-size genotypes) {
9...
10}
11}
12r e t u r n coords [Npop-size]
13}
14
15// Ligand-receptor interaction
16Step3 {
17f o r all (Natoms) {
18f o r all (Npop-size genotypes) {
19...
20}
21}
22r e t u r n score_lig -rec [Npop-size]
23}
24
25// Ligand-ligand interaction
26Step4 {
27f o r all (Natomic-pairs) {
28f o r all (Npop-size genotypes) {
29...
30}
31}
32r e t u r n score_lig -lig [Npop-size]
33}
34}

Loop pushing

Loop
pushing

Loop
pushing

Fig. 4: Optimization in Genetic Algorithm (GA): pushing the outer loop into the
three components of the scoring function (Step 2, Step 3, Step 4)
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Figure 5 shows the additional techniques required to successfully apply loop
pushing in the LS code. The reason for this extra work is the divergent nature of
the Solis–Wets method implemented as Local Search (Sect. 2.1). In contrast to the
GA, where all individuals (of the population) undergo a regular evolution (crossover,
mutation, and selection), the individuals in LS can evolve in different directions, or
some might converge (i.e., they meet the termination criteria of Solis–Wets) earlier
than others. The already-converged individuals are removed from the computation,
which in turn, reduces the length of the innermost loop. We are able to apply loop
pushing in the LS code by using predication, as well as by compressing the data of
the non-converged part of the population.

3.2.2 Additional Optimizations

The generation of individuals in both GA and LS requires random numbers, which
in ocladock-fpga [22] used as baseline, are generated with a congruential random
number generator. The disadvantage of such scheme is that each of its generated
random values depends on the previous one, i.e., 𝑋n+1 = 𝑓 (𝑋n), which hinders
vectorization and parallelization. To cope with this, we replaced the congruential
generator with a 64-bit Mersenne Twister pseudo-random generator provided in the
NEC NLC library collection [14].

Regarding the numerical precision, we opt to utilize single-precision floating
point, similarly as in prior work such as ocladock-fpga [22] and AutoDock-GPU [19].
Moreover, in order to vectorize single-precision computations on the SX-Aurora
TSUBASA, we use packed vector instructions where each 64-bit vector element
of a vector register contains two 32-bit float entities. Hence, by enabling packed
vectorization on top of loop pushing, vectors in device code can have lengths of up
to 512 elements, allowing the performance to be doubled.

4 Evaluation

For our experiments, we selected a total of 31 ligand-receptor inputs from [9]. Table 1
shows a subset of ten inputs. Any selected input has less than eight rotatable bonds
(𝑁rot < 8), as that is the maximum number that can be effectively handled by the
Solis–Wets method as Local Search [19].

The following subsections organize our evaluation into execution profiling and
performance comparison against other devices.



30 L. Solis-Vasquez, E. Focht and A. Koch

Original Optimized

1 w h i l e ((it < it_MAX) &&
2 (step > step_MIN)) {
3 ...
4
5 // Updating counts
6 i f (score_lower) {
7 succ++;
8 fail = 0;
9 direction = positive;
10 } e l s e {
11 i f (direction == negative) {
12 succ = 0;
13 fail++;
14 direction = positive;
15 } e l s e {
16 direction = negative;
17 }
18 }
19 } // End of while

1w h i l e (num_active_ls > 0) {
2...
3
4// Building compressed list
5// of active indexes
6act_pop_size = 0;
7f o r (j = 0; j < pop_size; j++) {
8i f (ls_is_active[j]) {
9active_idx[act_pop_size] = j;
10it_compr[act_pop_size] = it[j];
11step_compr[act_pop_size] = step[j];
12succ_compr[act_pop_size] = succ[j];
13...
14act_pop_size++;
15}
16}
17
18...
19
20// Updating array-based counts
21// Scoring leverages loop pushing
22f o r (jj = 0; jj < act_pop_size; jj++) {
23i f (score_lower[jj]) {
24succ_compr[jj]++;
25...
26} e l s e {
27i f (dir_compr[jj] == negative) {
28succ_compr[jj] = 0;
29...
30} e l s e {
31...
32}
33}
34}
35
36...
37
38// Predicating on termination condition
39num_active_ls = act_pop_size;
40f o r (jj = 0; jj < act_pop_size; jj++) {
41i f ((it_compr[jj] > it_MAX) ||
42(step_compr[jj] <= step_MIN)) {
43ls_is_active[active_idx[jj]] = 0;
44num_active_ls --;
45}
46j = active_idx[jj];
47it[j] = it_compr[jj];
48step[j] = step_compr[jj];
49succ[j] = succ_compr[jj];
50...
51}
52} // End of while

Predication

Compression

Compression

Fig. 5: Optimization in Local Search (LS): usage of predication and compression.
In the optimized code, predication updates the number of active individuals. An
example of compression-based optimization is the replacement of the succ scalar
variable with the succ_compr[ ] array counterpart. In both cases, the number of
successful search attempts is counted. In the optimized code, however, the array
compresses data for all active individuals

Table 1: Subset of ligand-receptor inputs with their respective number of rotatable
bonds (𝑁rot) and atoms (𝑁atom)

Input 1ac8 1hnn 1yv3 1owe 1p62 1n46 1ig3 1t46 2bm2 1mzc

𝑁rot 0 2 2 3 4 5 6 6 7 8
𝑁atom 8 18 23 27 22 28 21 40 33 38
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Table 2: Execution metrics using the 1ig3 input, before and after applying loop
pushing. Information was obtained using NEC PROGINF [18]

Metric Before After Ratio B / A

Real Time [sec] 307.5 14.5 21.3
User Time [sec] 2’458.1 115.0 21.4
Vector Time [sec] 510.2 104.0 4.91
Inst. Count 5’085’000’001’257 98’888’607’313 51.4
Vec. Inst. Count 120’865’697’285 32’136’492’289 3.76
FLOP Count 4’982’577’754’822 4’826’280’301’843 1.03
MOPS 6’012.0 75’174.3 0.08
MOPS (Real) 48’082.1 597’857.0 0.08
MFLOPS 2’027.0 41’960.7 0.048
MFLOPS (Real) 16’211.5 333’711.3 0.049
Avg. Vec. Length 71.5 216.9 0.33
V. Op. Ratio [%] 66.4 99.2 0.67

4.1 Execution profiling

One important aspect to analyze are the performance metrics resulting out of execu-
tion profiling. For this purpose, we use the PROGINFO and FTRACE utilities [18],
which provide a set of performance counters as well as derived performance met-
rics. As discussed in Sect. 3.2.1, the major optimization in our work consists in
applying loop pushing. Via execution profiling, we can compare relevant execution
metrics before and after applying loop pushing, and thus, analyze the impact of this
technique.

In Table 2, the first three are latency metrics. The real time represents the wall-
clock elapsed time, while the user time represents the time spent by all eight cores
in the VE. As described in Sect. 3.2, the independent LGA runs are distributed
among the eight VE cores, and thus, the user time is ∼8× that of the real time.
The vector time represents the execution runtime for vector instructions. For these
latency metrics, we observed reductions (i.e., improvements) of ∼21× (real and user
time) and ∼4.9× (vector time).

The following metrics represent the instruction and operation count. Particularly,
the number of all executed instructions, i.e., Inst. Count, is reduced ∼51×, while
the number of vector instructions is reduced ∼3.8×. The reduction in the overall
instruction count is attributed to the fact that the initially scalar loops are now
vectorized with larger vector lengths (> 200). On the other hand, the number of vector
instructions is also reduced because the formerly short loops (i.e., with average vector
length of ∼72) are now executed as longer loops (i.e., with average vector length
of ∼217). Moreover, the number of floating-point operations, i.e., FLOP Count,
stays almost the same in both cases (before vs. after). This is because the program
computes the same problem, and hence, it performs roughly the same number of
floating-point operations.
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Table 3: Technical characteristics of the SX-Aurora TSUBASA VE 20B, GPUs
(RTX2070, V100, A100) and CPUs (EPYC ones) used in the evaluation: semi-
conductor process size (Proc. Size), base clock frequency (Freq), number of cores
(Ncores), FP32 performance (Perf), memory bandwidth (MemBW). Both CPU plat-
forms posses two sockets each

Characteristics VE 20B RTX2070 V100 A100 EPYC 7502 EPYC 7742

Proc. Size [nm] 16 12 12 7 7 7
Freq [GHz] 1.60 1.61 1.23 0.76 2.50 2.25
Ncores 8 2560 5120 6912 32 × 2 64 × 2
Perf [TFLOPS] 4.9 9.1 14.1 19.5 2.6 4.6
MemBW [GB/s] 1530 448 897 1555 204.8 × 2 204.8 × 2

The metric termed MOPS represents the number of overall operations per second,
while MFLOPS represents the number of floating-point operations per second. The
additional metrics, MOPS Real and MFLOPS Real, take into account the eight cores
in the VE. Both MOPS and MFLOPS present a significant increase of 12.5× (= 1/ 0.08)
and 20.4× (= 1/ 0.049), respectively. Both improvements are due to the increase in:
the average vector length (from ∼72 up to ∼217), and in the vector operation ratio
(from 66.4 % up to 99.2 %).

4.2 Performance comparison against CPUs and GPUs

In this section, we compare the execution runtimes achieved on the VE against
those achieved on CPUs and GPUs. Table 3 lists the accelerator devices used in
our benchmark. In order to run dockings on CPUs and GPUs, we use AutoDock-
GPU, the state-of-the-art OpenCL-based implementation of AutoDock. In particular,
for ensuring a fair comparison, we use v1.1 of AutoDock-GPU, which features an
equivalent functionality to that implemented in AutoDock-Aurora in this work. Note
that in Sect. 2.1, we indicated that AutoDock subjects a population subset to Local
Search. However, in our experiments, we set the entire population to undergo Local
Search, as in real-world experiments with AutoDock-GPU.

Figure 6 shows the impact of the population size on the execution runtime. We
observe that larger population sizes result in faster AutoDock-Aurora executions on
the VE. The reason for this are the pushed-in loops that enable longer vector lengths
for larger population sizes. On the other hand, we also notice that population sizes
do not impact much on the other devices. The different performance behavior on
CPUs and GPUs is attributed to the workload distribution employed in AutoDock-
GPU. Particularly, AutoDock-GPU spawns a number of OpenCL work-groups that is
directly determined by the population size: 𝑁WG = 𝑁pop-size×𝑁LGA-run. As described
in Sect. 2.1, the LGA terminates when the number of score evaluations reaches an
upper bound (𝑁MAX

score-evals). Hence, processing larger population sizes requires fewer
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iterations per LGA run, which compensates for the seemingly bigger workload
imposed by the need to process more individuals. Moreover, larger population sizes
result in additional OpenCL work-groups, which in turn, introduce a synchronization
overhead causing the slight increase of execution runtimes on CPUs and GPUs.

VE 20B RTX2070 V100 A100 2×EPYC-7502 2×EPYC-7742
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Fig. 6: Geometric mean of execution runtimes over 31 inputs, comparing the impact
of the chosen population size: 𝑁pop-size = {256, 512, 1024, 2048}. AutoDock-Aurora
was executed on the VE 20B, while AutoDock-GPU v1.1 on the GPUs and CPUs. In
all executions: 𝑁LGA-runs = 100. Other parameters were left at default values

For the sake of clarity, Fig. 7 shows only the results when using a population of
2048 individuals (𝑁pop-size = 2048). This configuration is optimal for the VE, but we
think there is no disadvantage for other devices when using this configuration for a
more detailed comparison. With respect to the CPUs, the VE 20B achieves faster
executions than both dual-socket state-of-the-art AMD EPYC nodes by average
factors of 6.5× (= 44.3/ 6.8) and 3.6× (= 25.1/ 6.8). With respect to the GPUs, executions
on the VE 20B are slightly faster than those on the RTX2070 by an average factor
of 1.1× (= 7.7/ 6.8), but slower than those on the V100 and A100 by average factors
of 1.8× (= 6.8/ 3.8) and 4.5× (= 6.8/ 1.5), respectively. Considering the semiconductor
technology used in the fabrication of the selected devices (Table 3), we can put
the above factors into perspective: the VE 20B (16 nm) outperforms CPUs that are
multiple silicon generations ahead of it (i.e., 7 nm in EPYC), while still achieving
competitive performance with respect to GPUs that are at least one generation ahead
of it (i.e., 12 nm, 12 nm, 7 nm in RTX2070, V100, A100, respectively).

5 Conclusions

In this work, we have developed AutoDock-Aurora, a port of the AutoDock molecular
docking simulation program for the SX-Aurora TSUBASA Vector Engine. Our code
baseline was based on OpenCL, and the porting experience was smooth. However,
the performance optimization required a combination of a number of device-specific
coding techniques. The main technique consisted in increasing the vector lengths
via loop pushing, which involved large code-refactoring in the Local Search part of
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Fig. 7: Geometric mean of execution runtimes over 31 inputs. AutoDock-Aurora was
executed on the VE 20B, while AutoDock-GPU v1.1 on the GPUs and CPUs. In all
executions: 𝑁popsize = 2048, 𝑁LGA-runs = 100. Other parameters were left at default
values

AutoDock, but in return, reduced significantly the execution runtimes. As a result,
AutoDock-Aurora running on a VE 20B is in average 3.6× faster than 128-core CPU
servers, while still being competitive to RTX2070, V100, and A100 GPUs.
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Simulation of Field-induced Chiral Phenomena
in Inhomogeneous Superconductivity

Hirono Kaneyasu, Kouki Otsuka, Singo Haruna, Shinji Yoshida and Susumu Date

Abstract We explain the field-induced chiral phenomena in inhomogeneous super-
conductivity and perform a computational simulation to demonstrate such phenom-
ena on the basis of the Ginzburg–Landau equation for the inhomogeneous interface
superconductivity of a eutectic system. Field-induced chiral phenomena occur be-
cause of the paramagnetic coupling of an intrinsic magnetization with an external
magnetic field. Applying a magnetic field to a non-chiral state leads to a field-induced
chiral transition with the generation of a paramagnetic chiral current. Numerically
solving the aforementioned equation yields converged solutions and output numer-
ical data obtained through an iterative process. The actual time for this calculation
can be distinctly reduced through acceleration via code optimization that is suitable
for vector parallelization. Reducing the calculation time makes it possible to extend
the simulation to lower temperatures where the inhomogeneous superconductivity
spreads to a greater distance from the interface.
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1 Field-induced chiral phenomena in inhomogeneous
superconductivity

1.1 Chiral state

Superconductivity is a valuable feature of energy and electric technologies. Electric
properties and electromagnetic features are used in power transmission, magnetic,
and quantum devices. The superconducting state appears when the temperature is
lowered and two electrons form a pair known as the Cooper pair. Electromagnetic
features can be understood from the microscopic aspect of electron pairs [1, 25].
The electron pairs condense in the same quantum state, leading to the macroscopic
phenomenon of superconductivity.

The features of a Cooper pair are characterized by the “spin” and “orbital” of the
electrons in the quantum state, as shown in Fig. 1 (a). The spin configuration is anti-
parallel or parallel, referred to as spin-singlet and spin-triplet states, respectively.
Meanwhile, the intrinsic angular momentum 𝐿𝑧 for an orbital of a Cooper pair is
characterized by an intrinsic magnetization denoted by 𝐿𝑧 ≠ 0, i.e., 𝐿𝑧 = ±1,±2, ...,
which reflects a chiral state with the time-reversal symmetry breaking [17, 32].
The superconducting state with intrinsic magnetization causes interesting chiral
phenomena that differ from usual superconductivity.

1.2 Field-induced chiral phenomena

In the chiral state, an electron pair with intrinsic magnetization has a feature response
to an external magnetic field because the intrinsic magnetization couples with the
external magnetic field [23]. A part of this is the field-induced chiral phenomena,
which results from the paramagnetic coupling of the intrinsic magnetization with
an external magnetic field [9, 23]. The paramagnetic coupling of the intrinsic mag-
netization stabilizes the chiral state by generating a paramagnetic chiral current in
the direction opposite to the screening current, as shown in Fig. 1 (b) [9, 23]. By
contrast, the screening current flows to generate a diamagnetic field to the external
magnetic field. This is known as the Meissner effect, which is a general feature of
superconductivity [24]. Such field-induced chiral phenomena occur distinctly in the
case of inhomogeneous superconductivity, which has been reported in a theoretical
study based on the Ginzburg–Landau theory [9].

In inhomogeneous superconductivity, the application of a magnetic field to a
non-chiral state causes the field-induced chiral transition with the generation of a
paramagnetic chiral current, as shown in Fig. 2 (a) [9]. For example, such a non-
chiral state yields an onset temperature of superconductivity as an interface state
nucleating near the interface between superconductivity and a metal, which transits
to a chiral state when the temperature is lowered in a zero field [9,11,12,31]. Such an
interface system is a characteristic of a eutectic superconductor containing multiple
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interfaces between the parent superconductor and metal inclusions. Identifying the
field-induced chiral phenomena in such materials is useful for discovering candidates
for chiral superconductors, because the field-induced chiral phenomena constitute
evidence of chiral superconductivity.

In this study, a computational simulation is conducted to demonstrate the field-
induced chiral phenomena with a paramagnetic chiral current in the inhomogeneous
state. In particular, the field-induced chiral transition is produced in an interface
superconducting model for eutectic Sr2RuO4-Ru [19–21]. The features of the field-
induced chiral phenomena are qualitatively compared with the experimental results
obtained for eutectic Sr2RuO4-Ru [14, 20, 36]. The good agreement with the exper-
imental results serves as evidence of a chiral state in the bulk state of the parent
superconductor Sr2RuO4 [9].

2 Field-induced chiral phenomena in a eutectic superconductor

2.1 Inhomogeneous interface superconductivity

Sr2RuO4 is a potential candidate for chiral superconductors [6, 18, 35]. The par-
ent material of eutectic Sr2RuO4-Ru is Sr2RuO4, which contains micrometer-scale
Ru-metal inclusions [20, 21]. Experiments have reported the nucleation of inho-
mogeneous superconductivity around interfaces between the Ru-metal inclusions
and the parent superconductor Sr2RuO4. Inhomogeneous interface superconductiv-
ity exhibits an intrinsic magnetization below the bulk transition temperature 𝑇bulk
near 𝑇c,SRO = 1.5 K, which is the superconducting transition temperature of pure
Sr2RuO4 [30]. Moreover, theoretical studies have suggested that the superconduct-
ing phenomena are evidence of a chiral state in the parent superconductor Sr2RuO4
[3, 9, 11–13,22, 31].

In the eutectic superconductor Sr2RuO4-Ru, the inhomogeneous interface state
asymptotes to a superconducting state of pure Sr2RuO4 when the temperature is
lowered to 𝑇c,SRO. By contrast, interface superconductivity appears at the onset tem-
perature 𝑇onset, i.e., 3 K above 𝑇bulk. When the temperature is lowered in a zero field,
first, the interface state is a non-chiral state near 𝑇onset; thereafter, the non-chiral state
transits to a chiral state when 𝑇 is lowered toward 𝑇bulk. This interface superconduct-
ing model for explaining the chiral transition is considered for the 3-Kelvin phase
model of eutectic Sr2RuO4-Ru [31]. The interface superconductivity nucleates in
accordance with the increase in the superconducting transition temperature locally
near the interface originating from a particular electron state induced by strain due
to the deposition of Ru-metal inclusions [7, 33, 37]. This interface model is shown
in Fig. 2 (b) [9, 11, 12, 31]. Considering a Ru-metal inclusion in the parent super-
conductor Sr2RuO4, a planar interface perpendicular to a RuO2-layer is set at the
junction Ru/Sr2RuO4.
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Fig. 1: (a) Chiral state of the Cooper pair in configurations of spin and angular
momentum. The intrinsic angular momentum for the orbital of the Cooper pair is
𝐿𝑧 ≠ 0, i.e., 𝐿𝑧 = ±1,±2, .... (b) Field-induced chiral phenomena in inhomogeneous
superconductivity. The chiral state is stabilized by applying an external magnetic
field with the generation of a paramagnetic chiral supercurrent that flows in the
direction opposite to the screening supercurrent, whose field is diamagnetic to the
external magnetic field.
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Fig. 2: (a) Field-induced chiral transition in inhomogeneous superconductivity. The
chiral state stabilizes owing to the paramagnetic coupling of an intrinsic magne-
tization with an external magnetic field, and it generates a paramagnetic chiral
supercurrent. (b) Order parameter 𝜼 of inhomogeneous superconductivity near an
interface between a metal and a superconductor, i.e., Ru/Sr2RuO4. The chiral state is
represented by two components 𝜂𝑡 and 𝜂𝑝 in the 𝑥𝑦-plane parallel to the RuO2-layer,
and this is common to the chiral states 𝑘𝑧𝑥 ± 𝑖𝑘𝑦𝑧 and 𝑘𝑥 ± 𝑖𝑘𝑦 in the projection to
the 𝑥𝑦-plane. Here, 𝜂𝑡 and 𝜂𝑝 denote the tangential and perpendicular components,
respectively. A two-component state with both 𝜂𝑡 and 𝜂𝑝 and a one-component
state with only 𝜂𝑡 correspond to the chiral and non-chiral states, respectively. The
chiral transition corresponds to a transition from the one-component state to the
two-component state due to yielding the second component 𝜂𝑝 [31].

2.2 Chiral transition represented with order parameter

Here, we assume that a chiral state for a bulk state below 𝑇𝑏𝑢𝑙𝑘 is identical to that for
pure Sr2RuO4, as shown in Fig. 2 (b). Considering a point group 𝐷4ℎ for a perovskite
structure of pure Sr2RuO4, some of the possible chiral states are a chiral 𝑑-wave,
𝑑𝑧𝑥 ± 𝑖𝑑𝑦𝑧 , and a chiral 𝑝-wave state, 𝑝𝑥 ± 𝑖𝑝𝑦 , protected by the symmetry of crystal
structure, as well as a chiral 𝑑-wave, 𝑑𝑥2−𝑦2 ± 𝑖𝑑𝑥𝑦 in accidental degeneracy [5,15].
In a traditional classification, 𝑑𝑧𝑥 ± 𝑖𝑑𝑦𝑧 and 𝑑𝑥2−𝑦2 ± 𝑖𝑑𝑥𝑦 are the spin-singlet state,
while 𝑝𝑥 ± 𝑖𝑝𝑦 is the spin-triplet state [32]. Their intrinsic magnetization is parallel
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to the 𝑧-axis, corresponding to an angular momentum 𝐿𝑧 ≠ 0 for the Cooper pair.
The crystalline structure along the 𝑧-axis is perpendicular to the RuO2 layers on
the 𝑥𝑦-plane, leading to the two-dimensional electron property. Projecting onto the
𝑥𝑦-plane of the RuO2-layer, the components of the order parameter on the 𝑥𝑦-plane
are common to both chiral states with 𝑑𝑧𝑥 ± 𝑖𝑑𝑦𝑧 and 𝑝𝑥 ± 𝑖𝑝𝑦 represented using
𝑘𝑧𝑘𝑥 ± 𝑖𝑘𝑦𝑘𝑧 and 𝑘𝑥 ± 𝑖𝑘𝑦 , respectively, as shown in Fig. 2 (b) [9, 11, 12, 22, 31].

The chiral states with the time-reversal symmetry breaking are denoted with
a combination of two orbital symmetries with a pure imaginary number 𝑖, corre-
sponding to 𝜂𝑡 + 𝑖𝜂𝑝 in the expression of a superconducting order parameter. Here,
the components 𝜂𝑡 and 𝜂𝑝 of the order parameters correspond to the tangential and
perpendicular components of interface Sr2RuO2/Ru, respectively. By contrast, a non-
chiral state is represented with only one component 𝜂𝑡 . Therefore, a chiral transition
indicates a transition from the one-component state with 𝜂𝑡 to the two-component
state with 𝜂𝑡 + 𝑖𝜂𝑝 , yielding the second component 𝜂𝑝 [32].

This interface model sets a superconducting transition temperature that increases
near the interface; moreover, it sets boundary conditions for the suppression of the
perpendicular components at the interface in the extrapolates of superconductivity
to the interface between the Ru-metal and the Sr2RuO4-superconductor [9, 11, 12,
22, 31]. The nucleation of superconductivity at the interface originates from the
local enhancement of the superconducting transition temperature in a narrow range
at the interface on the side of Sr2RuO4. In addition, the component 𝜂𝑝 , which is
perpendicular to the interface, is suppressed by the boundary conditions for the
interface. In this situation, the non-chiral state is stabilized with the nucleation of
only one component 𝜂𝑡 in a zero field at 𝑇onset = 3 K. This non-chiral state with one
component 𝜂𝑡 transits to the chiral state with two components 𝜂𝑡 + 𝑖𝜂𝑝 at 𝑇∗ = 2.3 K
by yielding the second component 𝜂𝑝 , owing to the lowering of the temperature in
the zero field.

As 𝑇∗ is a chiral transition temperature due to the lowering of the temperature in
the zero field above 𝑇∗, the non-chiral state is stabilized with one component 𝜂𝑡 in
the zero field. When a magnetic field 𝐻𝑧 is applied to this non-chiral state with one
component 𝜂𝑡 above 𝑇∗, it transits to the chiral state with two components 𝜂𝑡 + 𝑖𝜂𝑝
by yielding the second component 𝜂𝑝 as the field-induced chiral transition.

In addition to their chiral state candidates, theoretical studies have also suggested
other candidates [4, 15, 26, 28, 29, 34].

2.3 Simulation of field-induced chiral transition

Assuming the chiral states 𝑑𝑧𝑥 ± 𝑖𝑑𝑦𝑧 and 𝑝𝑥 ± 𝑖𝑝𝑦 as a bulk phase in the eutectic
Sr2RuO4-Ru, the simulation demonstrates the field-induced chiral phenomena in the
inhomogeneous interface phase by applying a 𝑧-axis magnetic field 𝐻𝑧 parallel to an
intrinsic magnetization of the chiral Cooper pair, as shown in Figs. 3, 4, and 5. By
numerically solving the Ginzburg–Landau equation, which is set using parameters
common to 𝑘𝑧𝑘𝑥 ± 𝑖𝑘𝑦𝑘𝑧 and 𝑘𝑥 ± 𝑖𝑘𝑦 for 𝑑𝑧𝑥 ± 𝑖𝑑𝑦𝑧 and 𝑝𝑥 ± 𝑖𝑝𝑦 , respectively,
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Fig. 3: Two components 𝜂𝑡 and 𝜂𝑝 of the order parameter dependent on 𝑥 at 𝑇 =
2.65 K. The perpendicular component 𝜂𝑝 is plotted with solid lines, whereas the
tangential component 𝜂𝑡 is plotted with dashed lines. An external magnetic field 𝐻𝑧
parallel to the 𝑧-axis varies in units of 𝐻0, where 𝐻0 is the critical field and 𝜉0 is the
coherence length of pure Sr2RuO4 at𝑇 = 0. The magnetic field 𝐻𝑧 is given in units of
𝐻0 = 0.075 T, compared with the experimental critical field of Sr2RuO4-Ru [9, 36].
The non-chiral state is stabilized with the nucleation of only one component 𝜂𝑡 in a
zero field at 𝑇 = 2.65 K, as this temperature is above the chiral transition temperature
𝑇∗ = 2.3 K due to lowering temperature in a zero field. The non-chiral state, i.e.,
the state with one component 𝜂𝑡 , transits to the chiral state, i.e., the state with two
components 𝜂𝑡 + 𝑖𝜂𝑝 , by yielding the second component 𝜂𝑝 under the application of
the magnetic field 𝐻𝑧 , indicating a field-induced chiral transition.

the two components, 𝜂𝑝 and 𝜂𝑡 , of the superconducting order parameters and the
vector potential 𝑨 are obtained as numerical solutions [9, 11, 12, 22, 31]. The chiral
transition is shown with 𝜂𝑝 and 𝜂𝑡 in Fig. 3, and 4, and paramagnetic and screening
supercurrents are calculated from 𝜂𝑝 , 𝜂𝑡 , and 𝑨 [9], as shown in Fig. 5.

An interface model sets the critical superconducting temperature enhancing near
the interface, as well as the boundary conditions such that a perpendicular component
𝜂𝑝 is suppressed at the interface [9, 11, 12, 22, 31]. According to this setting, 𝜂𝑡 and
𝜂𝑝 depend on the position 𝑥 from the interface, as shown in Fig.2 (b); thus a
superconducting order parameter and a vector potential 𝑨 depend on the position 𝑥.
As the intrinsic magnetization and the external field are parallel to the 𝑧-axis, and
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Fig. 4: Dependence of the maximum values of the two components 𝜂𝑡 and 𝜂𝑝 on
an external magnetic field 𝐻𝑧 . When the magnetic field is applied to the non-chiral
state above 𝑇∗ = 2.3 K, a chiral transition occurs by yielding 𝜂𝑝 .

the 𝑨 includes an intrinsic magnetic field and an external magnetic field 𝐻𝑧 parallel
to a 𝒛-axis, setting 𝑨 = (0, 𝐴𝑦 , 0) connects to a total magnetic field 𝐵𝑧 through
𝑩 = ∇ × 𝑨.

In this one-dimensional model, the following is the Ginzburg–Landau equation
with the two components, 𝜂𝑡 and 𝜂𝑝 , of the order parameter for the chiral state
[9, 11, 12, 22, 31]

𝑎𝜂𝑡 +
1
4
𝑏𝜂𝑡 (3𝜂2

𝑡 + 𝜂2
𝑝) − 𝐾2𝜕

2
𝑥𝜂𝑡 + 𝛾2𝐴2

𝑦𝐾1𝜂𝑡 − 𝛾𝐾3,4 (𝜕𝑥𝜂𝑝𝐴𝑦 + 𝐴𝑦𝜕𝑥𝜂𝑝) = 0,

𝑎𝜂𝑝 +
1
4
𝑏𝜂𝑝 (3𝜂2

𝑝 + 𝜂2
𝑡 ) − 𝐾1𝜕

2
𝑥𝜂𝑝 + 𝛾2𝐴2

𝑦𝐾2𝜂𝑝 + 𝛾𝐾3,4 (𝜕𝑥𝜂𝑡 𝐴𝑦 + 𝐴𝑦𝜕𝑥𝜂𝑡 ) = 0,

(1)
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Fig. 5: Field-induced supercurrents dependent on 𝑥 at 𝑇 = 2.65 K. The upper panel
shows the overall view, and the lower panel shows partial magnification. The para-
magnetic chiral current 𝐽par,c is plotted with solid lines, and the screening current
𝐽𝑠𝑐𝑟 is plotted with dashed lines. An external magnetic field 𝐻𝑧 parallel to the 𝑧-axis
varies in units of 𝐻0, where 𝐻0 is the critical field and 𝜉0 is the coherence length of
pure Sr2RuO4 at 𝑇 = 0. Both currents have extremely small values, i.e., nearly zero
in a zero field, and both currents are induced in a magnetic field. The paramagnetic
current 𝐽par,c increases by stabilizing a chiral state by strengthening the magnetic
field visible in the order parameter, as shown in Fig. 3, while the screening current
also increases by shielding the strengthening magnetic field.
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where the parameters for gradient terms are set as 𝐾2 = 𝐾3,4 = 𝐾1/3. The coefficient
𝑎 is set as 𝑎 = 𝑎(𝑇) = 𝑎′(𝑇 − 𝑇c (𝑥))/𝑇c,SRO with 𝑎′ > 0 and a 𝑥-dependent
critical superconducting temperature 𝑇c (𝑥) [9, 11, 12, 22, 31]. An onset of interface
superconductivity at 3 K sets with 𝑇c (𝑥) = 𝑇c,SRO +𝑇0/cosh(𝑥/𝑤) through arranging
the narrow width 𝑤 and the enhancement 𝑇0 [9, 11, 12]. In contrast, the bulk phase
is below the superconducting transition temperature 𝑇c,SRO of the pure Sr2RuO4.

On the other hand, the boundary conditions at the interface at 𝑥 = 0 are set for
the interface superconductivity [9] as follows

𝐾1𝜕𝑥𝜂𝑝 (𝑥)
��
𝑥=0 =

1
𝑙𝑝
𝜂𝑝 (0) + 𝛾𝐴𝑦 (0)𝐾3,4𝜂𝑡 (0),

𝐾2𝜕𝑥𝜂𝑡 (𝑥) |𝑥=0 = −𝛾𝐴𝑦 (0)𝐾3,4𝜂𝑝 (0), (2)

where 𝑙𝑝 is an extrapolation length in which the superconductivity extrapolates to
the Ru-metal through the interface; meanwhile, the perpendicular component 𝜂𝑝 is
suppressed at the interface. The formulation of the supercurrent [9] is as follows,

𝑗𝑦 (𝑥) = 8𝜋
[
−𝛾2𝐴𝑦 (𝐾1 |𝜂𝑝 |2 + 𝐾2 |𝜂𝑡 |2) + 𝛾𝐾3,4 (𝜂𝑡𝜕𝑥𝜂𝑝 − 𝜂𝑝𝜕𝑥𝜂𝑡 )

]
,

(3)

where the 𝐾3,4-term is a paramagnetic chiral current, and the 𝐾1, 𝐾2-term is a
screening current.

Note that the Ginzburg–Landau equation, i.e., Eq. (1), for 𝑑𝑧𝑥±𝑖𝑑𝑦𝑧 and 𝑝𝑥±𝑖𝑝𝑦 ,
has a symmetry common to that of 𝑑𝑥2−𝑦2 ± 𝑖𝑑𝑥𝑦 , while the parameters for 𝑑𝑧𝑥 ± 𝑖𝑑𝑦𝑧
and 𝑝𝑥 ± 𝑖𝑝𝑦 differ from those of 𝑑𝑥2−𝑦2 ± 𝑖𝑑𝑥𝑦 . This common symmetry leads
to qualitatively identical field-induced chiral phenomena despite the difference in
parameters.

Demonstrating the field-induced chiral transition by applying𝐻𝑧 , Fig. 3 shows the
components of the order parameter depending on the distance 𝑥 from the interface
Sr2RuO4/Ru. The change in the two components 𝜂𝑡 and 𝜂𝑝 depends on the magnetic
field, which leads to a field-induced chiral transition at 𝑇 = 2.65 K. In a zero field
𝐻 = 0, the state at 𝑇 = 2.65 K is a non-chiral state that stabilizes near 𝑇onset as
the onset temperature. The non-chiral state represents only one component 𝜂𝑡 of the
order parameter, i.e., the tangential component, which is enhanced near the interface,
whereas the perpendicular component 𝜂𝑝 becomes zero by suppression through the
effect of the interface. On applying a magnetic field to the non-chiral state in a
zero field, the perpendicular component 𝜂𝑝 increases from zero and appears as the
second component. Subsequently, a transition to a chiral state occurs, representing
both the components 𝜂𝑡 and 𝜂𝑝 , which is the field-induced chiral transition. Here,
the components of the order parameter are enhanced near an interface because the
inhomogeneous interface state is localized near a Ru-metal inclusion that originates
from the enhancement of the superconducting transition temperature near a Ru-
metal/Sr2RuO4-superconductor interface. In this model, it is assumed that a chiral
state exists in the bulk state below 𝑇bulk.
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Fig. 4 shows the field dependence of the maximum values of the two components
𝜂𝑡 and 𝜂𝑝 with respect to the distance. The non-chiral state appears with only one
component 𝜂𝑡 above 𝑇∗ = 2.3 K in a zero field 𝐻 = 0. When an external magnetic
field is applied to the non-chiral state, the second component 𝜂𝑝 newly appears owing
to the field-induced chiral transition. The value of vertical component 𝜂𝑝 increases
by the strengthening the magnetic field, indicating that the further stabilization of the
chiral state. In contrast, the tangential component 𝜂𝑡 decreases under the application
of the field. Additionally, by further strengthening the field, 𝜂𝑡 and 𝜂𝑝 decrease, and
then both are reduced to zero when the magnetic field is strengthened to the critical
magnetic field H𝑐2, where the superconductivity vanishes.

The computational simulation shows the field-induced chiral transition, i.e., a
non-chiral state transits to a chiral state under the application of a magnetic field
parallel to an intrinsic magnetization in a model that assumes that the bulk phase is
in a chiral state. An existing study has reported field-induced chiral stability with the
𝐻-𝑇 phase diagram in detail [9], which qualitatively consists of the field dependence
of a zero-bias anomaly in a differential conductance of quasi-particles, observed via
tunneling spectroscopy for the interface of Ru/Sr2RuO4 [14,36]. There is a qualitative
agreement between the theoretical and experimental results under the assumption
that the bulk state is in a chiral state; this is evidence that a pure Sr2RuO4 has a chiral
state [9].

2.4 Paramagnetic chiral supercurrent

Next, we show the paramagnetic chiral supercurrent in Sr2RuO4-Ru in Fig. 5. The
field-induced chiral stability causes paramagnetic supercurrents. Moreover, the in-
version of chirality occurs at a certain distance. The total supercurrent comprises
both the paramagnetic chiral current and the screening current. The paramagnetic
current can be attributed to the paramagnetic coupling with an external magnetic
field. By contrast, the screening current persists because the superconductivity ejects
the external magnetic field [9, 11].

3 Computation of field-induced chiral phenomena

The Ginzburg–Landau equation in Eq. (1) is a variational equation derived from
the Ginzburg–Landau free energy. It is a simultaneous differential equation with
boundary conditions at the interface. The numerical calculation for solving the equa-
tion involves the use of the quasi-Newton method. The flowchart of the calculation
process for the algorithm is shown in Fig. 6 (a). As solutions of the simultaneous
equation, we obtain two components 𝜂𝑡 and 𝜂𝑝 of the order parameter and a vector
potential 𝐴𝑦 , which corresponds to 𝐻𝑧 through 𝑩 = ∇ × 𝑨. Consistent solutions
are obtained when the iterative calculation process converges, as shown in Fig. 6
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(b). The supercurrent is calculated using three solutions: 𝜂𝑡 , 𝜂𝑝 , and 𝐴𝑦; a paramag-
netic chiral current 𝐽par,c and a screening current 𝐽scr are thus obtained. Meanwhile,
the two components 𝜂𝑡 and 𝜂𝑝 are expressed as changes in the order parameter
responsible for the field-induced chiral transition. In addition, the dependence of
the order parameter on the distance from the interface indicates an inversion of the
intrinsic magnetization as a change in the sign of one component, i.e., 𝜂𝑡 [10]. The
field-induced chiral transition, paramagnetic chiral current, and inversion of intrin-
sic magnetization with the distance originate from the paramagnetic coupling of an
intrinsic magnetization with an external magnetic field, and the three field-induced
phenomena are related by a calculation based on the convergent solutions of the
Ginzburg–Landau equation, as shown in Fig. 6 (b).

The long calculation time required for obtaining solutions to the quasi-Newton
method depends on the size of the calculation, which varies with the temperature and
magnetic field, as well as the mesh number used to divide the distance. We performed
this calculation using SX-ACE and the SX-Aurora TSUBASA at the Cybermedia
Center, Osaka University, and Cyberscience Center, Tohoku University [2, 16]. The
iteration for mesh numbers greater than 240 is performed using vectorization with a
vector engine. A long time is required for the numerical calculation when the tem-
perature and magnetic field are sufficiently varied for evaluating the field-induced
chiral stability in inhomogeneous superconductivity. Moreover, the required calcu-
lation time increases by considering a greater distance to evaluate the dependence
of the order parameter on the distance from the interface. In order to reduce this
calculation time, code-tuning improves the vectorization rate from 94.4% to 99.4%,
significantly reducing the calculation time by 68% [38].

Acceleration via code-tuning makes it possible to analyze the field-induced chiral
phenomena in a shorter calculation time. To study the field dependence of the chiral
state near the bulk phase, a long distance must be set in the calculation because the
order parameter further away from the interface when the temperature is lowered
toward 𝑇bulk. Moreover, to evaluate the gradient terms of the equation in detail, the
mesh number must be increased because the order parameter and vector potential
vary depending on the distance. This requires a longer calculation time. Reducing
the calculation time is an effective method to increase the distance, and it is possible
to extend the simulation to a lower temperature region toward Tbulk. At this point, it
is valuable to reduce the calculation time through acceleration via optimized code
tuning that is suitable for the vector parallelization in the SX-Aurora TSUBASA
[38].

4 Summary

As described in this paper, a simulation based on the Ginzburg–Landau equation
demonstrated the field-induced chiral phenomena due to paramagnetic coupling of
an intrinsic magnetization with an external magnetic field in inhomogeneous su-
perconductivity, such as that in a eutectic system and systems with dislocation or
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Fig. 6: (a) Field-induced chiral phenomena are the chiral stability, paramagnetic
chiral current, and inversion of chirality, accompanied by the gain in the free energy
owing to paramagnetic coupling. The simulation based on the Ginzburg–Landau
theory shows the relation between the three field-induced phenomena, owing to the
chiral response to an external magnetic field. (b) Flowchart of numerical calculation
based on the quasi-Newton method.

stress. The simulation demonstrates these phenomena in the interface supercon-
ducting model of eutectic Sr2RuO4-Ru, and the results of the field-induced chiral
transition serve as evidence of the chiral state in the bulk state owing to their good
agreement with the experimental results. Using a high-performance computer, the
SX-Aurora TSUBASA, for the simulation, the calculation time was reduced through
acceleration via code optimization that is suitable for vector parallelization. This
reduction of calculation time makes it possible to extend the simulation to a lower-
temperature region, which requires the evaluation to be performed considering a
longer distance. In addition to Sr2RuO4 [19, 21], the simulation can be extended
to analyze the inhomogeneous state in other chiral superconductors; field-induced
chiral phenomena can also be expected in the inhomogeneous state in other candi-
dates of chiral superconductors, such as UTe2 with a point group 𝐷2ℎ for a crystal
structure [8, 27].
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Exploiting Hybrid Parallelism in the LBM
Implementation Musubi on Hawk

Harald Klimach, Kannan Masilamani and Sabine Roller

Abstract In this contribution we look into the efficiency and scalability of our
Lattice Boltzmann implementation Musubi when using OpenMP threads within
an MPI parallel computation on Hawk. The Lattice Boltzmann method enables
explicit computation of incompressible flows and the mesh discretization can be
automatically generated, even for complex geometries. The basic Lattice Boltzmann
kernel is fairly simple and involves only few floating point operations for each lattice
node. A simple loop over all lattice nodes in each partition of the MPI parallel setup
lends to a straight forward loop parallelization with OpenMP. With increased core
counts per compute node, the use of threads on the shared memory nodes is gaining
importance, as it avoids overly small partitions with many outbound communications
to neighboring partitions. We briefly discuss the hybrid parallelization of Musubi
and investigate how the usage of OpenMP threads affects the performance when
running simulations on the Hawk supercomputer at HLRS.

1 The Lattice Boltzmann method

The Lattice Boltzmann method (LBM)[9] offers an efficient explicit method to com-
pute incompressible or weakly compressible flows by modelling the gas with a
discrete velocity space for the Boltzmann equation in a mesoscopic scale. For the
discretization a regular mesh is used, usually with cubic cells, and the connections to
the neighbors offer the discrete velocity directions to be considered in the numerical
method. Hence, LBM can be considered as a stencil method, with similar properties
in communication and parallelization as other mesh-based methods. An advantage
of LBM can be observed in the treatment of boundaries. Due to the use of discrete
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velocities, boundaries only have to be considered along those discrete directions and
accurate boundaries can be obtained by intersecting the one dimensional lines in
cubical boundary cells with the surfaces describing geometrical boundaries. Such
line intersections with surfaces can be computed robustly and are, thus, well suited
for automated mesh generations.

The most commonly used stencil in three dimensions are D3Q19 and D3Q27.
The D3Q19 makes use of 18 neighbors together with the state at rest resulting in 19
values of the probability density function to describe the fluid state. In this stencil,
18 neighbors are all immediately connected cells except for those at the corners of
the cube (6 sides and 12 edges of the cube). Other stencil D3Q27 is required in some
LBM approaches which makes use of all 26 immediate neighbors.

The lattice Boltzmann equation with classical collision operator from Bhatnagar,
Gross and Krook BGK[1] is given by

𝑓𝑖 (x + c𝑖Δ𝑡, 𝑡 + Δ𝑡) − 𝑓𝑖 (x, 𝑡) = Ω𝑖 (x, 𝑡) (1)

where 𝑓𝑖 (x, 𝑡) is the probability density function at the position vector x and at time
step 𝑡 along the discrete direction 𝑖; Δ𝑡 is the discrete time step; c𝑖 is the discrete
velocities andΩ𝑖 is the collision operator. There is a multitude of collision operations
available. However, here we will only consider the classical operation described by
Bhatnagar, Gross and Krook (BGK) as

Ω𝑖 = −1
𝜏
( 𝑓𝑖 (x, 𝑡) − 𝑓

𝑒𝑞

𝑖
(x, 𝑡)) (2)

where feq
i is the Maxwell-Boltzmann distribution function. For weakly-compressible

flows, it is given by

𝑓
𝑒𝑞

𝑖
(𝜌, u) = 𝜔𝑖𝜌

(
1 + (c𝑖 · u)

𝑐2
𝑠

+ (c𝑖 · u)2

2𝑐4
𝑠

− (u · u)
2𝑐2
𝑠

)
, (3)

where 𝜔𝑖 are the lattice weights and 𝑐𝑠 = 𝑐/
√

3 is the speed of sound in lattice.
𝑐 = Δ𝑥/Δ𝑡 is the lattice velocity where Δ𝑥 is the discretization size. 𝜌 and u are
macroscopic density and velocities which are computed from probability density
function by

𝜌 =

𝑄∑︁
𝑖=1

𝑓𝑖 (4)

and

𝜌u =

𝑄∑︁
𝑖=1

c𝑖 𝑓𝑖 . (5)

The pressure 𝑃 is calculated from the density 𝜌 using the equation of state relation
as 𝑃 = 𝑐2

𝑠𝜌. The relaxation time 𝜏 in Eq. 2 is related to kinematic viscosity as

𝜈 = 𝑐2
𝑠Δ𝑡 (𝜏 − 0.5) . (6)
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In LBM, Eq. 1 is solved in two steps: streaming and collision. Streaming is
exchanging the probability density functions of the particles along their respective
directions with neighboring cells and collision is computing a new state in each cell
according to collision operator. In general, the collision requires only few floating
point operations per cell.

2 The Musubi implementation

Musubi[3] is our open source implementation of the Lattice Boltzmann method,
mostly written in Fortran 2003 and primarily parallelized with via the Message
Passing Interface (MPI) [6]. It makes use of an octree mesh discretization with
cubical cells. Cells in the mesh are sorted according to the Morton or Z curve
[5], which provides some maintaining of the multi dimensional locality in the one
dimensional sorted list of cells. The solver works on the cells according to that
ordering and the mesh partitioning is achieved by splitting the ordered list of cells
into equally sized chunks. A double buffer is used to hold the state and allow the
access to the previous iteration in the streaming step. Some additional arrays are
used to hold further auxiliary values for all cells. All in all we find a computational
intensity of around 1/3 floating point operations per Byte.

Meshes can be created with the mesh generator Seeder [2], which provides the
mesh in this form of an ordered list of cells or for simple meshes. This allows
for a distributed reading of the mesh information as each process can identify the
part of the file it needs to read with little information on the mesh. Alternatively,
simple meshes like the ones we will consider here, can also be generated by Musubi
itself. The list of cells may be sparse and thus, explicit neighborhood information is
needed to address the stencil cells. Hence, the stencil implementation here behaves
as an unstructured mesh with indirect addressing of the stencil cells. However,
the known topology of the octree and the ordering according to the space-filling
curve enables the identification of neighbor cells across partitions in the distributed
memory parallel computation. Therefore, nearly arbitrary stencils can be employed
and Musubi makes use of that in the implementation of the various LBM schemes.
Meshes might have cells on different levels of the octree refinement, but on each level
the kernel just acts as if working on uniform mesh. This is achieved by ghost cells
that provide interpolated values from other refinement levels. Due to this behavior
it is possible to perform some assessment of fundamental properties of this kind of
kernel in a single level uniform mesh, which we look at in this contribution.
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2.1 OpenMP in Musubi

The OpenMP parallelization[8] in Musubi is incomplete and various features do
not yet benefit from it. But the parallelization of the fundamental kernel is straight
forward, as it essentially is a single loop over all cells to update the lattice nodes.
An OpenMP parallel region is put around these loops to realize the shared memory
parallelism within MPI processes. The MPI communication itself is not put into a
parallel region and does not profit from shared memory parallelization. With a static
schedule the loop parallelism this way results in a partitioning similar to the MPI
partitioning as the cells are sorted according to the space-filling curve. Accordingly
the expectation is that the degree of parallelism can be shifted interchangeably
between the one and the other.

3 Hybrid parallelization

In supercomputing systems a hierarchy of parallelism and data access can be ob-
served. The most obvious decomposition can be observed in the construction of large
clusters from individual nodes. Where individual nodes provide shared memory ac-
cess between all processing units within it. The number of processing units within
such a node mostly depends on the number of cores we find in the employed proces-
sors. And accordingly, we observe a growing degree of shared memory parallelism
within those nodes as the number of cores in modern processors increases. Using
a distributed memory parallelization concept uniformly for all processing units is
possible, but results in small partitions that end up with many individual neighbor
partitions that may be located on other nodes. This results in a larger number of
smaller network communications between nodes. A strategy to minimize this effect
and obtain larger MPI partitions with fewer, but larger network communications,
is to resemble this two-level hierarchy of the hardware in the application. With
OpenMP in each MPI partition processing units can be dedicated to parallel work in
a reduced number of distributed memory partitions. Such a strategy than results in a
less fragmented communication pattern across the network of the cluster.

Unfortunately, there are also some downsides involved in the hybrid paralleliza-
tion. The management of threads results in some overheads and we increase the risk
encounter resource conflicts in commonly used resources in the node, like shared
caches or memory interfaces. As long as there are parts of the code that do not benefit
from OpenMP parallelization, we face the problem that some parts do not benefit
from a larger number of threads, but would benefit from more MPI processes. In the
end the optimal choice depends at least on the system, the application is run on. It
also depends on the specific setup to be run, but here we want to look at properties
of the fundamental kernel, which may also be instructive in a wider context.
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4 Performance assessment on Hawk

To evaluate the effect of shifting parallelism between MPI and OpenMP on Hawk,
we run Musubi for various problem sizes on a range of node counts. These runs are
performed with different numbers of threads per process, such that always all cores
are participating in the computation.

4.1 The Hawk computing system

The Hawk computing system installed at the High Performance Computing Center
Stuttgart (HLRS) is based on the AMD EPYC 7742 processor[7], which has 64 cores
operating at 2.25 GHz and AVX2 vector instructions, yielding a theoretical peak
performance of 2.3 TFLOPS. Each node has two of these processors and, thus,
has a total of 128 physical cores. There are groups of 4 cores that share their L3
cache and build a so called CoreCompleX. Two of those CoreCompleXs are paired
together and share one of the 8 memory channels in the processor. Finally two of
those memory channels are put into a NUMA node per socket. Accordingly we see
16 physical cores in each NUMA node and with the two sockets in each computing
node a total of 8 NUMA nodes. We will consider an OpenMP parallelism of up
to 16 threads per MPI process, which corresponds to one MPI process per NUMA
node. A further increase in the degree of shared memory parallelism is expected
to incur degrading performance in comparison to a distributed memory strategy,
due to the strong hierarchical structure of the memory access paths. Because of the
shared L3 cache, a natural choice for the degree of shared memory parallelism in
this system is 4 threads per process, putting all cores in a CoreCompleX to work on
a shared memory region. Each memory channel provides a bandwidth of around 24
GB/s resulting in a total of 192 GB/s per socket or 384 GB/s per node to access the
capacity of 256 GB.

4.2 The Musubi setup

For this contribution we use Musubi in version 9ccba4387413 [4]. It is using the
environment offered by the modules gcc/9.2.0 and mpt/2.23 and with OpenMP
support. The simulation setup is a small initial pressure pulse in a cubic domain of
edge length 10 that is periodic in all directions. This simple mesh can be generated by
Musubi during the simulation and can be easily scaled up in factors of 8. The initial
spherical pulse is located in the center of the domain, has an amplitude of 1.2 over a
background value of 1 and a halfwidth of 1. As collision operator we use BGK and
we look at the D3Q19 and D3Q27 stencils. Each simulation is executed for at least
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5 minutes of running time. The executable is run with the following command, with
𝑛𝑝𝑟𝑜𝑐𝑠 representing the number of MPI processes and tpp the number of OpenMP
threads per process:

mpirun -np $nprocs omplace -tm pthreads -nt $tpp

4.3 Results

Performance for Lattice Boltzmann methods is usually measured in million lattice
updates per second MLUPS and we consider this measure here per node. This
measure is independent of the actual running time and allows for a comparison
between different runs and simulations.

103 104 105 106 107 108
0

100

200

300

400

500

600

700

800

Cells per node

M
LU

PS
pe

rn
od

e

1 Thread
2 Threads
4 Threads
8 Threads
16 Threads

Fig. 1: Performance for D3Q19 on a single node, utilizing all 128 cores.

As described above we perform runs with varying problem sizes on a node and
record the resulting performance measure in MLUPS. Figure 1 shows the resulting
graph for the D3Q19 stencil on a single node. This form of representation nicely
shows the variation of the performance with the problem size. Overheads, like
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communication, dominate for very small problem sizes at the left end of the graph.
Then a peak can be observed where the overall problem is still sufficiently small to
completely fit into the caches, avoiding slower memory accesses. Finally, a relatively
flat performance plateau is reached for larger problem sizes, until it does not fit into
the memory of the node anymore.

What we can observe in this single node analysis is that in the region with
memory access with more than a million cells, there is basically no performance
difference between 1, 2, 4 and 8 OpenMP threads per MPI process. With 16 threads
the performance is clearly reduced, which seems to indicate that it is important for
Musubi that an MPI process is not spread across multiple memory channels. In the
cache region we also see a clear diminishing of the performance for 8 OpenMP
threads, where the shared memory of a process spans across two CoreCompleXs and
accordingly two shared L3 caches.

For the D3Q27 stencil a similar behavior can be seen in figure 2. With 27 discrete
velocity directions to represent the state, more memory is required to represent the
state in each cell and less cells fit into the memory of the single node than with 19
directions only. The largest domain that still fit into memory for the D3Q19 stencil
(134, 217, 728 cells), therefore, does not fit here anymore and the graphs, and the
largest mesh we compute is 16, 777, 216 cells large. Note, that this is a lot smaller
than what would fit into the memory, which would be more than 90 million cells.

This single node analysis shows the principal behavior of the LBM implementation
in Musubi on each node of Hawk and illustrates the performance impact of the
different parallelization strategies on the hierarchical memory layout of the system.
We can note that the use of 4 OpenMP threads on as many cores yields roughly
the same performance as a MPI-only parallelization and in the region with memory
access up to 8 threads can be used interchangeably to MPI parallelism.

The analysis on a single node, however, does not show how the use of OpenMP
threads influences the network communication between nodes. As stated above a
motivation to make use of OpenMP parallelism is to reduce the number of indi-
vidual communication partners with whom comparably small messages need to be
exchanged. To assess this, we repeat these runs on larger node counts with 8, 64 and
512 nodes. Incrementing by a factor of 8 yields here the same problem sizes per
node again, and allows for a direct comparison of the individual data points.

For brevity we only depict the corresponding graphs for 512 nodes. In this case
we have 65, 536 cores working in parallel. This analysis is shown in figure 3 for
D3Q19 and in figure 4 for D3Q27. As can be seen in these figures, the behavior on
512 nodes is quite similar to the one on a single node. However, we also observe
some differences. Most importantly we now see that for small problem sizes per
node a higher performance is achieved with 2 and 4 threads and not with the pure
MPI parallel computation.

In confirmation to the observation for a single node it appears reasonable to make
use of a single MPI process for each CoreCompleX with the cores that share their
L3 cache also sharing their memory address space. Shared memory parallelization
beyond that diminishes the performance in the cache region with small cell counts
per node, but for larger problems with the need to access the memory, also larger



60 H. Klimach, K. Masilamani and S. Roller

103 104 105 106 107
0

100

200

300

400

500

Cells per node

M
LU

PS
pe

rn
od

e
1 Thread
2 Threads
4 Threads
8 Threads
16 Threads

Fig. 2: Performance for D3Q27 on a single node, utilizing all 128 cores.

shared memory processes with up to 8 cores (sharing one memory channel) can be
utilized. Though for smaller problems, where all elements would fit into the caches,
a larger performance decrease can be observed for those shared memory partitions
spanning more than a single CoreCompleX.

Using 16 cores, spanning two memory channels in a NUMA node, as a shared
memory parallel group within an MPI incurs too many drawbacks in the memory
access of the hierarchical processor design to be used efficiently by Musubi also on
512 nodes.

For the scaling we look at the D3Q27 stencil as the more memory and com-
munication intensive scheme and stick to the parallelization with one MPI process
per CoreCompleX and 4 OpenMP threads per process to allow concurrent compu-
tation on the 4 physical cores. As we have seen in the above measurements this
configuration nicely fits the physical properties of the processor and provides good
performance across problem sizes.

We also include the computation on 2048 nodes here, though these do not result
in exactly the same number of cells per node as the other runs. This is the maximal
number of nodes available to users in the regular queue on Hawk and provides
262, 144 physical cores for parallel execution. The resulting performance per node
is illustrated in figure 5.
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Fig. 3: Performance per node for D3Q19 on 512 nodes, utilizing all 65, 536 cores.

This illustration shows that there is a significant performance degradation per
node in the region of small problem size that fit into the cache from 450 MLUPS on
a single node to 293 MLUPS per node on 2048 nodes. Due to the fast computation
without accessing memory outside the caches, the necessary communication on the
larger node counts increasingly dominates the execution time in this region. Never-
theless, there is still a higher performance observed in this cache region than when
accessing the memory for larger problems per node. Without OpenMP parallelism
the performance drops further down to 255 MLUPS per node. In the region with
memory access, however, the performance degradation is relatively small dropping
from 190 MLUPS on a single node to 166 MLUPS per node on 512 nodes for
16, 777, 216 cells per node.

As observed above, the OpenMP parallelism does not have much of an influence
for problem sizes per node and for other numbers of threads a similar behavior is
observed. And the performance for 16, 777, 216 cells per node on 512 nodes does
not vary much with the number of threads per process. This is summarized in table
1.

Of a little more interest in this respect is the strong scaling, where the problem
size per node decreases with growing numbers of nodes. Figure 7 shows the strong
scaling efficiency for the various number of threads per process. Aside from the rapid
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Fig. 4: Performance per node for D3Q27 on 512 nodes, utilizing all 65, 536 cores.

Table 1: Performance per node on 512 nodes for 16, 777, 216 cells per node

Threads per process MLUPS per node

1 168
2 166
4 166
8 163
16 153

decline in the parallel efficiency beyond the peak in the cache region we see that the
use of OpenMP threads here allows for a better scaling to small problems per node,
with 4 threads per process, matching the CoreCompleX yielding the highest parallel
efficiency on 512 nodes. Note, that this graph is somewhat truncated due to the few
cells fitted on a single node, though more than 6 times as many could fit into the
memory.
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Fig. 5: Performance per node for D3Q27 with 4 OpenMP threads per MPI process.

5 Conclusion

We have presented a basic analysis of the performance behavior of Musubi on
the HLRS computing system Hawk. It reveals that up to 4 OpenMP threads per
process can be used interchangeably with MPI parallelism and can slightly improve
the performance in strong scaling for very small problems per node. This number
of threads corresponds to the CoreCompleX of the AMD EPYC 7742 processors,
which groups 4 physical cores that share a L3 cache together. The largest problem
computed in this analysis contained 68, 719, 476, 736 cells and was computed on
262, 144 cores.

Acknowledgements We thank the High-Performance Computing Center Stuttgart (HLRS) for the
computing time on Hawk to perform the presented analysis.
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MPI Continuations And How To Invoke Them

Joseph Schuchart and George Bosilca

Abstract Asynchronous programming models (APM) are gaining more and more
traction, allowing applications to expose the available concurrency to a runtime sys-
tem tasked with coordinating the execution. While MPI has long provided support
for multi-threaded communication and non-blocking operations, it falls short of ade-
quately supporting the asynchrony of separate but dependent parts of an application
coupled by the start and completion of a communication operation. Correctly and
efficiently handling MPI communication in different APM models is still a challenge.
We have previously proposed an extension to the MPI standard providing operation
completion notifications using callbacks, so-called MPI Continuations. This inter-
face is flexible enough to accommodate a wide range of different APMs. In this
paper, we discuss different variations of the callback signature and how to best pass
data from the code starting the communication operation to the code reacting to its
completion. We establish three requirements (efficiency, usability, safety) and eval-
uate different variations against them. Finally, we find that the current choice is not
the best design in terms of both efficiency and safety and propose a simpler, possibly
more efficient and safe interface. We also show how the transfer of information into
the continuation callback can be largely automated using C++ lambda captures.

1 Background

The Message Passing Interface (MPI) offers a host of nonblocking operations, which
are started in a procedure call that immediately returns and provides a request handle
representing the operation [4]. At the time of this writing, the only way to know
whether an operation has completed is to poll for its completion, either by periodically
testing the request or by blocking until its completion in a waiting procedure call. This
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poses a significant challenge for applications utilizing asynchronous programming
models such as OpenMP [9] or higher level distributed runtime systems managing
communication through MPI because the requests have to be stored and (repeatedly)
passed back into MPI to determine their status.

Over time, several approaches have been proposed that try to hide the synchro-
nizing incurred by waiting for an MPI operation to complete, including TAMPI [6]
and the integration of lightweight threads into MPI libraries [3]. These approaches
attempt to block and switch the execution context until operations have completed.
However, all such approaches are dependent on the support for specific threading
implementations and thus not portable.

MPI Continuations, on the other hand, have been proposed as a way to minimize
the request management overhead in applications or runtime systems by attaching a
callback to a single or a set of continuations [7]. The callback will be executed once
all of the operations the continuation was attached to have completed. The application
or runtime system can then react to that change in state inside the callback, e.g., by
enqueuing a new task or releasing resources associated with that operation. This
approach has shown promising results in both OpenMP task-based applications as
well as when integrated with the PaRSEC runtime system [8].

A similar approach, dubbed MPI Detach, has been proposed concurrently [5].
While conceptually similar to the MPI Continuations proposal, the callback interface
proposed passes a status (or an array of statuses) into the continuations, which would
require additional memory management by the MPI library.

In this work, we explore the design of the callback signature of MPI Continuations,
focusing on usability, potential performance pitfalls, and safety concerns stemming
from the necessary memory management. The rest of this paper is structured as
follows: Section 2 provides a short overview over the current state of the continuations
proposal. Section 3 discusses various requirements we impose on the design of the
callback signature. Section 4 discusses various variations of the callback interface
together with their benefits and drawbacks. Section 5 demonstrates the use of the
continuations interface in the context of C++. Section 6 draws our conclusions from
this exploration.

2 Current state

The Continuations proposal introduces two new concepts into MPI: Continuations
and Continuation Requests (CRs). Continuations are a tuple of a callback function
and a state on which the callback function operates. Similar concepts can be found in
other instances employing the concept of continuations, e.g., continuations proposed
for C++ futures in the form of std::future<T>::then() [1], which accepts a
callable object (e.g., a lambda with it’s capture context) that takes the value of type T
of the future as its sole parameter. Here, the code in the lambda’s body is the callback
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function while its captured context and the value of type T are the state to operate
on. The HPX and UPC++ programming systems relies heavily on continuations on
C++ futures [2, 10].

2.1 Continuations

MPI Continuations are created using either MPI_Continue or MPI_Continueall
which will attach a continuation to a single request or a set of requests, respectively.
Since MPI currently only provides C and Fortran interfaces, automatic C++-style
context captures cannot be directly supported. Thus, a user-provided data pointer is
accepted that will be passed to the continuation callback. This data pointer represents
the context of the continuation and is never dereferenced by MPI. It is thus of little
relevance to the discussion in this work.

However, an operation in MPI is represented by a request and further information
about the outcome of the operation can be gathered from status objects obtained for
each request upon its completion (e.g., the tag and sender process rank in the case
of a receive operation, or an error code in case of faults). In the case of MPI_Wait,
a request is passed together with a pointer to a status object. The status object is
optional and the application may pass MPI_STATUS_IGNORE instead, in which case
no further information about the operation will be made available. In its current
form, a pointer to a single status object or an array of status objects may be passed
to MPI_Continue and MPI_Continueall, respectively, and the status objects will
be set before the continuation is invoked. This pointer will then also be passed as an
argument to the continuation.

2.2 Continuation Requests (CR)

Continuation Requests serve a dual purpose. First, they provide an abstract handle
to a set of continuations registered with this CR, allowing the application to poll
for the completion of all registered continuations and (by extension) the associated
operations. Once all registered continuations have completed, a wait or test procedure
call on that CR will signal its completion (by returning from wait or setting flag = 1
in a test). Second, CRs provide a facility for progressing outstanding communication
operations and to execute eligible continuations.

The relation between CRs, continuations, and operations is shown in Figure 1:
multiple continuations may be registered with one continuation request but each
continuation may only be registered with a single CR. The latter is a consequence
of the fact that continuations are not accessible explicitly through a handle and their
lifetime is managed entirely by MPI. Similarly, a continuation may be attached to
multiple MPI operations at once, causing the callback to be executed once all of
the are complete. However, each MPI operation may only be associated with one
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continuation. The transitive closure of these relations is that a CR represents one or
many MPI operations and that a successful test on a CR implies the completion of
all MPI operations associated with continuations registered with that CR.










   



Fig. 1: Relations between Continuation Requests (CR), Continuations, and MPI Op-
erations: multiple continuations can be registered with the same CR (left) and a
Continuation can be attached to multiple operations (right). However, only continu-
ation can be attached to any given MPI Operation.

2.3 Current API design

Listing 1 shows the current API as proposed. The ownership of non-persistent
requests is returned to MPI and the respective entry in the array is set to
MPI_REQUEST_NULL. The ownership of persistent requests is not changed. This
behavior is similar to that of an optional array of status(es) (or MPI_STATUS[ES]_
IGNORE otherwise) is passed to the function. The statuses will be set to the statuses
of the completed MPI operations before the continuation callback is invoked and the
pointer to the statuses provided by the user is passed as the first argument.

As a second argument, the user_data pointer is passed to the callback. This
pointer may reference any state the continuation may require for its execution.

In addition to requests, statuses, the callback function pointer, and the user-
provided state, the two functions listed in Listing 1 also accept a set of OR-combined
flags that control different aspects of the continuation. Among these flags is
MPI_CONT_IMMEDIATE to control whether the continuation may be executed imme-
diately if all operations have completed already. If that flag is not set, the continuation
will be enqueued for later execution, e.g., when waiting on the continuation request.
However, the details of these flags are still fluid and beyond the scope of this paper
and not relevant for the ensuing discussion.

As a last argument, the continuation request described in Section 2.2 is passed to
the attaching functions.

Figure 2 shows the flow of ownership in the current API design. The call to
MPI_Isend allocates a request object and passes its ownership back to the caller
(who borrows it), who is then responsible for releasing that request in a call to
MPI_Test or MPI_Wait. If the request is passed to MPI_Continue, its ownership
is transferred back to the MPI library, who is then responsible for releasing the
associated internal resources. If a status argument other than MPI_STATUS_IGNORE
is provided, the ownership of the status buffer is transferred to MPI and the application
should not modify the buffer before the continuation is invoked, which implies the
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typedef void (MPI_Continue_cb_function)(MPI_Status *statuses,
void *user_data);

(a) Callback signature.

int MPI_Continue(
MPI_Request *op_req,
MPI_Continue_cb_funtion *cb,
void *user_data,
int flags,
MPI_Status *status,
MPI_Request cont_req);

(b) Attaching to single operation.

int MPI_Continueall(
int count,
MPI_Request op_req[],
MPI_Continue_cb_funtion *cb,
void *user_data,
int flags,
MPI_Status statuses[],
MPI_Request cont_req);

(c) Attaching to multiple operations.

Listing 1: API for attaching a continuation to a single or multiple MPI operations.

 



















 



























Fig. 2: Flow of ownership if passing a user-provided array of statuses to the contin-
uation.
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transfer of ownership of that buffer back to the application. While transient in nature,
ownership of the request buffer is transferred into MPI_Isend and implicitly returned
at the end of the call. We have included these transient ownership transfers for the
sake of completeness.

We note that if MPI_STATUS_IGNORE is provided instead of a status buffer the
only object(s) whose ownership is transferred are the requests. In that case, no
borrowed ownership remain after the call to MPI_Continue.

3 Callback interface requirements







Fig. 3: Usability, efficiency, and safety are often detrimental in the design of APIs,
requiring carefully balancing of these three requirements.

We outline three main requirements for the continuations API that we believe
should be fundamental to the design of the continuations API. As shown in Figure 3,
requirements for a safe, efficient, and easily usable API are often detrimental and
need careful balancing.

3.1 Efficiency

The complexity of polling for the completion of requests using existing mechanisms
such as MPI_Testall and MPI_Waitall involves checking the status of each re-
quest and progressing communication if required. MPI implementations have been
carefully optimized to avoid dynamic memory management in such critical execution
paths.

The cost of attaching a continuation to a set of requests and managing its execution
should be equally low. In particular, requiring memory allocations that are not
strictly necessary and copying objects (e.g., requests and statuses) should be avoided
wherever possible. Ideally, no dynamic memory management would be required on
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the part of the application, at least in the simplest of use-cases. Similarly, requiring
the allocation of buffers inside MPI to hold requests or statuses in the design of the
API would negatively impact performance even for simple cases.

3.2 Safety

While APIs for the C language rarely can eliminate all possible mistakes made
by programmers, good API design aims at minimizing complexities and reducing
the probability of such mistakes. In the context of asynchronous execution APIs
such as continuations, likely sources of errors are accessing memory in the callback
that points to the stack of the function that started the operation and attached the
continuation, e.g., trying to access the request or status objects. Ideally, the MPI Con-
tinuations API helps users avoid the pitfalls of memory lifetime issues by eliminating
disambiguities about object lifetime and ownership.

3.3 Usability

While a clean interface with little or no potential pitfalls certainly contributes to
the usability of an interface, some simplifications in the API may require additional
steps to achieve complex setups, e.g., management of additional memory (with a
potential impact on performance) or set up of custom data structures and the resulting
additional code that has to be written and maintained. On the other hand, a complex
callback design providing a rich set of information (request handles, status objects,
datatypes, message element counts) directly to the callback function may reduce the
work on the part of the application since all relevant information is provided directly.
However, most application may not need the provided information in their callbacks,
resulting in overhead in memory space and time that does not yield any benefits for
these applications.

4 Callback interface variations

We will discuss a set of variations in the design of the current API described in
Section 2.3, using a simple example

Using the current API, Listing 2 provides an example of attaching a continuation
to a nonblocking receive operation. All the continuation does is to enqueue a task that
will process the message and release the buffer. The buffer is not processed directly
in order to keep the duration of the callback as short as possible and to potentially
defer the processing of the message to another thread. There is no use of the status
provided when attaching the continuation and the message buffer is passed directly
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1 /* Continuation request, initialized elsewhere */
2 MPI_Request cont_req;
3
4 void complete_cb(MPI_Status *status, void *buffer) {
5 enqueue_processing_task(buffer);
6 }
7
8 void start_receive(void *buffer, int from, int size){
9 MPI_Request op_req;

10 MPI_Irecv(buffer, size, MPI_BYTE, from, /*tag=*/101,
11 MPI_COMM_WORLD, &op_req);
12 MPI_Continue(&op_req, &complete_cb, buffer, 0,
13 MPI_STATUS_IGNORE, cont_req);
14 }

Listing 2: Simple example of a continuation attached to a nonblocking receive.

1 /* Continuation request, initialized elsewhere */
2 MPI_Request cont_req;
3
4 void complete_cb(MPI_Status *status, void *buffer) {
5 int msg_size;
6 MPI_Get_count(status,MPI_BYTE, &msg_size);
7 enqueue_processing_task(buffer, msg_size);
8 free(status);
9 }

10
11 void start_receive(void *buffer, int from, int buffer_size){
12 MPI_Request op_req;
13 MPI_Status *status = malloc(sizeof(MPI_Status));
14 MPI_Irecv(buffer, buffer_size, MPI_BYTE, from, /*tag=*/101,
15 MPI_COMM_WORLD, &op_req);
16 MPI_Continue(&op_req, &complete_cb, buffer, 0,
17 status, cont_req);
18 }

Listing 3: Simple example of a continuation attached to a nonblocking receive
operation, querying the status of the operation.

on to the continuation. The value provided for the status parameter of the callback
will be MPI_STATUS_IGNORE. No dynamic has to be allocated in this example. We
note that the cont_req used in this and the following examples would have been
initialized at an earlier point.

Listing 3 provides a variation of this example where start_receive posts a
receive for a message with a maximum size and uses the status of the operation
to query the size of the message actually received. The status is allocated on the
heap (using malloc in Line 13) to ensure that the memory remains valid until the
continuation has executed. The allocated status is subsequently freed in Line 8.

A more complex example employing a persistent receive operation is provided in
Listing 4. When attaching the continuation, a status is passed that will be set before
the callback is invoked. Like before, the status is allocated on the heap. Instead of
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1 /* Wrapper around data needed in the callback */
2 typedef struct callback_data_t {
3 MPI_Request op_req; /* persistent operation request */
4 void *msg; /* message buffer */
5 } callback_data_t;
6
7 void complete_cb(MPI_Status *status, void *user_data) {
8 int cancelled;
9 int msg_size;

10 MPI_Test_cancelled(status, &cancelled);
11 if (cancelled) { /* nothing to be done */
12 free(user_data);
13 free(status);
14 return;
15 }
16 MPI_Get_count(status,MPI_BYTE, &msg_size);
17 /* copy the message and restart the receive */
18 callback_data_t* cb_data = (callback_data_t*)user_data;
19 copy_msg_and_enqueue_task(cb_data->msg, msg_size);
20 MPI_Start(&op_req->op_req);
21 MPI_Continue(&op_req->op_req, &complete_cb,
22 user_data, 0, status, cont_req);
23 }
24
25 MPI_Request
26 start_recurring_receive(void *buffer, int from, int size) {
27 /* Allocate the callback data */
28 callback_data_t *cbdata = malloc(sizeof(callback_data_t));
29 /* Allocate the status object */
30 MPI_Status *status = malloc(sizeof(MPI_Status));
31 cbdata->msg = buffer;
32 MPI_Recv_init(buffer, size, MPI_BYTE, from, /*tag=*/101,
33 MPI_COMM_WORLD, &cbdata->op_req);
34 /* start the operation and attach continuation */
35 MPI_Start(&cbdata->op_req);
36 MPI_Continue(&op_req->op_req, &complete_cb,
37 cbdata, 0, status, cont_req);
38 return op_req->op_req;
39 }
40
41 void stop_recurring_receive(MPI_Request op_req) {
42 MPI_Cancel(&op_req);
43 MPI_Request_free(&op_req);
44 }

Listing 4: A more complex example attaching a continuation to a persistent receive.
An incoming message will be copied and a task processing it enqueued. The persistent
receive is then restarted before the continuation is attached anew. Eventually, the
persistent receive will be canceled, which will be detected inside the continuation in
Lines 8–14.
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just passing the message pointer, this time a structure of type callback_data_t is
allocated that wraps the pointer to the message and the persistent operation request,
both of which are accessed inside the continuation callback. In contrast to C++ lambda
captures, such capturing has to be done manually in C.

The start-attach cycle is broken once the persistent receive is cancelled (Lines 41–
44) and the check of the status in Line 10 detects the cancellation. The heap memory
is released and no task is enqueued to process the message (Lines 12 – 13).

It is not hard to see that the current variant is neither fool-proof nor the most
efficient solution. A subtle change to the way the status is allocated can lead to
disastrous consequences. If instead of allocating the status on the heap the status
was allocated on the stack (as is commonly the case when calling MPI_Test), the
memory pointed to by status in the callback is invalid as it points to the stack
of start_recurring_receive that is no longer active. Changing the code of
Listing 4 accordingly, yields

MPI_Status status;
...
MPI_Continue(&op_req->op_req, &complete_cb,

cbdata, 0, &status, cont_req);

Unfortunately, this rather subtle bug is not easy to spot and in practice would likely
slip through a code review. It is not unnatural for users to believe that the status
argument of the callback points to a status object provided by MPI, instead of simply
being the status pointer provided while attaching the continuation. Thus, this is a
potential source of grave errors that (as all bugs related to memory management)
would be hard to debug.

In terms of efficiency, it is questionable why the status should be allocated
separately. It would indeed be more efficient to allocate the status as part of the
callback_data_t structure. However, since a pointer to that structure is already
passed to the callback, passing a separate pointer to the callback function seems
superfluous. In essence, the status pointer has to be stored and passed twice. Con-
sequently, the current interface breaks with some of the requirements laid out in
Section 3, both potentially impairing safety and efficiency.

4.1 Passing requests and user data

Instead of passing the pointer to the status object, it might be tempting to pro-
vide request (or array of requests) to the callback and query their status using
MPI_Request_get_status. After all, unlike the status argument the (array of) re-
quest(s) is a non-optional parameter to MPI_Continue and MPI_Continueall. This
would remove the status from the continuations interface altogether and avoid the
potential access out-of-scope stack memory from within the continuation callback.

In principle, two sub-variants of this approach are possible.
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4.1.1 MPI-provided Request Buffer

The first sub-variant is to allocate an MPI-internal buffer and copy the request or
requests passed to MPI_Continue or MPI_Continueall into it. The ownership
of non-persistent requests would still be transferred back to MPI and their handle
be replaced by MPI_REQUEST_NULL in order to make them inaccessible outside
of the continuation callback. This buffer of copied request handles would then be
passed into the continuation callback and (together with all non-persistent requests)
destroyed after the continuation completes. The flow of ownership is depicted in
Figure 4.

 







 





































Fig. 4: Flow of ownership if passing an array of copied request handles to the
continuation.

A significant drawback of this approach is the required copying of requests and
additional dynamic memory management inside the MPI library since the number
of requests to which a continuation is attached is not known a priori.
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4.1.2 User-provided Request Buffer

Instead of allocating a buffer inside the MPI implementation, the API could
also directly pass on the pointer to the request(s) provided to MPI_Continue or
MPI_Continueall. As stated in Section 2.3, the ownership of non-persistent re-
quests is returned to MPI. In this case, if the application wanted to access the status
of an operation, it would have to request that the request handles are retained. This
could be accomplished by introducing and passing a flag such as MPI_CONT_RETAIN,
requesting that even non-persistent requests are retained until the continuation is in-
voked. The flow of ownership in this case is depicted in Figure 5.

 







 























 











Fig. 5: Flow of ownership if passing the user-provided array of requests to the
continuation.

Since ownership would remain with the application, it is necessary to either
implicitly (at the end of the continuation) or explicitly return ownership at the end
of the callback by invoking MPI_Request_free on each non-persistent request. In
the interest of efficiency (and symmetry with test and wait functions), the addition
of MPI_Request_freeall should be considered in this case. For continuations that
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do not inquire the status of the operation, another flag should be introduced that
prevents the implementation from storing and passing on the pointer to the request.
This is especially important for requests that were located on the stack, as is the case
in Listings 2 and 3. However, a new handle will have to be introduced to pass as an
invalid pointer to a request handle.1

It becomes apparent that passing the request instead of the status into the contin-
uation breaks with the requirements outlined in Section 3. Either the MPI library is
required to allocate internal memory for each continuation, or the issue of pointers
potentially pointing to invalid (stack) memory is shifted from the status object to
the request objects. On top of that, the added complexity of properly managing the
lifetime of requests through flags and additional release of requests opens the door
for additional errors in user code and potentially impairs usability.

4.2 Passing only user data

To avoid the potential mistakes in the lifetime management of statuses and requests
and the potential efficiency issues outlined in the previous sections, the state passed
to the continuation should be reduced to a single pointer. This removes any ambiguity
regarding the ownership of the status and request objects and avoids any additional
memory allocations.

The code of Listing 4 adapted to only passing the user pointer is provided in
Listing 5. It should be noted that while this interface removes potential issues around
memory management (and thus provides improved safety and efficiency) a slightly
higher burden is put on users in that all state of the continuation has to be collected
in a single structure. However, we believe that this is a cost that is worth paying in
exchange for the reduced potential of memory management mistakes and efficiency
issues.

In order to further reduce the risk of using out-of-scope stack variables in con-
tinuations (e.g., from users allocating callback_data_t on the stack), the MPI
Continuations interface would again have to copy the contents of the user-provided
buffer into an internal buffer and pass that buffer to the callback. However, as stated
earlier, this may compromise efficiency and safety and does not guarantee that nested
pointers do not point to variables on the out-of-scope stack.

With this interface, the simple code in Listing 2 will remain the same, except
that the MPI_Status* argument to the callback disappears. No dynamic memory
allocation would be required in this case. The code in Listing 3 will have to allocate
a structure containing the pointer to the message buffer and the status. The allocation
is thus shifted from the status object to the user-provided data pointer.

1 MPI does not typically employ the NULL pointer but instead defines special values for all invalid
handles.
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1 typedef struct callback_data_t {
2 MPI_Request op_req; /* persistent operation request */
3 MPI_Status status; /* status of the operation */
4 void *msg; /* the message to be received */
5 } callback_data_t;
6
7 void complete_cb(void *user_data) {
8 callback_data_t* cbdata = (callback_data_t*)user_data;
9 int cancelled;

10 MPI_Test_cancelled(&cbdata->status, &cancelled);
11 if (cancelled) { /* nothing to be done */
12 free(cbdata);
13 return;
14 }
15 enqueue_process_process(cbdata->msg);
16 MPI_Start(&op_req->op_req);
17 MPI_Continue(&op_req->op_req, &complete_cb,
18 cbdata, 0, status, cont_req);
19 }
20
21 MPI_Request
22 start_recurring_receive(void *buffer, int from, int size) {
23 callback_data_t *cbdata = malloc(sizeof(callback_data_t));
24 cbdata->msg = buffer;
25 MPI_Recv_init(buffer, size, MPI_BYTE, from, /*tag=*/101,
26 MPI_COMM_WORLD, &cbdata->op_req);
27 MPI_Start(&cbdata->op_req);
28 MPI_Continue(&op_req->op_req, &complete_cb,
29 cbdata, 0, &cbdata->status, cont_req);
30 return cbdata->op_req;
31 }

Listing 5: The example of Listing 4 passing the user data pointer as the only state to
the continuation callback.

5 C++ lambda capture

A variation of the code of Listing 5 using C++ lambda captures is listed in Listing 6.
In this case, the compiler captures all data necessary inside the lambda defined in
Lines 30 – 35. Unfortunately, the status of the operation cannot be automatically
captured by the lambda because it’s values is known only once the callback is invoked.
Thus, the status is encapsulated inside a wrapper cb_t that makes it accessible both
inside and outside the lambda.

All other variables are captured by value (including the operation request) and
stored as part of the fn member of cb_t. The lambda is marked as mutable
because both MPI_Start and MPI_Continue take a non-const pointer to it. The
static invoke member function of cb_t (Lines 10 – 19) will be called by MPI,
which then checks for cancellation and invokes the lambda, passing a reference to
itself, allowing the lambda to reattach the continuation using the same object.
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1 /* Callback wrapper typed on the callable’s type */
2 template<typename Fn>
3 struct cb_t {
4 /* Status must be accessible outside the callable */
5 MPI_Status status;
6 Fn fn;
7 cb_t(Fn&& fn) : fn(std::forward<Fn>(fn)) {}
8 /* static function invoked from MPI,
9 dispatching to the provided callable */

10 static void invoke(void*data) {
11 cb_t* cb = static_cast<cb_t*>(data);
12 int cancelled;
13 MPI_Test_cancelled(&cb.status, &cancelled);
14 if (cancelled) {
15 delete cb; /* cleanup the wrapper */
16 return;
17 }
18 cb->fn(*cb);
19 }
20 };
21
22 MPI_Request
23 start_recurring_receive(void *buffer, int from, int size) {
24 MPI_Request op_req;
25 MPI_Recv_init(buffer, size, MPI_BYTE, from, /*tag=*/101,
26 MPI_COMM_WORLD, &op_req);
27 MPI_Start(&op_req);
28 auto cb = new cb_t(
29 /* Marked mutable to pass op_req as non-const. */
30 [=](auto& cb) mutable {
31 process(buffer);
32 MPI_Start(&op_req);
33 MPI_Continue(&op_req, &cb.invoke,
34 &cb, 0, &cb.status, cont_req);
35 });
36 MPI_Continue(&op_req, &cb->invoke,
37 cb, 0, &cb->status, cont_req);
38 return op_req;
39 }

Listing 6: The example of Listing 4 using C++ lambda capture. The status must
be accessible inside and outside the lambda expression and thus cannot be captured.
Instead it is held in a wrapper object through which the lambda is invoked.

We have deliberately avoided the use std::function in order to provide the
compiler with the opportunity to inline the code in the lambda, further reducing the
overhead of the call. While the use of std::function would remove the template
parameter Fn from cb_t, it introduces a second indirect call in the continuation (in
addition to the indirect call to invoke inside the MPI library).
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We note that the templating of cb_t makes it easily composable and reusable,
allowing it to be used with different lambdas throughout the an application. While not
entirely void of complexity, the use of C++ lambda captures with MPI Continuations
removes the hassle of manually transferring data from the callsite into the callback
through custom structures, as is required when using C.

6 Conclusions

In this paper, we have discussed several variants of the MPI Continuations API and
how state relevant to the execution of the continuation callback can be captured and
passed to the callback. We set out a three requirements (usability, efficiency, and
safety) that at times are at odds with each other. We found that the interface cur-
rently proposed encourages inefficient (by separately allocating the status object(s))
and potentially unsafe (by passing stack-based variables) code. We believe that an
interface that requires the aggregation of all variables accessed inside the continua-
tion callback into a single structure yields a safer and potentially more efficient API
design. We have also shown that by employing modern C++ lambda captures, this
task can be mostly automated. Based on our findings, we will adapt the interface
in our MPI Continuations proposal to only pass a single state pointer and to avoid
potential confusions about lifetime and ownership of status objects present in the
current proposal.
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Xevolver for Performance Tuning of C Programs

Hiroyuki Takizawa, Shunpei Sugawara, Yoichi Shimomura, Keichi Takahashi and
Ryusuke Egawa

Abstract We introduce a C interface for standard C programmers to define their own
code transformation rules for performance tuning, mainly assuming loop transfor-
mations. The proposed C interface can support most of important features provided
by the Fortran interface. As a result, performance concerns can be defined separately
as user-defined code transformation rules, and thus the original application code can
be kept unchanged as much as possible.

1 Introduction

High-Performance Computing (HPC) applications are often specialized for their
target platforms to achieve reasonably high performance. Such code specialization
is not only labor-intensive, but also makes it difficult to migrate the applications to
other platforms. One idea to overcome this difficulty is separation of performance
concerns, meaning that the information specific to a particular platform is expressed
separately from the computation. However, in reality, one bad practice heavily used
in HPC application development to achieve high performance on multiple platforms
is a so-called “ifdef” approach that writes multiple code versions within a single file
and uses C macro conditionals for the preprocessor to switch the code versions to
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be used at the compilation, severely degrading the code maintainability. Therefore,
we need an effective way of expressing platform-specific performance concerns
separately from application codes.

In the Xevolver project [16], we have developed a programming framework for
performance tuning with user-defined code transformations [6, 12]. A high-level
programming interface for standard HPC programmers to describe their own code
transformation rules has also been developed mainly for Fortran codes [10], be-
cause most of legacy HPC applications are written in Fortran. Lately, however, it
is gradually becoming popular to use not only Fortran but also other programming
languages such as C and C++, especially when new HPC applications are developed
from scratch. Moreover, there are many tools such as CIVL [17] available for C and
C++, but not for Fortran. If we need to use such a tool, there is no choice to use
Fortran at the HPC application development. Therefore, we consider that Xevolver
should provide a high-level interface not only for Fortran but also for C.

In this article, we introduce a C interface for standard C programmers to define
their own code transformation rules for performance tuning, mainly assuming loop
transformations. Through various case studies [5, 13, 15], Xevolver’s approach has
been proven to be effective in achieving high performance and code maintainability.
The proposed C interface can support most of important features provided by the
Fortran interface. As a result, performance concerns can be defined separately as
user-defined code transformation rules, and thus the original application code can
be kept unchanged as much as possible.

2 Related work

Software automatic performance tuning, or auto-tuning (AT) for short, is indispens-
able to exploit the performance of modern HPC systems by empirically exploring a
parameter space relevant to performance [7]. To use AT techniques, an application
code must be developed to be auto-tunable [14], and be able to change its behaviors
according to parameter tuning and code version switching. One challenging issue is
that there is no established way of developing a practical application while keeping
it auto-tunable.

So far, several case studies have demonstrated that Xevolver’s approach can enable
standard HPC programmers to define their own code transformation rules without any
special knowledge about compiler implementation technologies [5,13,15]. Although
an HPC application code is directly modified by hand to adapt to its target platform
in many cases, such manual code modifications can be replaced with code transfor-
mations, and thus the original HPC application code can remain almost unchanged if
Xevolver can translate the original code to its optimized and/or auto-tunable version
right before the compilation process.
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Although the original Xevolver framework [12] has only low-level interfaces to
manipulate internal code representation, Xevtgen [10] has been developed to provide
a high-level interface for Fortran programmers to describe code transformation rules
using Fortran syntax. Thanks to the high-level interface, Xevolver enables to develop
a Fortran code without specializing it for any specific platform.

Egawa et al. [4] have presented a database of performance tuning expertise, called
HPC refactoring catalog. Loop optimization techniques in the database are described
along with Fortran sample codes, and the loop optimization is expressed as a code
transformation rule. Sugawara et al. [11] demonstrated that most of those techniques
are also effective for C programs running on recent platforms.

3 Xevolver for C

We are now designing and developing Xevolver for C (Xev-C) for performance
tuning of C programs using user-defined code transformations.

In the original Xevolver framework [12], Abstract Syntax Trees (ASTs) are ex-
pressed in an XML format, called XML-AST. Then, AST-based code transformation
rules are internally expressed also in another XML format, called XSLT, which
is a standardized format to describe transformations of XML data, and hence can
be used for transformation of XML-AST data. Since it is too painful for standard
HPC programmers to describe XSLT rules to define code transformation, Xevtgen
has been developed to define code transformation rules using Fortran syntax fa-
miliar to HPC programmers [10]. AST-based representation of code transformation
is certainly useful for Xevolver to express a wide variety of code transformations.
However, our case studies show that the high-level interface provided by Xevtgen can
cover most cases where Xevolver’s approach is required. Moreover, in the case where
AST-based transformation is appropriate, there are many other tools to express such
a code transformation. Therefore, Xev-C internally uses Clang AST, and implements
only the high-level interface for HPC programmers to define their own code transfor-
mation rules required in practice on a case-by-case basis. Xev-C does not explicitly
expose ASTs to users, and assumes to use Clang tools to develop AST-based code
transformations if necessary.

Unlike the original Xevolver framework built on top of the ROSE compiler
infrastructure [8], Xev-C is implemented using Clang [1]. Xev-C takes two C files
for user-defined code transformations as shown in Figure 1. One of the two C files
is an application code to be transformed, and the other is a code transformation rule
written in C. As with Xevtgen, Xev-C assumes that users provide two versions of a
code fragment to define a code transformation. One is the original version, and the
other is its transformed version. Figure 2 shows an example of code transformation
rule defined using Xev-C. If the rule in Figure 2 is applied to the code in Figure 3,
the first loop is exactly the same as the original code version in the rule, and thus is
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Fig. 1: Overview of Xevolver for C (Xev-C). Xev-C takes two C codes, input code
and transformation rule, and then produces one code, a transformed version of the
input code. All the codes are written in C.

1 #include "xev_defs.h"
2
3 int i,j;
4 double a[10][10], b[10], c[10];
5
6 int main()
7 {
8 xev_stmt_src("label1");
9 {

10 for(i=0;i<10;i++){
11 for(j=0;j<10;j++){
12 c[i] += a[i][j]*b[j];
13 }
14 }
15 }
16
17 xev_stmt_dst("label1");
18 {
19 for(int k=0;k<100;k++){
20 i = k/10;
21 j = k%10;
22 c[i] += a[i][j]*b[j];
23 }
24 }
25 }

Fig. 2: A simple transformation rule for loop collapse.
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1 #include <stdio.h>
2
3 int i,j,n;
4 double a[10][10], b[10], c[10], d[10];
5
6 int main()
7 {
8 read_data_from_file(a,b,c,d);
9

10 for(i=0;i<10;i++){
11 for(j=0;j<10;j++){
12 c[i] += a[i][j]*b[j];
13 }
14 }
15
16 for(i=0;i<10;i++){
17 for(n=0;n<10;n++){
18 d[i] += a[i][n]*c[n];
19 }
20 }
21
22 write_data_to_file(a,b,c,d);
23
24 return 0;
25 }

Fig. 3: A simple code to be transformed.

replaced with the transformed version. As a result, in this particular example, loop
collapse is applied to the first loop in Figure 3, but not to the second loop whose
loop index of the innermost loop is n.

The transformation rule in Figure 2 is just text replacement and transforms a
loop only if the loop is exactly identical to the original version in the rule. A large
number of rules would be required if performance tuning is done only with such
text replacement rules. To achieve performance tuning with as few rules as possible,
Xev-C provides special variables, called Xev variables, so that a rule can be defined
not for a particular code fragment but for a code pattern. Figure 4 shows a rule of
loop collapse similar to the rule in Figure 2. In Figure 4, Xev variables xi, xj, and
stmt are defined and used in the rule. Since xi and xj represent any expressions,
they match any variables. Even if the loop index has a different name, the rule can be
applied to the loop. Similarly, since stmt represents any statements, statements in
the loop body do not affect to determine if the rule is applied. If the rule is applied,
the loop body is unchanged and simply copied to the transformed version. As a
result, in Figure 3, the second loop as well as the first one will be transformed by the
rule.
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1 #include "xev_defs.h"
2
3 int i,j;
4 xev_expr xi,xj;
5 xev_stmt* stmt;
6
7 int main()
8 {
9 xev_stmt_src("label1");

10 {
11 for(xi=0;xi<10;xi++){
12 for(xj=0;xj<10;xj++){
13 stmt;
14 }
15 }
16 }
17
18 xev_stmt_dst("label1");
19 {
20 for(int k=0;k<100;k++){
21 xi = k/10;
22 xj = k%10;
23 stmt;
24 }
25 }
26 }

Fig. 4: A simple transformation rule with Xev variables for loop collapse.

4 Evaluation and discussions

In this work, we have examined that the performance tuning expertise recorded in
HPC refactoring catalog [4] can be expressed using the current design of Xev-C.
As discussed in [11], Fortran codes in 28 out of 31 cases in the catalog can be
translated into C. The three cases not translated into C use either of using built-in
Fortran functions or libraries available only in Fortran. Most of the performance
tuning techniques in the catalog are vectorization-aware loop optimizations mainly
targeting the previous-generation vector systems, SX-9 [9] and SX-ACE [3]. In the
following evaluation, the performance gains by the techniques are evaluated on the
latest vector systems, two generations of SX-Aurora TSUBASA [2]. The system
specifications are summarized in Table 1.

Xev-C does not support all the features provided by Xevtgen yet. However, we have
confirmed that all the code transformation rules in the 28 C codes can be expressed
as Xev-C rules. Therefore, we believe that the expressive ability of the current design
of Xev-C is high enough at least for vectorization-aware loop optimizations.

Figure 5 shows the performance gains by the code transformations for SX-Aurora
TSUBASA. The vertical axis shows the speedup ratio of the transformed code
to the original code for each system. Each code is complied with either of -O2
or -O4, to discuss how compiler optimization affects the performance. Overall,
most of vectorization-aware loop optimizations for the previous-generation systems
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Table 1: Specifications of the two generations of SX-Aurora TSUBASA used in the
evaluation.

2nd generation SX-Aurora TSUBASA
VE Model NEC Vector Engine Type 20B

Core Count 8
Peak Performance [TFLOPS] 2.45
Memory Bandwidth [TB/s] 1.535
Memory Capacity [GB] 48
Compiler ncc-3.4.0

VH Model Intel Xeon Silver 4208
Core Count 8
Memory Capacity [GB] 192

1st generation SX-Aurora TSUBASA
VE Model NEC Vector Engine Type 10C

Core Count 8
Peak Performance [TFLOPS] 2.15
Memory Bandwidth [TB/s] 0.750
Memory Capacity [GB] 24
Compiler ncc-3.4.0

VH Model Intel Xeon Gold 6126
Core Count 12
Memory Capacity [GB] 96

are still effective even for SX-Aurora TSUBASA. However, because of advances
in compiler technologies, it is worth mentioning that some performance tuning
techniques are no longer effective or even harmful on performance, meaning that the
compiler can perform the same or even better optimizations especially with higher-
level optimization flag, -O4. For example, for Case No. 20, the loop optimization
technique in the catalog is still effective if the code is compiled with the -O2 flag,
and thus the speedup ratio exceeds 1. However, when the -O4 flag is used, the
performance is degraded by applying the same loop optimization technique, because
the compiler can optimize the loop better than the technique. This clearly indicates
that a performance tuning technique should not directly be applied to an application
code because it could become ineffective or even harmful in the future. Accordingly,
Xevolver’s approach to separation of performance concerns is promising to improve
the code maintainability and make it possible to develop an application in a future-
proof way.

Since Xev-C is designed for C programs, it can work together with other tools
developed for C. For example, in [11], Xev-C is combined with a formal verification
tool, CIVL [17], to check if a user-defined code transformation keeps the execution
result of the transformed code unchanged. This code equivalence checking is an
important feature for our code transformation framework, even though some techni-
cal issues remain unsolved. Therefore, user-defined code transformation with code
equivalence checking will further be discussed in our future work. Combining Xev-C
with other tools could also be interesting research topics.
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Fig. 5: Speedup ratio by code transformation, which is the performance ratio of
the transformed code to the original code. A code transformation could degrade
the performance because it represents a performance tuning technique for previous-
generation vector systems.

5 Conclusions

This article has introduced Xev-C, which is a C interface to describe user-defined
code transformation rules using C. Our evaluation results show that Xev-C can
already express important features to express vectorization-aware loop optimizations,
and achieve separation of performance concerns by defining code transformation
rules separately from application codes. As compiler’s optimization capability could
change over time, a performance tuning technique could become ineffective or even
harmful. Therefore, separation of performance concerns is important, and the case
study in this article has demonstrated that Xevolver can contribute to the separation.
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Scalability Evaluation of the CFD Solver CODA
on the AMD Naples Architecture

Michael Wagner

Abstract Computational fluid dynamics (CFD) simulations are an increasingly
important part of aircraft design. They allow in-depth insight into the aerodynamic
behavior of components and help reducing cost and time in development. CODA is a
next-generation CFD solver for aerodynamic simulations of fully equipped aircraft.
It is developed by the German Aerospace Center (DLR), the French Aerospace Lab
(ONERA), and Airbus, and is one of the key applications represented in the European
Centre of Excellence for Engineering Applications (Excellerat). This work evaluates
the CODA CFD solver on the CARA HPC system based on the AMD Naples
architecture. The evaluation includes an assessment of the scalability on the largest
available partition of the production system with the NASA common research model
in a strong scaling scenario, a comparison of different hybrid-parallel setups suitable
for the specific memory and NUMA layout and a comparison of the results with the
Intel Cascade Lake architecture. Furthermore, it demonstrates the impact of node
placement and unfavorable network loads on large scale runs.

1 Introduction

One of the key challenges in aviation is the aim for climate-neutral, low-noise air
transport by the middle of the century. The European Commission, for instance,
defines in its vision for Europe’s aviation several goals to, among others, increase
affordable and reliable connectivity within the European Union and at the same time
mitigate the adverse impact of aviation on society and environment. These goals
include a reduction of 75 % of CO2 emissions, 90 % of NOx emissions, and 65 % of
perceived aircraft noise by 2050; in comparison to a typical new aircraft in 2000 [2].
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To attain these goals, new aircraft have to become significantly lighter and more
aerodynamically efficient, in combination with the introduction of innovative flight
control and an intelligent mix of alternative propulsion system concepts. This will
require a disruptive approach including step-changing aircraft technology and new
design principles. Thus, future aircraft designs may be driven by unconventional
layouts such as the low noise aircraft model (LNA), the blended wing body aircraft,
or the flying wing configuration.

For these unconventional layouts flight characteristics will be dominated by non-
linear effects. In this case, high-fidelity numerical simulations become inevitable for
the design and assessment of new aircraft designs to provide reliable insight into new
aircraft technologies and reach best overall aircraft performance through integrating
aerodynamics, structural mechanics and systems design.

Another challenge on the road to climate-neutral aviation is the reduction of
development time for new aviation technology. The development, testing and pro-
duction of new aircraft involve significant time and financial investments and risks.
The huge time and financial investment in aircraft development and the resulting
long aircraft operation spans slow down the introduction of progressive technology
and dynamic improvements. For this reason, the German Aerospace Center (DLR)
is putting the virtual product at the heart of its scientific work in its guiding concepts
for aeronautics research. The virtual product, i.e., high-precision mathematical and
numerical representation of a new aircraft and all its characteristics and components,
allows faster development cycles; starting from product development up to approval,
production, maintenance and decommissioning [4].

Computational fluid dynamics (CFD) simulations for aircraft aerodynamics are
already today imperative in the aircraft design process. Not only do they allow to
reduce cost and time of aircraft development by omitting unnecessary prototyping,
wind tunnel experiments and real flight tests, but allow a more in-depth insight
into components and systems. Especially for future aircraft design driven by step-
changing technology, new design principles and, consequently, non-linear effects in
flight characteristics, highly accurate and efficient CFD simulations are essential.

CODA is a CFD solver for the solution of the Reynolds-Averaged Navier–Stokes
equations on unstructured grids based on second-order finite-volume and higher-
order Discontinuous-Galerkin (DG) discretization. The implementation addresses
the efficient usage of current and upcoming high performance computing (HPC)
systems and emerging technologies such as GPUs. CODA is developed in a joint
effort of the German Aerospace Center (DLR), the French Aerospace Lab (ONERA)
and Airbus and is one of the key next-generation engineering applications in the
European Centre of Excellence for Engineering Applications (Excellerat) [3].

In this work, the CODA CFD solver is evaluated on the German Aerospace
Center’s CARA HPC system based on the Naples architecture from AMD. The con-
tribution of this work is, first, an assessment of the scalability on the largest available
partition of the production system with the NASA common research model in a
strong scaling scenario. Second, a comparison of different hybrid-parallel setups
suitable for the memory and NUMA layout of the AMD Naples architecture and a
comparison of the results with the Intel Cascade Lake architecture. Third, a demon-
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stration of the impact of node placement and network interference on large scale
runs. This contribution serves, on the one hand, as best practice recommendation
for the CFD solver CODA on the CARA HPC system and, on the other hand, it
may provide guidance for researchers and developers in their efforts to execute their
applications on the AMD Naples architecture.

The following sections provide background on the CFD solver CODA (Sect. 2),
the used test case (Sect. 3) and the CARA HPC system (Sect. 4). Sect. 5 presents the
results of the scalability assessment and the comparison of different hybrid-parallel
setups. Finally, Sect. 6 summarizes the presented work and draws conclusions.

2 The CFD solver CODA

At the German Aerospace Center (DLR), CFD codes have been developed for
decades, many of them in regular industrial use. One of them is the DLR TAU
code [8], which is in production in the European aircraft industry, research organiza-
tions and academia since more than 15 years. It was, for instance, used for the Airbus
A380 and A350 wing design. TAU implements a classical MPI parallelization to
simulate steady as well as unsteady external aerodynamic flows using a second order
finite-volumes discretization.

In 2012 DLR initiated the development of a new, flexible, unstructured CFD solver
called Flucs [6], which held the opportunity to design a modern, comprehensive con-
cept for HPC from scratch. Next to HPC, the focus was set on algorithmic efficiency
using strong implicit solvers, higher-order spatial discretization via the Discon-
tinuous Galerkin method featuring hp-adaptation in addition to finite volumes with
maximum code share, and seamless integration into Python-based multi-disciplinary
process chains via FlowSimulator [7].

Though the Flucs development had been started at DLR, it has become part of a
larger cooperation that is driven by Airbus, the French aerospace lab ONERA, and
DLR. After Airbus expressed its interest for a new generation CFD solver that is
co-developed by ONERA and DLR in 2015, in May 2017 all three parties reached an
agreement pursuing the joint effort. The joint development of the CFD solver based
on Flucs was named CODA (CFD for ONERA, DLR and Airbus) to honor the new
collaboration and the involvement of all three partners.

Similar to TAU, CODA implements classical domain decomposition to make use
of distributed-memory parallelism via MPI and, additionally, the GASPI [1] imple-
mentation GPI-2 as an alternative to MPI. This Partitioned Global Address Space
(PGAS) library features efficient one-sided communication to reduce network traf-
fic and latency. Furthermore, CODA features overlapping halo-data communication
with computation to hide network latency and, thus, improve scalability. In addition
to classical domain decomposition, CODA uses a hybrid two-level parallelization.
CODA implements sub-domain decomposition, where each domain is further par-
titioned into sub-domains, each of which being processed by a dedicated software
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thread that is mapped one-to-one to a hardware thread to maximize data locality.
This allows utilizing shared-memory parallelism and provide a flexible adaption to
different hardware architectures (as can be seen in Sect. 5) [11].

An integral part of CODA is the Sparse Linear Systems Solver (Spliss) [5] that is
used for solving linear equation systems for implicit time integration methods, e.g.
for the test case used in this work. Spliss is a linear solver library that, on the one
hand, is tailored to the requirements of CFD applications but, on the other hand,
independent of the particular CFD solver. Focusing on the specific task of solving
linear equation systems allows for integrating more advanced, but also more complex,
hardware-specific optimizations, while at the same time hiding this complexity from
a CFD solver such as CODA.

3 The test case for external aerodynamics

The test case for the scalability evaluation is based on the NASA Common Research
Model from the fifth AIAA CFD Drag Prediction Workshop [10]. This test case
simulates steady airflow at subsonic speed and computes typical characteristics like
air velocity and direction, pressure and turbulence. Fig. 1 visualizes the output of
the test case with the aircraft configuration and mesh on the left and the airflow
around the wing and fuselage with air pressure on the aircraft on the right. It is well
studied and provides experimental data as well as numerical solutions by other CFD
applications for comparison.

Fig. 1: Visualization of the test case simulation: aircraft configuration with mesh
(left) and airflow around wing and fuselage (right); both with air pressure as color
gradient.

For the CRM test case, CODA solves the Reynolds-averaged Navier–Stokes equa-
tions (RANS) with a Spalart–Allmaras one-equation turbulence model in its negative
form (SAneg). It uses a second-order finite-volume spatial discretization with an im-
plicit Euler time integration. For the linear problem, a block-Jacobi solver with LU
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decomposition is applied. The flow conditions are outlined by the following param-
eters: the Mach number is set to 0.2, the Reynolds number to 5e6, and a fixed 2.5°
angle of attack is set.

The input of the test case is a rather small unstructured mesh with 5.2 million
points and 10.2 million prisms that is obtained by splitting each hexahedron in
the original mesh into two prisms such that the geometry’s surface mesh is purely
triangular. Please note that this rather small mesh (one order of magnitude smaller
than industrial cases) was chosen to allow a strong scalability analysis at relatively
small core counts, i.e., neither the purely prismatic volumes nor the small number
of cells allow high CFD accuracy in the boundary layer.

4 The CARA HPC system

The Computer for Advanced Research in Aerospace (CARA) is the German
Aerospace Center’s current main HPC system installed by NEC. It was ranked at
221 in the Top500 list of 11/2019 providing 1.7 TFlop/s out of 2.6 Tflop/s theoretical
peak performance [9]. The system is primarily used for production simulations and
research in the fields of aerospace and mobility.

The CARA HPC system offers 2280 compute nodes, which are connected by an
Infiniband HDR network. Each compute node consists of two AMD EPYC 7601
(32 cores at 2.2 GHz) with four dies of eight cores each. The system has two-way
simultaneous multi-threading (SMT) enabled, i.e. there are two hardware threads
running on each core. In total, the system offers 145,920 compute cores.

With respect to memory access, the AMD Naples architecture presents rather com-
plex characteristics. The architecture includes eight NUMA (non-uniform memory
access) domains and three NUMA distances: first, to the memory of the seven other
cores on the same die, second, to the memory on the three other dies on the same
chiplet (socket) and, third, to the memory located on the other chiplet. In addition,
only four of eight cores on each die share a last level cache (L3 cache) leading to
an additional difference in memory access latency depending on the locality of the
data; weather it is in the shared L3 cache of the according core or in the adjoining
L3 cache on the same die. The complex NUMAness and the split L3 cache per die
should be put in consideration when it comes to data locality and memory access, in
particular, for shared-memory parallelization and thread synchronization.
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5 Evaluation

This section first outlines the measurement setup and then presents scalability results
for different hybrid-parallel setups, different mesh sizes, analyzes the impact of node
placement and unfavorable network loads, and concludes with a comparison of the
AMD Naples and Intel Cascade Lake architectures with respect to their impact on
threading performance.

5.1 Measurement setup

Prior to the launch of the CARA system, it was already established for CODA that, in
general, a hybrid-parallel execution of the code using MPI and threads provides best
performance. In particular for higher core counts, a suitable utilization of shared-
memory parallelization via threads reduces the total number of MPI ranks, the
number of MPI operations and cost for MPI global communication (e.g. collectives)
since less MPI ranks are involved. However, it was also established for CODA that
threading performance is impacted by the memory hierarchy, in particular, data
locality and the size of NUMA domains.

Therefore, for the scalability evaluation, first, all software threads are bound to
a hardware thread to ensure thread affinity. Second, three different hybrid-parallel
setups are evaluated to identify the impact of the memory hierarchy:

• 16 MPI processes per node with 4 OpenMP threads each. This way all four threads
are in the same NUMA domain and share the same L3 cache.

• 8 MPI processes per node with 8 OpenMP threads each. This way all eight threads
are in the same NUMA domain but are split across two L3 caches.

• 4 MPI processes per node with 16 OpenMP threads each. This way the 16 threads
are split across two NUMA domains.

Please note that other combinations such as 1 MPI process with 64 threads each,
i.e. threads split across two sockets, were tested but not included in the full evaluation
since they did perform inferior to the above setups, which was already established
before, and did not provide any further inside into the Naples architecture itself.

As stated before, on the AMD Epyc architecture each core can be over-subscribed
to use two hardware threads on each core, i.e. two-way simultaneous multi-threading
(SMT). This allows running two software threads on each core, scheduled by the
operating system, and may help increasing performance by increasing the number
of independent instructions in the execution pipeline. In addition to the above setups
using one hardware thread per core, the according setups with simultaneous multi-
threading are recorded, too. For these setups the number of OpenMP threads per
MPI process is doubled, e.g. the version with 16 MPI process and 4 OpenMP threads
each is also measured with 16 MPI processes and 8 OpenMP threads each, whereas
the 8 OpenMP threads run on the same 4 cores as the 4 OpenMP threads.
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All measurements were executed only one time due to the large core counts,
according costs and wait times in the queue. This must be kept in mind when dis-
cussing the significance of individual data points. In general, the recorded runtimes
are consistent in themselves; nonetheless, the data points should not be taken as exact
values but rather as basis for general trends. Parallel runtimes are affected, amongst
others, by the applied scheduling to nodes and the overall load on the system. In that
sense, the recorded runtimes reflect typical behavior that users would see in normal
production mode; not isolated benchmark runs in a near-perfect environment.

5.2 Evaluation of different hybrid-parallel setups

Fig. 2 shows the parallel speedup for the different setups of MPI processes to
OpenMP threads without and with enabled hyper-threading for 1 to 512 nodes,
i.e. 64 to 32.768 cores; whereas 512 nodes was the largest partition that could be
reasonably used during normal production of the system. The figure highlights the
general scaling behavior of the various setups.
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Fig. 2: Speedup for 1 to 512 nodes (64 to 32.768 cores) for different MPI rank to
OpenMP thread ratios: without (left) and with simultaneous multi-threading (right).

Without simultaneous multi-threading (Fig. 2, left) CODA achieves about 90 %
parallel efficiency at 4096 cores and 59 % parallel efficiency at 32,768 cores. This
represents very good strong scaling behavior for such a small mesh, where at 32,768
cores on average only 312 elements are assigned to each software thread; an extreme
case that is usually not approached in production simulations. As expected, based on
the architecture, the best setup is with four threads per MPI process, so that all four
threads are executed on the four cores that share a last level cache. The second-best
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setup is with eight threads per MPI process, so that all eight threads are executed
within a single NUMA domain. The execution of threads across NUMA domains
leads to further reduced performance.

With enabled simultaneous multi-threading (Fig. 2, right) CODA achieves about
88 % parallel efficiency at 4096 cores and 47 % parallel efficiency at 32,768 cores.
This again represents very good strong scaling behavior for such a small mesh,
where on average only 150 elements are assigned to each software thread at 32,768
cores. Consequently, the scalability is slightly reduced since each thread has only
half the computational load. In that sense, computing a test case with 10.2 million
prisms across 65,536 threads sets an extreme case and highlights the excellent scaling
behavior of CODA even on very little computation load per thread. In comparison,
typical workloads used in production simulation have one or two orders of magnitude
more elements per thread.

Although the setups with enabled simultaneous multi-threading show slightly
lower parallel efficiency at scale, they provide significantly better compute perfor-
mance. Comparing the individual simultaneous multi-threading setups with their
non-simultaneous multi-threading counterparts, the setups with enabled simultane-
ous multi-threading have a 15 - 20 % reduced runtime, which might also be a factor
in the slightly reduced scalability.

5.3 Evaluation of different mesh sizes and node placement

To evaluate the scalability relative to the number of mesh elements, the strong
scalability of CODA is measured for three different mesh sizes: tiny with 1.2 million
prisms, medium with 10.2 million prisms (same mesh as above) and fine with 34.5
million prisms. All use the setup with 16 MPI processes per node and 4 OpenMP
threads each (disabled simultaneous multi-threading).

The left side of Fig. 3 shows the parallel speedup for the different mesh sizes. It
highlights the general scaling behavior relative to the number of mesh elements. As
expected, the larger the mesh size, the better the scaling behavior. However, scala-
bility relative to the number of elements per thread does not increase proportionally.
Hence, additional factors, except the decreasing workload per thread, impact over-
all scalability, especially, for large core counts, were MPI communication becomes
an increasingly limiting factor, for instance, the non-linear scaling of global MPI
collectives and network interference.

Indeed, on a production system such as CARA, the fluctuating network load can
significantly impact application performance for large core counts. The right side of
Fig. 3 compares the scalability of CODA with three levels of network interference
for the medium mesh: First, the typical network interference for a typical CODA run
as seen in the previous results. In this case, the job scheduler places the application
on the first available set of nodes (random placement in Fig. 3). Second, reduced
network interference that is achieved by using a set of nodes that is connected by
a minimal number of network switches (good placement). This can be realized, for
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Fig. 3: Speedup for 1 to 512 nodes (64 to 32.768 cores) for different mesh sizes
(left) and for different node placements and unfavorable network loads leading to
interference (right).

instance, with the according use of the switches option in the Slurm job scheduler.
Third, increased network interference that can be reproduced by using the random
node placement and running another large-scale network-heavy application at the
same time, e.g. another large CODA simulation.

With the improved node placement CODA achieves about 93 % (vs. 90 %) parallel
efficiency at 4096 cores and 71 % (vs. 59 %) parallel efficiency at 32,768 cores.
However, with default node placement and unfavorable network loads CODA only
achieves about 88 % parallel efficiency at 4096 cores and 20 % parallel efficiency
at 32,768 cores. The huge span from 20 % (heavy network interference) to 59 %
(typical network interference) to 71 % (reduced network interference) underlines the
significant impact on application performance for large core counts that can occur
unwillingly and possibly unnoticed on a production system. As a consequence,
today, Slurm’s switches option with a moderate wait time is set by default for all jobs
submitted on CARA.

5.4 Comparison of AMD Naples and Intel Cascade Lake architectures

To better understand the threading performance on the AMD Naples architecture, the
results are compared to results achieved on the Intel Cascade Lake architecture. The
AMD Naples nodes consist of two AMD Epyc 7601 with 32 cores and 64 hardware
threads each and has a total power consumption of 360 W. The Intel Cascade Lake
architecture consists of two Intel Xeon Platinum 9242 with 48 cores and 96 hardware
threads each and has a total power consumption of 700 W. To fairly compare the two
architectures, two AMD Naples nodes are set against one Intel Cascade Lake node
to match power consumption, which is often a limiting factor in computing centers
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and mainly influences operational costs. While this comparison based on power
gives the AMD a slight benefit of 20 W, it can still be considered fair since the Intel
architecture was released almost two years later.
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Fig. 4: Threading performance on two AMD Naples nodes vs. one Intel Cascade
Lake node.

Fig. 4 shows the runtime for the test case with the tiny mesh of 1.2 million ele-
ments for different hybrid-parallel setups with enabled two-way simultaneous multi-
threading or hyper-threading, respectively. In general, both architectures achieve very
similar performance. However, as seen before, CODA performs less efficiently on
the AMD Naples architecture the more threads per MPI process are used; with the
optimum being four threads per process and a significant increase towards using
one MPI process and 64 threads per socket. For the Intel Cascade Lake architecture,
the test case shows much less variance between the different setups; reaching its
optimum at 16 threads per MPI rank but comparable performance up to one MPI
process and 48 threads per socket.

These results put the AMD Naples architecture at a disadvantage for large scale
runs, where good threading parallelism is a crucial factor, since it allows reducing
the number of MPI processes and, thus, the impact of MPI communications.

6 Conclusion

This work presents an evaluation of the scalability of CODA, a CFD solver for air-
craft aerodynamics. This evaluation includes an assessment of the scalability on the
largest available partition of DLR’s CARA HPC system. The test case based on the
NASA common research model achieves 93 % parallel efficiency at 4096 cores and
71 % parallel efficiency at 32,768 cores in a strong scaling scenario despite running
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on a very small mesh with very little computational load per thread; an extreme case
that is usually not approached in production simulations. Furthermore, the evalua-
tion compares different hybrid-parallel setups suitable for the specific memory and
NUMA layout of the AMD Naples architecture. It highlights that best hybrid-parallel
performance is reached when using only four threads per MPI process, so that these
threads share the same last level cache. This stands in contrast to the Intel Cascade
Lake architecture, where comparable performance for all hybrid setups was obtained.
Lastly, an assessment of node placement and network interference underlines the sig-
nificant impact of unfavorable network loads on application performance resulting
in up to a factor of 3.5 divergence in parallel efficiency.
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