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Preface

We are pleased to welcome you to the proceedings of the 41st edition of the
International Conference on Conceptual Modeling (ER 2022), which took place during
October 17–20, 2022. Originally, the conference was planned to take place in the
beautiful city of Hyderabad, India, but due to the uncertain COVID-19 situation
it was finally held virtually.

The ER conference series aims to bring together researchers and practitioners
building foundations of conceptual modeling and/or applying conceptual modeling in a
wide range of software engineering fields. Conceptual modeling has never been more
important in this age of uncertainty. As individuals, organizations, and nations face
new and unexpected challenges, software and data must be developed that can cope
with and help address this new uncertainty in an ever-faster changing world. Concep-
tual modeling can be used to describe, understand, and cope with increasing levels of
uncertainty in our world. Conference topics of interest include the theories of concepts
and ontologies underlying conceptual modeling, modeling languages, methods and tools
for developing and communicating conceptual models, and techniques for transforming
conceptual models into effective implementations.

This year, ER 2022 chose as an overall theme “Conceptual Modeling to Support
Big Data Analytics and AI”. Big data analytics demands modeling complex data in a
variety of models and accommodating the 5V’s (Volume, Velocity, Variety, Value, and
Veracity). Can the conceptual modeling community seize the opportunity to meet the
needs of big data analytics? Conceptual modeling helps deep understanding of data and
knowledge that is the backbone of AI systems. The modern data-driven AI systems
have less representation schemes for the input data and the output. Techniques that aid
the conceptual understanding of data movement through deep learning models help to
develop and apply these learning models.

A total of 82 papers were submitted to the main track of the conference. Each paper
went through a thorough reviewprocess and received at least three reviews frommembers
of the Program Committee. The papers with no clear decision were discussed online.
The discussions were moderated by senior Program Committee members who helped
us with the final selection by providing recommendations and writing meta-reviews. We
are deeply grateful to all the members of the Program Committee for their competence
and fairness. The results of the review process allowed us to accept 19 high-quality full
papers and 11 short papers which are included in this volume.

In addition to the paper presentations organized in eight sessions, the conference
program included four inspiring keynote talks: “Conceptual Modelling in the Age
of Artificial Intelligence and Quantum Computing”, by Wolfgang Maaß from the
Saarland University, Germany; “In an Increasingly Digital World, You Have to Put the
People First”, by Bas van Gils from Strategy Alliance, The Netherlands, and Antwerp
Management School, Belgium; “Modeling and Software”, by Pankaj Jalote from IIIT-
Delhi, India; and “Threat Intelligence Modeling Using Graphs”, by Ashish Kundu from
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Cisco Research, USA. We thank the speakers for sharing their knowledge, research
achievements, and practice insights.

Besides the main track, ER 2022 hosted a Doctoral Symposium, where PhD students
could present their research projects and receive advice from advanced academics, and
a Forum, Demo and Poster track, allowing researchers to present novel and innovative
outcomes regarding conceptual modeling.

Finally, the conference program also included five interesting tutorials and a panel
on “New Frontiers for Conceptual Modeling”. We thank the presenters for transmitting
their knowledge and expertise to the ER community.

Overall, organizing ER 2022 was a great pleasure, since we had an exceptional
Organizing Committee. We thank all the chairs for their engagement and contribution.

We also thank Springer for their assistance in the production of the conference
proceedings and EasyChair for providing an efficient conference management system.
Special thanks to our sponsors and to the ER Steering Committee.

October 2022 Jolita Ralyté
Sharma Chakravarthy

Mukesh Mohania
Manfred A. Jeusfeld

Kamalakar Karlapalem
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Conceptual Modelling in the Age of Artificial Intelligence
and Quantum Computing

Wolfgang Maass 1,2

1 Saarland University, Germany
2 German Research Center for Artificial Intelligence (DFKI), Germany

wolfgang.maass@dfki.de

Keynote Abstract

Models are not true, but some are useful. Models are either used as mental constructs
by individuals or they are used by groups as social constructs. Conceptual modeling has
always focused on socially constructed, explicit representations that are useful for gain-
ing shared understanding of an affair or even for designing and implementing technical
systems, most of all information systems.

For mental representations of individuals, the working hypothesis of neuroscience
is that mental representations are embossed into neural structures and ultimately into
electric signals. Socially constructed conceptual models require explication by repre-
sentations governed by some shared conceptual-modelling grammar (Wand & Weber
2001), i.e., they become social reality by information in a medium.

Different phases of conceptual modeling have been conducted in the past decades.
Initially, conceptual models were fully controlled and “closed” representations, e.g.,
frames. This was followed by a phase of conceptual models that are unrestricted (“open”)
for capturing the richness of human knowledge in general, most of all ontologies. Sta-
tistical models and machine learning models often lack direct connections to individual
knowledge and socially constructed knowledge but emerge from data alone. The under-
lying assumption is that data is taken directly from reality and is therefore objective.
Recent discussions on biases and distortions of data raise the question of the social
construction of data as well. Current research on explainability and interpretability tries
to build bridges between both fields. Hybrid models are an attempt in this direction by
trying to merge socially constructed conceptual models with machine learning models.
The success of machine learning models has initiated chip design research to develop
dedicated chips that can directly support AI processing. This might have repercussions
on preferred designs of information systems and machine learning models. Even more
advanced are quantum computing and quantum information theory when transform-
ing data representations into quantum representations that are accessible by quantum
computing algorithms.

In this talk, common aspects between all these fields are discussed and some thoughts
on research questionswill be presented.A focuswill be laid on the interplay between con-
ceptual modeling and machine learning models but also some connections to advanced
chip designs and quantum computing are given.

https://orcid.org/0000-0003-4057-0924


In an Increasingly Digital World, You Have to Put
the People First

Bas van Gils1,2

1 Strategy Alliance, Amersfoort, The Netherlands
2 Antwerp Management School, Antwerp, Belgium
bas.vangils@strategy-alliance.com

Keynote Abstract

Digital transformation is a key trend in which data plays a crucial role. As a result of the
ongoing digital transformation, in line with the law of requisite variety, I see increased
complexity and variety that helps in dealing with the challenges of today. Complexity is
not bad in and of itself, as long as we have enough understanding of the organization in
order to manage it effectively, and even use it to our advantage.

Three real-world cases show that organizations struggle with data/data management.
Key questions in this are: (1) Do we know our data well enough in order to use it? (2)
How do we balance “grip on data” with “value creation”? I will argue that effective
use of models can help answer these questions. This is not a new position: several
scholars have made this claim in the past as well. Very few organizations appear to have
a mature modeling capability, leading to high cost, low agility, and hindering digital
transformation. It is entering to ponder how this state of affairs came to be: why is
modeling such an under valued skill in light of the fact that both scientific theories as
well as heuristic frameworks emphasize it so strongly? Going a step further: why is
“theory” such a dirty word in most organizations, up to the point where considering
the use of heuristics-based frameworks is already cause for raised eyebrows and serious
discussions?

There is no silver bullet that will improve the status quo: if there was, we would
have found it by now. I will propose a strategy that combines a fast cycle (learning
by doing) and a slow cycle (build the capability, re-learn the value of theory/models)
to move forward. This generic approach can only be successful when tailored to the
specific situation in an organization. Last but not least, I will argue that training and
experimentation are key enablers: don’t wait to educate people when they are in the field
but start already during their university education.



Modeling and Software

Pankaj Jalote

IIIT-Delhi, Okhla, New Delhi, India
jalote@iiitd.ac.in

Keynote Abstract

No complex system can be built without effective modeling. And software systems are
complex. Hence, modeling is necessary for building software systems, and a range of
models are used for different tasks in the software development process – each playing an
important role for that task. The nature and use of models in building a system, however,
depends on the nature of the system also – if the system being developed is “hardware”
which is costly to change, more rigorous and detailed modeling becomes necessary.
If the system being developed is “software” which is easy to change and the cost of
change is not high, modeling can be at higher levels of abstraction helping develop the
software solution, rather than guiding the development of the details of the system. In
other words, for software it is often desirable to have a gap between models and the final
solution, and while models guide the development of the solution, it may be acceptable
to have the final solution diverge from the model. In such situations, reverse engineering
models from the solution can also be useful. Detailed modeling is more appropriate for
application domains where errors and changes in the solution are much more expensive.
In such cases, domain specific modeling can be useful which may lead to executable
models. However, if models are to be executable, then the modeling language becomes
another programming language at a higher level of abstraction and needs to compete in
other programming languages for that domain.



Threat Intelligence Modeling Using Graphs

Ashish Kundu

Head of Cybersecurity Research, Cisco Research, San Jose, CA, USA
ashishkundu@gmail.com

Keynote Abstract

Security attacks form a system of specific flow of computation and data by one or
multiple threats. Attacks follow a set of steps in a sequence. Threats work together as
threat groups. Holistic 360-degree defenses against APTs often interconnect multiple
threat intelligence computation and defense mechanisms. Each of these processes have a
graph structure inherent to their execution. Graphs can be used to model spatio-temporal
dimensions and flows of different facets of security as well as privacy. In our previous
work, we have studied the use of graphs for modeling security lifecycle, attacks, attack
surface as well as defense modeling. Moreover, we have also modeled threat intelligence
as a system of graphs and using graph analytics and graph deep learning in order to
predict, infer, extract features and information for assuring holistic security. Such work
has been developed in the context of autonomous cars, AI, cloud and edge computing.
In this talk, we will also explore how to use NLP and NLU on how to automatically
construct such graph models for specific systems under protection/attack.

https://orcid.org/0000-0003-1499-5558
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Abstract. Conceptual models are artifacts representing conceptualiza-
tions of particular domains. Hence, multi-domain model catalogs serve
as empirical sources of knowledge and insights about specific domains,
about the use of a modeling language’s constructs, as well as about the
patterns and anti-patterns recurrent in the models of that language cross-
cutting different domains. However, to support domain and language
learning, model reuse, knowledge discovery for humans, and reliable auto-
mated processing and analysis by machines, these catalogs must be built
following generally accepted quality requirements for scientific data man-
agement. Especially, all scientific (meta)data—including models—should
be created using the FAIR principles (Findability, Accessibility, Interop-
erability, and Reusability). In this paper, we report on the construc-
tion of a FAIR model catalog for Ontology-Driven Conceptual Modeling
research, a trending paradigm lying at the intersection of conceptual
modeling and ontology engineering in which the Unified Foundational
Ontology (UFO) and OntoUML emerged among the most adopted tech-
nologies. In this initial release, the catalog includes over a hundred mod-
els, developed in a variety of contexts and domains. The paper also dis-
cusses the research implications for (ontology-driven) conceptual model-
ing of such a resource.

Keywords: Ontology · Ontouml · Data catalog · Fair · Linked data

1 Introduction

Conceptual models are concrete artifacts representing conceptualizations of par-
ticular domains. Ontology-Driven Conceptual Modeling (ODCM) is a trend-
ing paradigm that lies at the intersection of conceptual modeling and ontology

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Ralyté et al. (Eds.): ER 2022, LNCS 13607, pp. 3–17, 2022.
https://doi.org/10.1007/978-3-031-17995-2_1
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engineering. ODCM is frequently about the use of foundational ontologies, i.e.,
axiomatic ontological theories (in the philosophical sense) to improve conceptual
models, modeling languages, and tools [26].

In this context, the Unified Foundational Ontology (UFO) and the UFO-
based conceptual modeling language OntoUML [5,8,12,13] have emerged among
the most used approaches in the field [26]. Over the years, UFO and OntoUML
have been adopted by research, industrial, and governmental institutions world-
wide to create ODCM models in different domains [13,26]. In this context, con-
ceptual models are created either by directly extending UFO’s categories (e.g.,
having the type Agent specializing the UFO type Object, or having the type
Action specializing the UFO type Event) or, more frequently, by using OntoUML
stereotypes for classes and relations—which also reflect UFO’s ontological dis-
tinctions (e.g., decorating the type Action with the � event � stereotype).

Multi-domain model catalogs serve as sources of empirical knowledge and
insights about: (i) how specific domains are modeled (ii) the use of a model-
ing language’s constructs, and (iii) domain-independent patterns that emerge
from the use of a language. However, to support domain and language learning,
model reuse, knowledge discovery for humans, and reliable automated processing
and analysis by machines, these repositories must be built following generally
accepted quality requirements for scientific data management. In particular, all
scientific (meta)data—including models—must be created using the FAIR prin-
ciples, which are: Findability, Accessibility, Interoperability, and Reusability
[27].

In this paper, we report on the construction of an ODCM catalog, henceforth
termed the OntoUML/UFO Catalog. This is, to the best of our knowledge,
the first FAIR catalog of ontology-driven conceptual models. It is a structured,
collaborative, and open-source catalog that contains UFO-grounded models—
the vast majority of which are represented in OntoUML [5,8,12].

The OntoUML/UFO Catalog has two goals. First, we want to provide curated
structured data to support empirical research in OntoUML/UFO, specifically,
and on conceptual modeling in general. For example, this can provide high-
quality data on why, where, and how these approaches are used, which can enable
researchers to understand the evolution of the language and its foundations. It
can also serve as a repository for patterns and anti-patterns detection [20], as
well as a benchmark against which, e.g., language transformation models [2] and
complexity management techniques [11,19] can be assessed. Additionally, it can
support novice modelers who want to learn ODCM in OntoUML/UFO, as well
as advanced users who want to reuse existing models as seed models [3].

The first catalog release offers a diverse collection of 127 models obtained
from academic and industrial sources, created by modelers with varying model-
ing skills, for a range of domains, and for different purposes. These models are
available in the JavaScript Object Notation (JSON) and Turtle machine-readable
formats, and are accessible via permanent Uniform Resource Identifiers (URIs).

The rest of this paper is organized as follows. Section 2 discusses the pro-
cess we followed and the tools we have used to create the catalog. Section 3
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presents the catalog’s structure and introduces the vocabularies we used to build
it. Section 4 briefly discusses some statistics on the current release of the cata-
log. Section 5 evaluates the catalog with relation to the FAIR principles. Section 6
elaborates on the importance of the catalog for the community and on the differ-
ent research endeavors it facilitates or enables. Section 7 positions our work with
relation to other catalogs and datasets available to the modeling community.
Finally, Sect. 8 makes some final considerations and discusses future works.

2 Methods and Materials

The OntoUML/UFO Catalog was conceived to be open and easily accessible to
all members of the modeling community, to allow collaborative work, and to be
easily maintainable. These are important requirements in this context, since we
envision a continuous growth of the catalog in years to come. To reach these
goals, we created a GitHub repository for hosting the catalog and associated it
with a permanent URL1.

The first activity for the catalog creation was the definition of a set of gover-
nance rules, an activity done by a team of OntoUML and Linked Data specialists.
To be accepted into the catalog, a dataset submission had to comply with these
rules. For example, a basic rule regarded what exactly constituted a submis-
sion: a dataset submission should include three files: the UFO-based/OntoUML
model itself, a file with the model’s metadata information, and the model’s asso-
ciated bibliography (when available). The catalog rules are formalized and made
available for contributors on its GitHub’s wiki page.

Once these rules were established, we could then populate the catalog. We
encouraged the participation of the conceptual modeling and ontology engineer-
ing communities through public invitations for collaboration. Researchers were
asked to submit their models to the catalog. Intending to familiarize them with
the catalog structure and content, we also requested their cooperation for the
migration of existing data to the catalog. Seventeen experienced modelers con-
tributed to this activity.

To cover as many models as possible and to reduce the chances of receiv-
ing duplicates, we elaborated a list of all OntoUML/UFO-based models that we
could find in a broad non-systematic literature search and in personal databases
(e.g., OntoUML/UFO-based models developed by students during academic
courses)—the final list contained more than 300 models.

After collecting these models, our collaborators began the data migration
phase, which comprised adapting the original models to the catalog standards.
The collaborators obtained images of OntoUML/UFO-based models from papers
and technical reports and manually rebuilt them on the latest version (v16.3) of
the Visual Paradigm (VP) modeling editor2 using the ontouml-vp-plugin3. This
1 https://purl.org/ontouml-models.
2 Despite being a commercial tool, VP (https://www.visual-paradigm.com/) has a

free community version that could be used by our contributors.
3 Downloadable from https://purl.org/ontouml-vp.

https://purl.org/ontouml-models
https://www.visual-paradigm.com/
https://purl.org/ontouml-vp
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plugin is an extension to VP that offers several important modeling services [6].
For example, it allows the use of OntoUML constructs (stereotypes for classes,
associations, and attributes) when building UML class diagrams, and supports
syntax verification, model serialization in JSON and Web Ontology Language
(OWL), as well as model modularization and abstraction. Models already avail-
able in editable format were imported into VP.

We provided instructions to modelers to harmonize systematically their
design decisions, including a Frequent Asked Questions (FAQ) page in the
GitHub catalog’s wiki for specifying topics that could lead to inconsistencies.
As we want the migrated models to be as truthful as possible to the original
ones, collaborators were advised not to reinterpret the model to be submitted
and, e.g., they were asked to: preserve the original OntoUML stereotypes used,
keep syntactical errors, maintain the original diagram layout as much as possible,
and preserve the original terminology used in the model.

Files containing BibTeX references and, especially, rich metadata (see dis-
cussion in Sect. 3) for the submitted datasets were produced. As these files are
fundamental parts of a dataset submission, the rules on how they should be
produced were also detailed in the catalog’s wiki.

To ensure the catalog’s consistency, every new submission was subject to
peer evaluation by the catalog curators (a team of OntoUML/UFO experts).
The evaluation included a manual analysis of the files composing the dataset,
checking for errors, and verifying their compliance with the defined catalog’s
governance rules. Once approved, the dataset was included in the catalog, where
complementary files associated with it were derived. By the end of this process,
the submitted dataset was then included in the catalog.

3 Catalog Structure

Following the recommendations for implementing the FAIR principles [15], the
OntoUML/UFO catalog schema (see Fig. 1) reuses classes and properties from
the following vocabularies:

– Data Catalog Vocabulary (DCAT)4
– Dublin Core Terms (DCT)5
– Simple Knowledge Organization System (SKOS)6
– Metadata for Ontology Description and Publication (MOD)7
– Friend of a Friend (FOAF)8

The catalog (dcat:Catalog) is maintained by a community of users (foaf:A-
gent), composed of a set of models (instances of mod:SemanticArtefact), which
are described by the following metadata (asterisks show mandatory items):
4 https://www.w3.org/TR/vocab-dcat-2/.
5 https://www.dublincore.org/specifications/dublin-core/dcmi-terms/.
6 https://www.w3.org/TR/skos-reference/.
7 https://w3id.org/mod/2.0.
8 http://xmlns.com/foaf/0.1.

https://www.w3.org/TR/vocab-dcat-2/
https://www.dublincore.org/specifications/dublin-core/dcmi-terms/
https://www.w3.org/TR/skos-reference/
https://w3id.org/mod/2.0
http://xmlns.com/foaf/0.1
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Fig. 1. The OntoUML/UFO Catalog schema in a UML class diagram representation.

– dct:title*: the name of the model. E.g., "Common Ontology of Value and
Risk", "Reference Ontology of Trust".

– mod:acronym: the acronym one can use to refer to the model. E.g., "RDBS-O",
"COVER", "ROT".

– dct:issued: the year when the model was first published. E.g., 2022.
– dct:modified: the year of the most recent publication of the model (in a

scientific publication, a technical report, a website, etc.). E.g., 2018.
– dct:contributor: a list of URIs of people who contributed to the develop-

ment of the model. If possible, we recommend using a contributor’s persis-
tent URI from DBLP (e.g., https://dblp.org/pid/96/8280) or ORCID (e.g.,
https://orcid.org/0000-0003-2736-7817).

– dct:subject*: a list of strings that identify the domains covered by the
model. E.g., "robotic", "technology", "services", "risk".

– dcat:theme*: the central theme of the model according to the Library of
Congress Classification (LCC) system.9 E.g., "Class S - Agriculture",
"Class T - Technology". LCC is available as a skos:ConceptScheme and
each of its classes as instances of skos:Concept.

– skos:editorialNote: general notes on the model documentation process.
E.g., "The ontology was originally designed in Portuguese".

– dct:type*: the list of types in which the model can have categories. Since
OntoUML and UFO are frequently used for building core and domain ontolo-
gies, these are among the allowed values for this field (the other allowed value
is application).

– dct:language*: the language in which the lexical labels of the model are
written (using the IANA Language Sub Tag Registry10). E.g., "en", "pt".

– mod:designedForTask*: the list of goals that motivated the development
of the model. The allowed values are "conceptual clarification", "data

9 https://www.loc.gov/catdir/cpso/lcco/.
10 https://www.iana.org/assignments/language-subtag-registry/.

https://dblp.org/pid/96/8280
https://orcid.org/0000-0003-2736-7817
https://www.loc.gov/catdir/cpso/lcco/
https://www.iana.org/assignments/language-subtag-registry/
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publication", "decision support system", "example", "information
retrieval", "interoperability", "language engineering", "learning",
"ontological analysis", and "software engineering".

– ontouml:context*: the list of contexts in which the model was developed.
The allowed values for this field are: "research", "industry", "classroom".

– dct:source: a list of URIs of the resources that contain, present, or signifi-
cantly influenced the model. We recommend the use of persistent URIs, such
as the Digital Object Identifier (DOI) or DBLP’s URI, whenever possible.
E.g., https://doi.org/10.3233/AO-150150, https://dblp.org/rec/journals/ao/
Morales-Ramirez15.

– dct:conformsTo*: the list of representation styles adopted in the model. The
allowed values for this field are: "ontouml", for models that use OntoUML’s
stereotypes; and "ufo", for pure UML models that specialize UFO’s types
and relations.

– dcat:landingPage: a URL of a web page to gain access to the ontology,
its distributions and/or additional information. E.g., https://www.model-a-
platform.com.

– dct:license: a URI of the model’s license. E.g., https://creativecommons.
org/licenses/by/4.0/.

Each model, after being added to the catalog, is available via three distribu-
tions (dcat:Distribution), namely a JSON distribution, a Turtle distribution,
and a distribution in the format of the modeling tool used to represent the model.
Each distribution is described by a dcat:title and a dcat:downloadURL.

A GitHub repository hosts the whole catalog. Its root directory has: (a) a
catalog.ttl file11 that is the file encoding the catalog itself—i.e., the aggre-
gated data of all datasets that are part of the catalog; (b) a metadata.ttl file,
which provides (in a triple-based format) all the catalog’s metadata listed above,
and which aggregates all metadata from its composing datasets; and (c) a list
of folders—the datasets, each one including all the information related to an
OntoUML/UFO-based model. We structured the dataset folders as from Fig. 2,
namely:

– ontology.vpp: the Visual Paradigm project of the model;
– ontology.json: contains the JSON serialization of the model exported via

the ontouml-vp-plugin;
– ontology.ttl: uses the OntoUML Metamodel in OWL12 to map the model’s

data. This is a vocabulary designed to support the serialization and exchange
of OntoUML models in compliance with the ontouml-schema13, which is a
specification of how to serialize OntoUML models as JSON objects [6]. This
file provides a specific URI for all data from the model14, and its publication
allows anyone to access and manipulate all the model’s instances;

11 https://purl.org/ontouml-models/catalog.
12 https://purl.org/ontouml-models/vocabulary.
13 https://purl.org/ontouml-schema.
14 These URIs are generated according to the following template:

https://purl.org/ontouml-models/<folder name>.

https://doi.org/10.3233/AO-150150
https://dblp.org/rec/journals/ao/Morales-Ramirez15
https://dblp.org/rec/journals/ao/Morales-Ramirez15
https://www.model-a-platform.com
https://www.model-a-platform.com
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://purl.org/ontouml-models/catalog
https://purl.org/ontouml-models/vocabulary
https://purl.org/ontouml-schema
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Fig. 2. Folder structure for each model in the catalog.

– metadata.yaml: contains the model’s metadata;
– metadata.ttl: is an Resource Description Framework (RDF)-based version

in Turtle syntax of metadata.yaml.
– references.bib: contains the BibTeX citation data for each publication

about the model (this file is not required for unpublished models).
– original diagrams/: is a folder containing images in PNG format of the

diagrams created by the authors of the model.
– new diagrams/: is a folder containing images in PNG format of all diagrams

rebuilt on Visual Paradigm (keeping the names matching the original ones).

Note that the vpp, yaml, and bib files are the ones provided by the col-
laborators. In contrast, the OntoUML plugin for Visual Paradigm automatically
generates the json file for each model. The png files hosted in the new diagrams
folder are automatically generated; the same occurs for all the ttl files.

4 Catalog Statistics

4.1 Statistics on the Models

Table 1 presents some basic statistics in the current state of the catalog, consid-
ering the number of diagrams, classes, domain associations, and generalizations
relations. These statistics give us an idea of the dimension of the models there
included. In its current version, the catalog has 127 models, which have 656
diagrams, 7223 classes, 5392 associations, and 5474 generalizations. The size of
the represented models varies, ranging from simple models with only 7 classes or
models with no domain association (e.g., models that are mere taxonomies) to
large and complex models with more than a thousand classes. While mean and
median values show us the medium size of the models in the catalog, the mode
value indicates that most of these models are small. The standard variation,
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Table 1. Statistics on concepts from the catalog ontologies

Diagrams Classes Associations Generalizations

Sum 656 7223 5392 5474
Minimum 1 7 0 0
Maximum 138 1222 655 1119
Median 2 32 26 19
Mean 5,17 56.87 42.46 43.1
Mode 1 18 15 2
Standard Deviation 15.52 118.44 71.34 115.47
Sample Variance 240.84 14028.79 5089.44 13332.43
Standard Error 1.38 10.51 6.33 10.25

sample variance, and standard error values indicate that the catalog comprises
models of varied sizes. This is a positive feature, demonstrating that the cata-
log collects a heterogeneous model sample, which can be useful for supporting
different empirical analyzes.

4.2 Statistics on the Metadata

The 127 models included in the catalog have been created between 2005 to
2022 (coded in the issued metadata field). The models represent 161 differ-
ent domains (subject metadata), being the most frequent ones software engi-
neering, with 6 occurrences, followed by finance and safety with 5 occurrences
each, and value, economics, and education with 4 occurrences each. Regarding
the metadata field conformsTo, 115 (90,6%) of these models are represented
using OntoUML stereotypes, and 18 (14,2%) of them directly extending UFO.
Note that the sum of these values is over 127 because this field can assume
multiple values—the same happens to the metadata fields language, type,
designedForTask, and context. The metadata theme (which codes a library
classification) can assume only one value, and therefore, the sum of its occur-
rences must be equal to the number of datasets that are in the catalog.

Considering the field language, the catalog has 119 (93,7%) models that use
lexical terms in English (en), followed by Brazilian Portuguese (pt-br) with 10
(7,9%) occurrences, and Dutch (nl) with a single item (0,8%). Considering the
type of these models, 112 (88,2%) of them are classified as domain ontologies,
12 (9,4%) as core ontologies, and 6 (4,7%) as application ontologies. Regarding
their context, 94 (74,0%) models were created within a research environment,
28 (22,0%) within a classroom environment, and 7 (5,5%) within an industry
setting. In terms of their purposes(designedForTask property), we have repre-
sentatives in all the ten available classifications categories, distributed as follows:
85 (66,9%) conceptual clarification, 23 (18,1%) learning, 20 (15,7%) interoper-
ability, 13 (10,2%) software engineering, 9 (7,1%) ontological analysis, 3 (2,4%)
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decision support system, 3 (2,4%) example, 2 (1,6%) information retrieval, 2
(1,6%) data publication, and 2 (1,6%) language engineering.

Finally, regarding the library classification of the domains represented in
these models (theme), of the 21 possible LCC classes, we have exemplars of 13
of them, distributed this way: 44 (34,6%) of Social Sciences (Class H); 36 (28,3%)
of Technology (Class T); 8 (6,3%) of Science (Class Q); 7 (5,5%) of Medicine
(Class R); 6 (4,7%) of Geography, Anthropology, and Recreation (Class G); 6
(4,7%) of Education (Class L); 5 (3,9%) of Philosophy, Psychology, Religion
(Class B); 5 (3,9%) of Political Science (Class J); 4 (3,1%) of Law (Class K);
3 (2,4%) of Agriculture (Class S); 1 (0,8%) of Music (Class M); 1 (0,8%) of
Military Science (Class U); and 1 (0,8%) of Bibliography, Library Science, and
General Information Resources (Class Z).

5 FAIRness Evaluation

In this section, we discuss how our catalog complies with the FAIR principles
for scientific data management put forth by Jacobsen et al. [15].

Findable. The first FAIR principle refers to the importance of making
(meta)data easily findable to both humans and computers. To accomplish this,
the following more specific requirements are laid out [15]: (F1) the (meta)data
must have “a globally unique and persistent identifier” (F2) the data must be
“described with rich metadata” (F3) the metadata “clearly and explicitly include
the identifier of the data they describe”, and (F4) (meta)data must be regis-
tered/indexed in a searchable resource. The catalog uses persistent identifiers
for all its resources (F1). Our data is described with rich metadata accessible to
users (F2) and correctly referencing identifiers (F3). Finally, all (meta)data is
hosted on a public GitHub repository, guaranteeing that they are indexed and
findable by web search tools (F4).

Accessible. The second principle, accessibility, regards authentication and
authorization. It requires that (A1) the (meta)data must be retrievable by their
identifier using a standardized communications protocol that is open, free, uni-
versally implementable, and that allows authentication and authorization proce-
dures, where necessary. It also requires that the (A2) metadata must be “accessi-
ble, even when the data are no longer available”. We hosted the catalog in a public
GitHub repository. Thus, all its resources are accessible to anyone with a browser
and an internet connection (A1). We store data and metadata about each model
in different files in our catalog (e.g., the ontology.ttl and metadata.ttl files
in a model directory). Thus, even if an author removes their ontology from our
catalog, its metadata will remain there (A2).

Interoperable. An important principle, in which ontology-driven conceptual
models play an essential role [9], is interoperability. This principle states that the
data should be able to integrate with other data, applications, or workflows. To
achieve this goal (I1) the (meta)data must “use a formal, accessible, shared, and
broadly applicable language for knowledge representation” (I2) the (meta)data
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must “use vocabularies that follow FAIR principles”, and (I3) also must “include
qualified references to other (meta)data”.

The datasets in the catalog are available using open, free, and standardized
semantic web and syntax definition languages, such as JSON and RDF-based lan-
guages (I1). The catalog’s metadata is described using FAIR vocabularies, such
as DCAT, DCT, SKOS, and MOD. Our custom vocabulary, built to describe the
models in our catalog, is also FAIR compliant, being accessible via a permanent
URI, specified in RDF/OWL, hosted on its own GitHub repository, and with a
clear license for reuse. Our metadata reuses identifiers from other data providers,
such as the DBLP’s author identifier, DOI, and LCC, thus paving the way for
the integration with additional datasets (I3).

Finally, the interoperability of the models comprising the catalog is facilitated
by having each of these models grounded on a foundational ontology (UFO), i.e.,
by having the domain concepts and relations in these models explicit connected
to UFO’s basic ontological categories.

Reusable. The last principle addresses data reuse, requiring that (meta)data
should be structured and well-described, enabling them to be replicated or com-
bined. More specifically (R1) the (meta)data must be “richly described with
a plurality of accurate and relevant attributes” (R1.1) it must be “released
with a clear and accessible data usage license” (R1.2) the (meta)data must be
“associated with detailed provenance”, and (R1.3) must “meet domain-relevant
community standards”. Our catalog metadata is extensive in the description of
each piece of metadata, containing all relevant attributes for understanding each
model, like name, source, modeler, and domain (R1). Moreover, the catalog reg-
isters the usage license for the included models (R1.1), each model in the catalog
has its original source presented (publications, files, and diagrams) (R1.2), and
for the whole catalog we used well-established vocabularies when defining the
metadata standards (R1.3).

6 Relevance for Research

This catalog paves the way for research in the areas of ontology engineering, soft-
ware design, and conceptual modeling, but also in the areas of machine learning,
and, more precisely, relational learning, where the focus is to address predic-
tion or information induction tasks by reusing knowledge encoded in a graph-
structured format. We grouped some main usage examples as follows.

Algorithm Evaluation. An obstacle often found by OntoUML developers is
how to evaluate their algorithms’ effectiveness and performance. By lacking a
reliable dataset for testing, authors most of the time rely on toy examples use-
cases, or on unrealistic scoped domains. Most of the time, when testing on already
published models, modelers must manually rebuild these models from their image
files to produce a machine-readable version of the model. Using this catalog,
interested users can find a significant amount of reliable data (since all input on
the catalog is peer-reviewed) already in the desired format, thus creating a ben-
eficial scenario for testing algorithms. To cite just two examples, algorithms that
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would directly benefit from this catalog include those for automated clustering
[11] and abstraction of conceptual models [19].

Language Evolution. For over fifteen years, the OntoUML research commu-
nity has contributed to the development of the modeling language and to the
evolution of its foundational ontology, UFO. By observing how OntoUML has
been used over the years, by several groups, and in a variety of domains, one
can derive fruitful empirical observations about the language. Previous works
have already observed several diverse ways in which people systematically bent
the syntax of the language, triggering its designers to evolve the language [12].
These systematic subversions refer to recurrent model fragments appearing in
models produced by different users that albeit grammatically incorrect signal (to
a language’s creation) a design limitation of the language. The observation and
analysis of these subversions in OntoUML have already been used as input to
evolve UFO’s theory of relations [5] and its theory of types [12]. Being a struc-
tured source of models’ data in a machine-readable format, the OntoUML/UFO
Catalog can be queried, and its data can be used for the identification of these
subversions for further analysis.

Language Design and Evaluation. “How much language is enough?”. With
this question in mind, Muehlen and Recker analyzed Business Process Modeling
Notation (BPMN) models using mathematical and statistical techniques and,
among other findings, discovered that less than 20% of BPMN’s vocabulary is
regularly used—a piece of information that has implications for the entire lan-
guage ecosystem and community [16]. Researchers can perform an equal analysis
of OntoUML using our catalog. Such an analysis could benefit the OntoUML
community by helping teachers and students to create improved pedagogical
strategies. The results of such analyzes could also drive future researchers’ efforts,
allowing them to focus on the most used language concepts. Examples of these
include [22], which proposes ontology-based rules for designing the concrete syn-
tax of visual modeling languages, and [10], which proposed a canvas for ontology
modeling. Both approaches aimed to address subsets of OntoUML/UFO cate-
gories. With this catalog, such design choices can be evidence-based.

Empirical Discovery of Modeling (Anti-)Patterns. A straightforward way
to exploit the catalog is to use its information to understand how people use
OntoUML in practice. This involves the empirical discovery of patterns or anti-
patterns [20], as good or bad modeling practices, which can be used to evolve
OntoUML or by modelers that need to create new models. Note that, since
OntoUML is a profile for UML class diagrams, the catalog offers an opportunity
for researchers interested in the discovery patterns in that language as well.

Application Development. The availability of OntoUML models encoded in
a uniform and processable format supports the development of new model engi-
neering techniques and the improvement of existing ones. For instance, through
an analysis of how people create diagrams (i.e., what are the cognitive steps in
model construction), new editing and automatic layout services could be devised.
Many datasets (or parts of them) may be used directly to design database
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schemes for working applications of related domains, i.e., high-quality models
there included can serve as seed models [3] for future developments.

New Source of Information for Machine Learning Set-Ups. Recently,
machine learning approaches have taken advantage of graph-structured data
to address specific tasks [17]. In this context, the catalog offers ODCM data
that can be easily exploited and assessed in different scenarios and domains.
The combination of domain-level and top-level knowledge, which is structural
in OntoUML, represents an added information that is crucial sometimes. For
instance, exploiting background knowledge with top-level information is recog-
nized to be of remarkable significance for cross-domain transfer learning tasks
[1,7]. Similarly, having a large catalog with domain data related to top-level data
may significantly improve tasks in which schemes must be matched according to
a reference standard [23]. It can also provide training data for ontology match-
ing tasks leveraging on data annotated with categories coming from foundational
ontologies—a still unexplored approach to ontology matching [24]. Finally, our
catalog can be exploited as a training set for machine learning prediction tasks,
where the goal is to predict the correct foundational category of a given class,
thus providing automated support to build new models and define their scope.

7 Related Work

Our contribution here builds primarily on the large amount of work in recent
years on the generation of repositories for maintaining and reusing knowledge
resources, such as ontologies, conceptual models, and vocabularies. Based on an
analysis of the collected data and their organization, we identified some initia-
tives that are close to ours, which we discuss in the sequel. Considering the dif-
ferent scope, we excluded from this section domain-specific catalogs and catalogs
for artifacts different from models or ontologies (e.g., design patterns catalogs).

In the past, some of us have made a first attempt to gather and organize
OntoUML models [20]. This effort gathered 54 models, most of which were (or
will eventually be) included in the catalog presented here. This repository of
models—which is no longer available or maintained—was created with the spe-
cific goal of supporting the empirical discovery of ontological anti-patterns [20].
Differently from the catalog described in this paper, that repository was not
built in compliance with the principles represented in FAIR, or with the goal of
fostering open and collaborative community participation.

The Linked Open Vocabularies (LOV) [25] is a platform that provides access
to a catalog of OWL vocabularies. Starting in 2011, LOV is now hosted by the
Open Knowledge Foundation, and it currently offers almost eight hundred vocab-
ularies. LOV is based on some quality requirements, including URI stability and
availability on the web. It relies on standard formats and publication best prac-
tices, quality metadata, and documentation. As a distinctive feature, LOV shows
indicators that are not provided by other catalogs, such as the interconnections
between vocabularies, the versioning history along with past and current editors
(individual or organization). LOV is a catalog of vocabularies and/or lightweight
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ontologies, i.e., semantic web models focused on web-based information sharing
and computability issues. Ours, in contrast, focuses on ontology-driven concep-
tual models, i.e., models focused on expressivity and domain appropriateness,
and capturing the result of ontological analyzes [8].

An example of a repository of ontologies as logical specifications is Onto-
Hub [4], which collects over 20.000 specifications organized in almost 150 repos-
itories. Most of the ontologies there are also lightweight models. We can say
the same for the LOV-inspired Linked Open Vocabularies for the Internet of
Things (LOV4IoT) [14], a domain-specific repository. In this sense, it is sim-
ilar to the BioPortal [21], which includes almost 1.000 in the life sciences. In
contrast to these other approaches, the OWL models in BioPortal usually are
based on the Basic Formal Ontology (BFO) foundational ontology and, in prin-
ciple, have a similar focus (e.g., with relation to domain appropriateness) to the
ones in our catalog. However, despite their firm grounding, these models are
subject to OWL’s expressivity limitations and, hence, leave out unrepresented
many important ontological nuances (e.g., related to modality, multi-level struc-
tures). Additionally, since these ontologies are rendered as textual (sentential)
logical specifications, they do not provide data for supporting the study of dia-
grammatic/visual aspects of domain representations (e.g., model layout, visual
patterns and anti-patterns).

Last, another initiative comparable to ours is the one by G. Robles et al. [18],
who built an extensive catalog of UML models. Their approach was to gather
UML models automatically from sparse GitHub projects and put them into a
reference hub. The output is a catalog with over 93.000 UML diagrams from over
24.000 projects. Their catalog is clearly much larger than ours, but our goals are
also different. First, in scope, they include any UML models, while we focused
on ODCM models. Second, their emphasis is on quantity, while striving for a
minimal quality threshold for the models and for the homogeneity of the data.
All our models are available in the same formats and are described with rich and
linked metadata, making our catalog much easier to reuse and analyze.

8 Final Considerations

In this paper, we presented the first FAIR Model Catalog for Ontology-Driven
Conceptual Modeling Research. We provide a structured, collaborative, and
open-source catalog of ODCM models designed with the OntoUML language
(or by extending the UFO ontology). This resource shall support the conceptual
modeling and ontology engineering communities with many important empirical
tasks. These include language design, understanding, and evolution; machine-
learning research over model data; testing model manipulation (e.g., code gen-
eration, mining, modularization, abstraction); and model reuse.

The catalog currently contains 127 models, but we expect it to grow, espe-
cially considering the UFO and OntoUML relevance to the ODCM field and
considering that the catalog is open to receive contributions from the commu-
nity. Instructions on how to collaborate are available on the repository’s GitHub
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page. We have identified many models that still have to be rebuilt in the Visual
Paradigm to be included in the catalog. Given that this is a laborious task,
we intend to investigate ways in which this process can be at least partially
automated (e.g., by automating the normalization of data, partially generating
models from figures). Additionally, we intend to create a service in the OntoUML
plugin for modelers to submit their models directly to the catalog.

Inspired by the LOV initiative (which claims to be a high-quality catalog of
reusable vocabularies), we envisage the creation of a Linked Open OntoUML
Models (LOOM). Differently from LOV, LOOM would organize the space of
ontologically well-founded domain models, i.e., a space of conceptual models
grounded on a foundational ontology and, thus, having deeper ontological seman-
tics by design.

Even though our catalog is restricted to UFO/OntoUML conceptual mod-
els, its metadata schema could be easily adapted to accommodate models built
following other foundational ontologies. Nonetheless, to the best of our knowl-
edge, UFO is the only mainstream foundational ontology [26] that has an ODCM
language that is explicitly associated to it, i.e., in a technical sense: (i) having
the modeling primitives of the language directly reflecting the distinctions of
the ontology; (ii) having the grammatical constraints of the language explicit
representing the axiomatization of the ontology.

Finally, as previously discussed, the models are included in this catalog in
their original form, i.e., preserving the original modeling choices made by their
creators. This is important to study how the language is actually used in prac-
tice, what are the most common modeling errors and anti-patterns, how different
users subvert the grammatical rules of the language signaling possible evolution
trends, etc. However, as a direct consequence, the catalog shall contain mod-
els that are of a variety of quality levels, including models bearing syntactic,
semantic, and pragmatic problems. This hinders the potential (re)use of these
models (e.g., as Seed Models or reusable modeling components). As future work,
we intend to address this issue by investigating methodological and computa-
tional mechanisms for assessing some quality aspects of these models (e.g., with
relation to syntactical correctness, presence of anti-patterns, visual pragmatics,
among others).
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Abstract. The Unified Foundational Ontology (UFO) has been used to
provide foundations for the major conceptual modeling constructs. So
far, UFO has reflected a view in which domain entities are fundamen-
tally divided into those that collect invariants of the domain (i.e., types)
and those entities that manifest those invariants (i.e., instances), following
the conventional two-level classification scheme. This paper extends UFO
with support for multi-level classification schemes, in which some entities
accumulate both type-like and instance-like characteristics. This requires
an ontological interpretation and a formal theory of types of types. This
theory is employed to engineer new constructs and constraints into the
OntoUML language, and to develop computational support for the formal
verification of constraint violation over multi-level conceptual models.

Keywords: Ontology-driven conceptual modeling · Multi-level
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1 Introduction

The Unified Foundational Ontology (UFO) has been used to provide founda-
tions for the major conceptual modeling constructs [19,23]. This ontology has
led to the OntoUML Ontology-Driven Conceptual Modeling language [19,21], a
UML class diagram profile reflecting the ontological micro-theories comprising
UFO. Despite the increasing adoption [36] and successful application [23] of this
language to address problems in a variety of areas, so far, UFO’s foundations
to OntoUML have reflected a view in which domain entities are fundamentally
divided into those that collect invariants of the domain (i.e., types) and the

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Ralyté et al. (Eds.): ER 2022, LNCS 13607, pp. 18–34, 2022.
https://doi.org/10.1007/978-3-031-17995-2_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17995-2_2&domain=pdf
https://doi.org/10.1007/978-3-031-17995-2_2


Incorporating Types of Types in Ontology-Driven Conceptual Modeling 19

entities that manifest those invariants (i.e., instances). However, in a multitude
of domains, entities that accumulate both type-like and instance-like character-
istics play a central role. For example, in biological taxonomy, the type Canis
familiaris collects the properties manifested in individual dogs (e.g., having fur,
being quadrupeds) while manifesting itself properties of the type Species (e.g.,
having a certain biological origin, having an expected lifespan). In other words, in
this domain, we are concerned not only with types of individuals (i.e., first-order
types), but also with types of types (i.e., high-order types). Models that extend
the traditional two-level scheme by accommodating types that are themselves
instances of other (high-order) types are called multi-level models [5].

This paper extends UFO and then OntoUML with support for multi-level
modeling, including an ontological interpretation and formal model of high-order
types. By leveraging a formal theory called MLT (Multi-Level Theory) [9], we
incorporate a micro-theory of high-order types in UFO. This theory is then
employed to engineer new constructs and constraints into the OntoUML lan-
guage and to develop computational support for the formal verification of con-
straint violation over these models. We position our work with respect to compet-
ing approaches present in the literature and demonstrate how our contributions
answer an existing demand in conceptual modeling for ontologically sound and
semantically precise support for types of types.

A distinctive feature of our approach is that, by considering types as
endurants, we can account for qualitative changes that these types may undergo
in time [20]. This means that the UFO ontological categories applicable to types
of individual endurants (such as kinds, phases, roles, etc.) [22] also apply to types
of types. For instance, in biology, this allows us to account for high-order types
such as Endangered Species or Extinct Species as phases, as the very same species
can instantiate these types in different situations. Treating types as endurants
also allows us to account for temporal properties of their existence: this is par-
ticularly important for types such as social roles, artifactual types, and nominal
kinds in general [35]. For example, consider the numerous crime types defined in
most penal codes; these come into existence at determinate times as a result of
the exercise of legislative institutional power. The same move also allows us to
account for contingent or accidental properties of high-order types: for example,
an animal species may be characterized by a changing population size; a car
model may be characterized by a recommended sales price.

Empirical evidence for high-order types shows their relevance: a study of
Wikidata in 2016 encountered over 17,000 classes involved in multi-level tax-
onomies [6]. That study already indicated the importance of rules to detect
problematic usage of high-order types in that knowledge base, which was cor-
roborated by an updated study in 2021 [12]. The latter found over 5 million prob-
lematic statements in Wikidata that could have been avoided with automated
rules. The inconsistencies found over the years reveal that modelers struggle to
represent high-order types adequately [6,12]. In OntoUML, there are 123 docu-
mented occurrences of high-order types across 19 ontologies in a dataset of 113
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ontologies.1 This count considers classes explicitly labeled as types (e.g., Person
Type) and those decorated with various ad hoc stereotypes (e.g., «type», «pow-
ertype», and «high-order type»). This indicates that modelers subvert [23] the
modeling language in order to capture somehow types of types even when sup-
port for them is not explicitly part of the language, a phenomenon that has also
been observed in OntoUML with event types [2] and with reified properties [22].

The remainder of this paper is structured as follows: Sect. 2 presents the
UFO and OntoUML background, discussing why the current status lacks full
support for high-order types; Sect. 3 introduces high-order types explicitly in
UFO; Sect. 4 presents the corresponding OntoUML extension; Sect. 5 discusses
related work and Sect. 6 presents our final considerations.

2 Background and Motivation

OntoUML is an ontology-driven conceptual modeling (ODCM) language that
focus on the representation of types of object-like entities termed endurants,
and their type-level relations. In UFO, endurant types (Fig. 1) are types of enti-
ties that exist in time and that can undergo changes while keeping their identity.
Endurants encompass (i) existentially independent objects such as a person, an
organization, or a car, whose types are called Substantial Types and (ii) existen-
tially dependent aspects of objects, such as Paul’s height, or John’s employment
at Big Tech Inc., whose types are called Moment Types. The existential depen-
dence relation tying moments to their bearers is called inherence.

Moment types are further classified into types of intrinsic (internal) moments,
Quality Type and Intrinsic Mode Type, and types of extrinsic (relational) moments,
Relator Type and Extrinsic Mode Type. Quality types classify aspects of endurants
that can be mapped to some quality space, such as a person’s height, or a
car’s color; intrinsic mode types, on the other hand, classify internal aspects of
endurants that are not conceptualized in terms of a quality space, such as one’s
ability to speak English; extrinsic mode types classify relational aspects that
simultaneously inhere on a unique endurant and externally depend on another.
Extrinsic modes ground unilateral relations such as John loves Mary ; finally,
relator types classify relational aspects of endurants that inhere in the sum of
all endurants it involves, such as John’s employment at Big Tech Inc., which is
the sum of aspects of John as the employee as well as aspects of Big Tech Inc.
as the employer.

The aforementioned classification forms a taxonomy of endurant types based
on the ontological nature of their instances. On top of that, endurant types in
UFO are also classified according to orthogonal characteristics of how they apply
to their instances. Sortals are endurant types that provide a uniform principle of
identity for their instances, i.e., a principle capturing what are properties that
two instances of that type must have in common in other for them to be the
same. In particular, the identity principle informs which changes an endurant
may undergo while preserving its identity. A sortal can either directly provide
1 Dataset available at https://purl.org/ontouml-models/git.

https://purl.org/ontouml-models/git
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Fig. 1. UFO’s original taxonomy of endurant types.

the identity principle for its instances, or inherit that principle provided by
another sortal. Non-sortal types, on the other hand, classify endurants that fol-
low distinct identity principles, being also referred to as dispersive types [19].
Non-sortals aggregate properties that are common to different sortals. There-
fore, while Computer, Mobile Phone, and Tablet are examples of sortals following
distinct identity principles (i.e., their identity principles are clearly based on
distinct sets of properties), Electronic Device is an example of non-sortal that
aggregates properties that are common to the instances of each of these three
sortals, among others.

Sortals and non-sortals are further differentiated according to their rigidity.
Rigid types necessarily classify (in the modal sense) endurants, i.e., a rigid type
classifies its instances as long as they exist. Anti-rigid types, in contrast, classify
their instances contingently, having their instances moving in and out of their
extension without ceasing to exist, i.e., while maintaining their identities. For
example, Person is typically conceived as a rigid type as, in most conceptualiza-
tions, it classifies its instances at all times. In contrast, Student and Teenager
only classify persons manifesting certain (accidental) properties, namely holding
an enrollment at an educational institution and having an age between thirteen
and nineteen years old. It is also possible that types necessarily classify some
of its instances but not others, being referred as semi-rigid types. An example
of semi-rigid type is Insured Item which accounts for domains in which some
entities are necessarily insured (e.g., cars), while others are not (e.g., bikes, cell-
phones). UFO only accounts for semi-rigid types among non-sortals, which are
called Mixins.

All sortal types sharing the same identity principle inherit it from a unique
sortal a common ultimate sortal, or Kind. For this reason, kinds rigid types sitting
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atop sortal taxonomies, necessarily classifying the entities that obey the identity
principle it supplies. Other rigid endurants types are classified as either Subkind
or Category, depending on whether their instances conform to a single unique
identity principle or not, respectively.

Anti-rigid types grounded on relational (i.e., extrinsic) properties of their
instances are referred to as roles, being instances of Role or Role Mixin, depending
on whether their instances conform to a single principle of identity. The same
sortal differentiation applies to phases, which are classified into Phase and Phase
Mixin. Phases are grounded on variances of internal (i.e., intrinsic) properties of
their instances.

OntoUML combines the leaf categories of these orthogonal taxonomies of
endurant types in Fig. 1 in order to define its constructs. For example, we can
have substantial kinds, substantial phases, relator kinds, relator phases, quality
subkinds, etc. Stereotypes in a UML profile decorate classes and associations
providing the specialized UFO semantics. The constructs of OntoUML are gov-
erned by a number of semantically-motivated syntactical constraints that ensure
that any valid OntoUML model represents a sound conceptualization in terms
of UFO. These constraints are implemented in tools that automatically detect
errors in a conceptual model [22]. For example, a specific constraint rules out a
model in which a phase is specialized by a subkind; this model would be unsound
by definition, as an anti-rigid type (e.g., a phase) cannot be a supertype of a
rigid type (e.g., a subkind). For a detailed account of the various rules derived
from the UFO taxonomy of endurant types, we refer the reader to [22].

An example of an OntoUML model in the shipping domain is shown in Fig. 2.
This model considers that a Ship can go through different phases (Docked Ship,
On Route, Decommissioned), can be of different subkinds (Panama-class Ship, or
Suez-class Ship). The use of the «kind» stereotype indicates that ships and per-
sons are substantials. Ships are characterized here by «quality» Size, instances
of which are qualities inhering in a particular ship and representing its length,
weight and hull draft. The model also exemplifies the Assignment of a ship to a
Person contingently playing the role of Captain. The stereotype «relator» indi-
cates Assignment is a relator kind. Since relators are endurants, they can also be
classified using the taxonomy of endurant types [22]. Here, assignment relators
are classified into Temporary and Permanent assignment, which are considered to
be phases, reflecting a domain rule that a temporary assignment may become
permanent (e.g., after a certain duration).

Note that all types in Fig. 2 capture invariants applicable to individuals: sub-
stantials (persons, ships), their qualities (ships’ sizes) and relators (assignments).
However, we may also be interested in capturing various domain-specific aspects
of types themselves. For example, consider when ship types themselves become
relevant for modeling aspects of this domain. Some ship types (such as Panama-
class Ship, or Suez-class Ship) are created by regulations, are applicable to certain
canals (Panama, Suez), and establish a maximum size for the ships that instan-
tiate these classes. Persons may be licensed to captain specific ship types; we
may be interested in knowing the current number of ships of a certain ship type
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that are on route, whether a ship type is under production or discontinued, etc.
Further, we can anticipate in this domain that the model is not exhaustive with
respect to ship types; thus, the focus shifts to invariant aspects of ship types,
that we may have in the future (not unlike particular ships and persons, these
do not have to be ‘hard-coded’ in the model). Thus, we need to introduce the
notion of Ship Type in our model, itself a high-order type (or metatype) as its
instances are types. However, the UFO taxonomy shown in Fig. 1 and reflected
in OntoUML does not confer to types the same possibilities that are conferred to
endurant individuals. In the following sections, we refactor the UFO taxonomy
shown earlier in order to ascribe full endurant status to types, later revisiting
OntoUML’s stereotypes and rules to support high-order types. We also incor-
porate the MLT theory [1,10] as a microtheory of UFO in order to account for
multi-level phenomena (such as the notion of type order).

3 Extending UFO with High-Order Domain Endurant
Types

In order to accommodate high-order types in UFO’s domain of inquiry, we rely
on a notion of instantiation (iof for short) that breaks away with the two-level
divide and admits that types may classify not only individuals, but other types
as well. Hence, we incorporate into UFO the notion of instantiation provided by
MLT, where iof is a primitive relation that holds between an instance e and a
type t in a world w where t classifies e (a1). UFO entities can thus be divided
into those that can possibly have instances (in a modal sense) (a2) and those
that cannot (a3), i.e., between types and individuals (see Fig. 4).

Fig. 2. Example OntoUML model in the domain of maritime ships.

a1 iof(e, t, w) → entity(e) ∧ type(t) ∧ world(w)
a2 type(t) ↔ entity(t) ∧ ∃e, w (iof(e, t, w))
a3 individual(i) ↔ entity(t) ∧ ¬type(i)

This basic distinction of entities allows for the characterization of three fun-
damental classification schemes: (i) the two-level scheme, which include individ-
uals and types of individuals, also referred to as first-order types; (ii) the strictly
stratified scheme, which extends the two-level scheme by including second-order
types (i.e., types of first-order types), third-order types (i.e., types of second-
order types), and so on; and (iii) the non-stratified schemes, where types’ exten-
sions span across the boundaries of any particular order. For example, consider
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the entities in the domain represented schematically in Fig. 3 where all dashed
arrows represent iof relations. At the lowest level of classification, we have two
individuals (particular animals) Chilly Willy, instantiating Emperor Penguin, and
Lassie, instantiating Dog and Collie. These five entities fit the two-level scheme of
individuals and first-order types. Moving higher in the multi-level classification
scheme, Species and Breed are examples of types classifying first-order types,
i.e., second-order types, where the former classifies Emperor Penguin and Dog,
while the latter classifies Collie. Likewise, the instantiation chain continues with
Taxonomic Rank, a third-order type, classifying Species and Breed. All of these
types are instances of Biological Concept. The latter (with instantiation span-
ning across various levels indicated by red dashed arrows) is an example of an
orderless type.

Fig. 3. Multi-level classification in the biology domain.

Note that the adopted characterization of types allows the stratified scheme
to extend with no upper boundary, accounting for instantiation chains as long
as necessary for any particular domain. Moreover, we refer to the types sitting
beyond the first-order, or not bound to a particular order (i.e., orderless), as
high-order types.

As discussed earlier, endurants in UFO are object-like entities that exist in
time, that are the subject of change, and that maintain identity throughout such
changes. These are characteristics that we also confer here types (as motivated
earlier with the maritime example). Hence, we must refactor the taxonomy by
introducing Endurant as a more abstract notion, subsuming Type and the original
notion of Endurant, now adequately renamed Endurant Individual, see Fig. 4.

In multi-level models, a set of relations that we refer here as structural rela-
tions, characterize how types are related in terms of their intensions, i.e., the
properties they collect about their instances. The most fundamental of these
is the specialization relation, which we differentiate here between specialization
(a4) and proper specialization (a5). A type t1 specializes a type t2 iff every pos-
sible instance of the former is necessarily instance the latter; t1 specializes t2
iff t1’s intension includes t2’s. Since every type includes its own intension, spe-
cializes is a reflexive relation. The proper specialization relation, on the other
hand, characterizes the specialization between two different types. Specializa-
tion relations, proper or otherwise, can only hold when the specialized type (or
supertype) is an orderless type or an ordered type of the same order (or level) as
the specializing one (or subtype) [1].
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a4 specializes(t1, t2) ↔ type(t1) ∧ type(t2) ∧ ∀e, w (iof(e, t1, w) → iof(e, t2, w))
a5 properSpecializes(t1, t2) ↔ specializes(t1, t2) ∧ (t1 �= t2)

Fig. 4. UFO extension for high-order endurant types.

Other two structural relations emerge from the powertype variants as defined
by Cardelli [7] and Odell [30]. These are structural relations that hold from a
type of a higher order to a base type of the order immediately below (or between
two orderless types). In UFO, a type t1 is powertype of a base type t2 iff every
specialization of the latter is an instance of the former (a6), following Cardelli’s
notion. From Odell’s notion, a type t1 categorizes a base type t2 iff every instance
of the former is a proper specialization of the latter. In other words, the instances
of a (Cardelli) powertype are all those whose intensions include a base type’s
intension; in turn, the instances of a categorizer (following Odell) are those types
whose intensions include not only a base type’s intension, but also some further
restrictions defined in that categorizer.

a6 isPowertypeOf(t1, t2) ↔ type(t1) ∧ type(t2) ∧ ∀t3, w (specializes(t3, t2) ↔
iof(t3, t1, w))

a7 categorizes(t1, t2) ↔ type(t1) ∧ type(t2) ∧ ∀t3, w (iof(t3, t1, w) →
properSpecializes(t3, t2))

In the original UFO taxonomy of Fig. 1, every type in the taxonomy Individual,
with the exceptions of Concrete Individual and Abstract Individual, has a power-
type in the taxonomy of Type: Type is the powertype of Individual, Endurant Type
is the powertype of Endurant, an so on. Moreover, the taxonomy of the types in
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the taxonomy of Individual are first-order types, while the types of the taxonomy
of Type are second-order types.

With the extension of Fig. 4 this is no longer the case as the taxonomy of
Type classifies types of any order (and Type is thus orderless). The mirrored
taxonomies seen previously are still present in this extension, given the proper
adjustments: First-Order Perdurant Type, First-Order Endurant Type, and the spe-
cializations of it are the powertypes of Perdurant, Endurant, and its specializa-
tions. However, important changes emerge at the top of UFO’s taxonomy. Type
becomes the powertype of Entity (following MLT) since every type that classi-
fies entities (i.e., every specialization of Entity) is instance of Type. For the same
reason, Endurant Type becomes the powertype of the newly introduced Endurant.
High-Order Endurant Type is the powertype of Type. The types that we can now
admit with this extension are instances of High-Order Endurant Type: endurant
types whose instances are other types (endurant types themselves or not).

4 Extending OntoUML with Support for High-Order
Types

OntoUML is a lightweight extension of the Unified Modeling Language
(UML) [29] designed to support ODCM. Through UML’s profiling mechanism,
OntoUML defines a collection of class- and association stereotypes that reflect
the ontological distinctions present in UFO. OntoUML also defines a set of
semantically-motivated syntactical constraints that govern how the language’s
constructs can be employed and ensures that every syntactically correct model
represents a sound UFO-based ontology. The OntoUML profile presented here is
implemented as in a UML CASE tool which includes the automated verification
of syntactical constraints in users’ models2.

4.1 Stereotypes and Tagged Values

Figure 5 presents the extended OntoUML profile, enabling the representation of
high-order endurant types (we use the term ‘classes’ here following UML conven-
tion). Stereotypes of endurant classes are used in a model to position them under
the two orthogonal taxonomies of Endurant Type of UFO (cf. Fig. 4). One of these
taxonomies settles the sortality, rigidity and external dependence of types, and
the other settles the ontological nature of a type’s instances (i.e., whether the
instances of a type are objects, relators, modes qualities or other types). This is
achieved by three complementary design choices: (i) through the representation
of the variations in sortality, rigidity and external dependence as stereotypes
(concrete class stereotypes in gray in the diagram, namely, «subkind», «role»,
«phase», «category», «mixin», «roleMixin», «phaseMixin»); (ii) through the dif-
ferentiation of kinds (i.e., ultimate sortals) based on unique ontological natures

2 The OntoUML plugin for Visual Paradigm is available at https://purl.org/krdb-
core/ontouml-plugin.

https://www.visual-paradigm.com/
https://purl.org/krdb-core/ontouml-plugin
https://purl.org/krdb-core/ontouml-plugin
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(the concrete stereotypes: «type» for high-order kinds, «kind» for substantial
kinds, «relator» for relator kinds, «quality» for quality kinds and «mode» for
mode kinds); and (iii) through the use of the restrictedTo tagged value that deter-
mines the possible ontological natures of the entities present in the extension of
the decorated class (type, object – as a synonym for substantial – , relator, mode
and quality). The latter tagged value is automatically derived when a class spe-
cializes an ultimate sortal, as the ultimate sortal settles the ontological nature
of its instances. A suggested color scheme reflects these ontological natures, and
is adopted in the examples in this paper (classes of types in purple, of objects
in red, of relators in green and of intrisic moments in blue). The stereotypes in
white reflect the taxonomic structure of UFO, they are abstract, and as such
they are not directly available to the modeler.

Generalization sets may be used to indicate which higher-order types are
instantiated in subclasses in line with plain UML. The «instantiation» stereotype
is used to provide specialized semantics to an association between a higher-order
type and a base type following [8], a solution which, differently from plain UML,
can cater for the cases in which no explicit specializations of the base type are
provided. When the higher-order type is tagged isPowertype=true, it is a Cardelli
powertype of the base type; otherwise, it is a categorizer of the base type. An
order tagged value is also included (an is typed UnlimitedNatural to allow for
orderless types).

4.2 Revisiting the Ship Domain with the Extended Profile

We now revisit the maritime ship example with the OntoUML diagram shown
in Fig. 6. We introduce a Ship Type powertype (of order 2) for Ship, with a
number of specializations: Licensed Ship Type is the role played by ship types
in the context of a Captain License, ship types can be Discontinued (obsolete) or

Fig. 5. OntoUML profile for high-order domain types.
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Current, a subkind of Ship Type, namely, Ship Class by Size classifies ship types
using maximum size for those classes. The generalization set annotation indicates
that Suez-Class Ship and Panama-Class Ship are instances of Ship Class by Size,
and thus can be related to a Canal (e.g., the Panama Canal, the Suez Canal)
through the establishment of Canal Restrictions that determine the admissible
ship classes for that canal. (The orders of subclasses are inherited from their
superclasses and can be omitted here since order is defined for Ship Type.)

The attribute fleet of Ship Type corresponds to the number of ships that
instantiate the type, and is an example of ‘resultant property’ [20]. The attributes
of Ship Class by Size are examples of the so-called regularity attributes [9,20], and
should be accompanied by OCL constraints relating a ship type’s max length,
max weight and max draft to a ship’s length, weight and draft. These attributes
are given values as static features of the instances of Ship Class by Size.

Fig. 6. Example including high-order types in the maritime domain.

4.3 Semantically-motivated Constraints for High-Order Types

Here, we discuss a number of consequences of the theory introduced in Sect. 3
for the various combinations of modeling constructs involving high-order types.
These rules can be detected automatically in OntoUML models and rule out
unsound models. Some of these rules are direct consequences of the MLT
microtheory, some are a direct consequence of considering types as endurants,
and some arise from the combination of MLT with UFO constraints applicable
to endurant types.

For example, as a direct consequence of MLT alone, a higher-order categorizer
always specializes a Cardelli powertype of the same base type [9]. Thus, any
type of ship (i.e., any higher-order type related to the base type Ship through
«instantiation») will be a specialization of Ship Type, and Ship Type, as a Cardelli
powertype, is the most abstract type related to Ship through «instantiation».
Further, as a direct consequence of MLT, classes of a different order cannot be
related by specialization (so, a specialization of ShipType that also specializes
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Ship can be ruled out automatically3). Likewise, «instantiation» can only relate
entities of adjacent orders. See [1] for other rules that can be inferred from
MLT, including those involving orderless types. Further rules arising from MLT
alone govern the interaction between high-order types and the UML semantics
of isCovering and isDisjoint metaproperties of generalization sets [8].

As a straightforward consequence of considering types as endurants is that
all constraints applicable to endurant types in OntoUML [22] also apply to high-
order types. Hence, anti-rigid (high-order) types cannot specialize rigid (high-
order) types, (high-order) non-sortals cannot specialize (high-order) sortals, each
(high-order) sortal specializes a unique (high-order) kind, and (high-order) kinds
are the most abstract (high-order) sortals in a taxonomy. Further, since every
kind is disjoint, classes stereotyped «type», «kind», «relator», «quality» and
«mode» cannot specialize each other and must not have common subclasses.

Rules that arise from the combination of MLT with UFO govern the way
that previously existing OntoUML stereotypes can be used with the introduced
«type» stereotype. For example, consider that a Cardelli powertype imposes a
single requirement for its instances: that they specialize the base type, i.e., that
they include the intension of the base type in their intension. Since types cannot
change their intension while maintaining their identity [9,20], any Cardelli power-
type must be rigid, thus classes with isPowerType set to true must be stereotyped
«category», «type» or «subkind». (Note that this does not make the instances
of a Cardelli powertype—e.g., Comissioned, Decomissioned—themselves rigid!)

4.4 Rules Involving UFO Classes in OntoUML

Including support for high-order types in OntoUML opens up the possibility
to represent certain UFO categories themselves in OntoUML. This allow us to
settle the ontological categories of instances of high-order types that are not rep-
resented explicitly in a model. For example, in the biological taxonomy domain,
all instances of Species are kinds, all instances of Breed are subkinds. For specific
species or breeds included in the model, stereotypes reveal the applicable onto-
logical categories. However, general statements about species and breeds can be
made by Species specializing UFO Kind and Breed specializing UFO Subkind.

In this case, certain rules are applicable for types related by «instantiation»,
depending on the stereotype of the base type following the analysis in [10]:

– If the base type is anti-rigid (i.e., stereotyped «phase», «role», «phaseMixin»
or «roleMixin»), the high-order type (whether a Cardelli or an Odell power-
type) will specialize UFO Anti-Rigid Type4; its instances will be stereotyped
«phase», «role», «phaseMixin» or «roleMixin» when modeled as the base
type’s specializations.

3 This kind of error may appear simple to prevent, however, there is overwhelming
empirical evidence that it occurs very often in practice, see [6,12].

4 This class was omitted from Fig. 1, but is a supertype of Anti-Rigid Sortal and Anti-
Rigid NonSortal, more specifically, their disjoint union.
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– If the base type is a sortal (i.e., stereotyped «kind», «relator», «mode», «qual-
ity», «kind», «type», «phase» or «role»), the high-order type will specialize
UFO Sortal or one of its subcategories except for UFO Kind (because the base
type already supplies a principle of identity). Its instances, when explicitly
modeled as specializations of the base type, will thus either be stereotyped
«subkind», «phase» or «role».

– More specifically, if the base type is a sortal stereotyped «role» or «phase»,
the high-order type will either specialize UFO Phase or Role, and its instances
when explicitly modeled will thus either be stereotyped «phase» or «role»
accordingly.

Rules can also be formulated in the other ‘direction’, i.e., rules that apply
depending on which UFO type is specialized by the higher-order type that is
related to a base type through «instantiation»:

– If the higher-order type specializes UFO NonSortal, then its base type must
be a non-sortal (i.e., stereotyped «mixin», «phaseMixin» or «roleMixin»).

– If the higher-order type specializes UFO Rigid Type, its base type must be
rigid.

– More specifically, if it specializes UFO Kind, its base type must be a «cate-
gory» or a semi-rigid «mixin». A powertype that specializes UFO Kind cannot
be an overlapping categorizer of a base type, i.e., cannot have an upper bound
cardinality higher than one in the association end attached to it in an associa-
tion stereotype «instantiation». This is because all kinds are pairwise disjoint
and thus no overlap in kinds is admissible.

5 Related Work

Multi-level modeling has been an active area of research, with many approaches
developed and studied in the last two decades [4,5,9,11,15,24,25,28], but with
roots in the 1990s [3,14,30,33] and 1980s [7]. In this paper, we have incorporated
into UFO a key tenet of the multi-level modeling literature: the recognition of
entities that are simultaneously types and instances (‘clabjects’ [3]), leading to
the iterated application of instantiation across an arbitrary number of classifi-
cation levels.

The use of UFO as a foundation allowed us to address the ontological nature
of types, an aspect which is not addressed explicitly in the aforementioned
approaches, which are neutral as concerns ontological choices (in the sense dis-
cussed in [17,18]). We have proposed an ontological interpretation for types as
endurants, which means that the various distinctions for endurant types in UFO
also apply to high-order domain types. Note that, none of the related efforts in
the multi-level modeling literature incorporates modeling guidelines considering
the metaproperties of rigidity and sortality. At the time of writing, OntoUML is
the only conceptual modeling language to leverage these metaproperties to multi-
level taxonomies. The OntoUML plugin is capable of checking the semantically-
motivated rules automatically, some of which are direct consequences of MLT,
and some of which arise from the combination of MLT with UFO.



Incorporating Types of Types in Ontology-Driven Conceptual Modeling 31

Beyond the literature on multi-level modeling, the conceptualization of types
of types has also received some attention in the ontology literature. BORO (trac-
ing back to [32]), e.g., is an extensional 4D ontology that uses the concept of
power class to refer to the class whose instances are all specializations of a class
(similar to [7]). Because of the ontological choices of BORO, power classes are
not subject to change, which is a key difference to our approach. Types of types
are also incorporated into the Cyc ontology [13], including some support for
order stratification similar to MLT’s which we have incorporated in OntoUML.
However, differently from the work reported here, Cyc does not address the var-
ious modal aspects of types. Other foundational ontologies, such as BFO [31]
and TUpper [16] are defined within traditional two-level schemas and hence do
not cater to the representation of domain ontologies with types of types.

The same can be said in general of DOLCE [26], although recent work with
this foundational ontology has explored the issue of concept change in time
with a focus on designed product types [34]. In this work, objects instantiate
concepts (i.e., domain types) when they manifest the properties collected in
that concept [34]. Concepts may change the properties they collect arbitrarily
(throughout the design process). In their own words, they “are totally liberal
with respect to how concepts can change through time”. Because of this, the
instantiation relation depends not only on the state of the object being classified
but also on the state of the concept. The same can be said of [27] when addressing
the notion of concept drift. While this intricacy may be required in the domains
the authors intended to address, it poses a significant challenge to conceptual
modeling as fundamental structural relations like specialization become time-
dependent. Here, instead, we consider intensions to be essential (part of the
high-order kind), and hence changing a type’s intension would amount to the
creation of a new type (not identical but historically related to the previous one).

6 Conclusion

This paper proposes an extension of UFO based on a formal multi-level theory
dubbed MLT [1,9]. This extension is motivated by empirical evidence supporting
the demand for high-order types in ODCM [6,12]. Particularly to OntoUML, a
recently developed dataset (See footnote 1) has indicated several ontologies that
systematically subvert the language’s syntax and rules to capture multi-level
features present in subject domains.

The proposed extension revisits the UFO taxonomy by employing MLT’s
characterization of multi-level schemes in place of UFO’s original two-level char-
acterization. Further, we perform an ontological analysis of the concept of Type,
proposing an account of types as endurants. This analysis incorporates in UFO
a preliminary analysis of higher-order types some of us conducted earlier [20],
which makes the case for the ontological soundness of this particular interpreta-
tion of types as endurants, and details the advantages of this interpretation over
competing approaches. By formalizing in UFO this interpretation, the ontology
is now able to admit types as entities that exist in time and that undergo changes
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without changing their identities. This account also enables the classification of
types of types (i.e., high-order types) based on the same modal features originally
recognized in endurant types: (i) sortal high-order types, in contrast to non-sortal
types, classify entities conforming to a unique identity principle which it either
provides or inherits from another high-order type; (ii) rigid high-order type nec-
essarily classify (in the modal sense) their instances, as opposed to anti-rigid and
semi-rigid types. Moreover, (high-order) phases are anti-rigid high-order types
based on intrinsic properties of their instances, whilst anti-rigid high-order types
based on relational properties are classified as (high-order) roles.

The syntactic constraints we have defined for the profile stem directly from
independently developed axiomatizations of UFO [22] and MLT [1,8,9]. The
result is a rich set of rules that prevent common mistakes in multi-level models
and also those involving incorrect combinations of metaproperties. The latter
case motivated early ontology-driven approaches such as OntoClean and was
originally incorporated in UFO’s taxonomy of substantials [19], and recently
extended for the taxonomy of endurants [22]. A full formalization of the overall
combined theory is a subject of ongoing work.
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Abstract. Conceptual modeling is an integral part of computer science
research and is widely adopted in industrial practices, e.g., business pro-
cess and enterprise architecture management. Providing adequate and
usable modeling tools is necessary for the efficient adoption of modeling
languages. Meta-modeling platforms provide a rich set of functionalities
and are mature in realizing state-of-the-art modeling tools. However,
despite their maturity and stability, most of these platforms did not yet
leverage the full extent of functionalities and the ease of exploitation and
integration enabled by web technologies. Current web technologies now
enable much richer, advanced opportunities for visualizing and interact-
ing with conceptual models. However, a structured and comprehensive
overview of possible information visualization techniques linked to con-
ceptual models and modeling tools is lacking. This paper aims to fill
this gap by presenting a taxonomy of advanced information visualiza-
tion, albeit its generic nature, applicable to conceptual modeling. We
believe this taxonomy greatly benefits researchers by providing a stan-
dard frame to position their works and for method and tool engineers to
spark innovation.

Keywords: Information visualization · Human computer interaction ·
Taxonomy · Conceptual modeling · Modeling tools · Notation

1 Introduction

Technology usage forms an essential part of our private and professional lives.
Having access to the right tools and the knowledge to use them correctly can
save time and effort. The connection between the user of a tool and the tool
itself is usually its user interface and the supported interactions that come with
it. While the functionalities of a tool also play a significant role, without a
graphical user interface that is well designed, tools are often labeled as not very
useful for a user [26]. This is especially important in the field of conceptual mod-
eling, where information visualization makes up a central aspect that directly
influences the comprehensiveness of models and the usability and ease of use
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of modeling tools [9,23]. Tool development is therefore denoted as an essential
part of enterprise modeling [23] and modeling business information systems [9]
research. However, past research primarily focused on the development of new
and the evaluation [4,22] and improvement of existing modeling languages [5].

Today, a wide range of different modeling tools are available. Most of these
tools are mature and established applications that have been actively worked
on over a relatively long period. Because of their age, their functionalities are
often built on older technology stacks, i.e., not compatible with state-of-the-
art platforms built on web technologies. Although the results produced with
such tools are still unsurpassed, the functionality, especially concerning the user
interfaces and the information visualization, often lacks advanced techniques like
zooming. The usage of such techniques, we believe, could speed up the model
development process. It could also improve usability and ease of use of the tools
and comprehension of conceptual models by humans. Web technologies have
been heavily used and improved over the previous years and offer a wide range
of great functionalities, which is why they are the perfect fit to develop such
advanced techniques. Compared to platforms used in most traditional modeling
tools, web technologies provide a future-proof, feature-rich, robust, and efficient
foundation for state-of-the-art visualization and interaction techniques.

Only very few research can be found focusing user interface design for mod-
eling tools [27] and visualization techniques used in conceptual modeling have
barely evolved in the last years [13,14]. A structured and comprehensive overview
of information visualization techniques with an emphasis on conceptual model-
ing and modeling tools is lacking. This paper aims to fill this gap by presenting
a generic taxonomy of advanced information visualization that is also applica-
ble to conceptual modeling. According to Tory and Moeller [29], visualization
taxonomies can: (i) guide people outside the core community by classifying exist-
ing works and pointing them to possible, current visualizations, and (ii) guide
research by enabling researchers to position their contributions within a well-
defined classification scheme, and by establishing a structured foundation for
progressing the field in different dimensions. We believe that our advanced visu-
alization taxonomy for conceptual model representation will activate a rethink-
ing in the conceptual modeling and modeling tool communities. This rethinking
might question state of the art in conceptual model representation and, hope-
fully, steer the focus of research toward novel and advanced visualizations. We
also demonstrate the broad spectrum of advanced visualization techniques with
the proposed taxonomy, which have not yet found wide adoption in current mod-
eling tools. With the flexibility of web technologies, introducing them in modern
tools becomes increasingly accessible and supports users to more efficiently com-
prehend and interact with conceptual models. Thus, we hope that the proposed
taxonomy sparks innovation in future modeling tool development.

In the remainder of this paper, Sect. 2 briefly reports on related informa-
tion visualization taxonomies. The applied research method is then presented
in Sect. 3. The taxonomy for advanced information visualization in conceptual
modeling is presented in Sect. 4 and consecutively evaluated in Sect. 5. Eventu-
ally, Sect. 7 concludes the paper and provides some directions for future research.
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2 Related Approaches

Information visualization is a long-lasting topic in academia. We, therefore, first
look at existing taxonomies that could provide valuable input for the devel-
opment of our taxonomy. Although we could not find an existing taxonomy
that perfectly fits our scope, the subsequently described works partly align with
our goal. We briefly introduce these taxonomies’ core dimensions and categories
before excerpting the relevant ones for our scope. Shneiderman [24] proposes a
task by data type taxonomy with seven data types for applications with advanced
graphical user interfaces. These tasks are: Overview, Zoom, Filter, Details-on-
demand, Relate, History, and Extract. The data-types are: 1-dimensional, 2-
dimensional, 3-dimensional, temporal, multi-dimensional, tree, and network. The
relevant tasks within the scope of our study are mainly Overview, Zoom, Filter,
and Details-on-demand. Moreover, shapes and forms of conceptual models can be
classified as 2-dimensional concerning the data type. Silva and Catarci [25] cat-
egorize temporal-data features by visualization and interaction features. Visu-
alization features describe visual techniques of a system, as in their example,
Snapshot View or Multiple Calendars. Interaction features are categorized very
similarly to Shneiderman’s categories mentioned above.

Tory et al. [29] categorize visualization techniques based on their design
model instead of their data. The authors propose to categorize design mod-
els into two higher level groups: discrete and continuous. Continuous models
assume that data can be interpolated, and discrete models assume that they
cannot. Data can often be visualized in multiple ways, and therefore it is possi-
ble to present the same data with continuous models and discrete models.

Cockburn et al. [7] categorize graphical user interfaces into four categories:
overview-plus-detail, zooming, focus-plus-context, and cue-based. Overview-plus-
detail represents the spatial separation of information. It splits up information
into two separate views: overview-view and detail-view. Zooming represents the
temporal separation of information. It allows magnification and demagnification
of information. Focus-plus-context seamlessly combines a focused representation
of information within its context. Cue-based techniques change how an object is
displayed and rendered and are often combined with search criteria or off-screen
elements.

3 Taxonomy Development Research Method

Nickerson et al. [20] propose a development method to create taxonomies
for information systems. They define a taxonomy as a set of n dimensions
Di(i = 1, ..., n) each consisting of ki(ki � 2) mutually exclusive and collectively
exhaustive characteristics Cij(j = 1, ..., ki) such that each object under consider-
ation has one and only one Cij for each Di. To create a valid taxonomy, Nickerson
et al. propose an iterative approach that is applied until all ending conditions
are met. One iteration can either consist of an empirical-to-conceptual step, or a
conceptual-to-empirical step. Which one to choose depends on the researcher’s
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knowledge and the available data. An empirical-to-conceptual iteration should
be chosen when there are many objects available, and the researcher is familiar
with them. It consists of looking at these objects and identifying characteristics
based on their qualities. A conceptual-to-empirical iteration should be chosen
when there are few objects and the researcher has a broad understanding and
knowledge base of the relevant domain. Instead of primarily looking at objects,
the researcher will identify characteristics merely based on her knowledge.

3.1 Problem Identification and Motivation

Kundisch et al. [19] recently updated the taxonomy development method pro-
posed by Nickerson et al. They argue that most past taxonomies possess incon-
sistent adoption of existing methods and a non-transparent reporting of relevant
design decisions. To overcome this limitation, they present an extended taxon-
omy design process (ETDP) and give examples of well-written taxonomies for
each step in their process. The additional steps in their ETDP focus mainly on
problem identification, motivation, and taxonomy evaluation. More accurately,
they add three initial steps which should be conducted before the taxonomy
is designed and developed. These steps consist of specifying: i) the observed
phenomenon, ii) the target user group(s), and iii) the intended purpose of the
taxonomy, which also influences the ex-post evaluation of the taxonomy.

The phenomena observed in this research are visualization and interaction
features applicable to conceptual modeling. We are interested in concrete exam-
ples and theoretical concepts of features that allow users to modify underlying
data by utilizing graphical user interface interaction methods. The target user
groups are conceptual modeling researchers, method engineers, and developers of
modeling tools interested in realizing advanced model visualization and interac-
tion features. Our taxonomy is supposed to help identify defining characteristics
of such features and provide aid during the conceptualization and integration
of them into new methods or tools. Furthermore, our taxonomy should give a
basic understanding of the opportunities and limitations of the existing features,
which should establish a foundation for designing new features.

3.2 Solution Objectives

Two essential qualities of a valid taxonomy were already mentioned: mutually
exclusiveness and collectively exhaustiveness. This means that every object has
to have precisely one characteristic in each taxonomy dimension. These two qual-
ities form two of ten objective ending conditions (cf. [19,20]), which, together
with five subjective ending conditions, are used to determine when a taxon-
omy is considered complete. Consequently, these ending conditions need to be
applied during the iterative application of either an empirical-to-conceptual or
conceptual-to-empirical step until the ending conditions are met.

Subjective and objective ending conditions are essential to determine when
the iterative process can be stopped, and the taxonomy holds enough charac-
teristics to classify the phenomenon it is supposed to describe. For this reason,
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Fig. 1. Examples of survey results: a) Off-screen elements are shown with their ortho-
graphic direction, the color shows the distance, and markers indicate the number of
off-screen elements in that direction [30]; b) Off-screen elements are represented as
proxies on the border of the focused view [10].; c) Onion graph visualization by [18].
Blue elements are focused whereas yellow elements are not focused. Nodes 3 and 5
represent individual classes while Nodes 2 and 4 represent multiple generalizations; d)
A minimap in the Eclipse IDE. The main view shows only a part of a class diagram.
The minimap in the bottom left shows the entire diagram with a much smaller zoom
factor. The blue square provides orientation inside the main view; e) The Windows 10
Magnifier app magnifies parts of the view while hiding others; f) Google Maps’ search
results at the left act as a proxy. Clicking on one, zooms and scrolls the map to the
corresponding position. (Color figure online)

they are both used as an ex-ante evaluation. Subjective ending conditions are,
e.g., Robustness: Do the dimensions and characteristics enable differentiation
among objects sufficient to be of interest? And Comprehensiveness: Can all
objects or a (random) sample of objects within the domain of interest be clas-
sified? Are all dimensions of the objects of interest identified? Objective ending
conditions are, e.g., All objects or a representative sample of objects have been
examined while no new dimensions or characteristics were added in the last iter-
ation, and no dimensions or characteristics were merged or split in the previous
iteration. For the sake of brevity, we refer the interested reader to the literature
proposing the well-established ending conditions in great detail [19,20].

3.3 Design and Development

The first iteration for developing this taxonomy was a conceptual-to-empirical
one. We thereby looked at taxonomies and related literature (see this paper’s
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appendix1). Multiple empirical-to-conceptual iterations followed this. Initially,
we looked at features of typical and widely used software applications that pos-
sess interactive graphical user interfaces. These software tools receive constant
feedback and are being maintained and improved by leading companies in their
field. We investigated 46 tools and platforms; among them were, e.g., Google
Maps, Microsoft PowerPoint, or JetBrains IntelliJ IDEA (e.g., see Fig. 1d, e,
and f). A full list of all investigated tools is given in1.

The derived dimensions and characteristics were then re-evaluated with
another empirical-to-conceptual iteration that considered past literature’s visual-
ization and interaction features. This iteration thus further incorporated concep-
tual designs of features and provided more insights about the reasoning behind
design decisions and technical conditions instead of focusing solely on already
realized features from a user perspective as in the first iteration. Examples iden-
tified in the second iteration are City Lights [30], EdgeRadar [15], and Onion
graphs [18] (see Fig. 1).

3.4 Demonstration and Evaluation

While it is impossible to consider all existing features of today’s tools and lit-
erature, the sample of features was expanded until all subjective and objective
ending conditions were met. It is to note that, ideally, this taxonomy should
only be used to categorize concrete examples of features in the end. We realized
that conceptual designs of features could often be interpreted and implemented
in many different ways during the development. E.g., the concept of a mag-
nifying glass feature can be implemented in a separate and independent view
or by magnifying the current view. In the first case, it would be classified as
an overview-plus-detail interface, but in the second case, it would be classified
under focus-plus-context. When classifying conceptual designs of features that
have not been implemented yet, one must be aware that it may include a subjec-
tive bias. Often, it is not immediately obvious how such features operate, which
is why it is even more important to describe them accurately.

After the description of the first steps of the extended taxonomy design pro-
cess in this section, we will, in the following section, present the final taxonomy
for advanced information visualization in conceptual modeling. Eventually, the
comprehensive evaluation of the final taxonomy is reported in Sect. 5.

4 Taxonomy

For our taxonomy, three meta-characteristics emerged which provide the struc-
ture of the following sections: Presentation, Interaction, and Data.

1
https://www.dropbox.com/s/1oudgdyb0xqi6ns/taxonomy appendix 0 3.pdf?dl=0.

https://www.dropbox.com/s/1oudgdyb0xqi6ns/taxonomy_appendix_0_3.pdf?dl=0
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4.1 Presentation

This dimension mainly describes if and how a feature utilizes one or multiple
views, it describes the dependency between views, and how views represent infor-
mation.

Presentation/Interface Type: The first dimension mainly describes how a
feature uses the available space, represents information to the user, and gener-
ally, how a user can interact with it. This dimension consists of four categories,
which are based on Cockburn et al.’s work [7]: overview-plus-detail, zooming,
focus-plus-context, and cue-based. This categorization is thus not new and
can be found recurring when browsing the information visualization literature.

Overview-Plus-Detail: This interface scheme is used in many applications nowa-
days. It splits the information space into two physically separated views; one
shows information at an overview level, and the other shows similar or even the
same information in greater detail. Although they are physically separated, the
two views do semantically depend on each other, and actions in one view are usu-
ally immediately reflected inside the other view. The essential characteristic of
the dependency between both views is that they are usually not spatially depen-
dent on each other. If one or even both views were to be moved to a different
location, no issues would arise.

An overview-plus-detail interface usually has two primary purposes. Firstly,
it should give the user a better feeling about what subset of information they
are currently looking at in relation to the entire information space. Secondly,
they should give the user an easy way of navigating the information space by
letting the user interact with the overview interface. Usually, they operate on
the x- and y-axis and utilize interaction methods such as panning or scrolling.
Operation on the z-axis is seen less often and mostly overlaps with the zooming
category introduced later.

A good example is shown in Fig. 1d. An excerpt of a UML diagram is shown
in detail on the center view, while in the bottom left corner, an overview is
displayed, which shows the entire diagram. Actions like panning or zooming
inside one view are directly reflected inside the other view. The overview interface
does not always have to show the same type of information as the detail-view;
it may also provide a completely different type of data, e.g., spatial data. An
example of this is the scrollbar. Scrollbars can be seen as the overview interface
that gives one-dimensional information about what the other view displays in
relation to the entire information space. E.g., the Sublime Text 3 editor widened
the vertical scrollbar to show spatial information and additional information
concerning syntax highlighting. Another good example is Microsoft PowerPoint,
where the overview view on the left shows a miniature version of the slide that is
currently displayed inside the detail view along with the following and preceding
slides.
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Fig. 2. Advanced information visualization in conceptual modeling taxonomy.

Focus-Plus-Context: This scheme lets a user see specific parts of the information
space in more or full detail while also getting an overview of the information
around it (distortion of the information space). Unlike overview-plus-detail, both
parts (overview and detail) are displayed inside the same view which is often
accomplished by distorting the information space to fit the user’s needs. The
focus of the information that the user is interested in is shown in greater detail.
At the same time, information around it, the context, is preserved and made
visible to the user but in lesser detail.

The level of distortion that is applied differs from implementation to imple-
mentation. It goes from no/infinite distortion, e.g., by using the Windows 10
Magnifier app (Fig. 1e), to distortion that affects the entire view, as seen, e.g.,
in Google Street View. The distortion aspect is an essential feature of focus-
plus-context interfaces, differentiating this category’s components from others.
Without distortion, as with the Windows 10 Magnifier app, a feature can often
be categorized as a basic zooming feature or an overview-plus-detail feature
instead.

An advantage of having only one view instead of two or more is that the user
does not have to switch between multiple views and can rather keep focusing on
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the same view. In a field study conducted by Baudisch et al. [2], who compared
overview-plus-detail, focus-plus-context, and zooming-plus-panning, all chosen
tasks could be performed faster on the focus-plus-context interface by a margin
of 21–36%. They attribute the differences to the context switches that do not
have to be made on a focus-plus-context interface and the consistent scale that
the focus-plus-context interface offers.

Zooming: Zooming utilizes the temporal separation of the information space.
It is similar to overview-plus-detail with the difference that only one view is
provided instead of two or more. Another difference is that the user has to utilize
interaction methods (e.g., button click, CTRL+mousewheel, or CTRL+“+”),
mainly the zooming method, to change the size in which information is displayed.
This represents basic zooming which can be further advanced by combining it
with other techniques such as fisheye zoom [1,12,21] or semantic zoom [10,11].

A precondition to making zoomable interfaces possible is to have informa-
tion that can be magnified and de-magnified. The magnification process can be
categorized into continuous and discrete zooming. Continuous zooming occurs
when the subject does not have a countable amount of zoom levels. The simplest
form of magnification is to increase the subject’s size. This can be done on every
subject with some visual representation. Since there is no clear separation of
zoom levels, and the subject can theoretically be rendered in any size, this can
be considered continuous zooming. An example of discrete zooming takes place
in Google Maps (see Fig. 1f). With Google Maps, users can change the presented
level of detail by zooming in and out of predefined zoom levels (i.e., discrete).
Notably, during the zooming in one zoom level, Google Maps applies continuous
zooming by increasing/decreasing the size of the presented elements.

Cue-Based: Cue-based techniques often show alternative graphical representa-
tions of objects on the stage to give cues that lead to other information in the
information space. These alternative representations, often in the form of sim-
ple labels, can then be used to, e.g., navigate to the actual object or notify the
user that the object exists. Examples of cue-based techniques are the visualiza-
tion of off-screen objects with interaction functionality as seen in Figs. 1a and
b. Cue-based techniques are also often used in combination with search criteria.
An example is the clickable search results presented to the users of Google Maps
(see Fig. 1f). Clicking on them pans and zooms the map to the position of the
search result.

Presentation/Interface Coupling: This category distinguishes features that
require additional views from those operating inside the main view. This
is an essential aspect as it impacts how a user uses the feature and how to
implement a feature. From an implementation perspective, having to add another
view can become complicated because, depending on the size and significance
of the implemented feature, new space has to be found on the user interface,
and, instead of managing just one view, multiple views have to be managed and
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kept consistent [3]. From the user’s perspective, additional views mean multiple
separated points of interest. Switching between them demands a focus switch in
our brains, which requires a mental effort that can quickly become exhausting.

As Baudisch et al. and Hornbak et al. [2,16] showed, tasks could be performed
faster on focus-plus-context interfaces (one-view) than on overview-plus-detail
(two views). Contrarily, Thabet et al. [28] analyzed the positive effect of auto-
mated consistency management in multiple views.

4.2 Interaction

This dimension focuses on the characteristics of a feature that the user directly
interacts with. The attributes in this dimension significantly impact how a fea-
ture is being used by the target group and, therefore, its usability. It should give
insight into critical user-related aspects of a feature and help make design-related
decisions. Unlike the first dimension Presentation, which is mainly based on
previous literature, this dimension was conducted by looking at different tools
and our experiences made during software development.

Interaction/Interaction Type: This characterization distinguishes the kinds
of interaction that a feature offers. While this category can be further extended
by going more into detail and considering all kinds of interaction types and
events, this taxonomy remains on a more abstract level with only four main
categorizations: visual only , indirect interaction , direct interaction , and
direct and indirect interaction to also account for the subjective goal of
Conciseness [20].

Visual Only: Features which do not give a user the ability to interact with it,
i.e., features that only add visual benefits. An example of a visual-only feature
is a grid system that helps users position elements but does not provide direct
interaction possibilities.

Direct Interaction: Features that add new interaction possibilities. They are usu-
ally intentionally performed by a user, and their primary purpose is to manip-
ulate feature-specific data directly. An example of this is the Peek Definition
feature in conventional IDEs like IntelliJ and VS Code, where programmers can
directly interact with a function/method inside the code by triggering a specific
context menu on that feature. This interaction process is specific to the feature,
and the context menu would have no use if this feature did not exist.

Indirect Interaction: Actions of a feature with indirect interactions can usually
be triggered by performing interactions that are not part of the feature itself.
Actions controlled by indirect interactions are usually triggered either concur-
rently alongside actions of other features or as a side effect of such. An example
of an indirect interaction feature is the ruler visible in many text or diagram
editors that provides basic functionality to related elements on the stage, e.g., a
spatial position.
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Direct and Indirect Interaction: Some features utilize direct and indirect inter-
actions. An example of such would be the basic scrollbar commonly known from
text editors like Notepad and Word. A direct interaction would be to click and
move the scrollbar. An indirect interaction would be to move the position of the
current viewport by different means (e.g., with the mouse wheel). This would
indirectly automatically trigger the scrollbar to move as well.

Interaction/Animation: This categorization gives an overview of the types of
animations a feature uses. Animations are essential in visualizing even complex
changes to the users intuitively and understandably. The proper use of anima-
tions prevents users from getting confused about these changes and increases
their sense of orientation (cf. [6]). Here, it is crucial to understand the difference
between a separate animation played alongside a feature and its functionality. In
this category, animations are considered visual techniques that physically move
graphical objects and are triggered by the user but not directly controlled by
them. Most of the time, they are played right after the user’s interaction has
finished.

No Animation: Features that do not utilize animations in any form, like adjust-
ing the physical positioning of visual objects through basic scrollbars.

Informational Animation: Animations, which give the user additional informa-
tion (often in the form of text) but do not directly interfere with elements on the
stage. An example of this is given by Igarashi and Hinckley in [17]: “. . . , when
the user presses the mouse button, a pink slider appears.” Another example
would be a small label that is transitioned in and out during a zooming inter-
action, showing the current zoom level. This could be done with discrete zoom
levels (as is done by yEd2) or with continuous zooming actions which show the
current zoom level relative to a base value.

Continuous Animation: Animations, that take existing elements on the stage
and change, in a continuous process, the way they are represented. The charac-
teristic of this kind of animation is that no additional information is added or
removed. Examples are a simple magnification of an element (see Fig. 1e) or by
clicking on a proxy element (e.g., +/− symbols).

Structural Animation: This type of animation is used when the structure of
elements or the stage is changed. Unlike continuous animations, new information
is added, old is removed, or existing is changed. This new information could,
e.g., be entire elements or just properties of elements. An example of such an
animation is the already mentioned Peek Definition feature.

Multiple Animations: Some features utilize multiple animations independently
from each other in different areas of an application. For such cases, we decided
to include a Multiple Animations categorization, which consists of features that
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utilize a combination of informational, continuous, and/or structural animations.
An example would be the already mentioned feature Speed-dependent automatic
zooming [17]. It does utilize not only an informational animation in the form of a
pink slider but also a continuous animation: “When the user releases the mouse
button, an animated transition gradually returns the document to the original
base scale.” [17, p. 142]

Interaction/Information Structure: Many tools, especially modeling tools,
give the user the option to adjust the structure of the information space. The
user can personalize the information space by adjusting the position of objects
inside it. Positions are saved, and objects are positioned at the previously defined
position upon re-opening a file. Not having to recreate the mental map of the
information space every time a file is opened saves a lot of the user’s time and
effort. Because of that, this characteristic is precious and should not be carelessly
taken away. The larger an information space is, the more time a user requires
to get used to a new structure, and therefore, the more critical it is to keep the
structure intact.

Nevertheless, preserving the structure is not always easily possible. E.g.,
problems can arise when dealing with the typical “expand/collapse” functional-
ity. An expanded element may become too large, pushing other elements out of
the way. Another common cause for a change in the information structure is the
automatic process of rearranging elements. Some modeling tools offer a “center
all elements” functionality, which automatically adjusts and centers the position
of all elements. Such functionality can be a dangerous game, and finding a good
algorithm that prevents the user from having to recreate the mental map of their
workspace is a challenging task. For that reason, it is often the best solution to
stay away from implementing features that frequently change the layout of a
user’s workspace.

Structure Preserving: This category includes all features that do not change
the structure at all. The critical point of features in this category is that users
do not have to recreate the mental map of their workspace. An example for
such a feature is the semantic zoom in yEd2 that adds/removes information but
preserves the structure.

Structure Changing: Features in this category adjust the structure to the point
that causes users to recreate their mental map. An example is the grouping fea-
ture in yEd. Unlike their semantic zooming implementation, closing or opening
groups automatically adjusts the structure. When opening a group, the position
of elements inside the group is adjusted. When closing a group, the position of
elements outside the group is changed to utilize the previously occupied space.

Temporary Changing: Features of this category temporally adjust the structure.
Often, features visually change the structure, only for a limited amount of time,
to execute a specific functionality (e.g., the Peek Definition feature).
2 yEd [online], https://www.yworks.com/products/yed, last visited: 26.04.2022.

https://www.yworks.com/products/yed
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4.3 Data

This dimension describes the feature-specific data used by a feature and can
be distinguished from the tool-specific data. Just like the previous dimension,
this one is also based on inspection of different tools and software development
experiences. If we use the scrollbar of a PDF reader software as an example, the
tool-specific data would be the PDF itself, and the feature-specific data would
be the x- and y-coordinates of the viewport. The scrollbar feature does not
manipulate the PDF at all. Instead, it moves the viewport to different locations
by changing its coordinates. Unlike the tool-specific data, the feature-specific
data is often independent of the tool itself, which helps to keep this taxonomy
more abstract.

Data can be split into input data that is read by a feature to perform an
action and output data modified or returned by an action of a feature. Both
sub-dimensions, Data/Input Data Type and Data/Output Data Type ,
consist of the same characteristics: Qualitative, Quantitative/Discrete, Quan-
titative/Continuous, and Mixed.

Qualitative data is semi-structured data, such as labels, attributes, or entire
domain model elements. Quantitative data can be counted or measured and is
expressed as numbers. Furthermore, quantitative data exists in two variations,
i.e., quantitative/discrete and quantitative/continuous. Quantitative/discrete
data is countable and can only take specific values. Quantitative/continuous
data, on the other hand, is measurable and can be split into smaller parts.

Similar to the Interaction/Animation/Multiple Animations categorization,
some features operate with multiple different sets of data. E.g., the visualization
of off-screen elements (Fig. 1a and b) work with information about position,
color, and size of off-screen elements. Such features should be classified as Mixed.
It is ideal for a feature to work with continuous data most of the time. This is
because continuous data reflect user interactions more directly and responsively.
It is easier to follow continuously rendered changes than discretely rendered ones.
This is also reflected in [8].

5 Evaluation

In the following, we report on the application of two widely used taxonomy eval-
uation techniques in our ex-post evaluation, i.e., Illustrative scenario with real-
world objects and Illustrative scenario with existing research [19]. We classified
33 features that were also used during the iterative steps of the taxonomy design.
Features of existing commercial tools represented real-world objects while visu-
alization features of past literature represented existing research. Table 1 exem-
plifies the classification of features. The complete classification can be found in
the online appendix1. In the future, we plan to use this taxonomy to classify
academic prototypes presented at tool and demo tracks and also have external
tool developers use and evaluate it. In a first step, we classified two prototypes
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Table 1. Selected features classified with the taxonomy.

Category Minimapa Magnifying Appb Search

Resultsc
Zooming [17]

Interface Type overview-plus-detail focus-plus-context cue-based zooming

Interface Coupling additional views main view additional

views

main view

Interaction Type direct + indirect direct direct indirect

Animations no animation continuous continuous multiple (contin-

uous + informa-

tional)

Information Structure structure preserving structure preserving structure

preserving

temporary

changing

Input Data Type quantitative/

discrete

quantitative/

discrete

qualitative quantitative/

continuous

Output Data Type quantitative/

discrete

quantitative/

discrete

qualitative quantitative/

continuous
aEclipse IDE bWindows 10 cJetBrains IntelliJ IDEA, Google Maps

featuring advanced interaction techniques in a state-of-the-art modeling envi-
ronment (Eclipse GLSP) that we developed in a separate work. The taxonomy
greatly supported the design of a concept for these prototypes.

6 Challenges and Limitations

The main challenge during the conceptualization of the characteristics for this
taxonomy was to keep the mutual exclusivity intact. Some features were too com-
plex or had too many functionalities to only have one characteristic in a single
dimension. For that reason, we created extra categories that combine multiple
other characteristics, e.g., Interaction/Animation/Multiple Animations. A fea-
ture with animations of multiple types can then be placed under this category.
Here, in some cases it may also help to split up a feature into sub-features and
categorize each sub-feature individually.

During some of the empirical-to-conceptual iterations, it was not always clear
under which of Cockburn et al. [7] interface types a feature should be placed.
Some features have characteristics of multiple interface types and could therefore
be assigned to multiple categories. We felt that especially the overview-plus-detail
and focus-plus-context category could often be used interchangeably. To mitigate
this issue, we added the additional constraint of spatial dependency to the focus-
plus-context type. We further limited our scope mainly to existing and widely
used tools. While this provides a good foundation for categorization of estab-
lished features, it lacks relevance with respect to prototypical tools originating
from research.

Another limitation might be the number of characteristics of this taxonomy.
There might be a need for additional characteristics in the dimension Interaction.
Similarly, to how some user interactions are followed by animations, they could
also trigger other functionalities such as, e.g., audio playback. This is just a



A Taxonomy of Advanced Information Visualization 49

theoretical example as we could not find features that rely on audio playback.
According to Nickerson et al. [20] there is no agreed upon maximum for what
represents an appropriate number of dimensions or characteristics. Nevertheless,
with their proposed subjective ending condition concise, they suggest having a
limited number to keep the taxonomy comprehensive and easy to apply. Besides
Interaction, we also considered the characteristics of the Presentation/Interface
Type dimension problematic at times. As already mentioned above, classification
in this dimension was not always easy, and, although we were able to place all
our observed features into one of the proposed interface types, we did get the
impression that this space is not fully covered yet and new types will come up
in the future, leading to potential extensions of the taxonomy.

7 Conclusions

We presented a taxonomy of advanced information visualization with applica-
tions to conceptual modeling. The taxonomy structures visualization features
along the three higher-level dimensions Presentation, Interface, and Data and
further seven lower-level dimensions, each of which with specific characteris-
tics. We evaluated the taxonomy with ex-ante and ex-post taxonomy evaluation
methods by relating it to existing research and by applying our taxonomy to
real-world objects1. This taxonomy combines established categorizations with
new and original ones. From a scientific viewpoint, we contribute a novel tax-
onomy with an expressivity in classifying visualization features lacking in past
literature. The presented taxonomy can facilitate a new feature’s ideation and
conceptualization phases from a practical viewpoint. The taxonomy can push
method engineers and tool developers toward rethinking model representation
and designing and implementing advanced information visualization features. We
thus hope that the proposed taxonomy sparks innovation in future conceptual
modeling research.
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Abstract. Patterns are recurrent structures that provide key insights
for Conceptual Modeling. Typically, patterns emerge from the repeated
modeling practice in a given field. However, their discovery, if performed
manually, is a slow and highly laborious task and, hence, it usually takes
years for pattern catalogs to emerge in new domains. For this reason,
the field would greatly benefit from the creation of automated data-
driven techniques for the empirical discovery of patterns. In this paper,
we propose a highly automated interactive approach for the discovery of
patterns from conceptual model catalogs. The approach combines graph
manipulation and Frequent Itemset Mining techniques. We also advance
a computational tool implementing our proposal, which is then validated
in an experiment with a dataset of 105 UML models.

Keywords: Modeling patterns · Pattern discovery · Itemset mining

1 Introduction

For a while now, patterns have been widely used by the modeling community for
a range of different purposes, including to understand how languages are used in
practice [3,8]. Their popularity is evinced, among other factors, by the growing
number of pattern catalogs1 for different modeling languages. Pattern discovery,
however, if performed manually, is highly laborious and, hence, it usually takes
years for pattern catalogs to emerge. First, because of the sheer size of data to be
analyzed. Second, searching for patterns consists of cognitively demanding steps,
such as partitioning models into smaller fragments, calculating the frequency of
candidate patterns, and filtering out constructs of interest (e.g. when one is
looking for taxonomic structures in domain models).

In this paper we propose a highly-automated interactive approach for the
empirical discovery of patterns from conceptual model catalogs. In particular,
1 E.g. https://github.com/wilmerkrisp/patterns, http://www.bpmpatterns.org.
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we focus on the discovery of recurrent modeling structures that can be defined
by a fixed combination of the constructs of a language. Our approach, developed
using the Design Science Methodology [7], aims at supporting language designers
throughout all activities of the pattern discovery process, namely: i) input data
preparation, when the input conceptual models data are manipulated to feed the
mining process; ii) mining process customization, when the parameters for the
mining process are provided; iii) pattern mining, the actual mining process; and
iv) output assessment, when the user assess the discovered patterns. For this
purpose, we combine graph manipulation techniques with the Frequent Itemset
Mining algorithm [1].

We implemented our approach in a proof-of-concept application, which was
validated according to a set of requirements gathered from expert language
designers about what our approach should do, as well as how it should do it.
We tested these criteria using a catalog of 105 domain models [2] specified in
OntoUML [5], a pattern-based well-founded extension of UML Class Diagrams.

The remainder of this paper is structured as follows. Section 2 lists the
requirements that drove the design of our approach. Section 3 describes the pat-
tern discovery method embedded in our approach. In Sect. 4, we report on the
experiments we conducted to validate our solution. Then, in Sect. 5, we position
our contribution with respect to the state of the art. Finally, in Sect. 6, we reflect
on our results and discuss some future work.

2 Requirements

Following the Design Science methodology [7], we grounded the design of our
approach on a preliminary problem identification activity. In this phase, we inter-
viewed five senior researchers who developed conceptual modeling languages. We
asked them, in open-ended interviews, about: i) the relevance of an approach for
facilitating the empirical discovery of structural patterns in conceptual models
and ii) what is required to facilitate this discovery process. From their feedback,
we defined the following requirements:

– Interest (R1): the approach should be able to discover subjectively inter-
esting patterns. Here, the notion of “subjectively interesting” is inspired by
the work from Silberschatz and Tuzhilin [14], where a pattern is ranked as
interesting by a user if: a) it is considered exploitable for modeling activities,
b) it contradicts some user’s expectations.

– Customization (R2): the approach should support the manipulation of
input models so that one can look for a particular type of pattern. For
instance, from class diagrams, one should be able to filter out everything
but classes and generalizations to look for taxonomic patterns.

– Comprehension (R3): the approach should support the assessment and
analysis of the output patterns by generating human-readable visualizations
and providing their absolute frequency (i.e. how many times the pattern occurs
in all models of the catalog) and their model frequency (i.e. how many models
in the catalog have at least one occurrence of the pattern).
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– Reliability (R4): the approach should accurately calculate the absolute
and model frequencies for all the patterns it finds. More precisely, the ratio
between the number of occurrences retrieved by the approach and the number
of actual occurrences should be at least 0.5.

– Performance (R5): the processing and mining steps should happen in a
reasonable amount of time, even with a large set of models. By “a reasonable
amount of time” we mean an amount that would not discourage language
designers to interact with such a tool, and naturally, that is lower than the
time it would take for them to produce the same outputs manually. For now,
we are assuming a threshold of 5min to mine patterns from 100 models. By
“large set of models”, we mean between 100 and 10000 models, as we do not
expect model catalogs to be much bigger than that.

– Compatibility (R6): the approach should be generic enough such that it
works with any conceptual modeling language.

3 Discovering Frequent Patterns

We represent our approach as a workflow composed of 7 main tasks, whose
inputs, outputs, and dependencies are combined as from Fig. 1 below.

The first task is Filtering (0), where the user can select what language con-
structs to filter out from the models. For instance, in the case of OntoUML,
one may want to look for patterns only involving classes decorated with certain
stereotypes, or involving only classes, generalizations, and generalization sets.

The Abstraction (1) task allows the user to input a set of transformation func-
tions to be applied to the models, by which certain constructs can be abstracted
into more general constructs. For instance, in ArchiMate, business processes,
business functions, and business collaborations may be abstracted into business
internal behavior elements. This step allows users to look for more general pat-
terns that apply to several types of constructs.

Fig. 1. The frequent patterns discovery workflow.
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The Importing (2) task consists of taking a set of conceptual models M
encoded in a given language (e.g., UML or BPMN) and transforming each model
mi ∈ M into a graph gj . This may seem trivial at a first glance, after all, concep-
tual models are basically graphs. That, however, is not always the case. Consider,
for instance, the transformation of UML class diagrams into graphs. The simple
solution is transforming classes into nodes and generalizations and associations
into edges. Still, if we want to convert, generalization sets, association classes,
generalizations between associations, cardinalities, and several other constructs,
that no longer works. This task is language-dependent and requires an ad hoc
transformation for each source conceptual modeling language.

Discretization (3) takes each graph gj and splits it into graph partitions
gpk that represent subsets of the input conceptual model mi. We do this by
repeatedly executing the Kernighan Lin Bisection Algorithm [9], which splits a
graph into two balanced bisections2, until we obtain graph partitions with at
most N nodes–a threshold value provided by the user. Note, however, that we
lose some edges in the bisection process. To counter this effect, after generating
our graph partitions, we restore some removed edges back to them. A removed
edge el is restored to a partition gpk if gpk contains at least one of the two nodes
connected by el. If one such node is not part of gpk, it is also restored to it. This
discretization task is completely language-independent.

Through the Normalization (4) task, the graph partitions are relabeled and
indexed to enable the detection of patterns across them. The relabeling of the
graph partition occurs by firstly associating both a label and an index to each
node, where, originally, the node corresponds to an id and the label corresponds
to the language construct associated with that node. Once the relabeling is
applied, the index of the nodes with the same label is normalized (from 0 to n).
Normalization is also a language-independent task.

Embedding (5), still a language-independent task, converts normalized graph
partitions into item sets. Here each graph edge is transformed into an item, thus
enabling to mine all the information encoded by the node and the edge labels.
Notice that this allows accounting for the rich amount of information encoded by
conceptual models. For instance, an item can easily represent nodes and edges
labels, association source and target cardinalities, and edges directionality.

Figure 2 provides an example of how a conceptual model ‘.i ’ is converted
through the steps described so far. The importing step produces the graph shown
by ‘.ii ’. The discretization task produces the partitions shown by ‘.iii ’. The
normalization task produces the normalized partitions ‘.iv ’ and the embedding
returns the set of item sets represented by ‘.v ’.

Notice that each column of the item set table ‘.v ’ represents an item ij ,
namely a graph edge with the standardized nodes. Each record represents an
input partition graph. I1, for instance, encodes the left-side graph in of Fig. 2.‘.iii ’
and I2 encodes the graph on the right side. The index of the labels was stan-
dardized from “0” to “3” for the larger partition and from “0” to “2” for the

2 The bisections are balanced in terms of the number of nodes and edges.
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Fig. 2. From importing to embedding : .i input conceptual model, .ii transformed graph,
.iii graph partitions, .iv normalized graph partitions, .v set of item sets.

smaller one, thus enabling the detection of recurrent items across the item sets.
For instance, in ‘.v ’ both i1 and i2 occur in both I1 and I2.

The Mining (6) task represents the final part of the workflow and is aimed
at a) generating the candidate patterns and b) making the output accessible to
the user for the final assessment. This task allows for another interaction with
the user, who can select the frequency threshold for the output patterns (e.g.,
filter out patterns that occur less than 30 times) or some ad hoc parameters of
the mining algorithm (e.g., avoid sub-patterns with the same frequency). The
output of the mining task will then consist of a 1) list of the discovered patterns
in a format that eases the final assessment3; 2) a set of frequency measures, for
each output pattern, namely: 2.1) the absolute frequency, calculated as the num-
ber of pattern occurrences over the total number of item sets generated through

3 Example at https://purl.org/mining-cm-patterns/pattern-example.

https://purl.org/mining-cm-patterns/pattern-example
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embedding; 2.2) the model frequency, calculated as the number of pattern occur-
rences over the number of conceptual models used as inputs of the whole process.
For instance, given 5 models we can have a pattern occurring with an absolute
frequency of ‘10’, but the model frequency cannot be more than ‘5’.

4 Evaluation

To evaluate our approach, we implemented it as a Python command-line appli-
cation4 in which the user can interactively set up the process, manipulate the
data, and assess the output of the mining algorithm. The implementation is built
on top of two main packages, namely NetworkX and PrefixSpan. NetworkX is
a comprehensive, open-source, graph analytics and processing toolkit, indepen-
dently developed and maintained by a large and lively community of developers.
PrefixSpan is a very simple yet flexible implementation of the homonymous
algorithm. With this application, we evaluated our requirements by running the
following two experiments.

4.1 Experiment 1

This experiment assesses our solution w.r.t. R1, R2, R3, and R4.

(i) Data. As input data, we used 105 models from a catalog of OntoUML models
[2], a pattern-based language that extends UML Class Diagrams [5].

(ii) Setup. For the validation, we used, as “litmus test”, 6 common OntoUML pat-
terns, which were previously manually identified by the designers of the language
within multiple example models, retained to be useful for building OntoUML
models [6,13]. The selected patterns are represented in Fig. 3.

Fig. 3. OntoUML modeling patterns examples [13].

4 Source code is available at https://purl.org/krdb-core/mining-cm.

https://networkx.org/
https://pypi.org/project/prefixspan/
https://purl.org/krdb-core/mining-cm
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We run the application 6 times and we checked whether the proposed solution
is able to discover the pre-identified interesting patterns (R1). Moreover, we
checked the role of the customization steps in supporting the discovery process
(R2) and the level of comprehensibility of the outcome (R3). For each trial,
we selected different parameters. In the first three trials, we just customized
the number of nodes allowed in the graph partition, selecting 12, 8, and 4 as
reference sizes. The partition size parameters were selected based on the average
number of classes in OntoUML patterns. In the last three trials, we reused the
same partition parameters by filtering out stereotypes and edge types that are
not used in the pattern. Finally, we queried the input models to count the real-
existing number of occurrences for each pattern and we compared the results with
the occurrences found by our application. The level of reliability (R4) was then
simply calculated through an application of the Jaccard index J(A,B) = |(A∩B)|

|(A∪B)|
[4,16], where A is the set of manually found pattern occurrences and B is the
set of occurrences for the same pattern found by the process.

(iii) Results. Figure 4 resumes the output data of experiment 1. The first obser-
vation is that the approach is able to find the patterns we selected beforehand
(R1), which are clearly mapped into the output pattern graphs (R3). All the dis-
covered patterns (with examples of more complex patterns as well) can be found
at our git repository5. Secondly, it can be noticed that the partition parameters
have an impact on the reliability of the process. This seems to be dependent
on the structure of the pattern. For instance, in the case of hierarchical pat-
terns, such as phase, subkind, and category patterns (see Fig. 3), the discovery
better performs with larger graphs; differently, in the case of patterns that are
not characterized by a taxonomical structure, the behavior seems opposite (see
roleMixin, relator and characterization patterns). Moreover, in the trials where
the user interacts with the application to filter out information, the reliability
significantly improves in most of the cases, thus demonstrating the key role of
the customization features (R2) implemented in the approach. Finally, for what
concerns the reliability overall (R4), the current implementation is evidently
better in calculating the model frequency (for roleMixin and subkind patterns
we have 100% reliability). Still, considering taxonomic patterns, the approach
returns high Jaccard index scores w.r.t. the absolute frequency (the scores for
phase, subkind, and category patterns were 0.91, 0.9 and 0.7, respectively).

(iv) Threats to Validity. We see one main threat to our claim that our approach
is able to discover interesting patterns (R1). The risk stems from the selection of
patterns that in our experiment are relatively small and in other cases may have
a more complex structure, with more nodes and edges. However, the examples
we used are recognized as the most common in OntoUML and are very similar
in terms of size and structure to most of the OntoUML modeling patterns [13].
Moreover, by analysing the whole output of the trials we ran, we observed bigger

5 https://purl.org/mining-cm-patterns/experiment.

https://purl.org/mining-cm-patterns/experiment
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Fig. 4. Trial 1 results. Each chart shows the data for a pattern. Bars represent found
occurrences no.; the first six charts refer to absolute frequency data, while the last
six refer to model frequency data. The red line in each chart is the total number of
occurrences found with the queries. The blue and purple lines represent the jaccard
index for the absolute frequency and the model frequency, respectively. (Color figure
online)

but less frequent patterns than those presented in Fig. 3, thus suggesting that
the approach can discover more complex structures.

4.2 Experiment 2

The second experiment asseses our approach w.r.t. R5. Information about (i)
Data, (ii) Setup, (iii) Results and (iv) Threats to validity can be found in our git
repository6. In a nutshell, processing and mining the 105 models in our catalog
6 https://purl.org/mining-cm-patterns/performance.

https://purl.org/mining-cm-patterns/performance
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takes approximately 2min in a MacBook Pro (Retina, 13-in. Early 2015) with
CPU 2,7GHz Intel Core i5, 8GB RAM.

5 Related Work

There is extensive literature on pattern discovery and its applications in a variety
of domains, including software code and databases. The application of pattern
discovery techniques in conceptual models, however, is much more restricted.
In this focused area of research, the closest work to what we propose is that
of Skouradaki et al. [15], who designed a pattern mining algorithm for BPMN.
Still, the goal of our contribution is not to provide a new mining algorithm. Our
focus is indeed on the combination of well-established itemset mining (PrefixS-
pan) and graph manipulation techniques. Furthermore, a considerable amount
of effort from our side concerns the definition of an interactive process where
users can participate in the discovery activities, thus affecting the reliability of
the final output. Last but not least, we designed the approach with the scope of
covering different conceptual modeling languages, by keeping all the functions
of the approach as language-independent.

Ławrynowicz et al. [10] seek to discover domain patterns, related to specific
areas of information and independent of the modeling language constructs, that
recur across OWL ontologies by applying a tree-mining technique. The contri-
bution is divided into two main steps, which partially resemble aspects of our
strategy, namely: a transformation step - where ontology axioms are transformed
into tree structures; and an association analysis step - where co-occurring axioms
are extracted to discover ontology patterns. This research is applied over a set
of ontologies from the BioPortal repository and is very similar to ours in spirit.
However, our solution presents key differences. Firstly, for the mining step, we
adopted the frequent itemset mining algorithm, thus involving a completely dif-
ferent input preparation step. Secondly, we devised our approach with the main
goal of discovering structural modeling patterns, namely patterns defined simply
by the combination of constructs of a modeling language. In [10] the discovered
patterns concern primarily domain-specific information that may recur within or
across ontologies (e.g., what are the recurrent properties of the class “person”).
Again, the interaction capabilities we proposed are out of their scope.

In the same direction, Lee et al. [11] seek to discover domain patterns across
and within ontologies. However, to address this challenge, two different steps are
adopted: a step where sub-graphs are extracted through candidate generation
and chunking processes; a step where frequent sub-graphs mining [12] is adopted.
This work also focuses on domain-specific patterns and one of its priorities is to
allow the processing of large-scale knowledge graphs. Moreover, no account of
how to handle an interactive discovery process is provided.

Unlike the above-presented approaches, our goal is mainly to offer an interac-
tive tool for pattern discovery. Our approach finds recurrent modeling structures,
which do not represent necessarily examples of good or bad modeling practices.
Finally, one key aspect of our solution is to apply frequent itemset mining. This
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technique enables us to mine information (e.g., cardinalities, edge labels, class
labels vs. stereotypes) that, with more orthodox approaches (e.g., frequent sub-
graph mining [12]), which are mostly aimed at mining unlabeled undirected
graphs, could not be fully exploited.

6 Final Considerations

This paper presents an interactive approach for automating the empirical discov-
ery of modeling patterns in conceptual models by combining graph manipulation
techniques and frequent itemset mining. By doing so, we move towards automat-
ing the construction of pattern catalogs for modeling languages and we create a
mechanism for helping language designers to create higher-granularity primitives
in their languages, i.e., modeling patterns that can become part of the grammar
and tools of that language [6].

Based on the encouraging results from our evaluation with 105 OntoUML
models, we envision a series of next steps. First, we will test, in collaboration with
language designers, if our approach can find unexpected patterns in OntoUML.
Second, we are going to extend the set of constructs to be encoded in the input
graphs (e.g., generalization sets). Third, we will test our approach with models
encoded in different modeling languages, such as BPMN and ArchiMate (R6).
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Abstract. The development of dependable information systems in legal
contexts requires a precise understanding of the subtleties of the under-
lying legal phenomena. According to a modern understanding in phi-
losophy of law, much of these phenomena are relational in nature. In
this paper, we employ a theoretically well-grounded legal core ontol-
ogy (UFO-L) to conduct an ontological analysis focused on a funda-
mental legal relation, namely, the power-subjection relation. We show
that in certain cases, power-subjection relations are primitive, i.e., by
means of institutional acts, other legal relations can be generated from
them. Examples include relations of rights and duties, permissions and
non-rights, liberties, secondary power-subjection, etc. As a contribution
to the practice of conceptual modeling, and leveraging on the result of
our analysis, we propose a conceptual modeling pattern, which is then
applied to model a real-world case in tax law.

Keywords: Ontology design pattern · Legal power · Legal relations ·
UFO · UFO-L

1 Introduction

The development of dependable information systems in critical contexts and
applications requires a precise understanding of the subtleties of the domain at
hand. In these contexts, Ontology-Driven Conceptual Modeling, i.e., the prac-
tice of conceptual modeling driven by formal ontological analysis [25], has been
increasingly adopted. In some situations, the phenomena being analyzed crosscut
several specific classes of applications. For example, an analysis of the general
notion of Service Contract [9] can be captured in general reference models called
Core Ontologies [10,11]. From these ontology, a number of Ontology Design Pat-
terns can be systematically extracted [10]. Finally, these patterns are reusable
higher-granularity modeling primitives that can then be employed to create con-
ceptual models in specific domains (e.g., healthcare service contracts, telecom-
munication service contracts, etc.) [11].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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The legal domain is an example of such a critical domain. Over the years,
a multitude of authors have contributed to the ontological analysis of different
legal notions (e.g., [5,8,30,47,51]). In particular, some of us have proposed a
Legal Core Ontology termed UFO-L [20], which was developed by extending the
foundational ontology UFO (Unified Foundational Ontology) [27], and by incor-
porating the theory of constitutional rights proposed by the German philosopher
of law Robert Alexy [1]. The latter offers an original perspective on the law by
conceiving it in terms of legal relations. Besides its appropriateness for under-
standing legal cases (e.g., analyzing judicial decision-making [22]), this perspec-
tive turned to be particularly fruitful for conceptual modeling of information
systems [20] (given the central role of relations in their design).

In the past, from UFO-L, some of us have manage to extract a catalog of
ontology design patterns addressing different legal relations. These include the
Unprotected Liberty Pattern, the Right-Duty to an Action Relator pattern, and
the Right-Duty to an Omission Pattern [19,20]. Other authors, have proposed
ontology patterns to address notions such as complaint behavior [39], personal
data [37,38], norm and case [14,15], as well as and some legal relations, such as
“rights and obligations relationships” [37]. What has been missing from the liter-
ature is an ontological analysis (and, hence, a corresponding modeling pattern)
addressing Power-Subjection Relations.

Generally speaking, power-subjection relations abound [13,50], and differ-
ent notions of power can be connected to different outcomes of their exer-
cise. For example, power-subjection relations based on utilitarian power will
result in some performance-reward contingency; if based on coercive power will
result on imposing conduct on others by means of fear; if based on charismatic
power, will result on negligence of personal interests due to personal admira-
tion of the charismatic-power holder; if based on normative power will result
in the subjection-holder’s belief that the social institution has the “right” to
govern/submit his/her behavior [13]. It is in this latter type, i.e., Legal Power-
Subjection relations that we are interested here.

In contrast to the other aforementioned types of legal relations, power-
subjection relations are in a sense “reflexive”, since they bestow legal agents
with the capacity of creating other legal relations. For example, the law makes
certain individuals (playing a certain legal role) capable of joining people in mat-
rimony. This capacity is not a natural ability, but an artificial one constructed
by legal norms. When they are exercised, they generate new legal relations with
new legal positions of conduct or derivative powers. In contrast, legal relations
such as right-duty, permission-no-right, and liberties [21] are related to the per-
formance or abstention of actions of conduct, which, in general, demand only
natural (or otherwise preexisting) abilities. This means that the legal positions
of conduct only regulate the action or omission that was already possible, e.g.,
by virtue of natural capacity, such as expressing an opinion, entering a building,
etc. As Alexy points out, power is more than permission to act and more than
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natural ability to act [1]. Suitably understanding this specific nature of this rela-
tions is fundamental, e.g., for correctly representing (and monitoring) certain
computational contracts [21,45] as bearers of legal powers have the capacity of
changing the contract itself (often unilaterally).

The contributions of this paper are two-fold: firstly, we present of an onto-
logical analysis of Legal Power-Subjection Relations based on UFO-L; secondly,
we leverage on this analysis to propose an ontology design pattern for modeling
this type of relation. The pattern is then employed to analyze and model a case
study in Brazilian tax law.

The remainder of the paper is structured as follows: Sect. 2 briefly reviews
the notion of power in the relevant literature with a particular focus on legal
powers; Sect. 3 presents the contributions of the paper, namely, our ontological
analysis the resulting ontology design pattern; Sect. 4 presents our case study;
Sect. 5 positions our contributions w.r.t. related work; finally, Sect. 6 presents
some final considerations.

2 On (Legal) Powers

The question of what is power has had significant attention in law [1,31,33] and
social psychology [13,50]. Several works in the field of computer science have also
addressed this notion, among which we highlight the works on normative posi-
tions [44], powers and permissions in security systems [12] and norm-governed
computational societies [3]. There are also works focused on logical formalization
of power or institutional power, for instance, [6,7,16,17,32,42].

The concept of legal power1 [1], or legal competence [33,34,48,49], or insti-
tutional power [32], has been intensively discussed by legal [28,29,31,35] as
well as computer science scholars, e.g., Sartor [41] as well as Governatori and
Rotolo [18] distinguish different types of power: enabling-power, potestative
right, and declarative power; Boella et al. [5], by proposing an action-based
ontology of legal relations, introduce the idea of recursion from power. Differ-
ently from what was proposed in [5], we understand that exercising power not
only creates duties and obligations, but it may also create other power-subjection
legal relations in a recursive manner.

We focus here on the notion of legal power as proposed by Alexy [1], who
extends Hohfeld’s concept of power [31]. For Hohfeld, a power relation involves a
power holder and the subjection holder (a dyadic relation) as correlative notions.
Alexy goes one step further and makes it a triadic relation by also reifying
the object of the relation (referent)2. Moreover, they both understand power
as a legal position able to alter a legal situation [1]. The exercise of a power
is a performance of an institutional act [1,43]. In general, legal relations are

1 In both legal and computer science literature, power appears as a synonym to legal
capacity, legal competence, competence norm, constitutive norm, etc. Here, we use
the terms ‘legal power’, ‘legal ability’, ‘legal capacity’, and ‘power’ interchangeably.

2 The object of the relation can be an action or an omission performed by the power
holder.
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founded on the occurrence of legal events, but certain legal events (e.g., signing
of contracts, breaking laws, paying taxes, etc.) can create, extinguish and change
legal relations.

UFO-L is a core ontology grounded on the Unified Foundational Ontology
(UFO) [26], which employs UFO’s theory of relations [23] to model legal positions
(e.g., rights, duties, liabilities, etc.) from this relational perspective advocated
by Hohfeld and Alexy. In the next section, we present an ontological analysis
of the legal power-subjection relation in the context of UFO-L, and use it to
propose our modeling pattern.

3 The UFO-L Power-Subjection Relator Pattern

3.1 Power and Subjection in UFO-L

UFO’s theory of relation is founded on the central notion of a relator [23,26]. A
relator is a bundle of objectified relational properties (called relational aspects)
that, by being existentially dependent on a number of relata, connects them.
For example, Marriages, Enrollments, Employments and Presidential Mandates
are relators. On one hand, they are object-like entities having properties and
a life-cycle of their own; on the other hand, they are the so-called truthmakers
of relations and inducers of role-playing, in the sense, for example, in which
the marriage between John and Mary makes true the proposition “John and
Mary are married” but also that John is a Husband and Mary is a Wife in the
situations where that relator exists.

UFO-L [20,21] extends this notion by proposing the notion of legal relator as
similarly reifying legal relations. On one perspective, legal relators are classified
according to legal nature as: Right-Duty relators, NoRight-Permission relators,
Unprotected Liberty relators, etc.; on an orthogonal (mereological) perspective,
legal relators are classified as Simple Legal Relator or Complex Legal Relator.
Simple legal relators are composed of Legal Aspects (or legal positions) (e.g.,
Right, Duty, NoRight to an Omission, Permission to Act), and complex legal
relators are composed of simple legal relators [21].

Legal aspects are linked to legal roles played by legal agents by means of
a type of a relation of inherence (a type of existential dependence represented
here by relation of characterization) and connected to the other legal agent,
participant of the same relation, by means of a relation of external dependence
(externally depends on). For instance, suppose a legal relation between employee
and employer. The employee’s right of salary payment (as against employer)
correlates with the employer’s duty to pay the employee’s salary. An UFO-L
pattern addressing this case is the Right-Duty to an Action pattern [19]. The
employee’s right is externally dependent on the Employer as Duty Holder and,
conversely, the employer’s duty is externally dependent on the Employee as Right
Holder.

Legal Powers are special types of Legal Aspects. Their exercise occur by means
of institutional acts [1], whose types (and consequent situations) are explicitly
prescribed in Legal Normative Descriptions or Legal Norms [21]. Moreover, their
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correlative legal aspects are Legal Subjections. Thus, legal Power-Subjection rela-
tions, if simple, are composed of correlative power-subjection pairs (inhering in
opposing agents); if complex, they are composed of simplex power-subjection
relations.

Legal Relations created, altered or extinguished by a legal power-subjection
relation are called Derived Legal Relations. Thus, Legal Power-Subjection Rela-
tions are divided in two groups: Original Legal Power-Subjection Relations and
Derived Legal Power-Subjection Relations. Legal Events ground both these rela-
tions. Original Legal Power-Subjection Relations are those that were introduced
by original constituent powers. For example, in the Brazilian constitution, an
original constituent power gives Brazilian municipalities the power to impose
taxes on their subjects (citizens, organizations); on the other hand, derived
power-subjection relations are those that are created by some other legal power-
subjection relation (with the exception of an original constituent power). For
example, the municipal law approved by the Vitória City Council and sanctioned
by the mayor of Vitória gives the municipality of Vitória the power to levy the
urban property tax (IPTU). This local law defines a legal power-subjection rela-
tion derived from the original power to institute taxes prescribed by Brazilian
constitution. Derived Legal Relations require additional founding events [24,26],
which are historically dependent3 on the legal events founding the relations are
derived from. For example, when the consumer clicks the “I Agree” button to
contract some Internet service, they agree with the terms of that service, includ-
ing the clause in which the service provider can unilaterally change the contract
terms with or without the consumer’s consent. In cases that the service provider
changes any clause without the need for consumer consent, the event that will
provide the basis for the new legal positions will be the publishing of the modified
agreement (historically dependent on the original event). In cases that consumer
consent is required for those changes to be applicable, the new founding event
will be the clicking of the “I consent” button, which is also historically dependent
on the event grounding the relation of agreement.

3.2 The Legal Power-Subjection Relator Pattern

In this section, we leverage on UFO-L’s ontological analysis of the power-
subjection relations to proposed a reusable modeling pattern. The proposed
pattern is: (1) constituted by pattern name, pattern code, rationale, guidelines
for the use, a list of competence questions (Table 1); (2) represented in UFO-
based conceptual modeling language OntoUML (Fig. 1); (3) enriched by axioms
(Table 2) regulating the pattern, and by a list of verification criteria to check

3 ‘An event b depends historically on a whenever: (i) a (or one of its parts) brings
about the situation that triggers b (or one of its parts); (ii) a (or one of its parts)
brings about a situation that is necessary-but not sufficient-to trigger b (or one of
its parts); (iii) a (or one of its parts) brings about a situation that is necessary-and
more than sufficient-to trigger b (or one of its parts); or, (iv) b depends historically
on an event z that depends historically on a.’ [2].
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whether the modeling situation at hand can be appropriately addressed by the
pattern (Table 3). Figure 1 shows the Legal Power-Subjection Relator pattern
(henceforth identified as P7-PS-LR in UFO-L’s pattern catalog).

Fig. 1. Legal Power-Subjection Relator Pattern

Rationale . A Legal Power-Subjection Relator is established between Power
Holder and Subjection Holder. The Legal Relator is composed of a pair of legal
positions: Legal Power, which is inherent in the Power Holder and externally
dependent on the Subjection Holder; and Legal Subjection, which is inherent in
the Subjection Holder and externally dependent on the Power Holder. By means
of an institutional act in a power-subjection relation, the Power Holder creates,
modifies, or extinguishes legal positions held by the Subjection Holder.

Guidelines for the Use . This pattern must be used in potestative relations
(competence, legal capacity, legal power) with some changing of legal position
of Subjection Holder. The action must be conducted by a Power Holder and it
needs to be an institutional act, i.e., it must be prescribed by law. The com-
petence questions shown in Table 1 guide the modeler in applying the proposed
pattern. The modeler must be able to answer these questions to know if the
power-subjection pattern is the adequate pattern for the representation of the
relations to be modeled, or rather, the built ontology must be able to answer
the questions according to the proposed pattern. For example, for CQ2, the
legal roles found and represented must be Power Holder and Subjection Holder,
otherwise, the pattern was applied incorrectly and it is necessary to check in
the UFO-L patterns catalog a more adequate pattern for the relation to be
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represented. In this sense, the restrictions presented in Table 2 will also help the
modeler in this task and the applicability issues (Table 3) will help in checking
existing aspects of this pattern.

Table 1. Competence questions

CQ1: What are the types of agents involved in the legal relation?

CQ2: What categories of legal roles are involved?

CQ3: What are the legal positions composing the legal relations?

CQ4: Who are the bearers of each existing legal position in the legal relations?

CQ5: Which legal position Subjection Holder holds in the derived legal relation?

CQ6: Which events are the basis of each legal relation?

CQ7: Which institutional act is performed by the Power Holder?

CQ8: What kind of association exists between the legal power-subjection relator and

the derived legal relator (creates, alters or extinguishes)?

CQ9: Which Legal Object (e.g. Legal Normative Description or Legal Norm)

prescribes the institutional act performed?

CQ10: Who are the role players in the derived legal relation?

CQ11: What event is the basis of the derived legal relation?

CQ12: What is the action/omission of the derived legal relation?

CQ13: What is the Legal Object (e.g. Legal Normative Description or Legal Norm)

that legally defines the derived legal relation?

A Power-Subjection Relator is composed of two types of Legal Aspects: Power
and Subjection. The legal Power-Subjection relator mediates disjoint legal agents,
who play legal roles (represented here Legal RoleMixins, given that they may be
played by agents of different kinds).4 The legal relation between Power Holder
and Subjection Holder is a material relation called has power as against, which
connects Power Holders to Subjection Holders. Power inheres in Power Holder
and is externally dependent on Subjection Holder. On the other hand, Subjection
inheres in Subjection Holder and is externally dependent on Power Holder. This
implies that it is only meaningful to talk about power in a relational context.
Thus, at the other end of the relation is the correlative position called subjection.
The converse relation (omitted from the diagram) can be understood as being
subject to: an agent is subject to another agent who, in turn, has power over
that one.

Power Holder has the power to create, alter or extinguish legal relations in
which Subjection Holder participates. It means that Power Holder has the legal
ability to change the Subjection-Holder’s legal reality. This change is possible
because the legal power is performed as an action prescribed by law (i.e., an
institutional act) . In addition, Power-Subjection relators are grounded on Legal
Events, for instance, the publishing of a law conferring powers to an entity to
institute taxes. This kind of event brings about situations, which can activate
other dispositions (including other legal aspects) of individuals [4].
4 UFO-L patterns employs UFO’s notions of rolemixin, agent, category, mode, event,

material relation, and relator. For details, one should refer to [4,26,40].
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Table 2. PSLR: axioms

A1. A Legal Power-Subjection Relator is a relator composed of legal positions
called Legal Power and Legal Subjection, which are essential and inseparable parts
of the legal relator [26].

A2. Every exercise of legal power changes the legal reality but not every act that
alters the legal reality is an exercise of legal power.

A3. Every action performed by Power Holder in the context of legal
power-subjection relation is an institutional act prescribed by an institutional agent
in a Legal Object (Legal Normative Description or Legal Norm).

A4. Every act of legal power exercised by a Power Holder towards a Subjection
Holder is a permissible action (There is no prohibition on the action) but not every
permissible action is an action of legal power.

A5. A material relation “has a legal power as against” holds between agents A and
B iff there is a conversing relation “is legally subject towards” holding between
them.

A6. Every Power Holder has the power of creating, modifying or extinguishing at
least one legal relation in which Legal Agent as Subjection-Holder is holder of
another legal position

Table 3. Questions to determine applicability of the pattern

V1. Does the act performed by the Power Holder change the legal situation of
Subjection Holder (i.e. creates, modifies or extinguishes legal positions hold by the
Legal Agent who is the Subjection-Holder in the legal power-subjection relation)?

V2. Is the Power-Holder’s act prescribed by any Legal Normative Description or
Legal Norm?

V3. Is the type of the derived legal relation identifiable?

V4. Are the founding legal events (original legal event and derived legal event) of

the modeled relations also modeled?

4 Case Study: Legal Power in Brazilian Tax Law

Motivation. The purpose of this case study is applying the pattern to model a
case in covering Brazilian constitutional norms as well as a local tax law. Tax
law was selected for containing legal power-subjection relations that are generally
known to law experts and laypeople alike.

Description. Brazilian tax law is regulated by the Federal Constitution, the
National Tax Code, and state or municipal laws. The case analyzed here is the
urban property tax (aka IPTU) collected by municipalities and the Federal Dis-
trict. There must be a law promulgated by these entities, which is in accordance
with the norm of power prescribed by the Federal Constitution. The selected
municipality is the municipality of Vitória in the state of Esṕırito Santo, Brazil
and the Act no. 4,476/1997 governs the tax on urban property (IPTU) in Vitória.
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Techniques and Methods. We first identified the articles that regulate taxes and
are contained in the Brazilian Federal Constitution (CRFB/1988), the National
Tax Code (CTN), and applicable municipal law (Act no. 4,476/1997); we then
used the competence questions summarized in Table 1 to scope the legal rela-
tions therein. As result, the following aspects of legal scope were identified: mate-
rial (real states), temporal (January 1st of each year), jurisdictional/territorial
(municipality of Vitória, Esṕırito Santo State, Brazil), quantitative (progres-
sive rate on property market value), and subjective (taxpayers/owners own real
states in Vitória; collector/municipality) aspects. Furthermore, the P7-PS-LR
pattern was instantiated to model the legal relations of power-subjection at
hand. Finally, the set of verification criteria summarized in Table 3 were checked
confirming that the pattern applied was the correct one.

Materials. (1) CRFB1988. Article 145. The Union, the states, the Federal
District, and the municipalities may institute the following tributes: I - taxes;
(...) (...) Article 156. The municipalities shall have the competence to institute
taxes on: (...) I - urban buildings and urban land property; (...); (2) CTN. Art.
32. The tax, which is the competence of the Municipalities, on urban land and
property has as a triggering event the ownership, useful domain or possession of
immovable property by nature or by physical accession, as defined in civil law,
located in the urban area of the Municipality.(...); (3) Law n. 4.476/1997.
Art.1 The Tax on Urban Property and Territorial Property has as a triggering
event the property, useful domain or possession of urban immovable property.
(...) Art.2 The triggering event is considered to have occurred on the first day
of January of each year (...) Art.6 Taxpayer is the owner, holder of the useful
domain or possessor of the property in any capacity. (...) Art. 7 The basis for
calculating the tax is the market value of the property, as set out in this law. (...)
Art. 9 The tax rates, differentiated according to the use and progressive according
to the market value of the properties, observing the respective value range, (...)

Ontological Analysis. The promulgation of the Brazilian Constitution gives
municipalities the power to institute tax norms (Arts. 145 and 156). The exer-
cise of this power by means of an institutional act disposes municipalities in a
new relation of Power-Subjection (Fig. 2). In this case, the municipal Act no.
4,476/1997 creates the power for the Municipality of Vitória (as Power Holder)
to levy IPTU tax against taxpayers (as Subjection Holder). The ontological
choice made for municipalities and taxpayers refers to the ontological nature of
each. In fact, the Municipality of Vitória is an instance of Municipality, which
provides a principle of identity to its instances; on the other hand, taxpayers
may be of different types, i.e., natural persons or juristic persons (e.g. compa-
nies, universities), which one providing different principles of identity to their
instances.
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Fig. 2. Derived legal power-subjection for municipality to levy IPTU tax

This power to levy IPTU tax is manifested only in the applicable legal cir-
cumstances. The law is explicit with respect to those circumstances by defining
hypotheses of tax incidence, i.e., defining Situation types, whose instances can
trigger [4] certain Events, such as the assessment of the tax credit by the munic-
ipality. For example, Being owner of land or buildings in the territory of Vitória
in January 1st of each year (a situation type) has instances that trigger events
that will lead to obligations to pay. In other words, an urban property owner
eventually becomes taxpayer when the situation “being an immovable property
owner in January 1st, in Vitória, Esṕırito Santo State, Brazil” obtains. When
this situation effectively occurs in the world, in a certain time and space with
the taxpayer and tax collector roles clearly and uniquely identified, the legal sit-
uation/fact subsumes to the legal norm, i.e., the hypothesis of tax incidence is
true in a specific instance. For example, Maria owns an apartment in Vitória. In
January 1st, 2021, the municipality of Vitória verified the group of ownerships
in which the IPTU tax is levied on, generating the IPTU tax credits in its favor
(municipality of Vitória as Creditor/Right holder) (Fig. 3). Now, Maria as an
apartment’s owner will be notified about her IPTU tax duty. After the Assess-
ment of IPTU Credit-Debit (Fig. 4), the municipality officially notifies taxpayers.
The taxpayer notification is the event that creates the valid duty of the taxpayer
to pay IPTU tax in a right-duty relation. According to the legislation, the obli-
gation to pay exists only when taxpayers have been notified. In our example,
Maria ought to pay the IPTU tax to the municipality of Vitória after receiving
the notification of the obligation to pay the IPTU tax (Fig. 5).
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Fig. 3. Legal power-subjection pattern applied to tax law

Fig. 4. IPTU credit-debit

There is a chain of historical dependence relations connecting the events that
create these legal relations: Local Tax Law Promulgation (event E2) is founded
on the Federal Constitution, and, therefore, Constitution Promulgation (event
E1) must be prior to event E2. Also, the Assessment of IPTU Tax Credit-Debit
(event E3) must be done by means of a valid law (event E2) and, therefore, E3
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Fig. 5. Right-duty to an action pattern applied to tax law

historically depends on event E2 and, by transitivity, on event E1. Following
this line of reasoning, the event of “Notification (of IPTU tax) to Taxpayer”
(event E4) can only occur if the event of “Assessment of IPTU Tax Credit-
Debit” (event E3) has previously occurred, which historically depends on the
event “Real Estate Registration” (event E5) (Fig. 6).

Fig. 6. Ownership of real estate
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5 Related Work

There are approaches in the literature that explicitly consider powers. For exam-
ple:

– In the same line of our work, the RuleML initiative planned to differentiate
the concept of legal power from the concept of permission, by introducing
“empowering rules”.5 Nevertheless, powers and correlative subjections have
not been incorporated in LegalRuleML to the present date (a related notion
of constitutive rule is included in that specification instead) [36];

– Symboleo [45] is a formal specification language for contracts, in which con-
tracts consist of collections of obligations and powers. Since the contract
domain ontology behind the Symboleo language was based on UFO-L, the
concept of power is similarly defined as “the right of a party to create, change,
suspend or extinguish legal positions (...)”. Differently from the pattern pro-
posed here, the correlated position of power (subjection) is not explicit in
Symboleo. Representation of the correlative legal positions is relevant for
analyzing violations of powers and duties. For example, in the analysis of a
concrete case, if Mary does not submit herself to the power of municipality of
Vitória to levy the IPTU tax, the municipality can by coercion subject Mary
to that power, imposing administrative sanctions or initiating legal actions
against her. In UFO-L, with the use of legal relator pattern, it is possible to
indicate, at the instance level, who violates a legal power-subjection relation;

– Similarly to Symboleo, Nòmos2 [46] defines power as legal capability to
produce changes “in the legal system towards another subject”. The lat-
ter acquires the corresponding liability but not explicit the correlated legal
position;

– In contrast, in FIBO6, legal power is reduced to legal capacity defined as
“the capability to carry out certain actions or to have certain rights together
with the resources to do so”. This definition overlaps to the definition of legal
permission proposed in UFO-L, since permission is a legal position hold by a
subject who performs an action or an omission towards someone [21].

6 Final Considerations

In this paper, we present the Legal Power-Subjection Relator pattern, a new
pattern to be included in the UFO-L pattern catalog [19,20]. This pattern is
mainly composed of Power Holder and Subjection Holder, a set of roles played
by Legal Agents in the context of legal relations. Differently to the other types of
legal relations presented in previous works, this type of legal relation shows that
the action holder alters, creates, or extinguishes legal positions of the subjection
holder by means of institutional actions.

5 http://ruleml.org/policy/.
6 https://spec.edmcouncil.org/fibo/ontology/FND/Law/LegalCapacity/.

http://ruleml.org/policy/
https://spec.edmcouncil.org/fibo/ontology/FND/Law/LegalCapacity/
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In order to demonstrate the applicability of the proposed pattern, the legal
power to levy taxes was modeled as well the derived legal relations. By using
the pattern, we were able to reveal a number of aspects of the case at hand. For
instance, it is possible to represent the levying of the property tax over Mary’s
properties while she is under 65 years old (in the case that the property tax law
grants immunity from tax to owners over 65 years of age), or the application of
bundle of legal permissions in emergency situations for a group of owner’s prop-
erties without bringing inconsistency to the legal system. The proper modeling of
these situations is only possible with the triadic representation of legal relations
(i.e. the explicit representation of the parties and the object at hand). In other
words, these cannot be properly modeled if the representations of these correl-
ative roles (e.g., subjection holder, in this case the taxpayer) are not explicit.
For instance, if restricted by monadic deontic operators, one would typically
represent the first case as follows: ¬S(x) (where ¬S is the “not subject to the
payment of” and x is the IPTU tax). In the same legal system, there would be
¬S(x) for taxpayers aged 65 or over and S(x) for taxpayers aged under 65. This
representation does not make explicit the instances of tax-exempt taxpayers and
the instances of taxpayers, which may result in inconsistencies. The same occurs
in the case of legal permissions in emergency situations.

Regarding future work, we plan to extend our ontological analysis and mod-
eling by: addressing violations of power-subjection relations by applying types
of powers and non-powers; conducting a systematic comparison with other types
of legal relations, in particular, rights-duties and permissions-no-rights relations.
Another relevant study is to investigate some approaches to model meta-powers
(powers that establish powers). Finally, in line with [20], we intend to conduct
empirical studies to assess the usability of the proposed patterns by legal experts.

There are some questions raised and still open. The first one is whether the
pattern proposed here for legal powers can somehow be applied to other types of
power (e.g. in autonomous systems). At first, we are inclined to say that yes, it
is possible to apply in systems other than legal systems. However, it is necessary
to develop some works to conclude that it is applicable in other systems.

The second question is if there is the possibility to distinguish the Original
and Derived legal power-subjection relations by means of intrinsic aspects. We
have observed that several aspects of legal nature are only activated when their
bears are related to others. In the case of original legal power-subjection rela-
tions, they are usually perceived in socio-political contexts depending on events
to occur. This is an intriguing debate that can be addressed in future research.
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Abstract. Creation of realistic residential buildings has been the topic
of research in procedural content generation (PCG) for several years.
Most PCG methods rely on analysing domain knowledge in the applica-
ble setting and encoding that knowledge as configuration for the PCG
methods used. While this technique does solve the immediate problem,
it is often not portable, and extensions of a specific generation technique
often requires reconfiguring when new or more detailed domain knowl-
edge is attained. This paper presents a holistic ontological driven PCG
technique that allows for varied PCG methods to be used and inter-
changed while having a stable platform for domain knowledge. The tech-
nique presented in the paper is an implementation of a PCG framework:
atomically true ontology modelling (ATOM). Using ATOM for creating
residential buildings allows for the definition of general concepts such as
rooms and room types that can be then used to drive PCG methods to
produce residential buildings in distinctive styles and environments.

Keywords: Procedural content generation · Building plans · Ontology
development · Generative design

1 Introduction

When creating virtual environments, content in these environments is often cre-
ated manually. Manual creation is time-consuming and requires expert knowl-
edge in most cases but has the benefit of producing content to the specification
required.

When working with creating virtual environments that mimic real world
scenarios, often background elements are not given the same time and focus as
the rest of the environments. For example, when creating a city environment,
important buildings might have full interiors with all the required furnishings
while other buildings in the scene contain little to no detail.

Procedural content generation (PCG) methods have been used to create
these background elements to provide more realism to the scene. However, PCG
methods are either primitive, offering basic components [4,7], or complex [9,21],
requiring extensive configuration when used. Due to the extensive configuration
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these methods are not directly portable across different domains that deal with
the same type of content.

Semantic methods [26,27] linking with PCG methods have been proposed
but rely on primitive PCG methods that do not consider all the objects and
relationships presented in the semantic model.

This paper expands on semantic methods. Knowledge is encoded in an ontol-
ogy that is interpreted in a specific domain. Relevant parts of the ontology are
used as needed. As the ontology grows, the interpretation can be updated as
necessary. This paper will be focusing on the generation of residential buildings.

To fully explore the ontological approach presented in this paper a few key
aspects will be discussed. In Sect. 2 current PCG methods as well as ontological
modelling approaches are reviewed. Section 3 and Sect. 3.2 details the atomically
true ontology modelling (ATOM) conceptual framework while Sect. 3.4 specifi-
cally details the residential building implementation. Finally, Sect. 4 shows the
results of the paper. Thereafter, the paper is concluded.

2 Related Work

One of the long-term goals of PCG as outlined by the authors of [25] is multi-
level, multi-content PCG. This goal details creation of entire virtual environ-
ments, in full detail for the target application. The authors further state that
this goal is yet to be achieved. While the goal of the conceptual framework pre-
sented in the paper tackles this goal, this paper focuses mainly on the domain
of residential buildings.

When looking at how current PCG methods try and achieve this goal in
relation to building generation methods, there are two distinct approaches. Shape
grammars and facade generation deal specifically with how a specific building
looks, with less focus on the role of the building or rooms within. Knowledge
and semantic based approaches use relationships between different components
found in building plans to determine the layout of rooms within.

2.1 Shape Grammars and Facade Generation

Shape grammars [17,18,23,31] are a production system. Shape grammars oper-
ate with shapes, defining how shapes can be acted upon by different production
rules. Application of these production rules produces sub-shapes that can also
have production rules applied to them. Application of the rules result in either
building envelopes, or buildings with rooms, although without specific purpose
for the rooms.

Facade generation [5,18] provides a means to add more details to building
envelopes generated with shape grammars. More advanced shape grammars [21]
tie facade generation with shape grammars to better align the features of the
building shape and facade details. Using ontologies and shape grammars was
briefly explored in [6,10]. Interactive PCG was also briefly explored in [13,22].
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2.2 Knowledge and Semantic Based PCG

In [27], the authors discuss how semantic information is more important in vir-
tual environments such as video games and simulations. Key criteria for including
semantic information are identified: object semantics, object relationships and
world semantics. Usage of semantic data has been explored in the generation
of floor plans [26], and furniture placement [15]. Expert knowledge can also be
encoded into Bayesian networks [16]. In [28], the authors provide a framework
for integrating existing PCG techniques with semantic information. While the
framework presented by the authors does accomplish their desired goal, it only
provides a means of generating geometry. It is not clear if the semantics used to
generate the building are available after the conductor has executed a plan.

3 Holistic PCG Using ATOM

To understand the need for holistic PCG, issues with current research in the field
of semantic PCG is discussed as well as current methods of sharing building or
city information. Thereafter the overview of the ATOM framework is discussed.

3.1 Shortcomings of Current Research

When looking at the current research in the field of PCG techniques for gener-
ating residential buildings the focus of the research has been mostly of physical
attributes and appearance as a final output. Semantic information has been
used [1,3,14] to augment the final output or place furniture around a room but
ultimately is just for visual appearance.

Data models exist for sharing 3D models of cities and buildings within. One
of the most used data models for this purpose is city geography markup language
(City GML) [11]. CityGML contains information about things that can exist in
cities and the relationships between them. Some research has been conducted
into complementing CityGML into an ontology [32].

Efforts to introduce more semantics into modelling have changed systems
such as computer aided design (CAD) into building information modelling (BIM)
and further integrated with geographic information system (GIS) into city infor-
mation modelling (CIM) [24]. However, these advancements for tools for planning
of cities and buildings are for expert users.

The ATOM conceptual framework seeks to cater for varied content types,
other than 3D models or be confined to expert users.

3.2 ATOM Conceptual Framework

The atomically true ontology modelling (ATOM) conceptual framework takes
inspiration from the previous PCG framework [28] as well as the product devel-
opment process [29]. ATOM is a PCG framework that caters for varied content
types as well as keeping semantic information available with the generated con-
tent. An ontology is developed as part of using ATOM in the implementation
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presented in the paper. However, existing ontologies or other semantic infor-
mation can be used but will require some changes to accommodate the PCG
components. The ATOM conceptual framework consists of several phases; an
overview is shown in Fig. 1.

Fig. 1. Atomically true ontology modelling conceptual framework overview

In the design phase, classes of elements are defined. All classes in the ontol-
ogy used in ATOM will be a subclass of Procedural content. Procedural
content will have a property indicating which generator was used to create the
content. The elements represented by the classes are the foundation of where
knowledge is introduced into the framework and serves as an indication as to
what elements are required to produce the content required. The classes are com-
piled into the ontology. If possible, world semantics, basic object properties, and
object semantic relationships can be specified at during this phase. Addition-
ally, each class is assigned a unique symbol, which is important for the ATOM
grammar. The ATOM grammar is in more detail in Sect. 3.3.

In the content modelling phase, subclasses of design phase classes are
defined. Properties for each element can be defined along with the relationship
with the type of content generated. At this phase, restrictions on properties and
classes can be defined. Other user constraints can also be specified that can tune
the individual elements to desired parameters. Each subclass will have a unique
symbol independent but related to the superclass symbol. In this phase elements
can be obtained from static assets provided by the user, using PCG techniques
that take in properties and constraints as input, or another ATOM grammar.

In the content prefabrication phase, the ontology from the content mod-
elling phase is then integrated into the ATOM grammar. Since there can be
multiple subclasses for a specific class, there can be multiple routes a produc-
tion rule can take. These choices are managed by an executor. The executor is
the next level for knowledge to be coded into the system. The executor is also
responsible for creating individuals from the chosen subclasses. Individuals that
are created from subclasses that rely on PCG techniques generate their elements
using the semantic information found in the ontology. This semantic information
is relayed via the executor to the individual.

In the content prefabrication phase, individuals generated can be com-
bined into the final content required. However, consistency of the content still
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needs to take place. ATOM does not define its own reasoner, instead leverag-
ing on existing semantic reasoners. An existing semantic reasoner is be used to
determine if the knowledge and user constraints encoded in the ontologies are
being upheld. If not, then either another set of individuals are created, or the
executor needs to be tweaked to avoid issues with the reasoner. If the individ-
uals pass the reasoner check, then they can be checked against user specified
soft constraints using the executor. This additional step is required as the soft
constraints cannot be specified with a traditional semantic reasoning.

At this point it may be necessary to feed semantic information back to one of
the earlier phases to create better suited individuals or to generate new individ-
uals which requires correctly defined individuals of other classes or subclasses.
This feedback loop allows for more complicated scenarios to be developed iter-
atively rather than an all-in-one design process. Once all the constraints and
feedback loops have been satisfied then the final content can now be presented
to the end user. Semantic information is stored with the generated content so
that when the content is consumed it has the required information available to
be used correctly.

3.3 ATOM Grammar

The ATOM grammar is a production system, similar in concept to both L-
Systems [19] and shape grammars. Symbols are used to define or identify some-
thing in the system. Production rules define how symbols are changed into other
symbols. Terminal symbols are defined as a symbol that can have no production
rule that can be applied, implying that there is no more generation that needs to
take place. Non-terminal symbols can have one or more production rules applied
that will eventually yield terminal symbols.

Symbols in the ATOM grammar define content that is represented by sub-
classes found in the ontology. The way in which the production rule is applied
and how the subclass is chosen is coded into the executor. In the context of
residential buildings, the executor can choose a specific type of room to generate
based on the rooms that have already been generated or rooms that are still
required to satisfy the semantic reasoner.

ATOM grammars can also be used in a hierarchical manner. Terminal sym-
bols in the ATOM grammar can be replaced by another ATOM grammar that
further defines the content of that terminal symbol. Using ATOM grammars in
this way allows grammars to be reused in different contexts if the grammar is
applicable to the context.

3.4 ATOM: Residential Buildings

In this subsection the ATOM conceptual framework is applied to the domain of
residential buildings. Each phase of the framework is discussed in the context of
residential buildings.

The design phase requires the basics to be specified using domain knowl-
edge. By using A Pattern Language [2] in conjunction with observations made
from the papers discussed in the Sect. 2, the residential building ontology was
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developed. A residential plot is associated with a specific street where the street
belongs to a specific suburb. Both street and suburb are classes that hold meta-
data that is used to generate unique varied content. Residential plots consist
of different areas. Social areas hold social rooms. Similarly service and private
areas hold service rooms and private rooms, respectively. Along with the street,
a plot number is stored. Areas can be connected to other areas, while rooms can
be directly adjacent to other rooms.

In the content modelling phase, specific room subtypes are defined. These
specific types of rooms are created to have concrete elements that can be com-
bined into a residential building. Additionally, constraints for a residential plot
are defined. Figure 2 shows a visual representation of the ontology after the
modelling phase.

In the content prefabrication phase, the executor can now be defined.
To generate individuals, the executor needs to fill all the required properties of
a residential plot. PCG techniques can be used to create the needed properties
for different classes. Generation of a residential plot using PCG techniques can
be tuned using the knowledge available from earlier phases or specific knowledge
acquired during this phase.

Finally, in the quality assurance phase, the individuals created by the
executor can now be checked against the ontology and user constraints. Depend-
ing on the output of the reasoner the PCG techniques of the reasoner can be
adjusted to obtain desired results. Furthermore, if the domain knowledge needs
to be adjusted after the reasoner is successful then classes or constraints from
the earlier phases can be changed to accommodate this new knowledge. For the
current ontology, feedback was incorporated during the development process.

Fig. 2. Ontology after content modelling phase, visualised using WebVOWL [30]
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4 Example of an ATOM Grammar

Using the ontology developed in the previous section, an ATOM grammar was
defined for the executor to use. Several residential plots were generated in two
suburbs with a few streets in each suburb. Although not the focus of residential
buildings specifically, suburbs and streets allow houses that are close together to
share common properties such as plot size, types of rooms or typical number of
rooms of a type. One additional subclass was defined (OneBedHouse) to show
additional end user constraints by creating specific subclasses.

The information for the generated individuals could be used to generate a
floor plan. Room adjacency can be used for generating doorways or passages.
Windows can be generated by looking at the perimeter wall of rooms. However,
by using information from the street and suburb, extra context can be generated
for the residential building. More recent suburbs would have more modern room
structure and layout. Older streets can have run down buildings that can be
generated. All these different aspects can be accomplished by modifying the
executor to manage more PCG techniques.

4.1 Alternate Applications of the Residential Building ATOM
Grammar

ATOM is presented as a framework that can do more than 3D geometry. By
adjusting the view of the final end-user to that of a potential homeowner, a
different use case of the ontology developed can be shown. Real estate property
websites show key details of the property and not full details of the floor plan.
However, by using the residential building ATOM grammar, the required infor-
mation for the website mock-up is available but along with the semantic infor-
mation for building floor plans. Each residential plot contains information per-
taining to the relation of rooms adjacency as well as area connectivity which can
then be used to create floor plan layouts. The residential building ATOM gram-
mar was used to create a mock-up of a real estate property purchasing/rental
website (see Fig. 3).

Fig. 3. Residential Building Ontology used to create a mock-up real estate website.
Note: Property images are not shown.
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The residential building ATOM grammar was implemented using Owl-
ready2 [12] which combines the programming language Python with web ontol-
ogy language (OWL). Using Owlready2 the executor was defined by creating the
ontology directly in Python and then subsequently using PCG techniques to cre-
ate individuals. Owlready2 provides access to a reasoner to check the individuals
and ontology is consistent.

Mixing the ontology and programming concepts is non-trivial. However, since
PCG techniques are implemented in various programming languages, a crossover
between the two domains is inevitable.

4.2 Results

Since the discourse of related work was tailored specifically towards generating
geometry, the focus on the comparison of results is to encapsulate other uses
of residential buildings data. Using this different focus, however, does have the
issue of directly comparable data.

Alternate generation techniques for creating content that do not specifically
consider semantic information is deep neural networks. One such neural network
is StyleGAN [8] which generates stylistic images using generative adversarial
networks. ThisRentalDoesNotExist [20] is part of a family of websites that
generate images to mimic some content. ThisRentalDoesNotExist specifically
tries to mimic a rental website such as AirBNB. While StyleGAN focuses on
images and style transfer it does try to address the problem of generating content.
However, the results can only be used as-is, without any end-user input apart
from the training data. A similar problem exists with the text that describes
the generated rental. Apart from the training data, the end user has no way to
tailor the specific content generated. The images generated and the text used to
describe the rental are not related to each other.

5 Conclusion and Future Work

Creating holistic procedurally generated content for various environments has
been a long-term goal of PCG. This paper presented the ATOM conceptual
framework for combining PCG with semantic information to generate varied
content that can be used in different circumstances. Existing PCG techniques
can be integrated with the ATOM conceptual framework. An implementation of
the framework is presented with the residential building ATOM grammar. This
implementation highlights how the ATOM conceptual framework can be utilised
to create content for a specific domain.
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In future research, the framework will be expanded in several ways. One
aspect is how content and related semantic individuals that have been created
can be accessed and shared without being involved in the design process. Another
avenue of focus is a more automated approach to the interaction of the execu-
tor and the semantic reasoner. Finally, regarding content generation, a content
warehouse can provide specific types of static content that can be combined, and
by changing the content warehouse, another stylistic variation of the content can
be created.
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1. Adão, T., Magalhães, L., Peres, E.: Ontology-based Procedural Modelling of
Traversable Buildings Composed by Arbitrary Shapes. SCS, Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-42372-2

2. Alexander, C., Ishikawa, S., Silverstein, M.: A Pattern Language: Towns, Buildings,
Construction, vol. 2. Oxford University Press, New York (1977)

3. Caneparo, L., Berta, M., Rolfo, D.: Semantic analysis and 3D generation of build-
ings and cities. Int. J. Des. Sci. Technol. 24(1), 1–37 (2020)

4. Dart, I.M., De Rossi, G., Togelius, J.: Speedrock: procedural rocks through gram-
mars and evolution. In: Proceedings of the 2nd International Workshop on Proce-
dural Content Generation in Games, p. 8. ACM (2011)

5. Finkenzeller, D.: Detailed building facades. IEEE Comput. Graphics Appl. 28(3),
58–66 (2008)

6. Grobler, F., Aksamija, A., Kim, H., Krishnamurti, R., Yue, K., Hickerson, C.:
Ontologies and shape grammars: communication between knowledge-based and
generative systems. In: Gero, J.S., Goel, A.K. (eds.) Design Computing and Cog-
nition 2008, pp. 23–40. Springer, Dordrecht (2008). https://doi.org/10.1007/978-
1-4020-8728-8 2

7. Interactive Data Visualization: Speedtree (2019). http://www.speedtree.com
8. Karras, T., Laine, S., Aila, T.: A style-based generator architecture for generative

adversarial networks (2019)
9. Kelly, G., McCabe, H.: Citygen: an interactive system for procedural city genera-

tion. In: Fifth International Conference on Game Design and Technology, pp. 8–16
(2007)

10. Klerk, R.D, et al.: Ontologies and shape grammars-a relational overview towards
semantic design systems (2016)
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Abstract. In a growing number of industries, digitalization enables new value
co-creation, leading to innovative changes in the economy and society. Digitaliza-
tion arises from the Information Technology domain, blending and encapsulating
digital technologies’ transformational effects. Digital technologies are fundamen-
tal components for organizations to transform digitally; therefore, what is digital
technology? It is a type of technology involving one or more digital objects whose
components include one or more bitstrings. The Theory of Digital Objects pro-
poses to capture digital objects’ ontological complexity and understand how their
identity and usage are bound up with a “dual nature” constituting physical form
and social function. This paper presents an ontological analysis of this theory,
grounded on the Unified Foundational Ontology (UFO), using OntoUML to iden-
tify the core components to answer what digital technology is. The analysis adds
ontological clarity to the Theory of Digital Objects.

Keywords: Theory of digital objects · UFO · OntoUML · Digital Technology

1 Introduction

Organizations are increasingly confronted with the need to respond and adapt to changes
creatively, to remain profitable and develop sustainable competitive advantages. Many
will cease to exist unless they keep up with technological trends. In a growing number
of industries, digitalization enables new value co-creation, leading to changes in the
economy and society. Digitalization arises from the Information Technology (IT) envi-
ronment, blending in and encapsulating digital technologies’ transformational effects
[1]. IT is a collective term for various technologies involved in the processing and trans-
mission of information, including computing, telecommunications, andmicroelectronics
[2].

IT has enabled human actors, Information Systems, and innovative products to inter-
act via multiple digital channels. Since the 1990s, the Information Systems domain
extended the concept of business transformation from IT-enabled to transformations
where IT is part of core business [3]. Currently, Information Systems are making and
shaping the physical reality from a digital version of reality. This ontological reversal
has many implications for the role of humans and technology in society [4]. In a digital
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world, human digital technology experiences can be mediated entirely or partially by
four dimensions: time, place, artifacts, and actors [5].

Digital technology has been associated with trendy technologies, such as cloud,
wearables, mobile devices, social media, business analytics, the Internet of things (IoT),
and Artificial Intelligence (AI) [6–8]. The term digital technology was already used
before the World WideWeb (better known as the Web) and the Internet. Everyday activ-
ities increasingly leverage digital technologies for personal and professional purposes,
in organizational and non-organizational contexts. Digital technologies are fundamental
components for organizations to digitally transform themselves. Literature has discussed
the unique characteristics or properties of digital technologies: that offer opportunities
to create new infrastructures, products, and business models, reshaping organizations
[9]. Moreover, many efforts have been made to comprehensively understand digital
technologies [4, 5, 10–15].

Faulkner and Runde’s theory [15] provides a clear and complete explanation in
ontological terms; thus, we took this theory as starting point and applied an ontological
analysis grounded on the Unified Foundational Ontology (UFO) [16–18] and using
OntoUML [19], to identify the digital technology core components, making explicit
connections, disambiguating collapsed concepts, and clarifying underspecified aspects.
In this context, we aim to answer the Research Question: What is digital technology?

The rest of the paper is structured as follows: Sect. 2 presents the literature review;
Sect. 3 outlines theTheory ofDigitalObjects, Sect. 4 introduces theUnifiedFoundational
Ontology (UFO) and OntoUML; Sect. 5 exhibits the unified digital technology concep-
tualization underlying the Theory of Digital Objects; Sect. 6 discusses the ontological
analysis results; and Sect. 7 concludes the paper.

2 Literature Review

The core concepts related to digital technology theories, ontologies, or conceptual
frameworks identified in a literature review were consolidated in Fig. 1.

Yoo [5] describes digital artifacts as everyday artifacts with embedded computing
capabilities. Digital artifact is one of the four dimensions of human experiences through
digital technology, the other three being: time, space, and actors. Furthermore, the layered
modular architecture extends the modular architecture of physical products by incorpo-
rating four loosely coupled layers: the devices, networks, services, and contents created
by digital technology [11]. Digital artifacts vary in the processes, they mediate and how
they are qualified as objects. Hence why, for [10], a digital artifact is a quasi-object,
considering it can exist in more than one similar but distinct implementation.

Digital artifacts differ from physical objects and other cultural records (e.g., art
objects, paper-based files) by their non-digital constitution, along several dimensions
[12]. These differences confer to the digital objects a distinctive functional profile. These
authors subsume all digital technologies, devices, and digital cultural artifacts such as
music, video, and image under the category of digital objects.

These theories provide a useful conceptual grid for studying social practices and
identifying the peculiar generativity and instability that digital objects introduce - across
various settings and situations. Digital artifacts such as files, images, and films or videos
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Fig. 1. The selected theories’ main concepts.

are considered fluid and editable, often embedded in complex, distributed, and shifting
digital environments [10, 12], although [13] argued that the term digital artifact is a
mean of theorizing the mentioned incompleteness. They are objects, yet they lack the
plenitude and stability afforded by traditional items and devices.

Digital objects are approached through the concept of “relations” with the material
and the temporal relations, contrasting digital objects with natural objects (e.g., apples)
and technical objects (e.g., hammers). They are abstract entities, such as information
and data. As a technical object, a technical individual supports its inner structure func-
tioning since it can adapt to an external milieu (i.e., a person’s social environment) with
its functioning. The main attributes that characterize the digital object are bits, digital
information, and process. The related concepts are natural and technical objects [20].

Faulkner and Runde [14] state that a technological object is a type of object that is
a structured continuant. Structured means it is composed of distinct parts and organized
in some way. Continuant means it is fully present at every point the time during which
it exists. Since the technological objects are not agents, they do not have practices like
human agents, although they occupy social positions. They also are not self-reflexive
and cannot exercise conscious choices. The identity of technological objects is defined
with a focus on the immaterial status of digital artifacts, their reproducibility (meager
marginal cost), recombinability, and non-rival nature, likewise the ways these attributes
are implicated in the innovation of products and services [14, 15, 21, 22].

The Theory of Digital Objects [15] organizes an object’s conception into two per-
spectives: the bearers of nonmaterial objects and the social positioning of digital objects.
Digital objects are, therefore, distinct from other kinds of entities, such as events. The
digital objects’ identity and system functions flow from their social positioning in the
communities where they arise [15]. They focus on bearers of nonmaterial technological
objects, where digital objects qua objects, i.e., all digital objects, are objects.

Digital artifacts are reprogrammable and self-referential entities whose distinct
functional makeup is closely tied to data homogenization (or digitization), critical in
enabling digital artifacts to develop innovative properties [5, 11, 14, 15, 21, 22]. As
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digital artifacts diffuse, these properties become involved in making modular and multi-
layered digital infrastructures, that instantiate the independence of services from devices
and content from the underlying networks [11]. Such condition opens the potential for
innovation, enabling the mixing of inputs/outputs across the traditional and usually fixed
industry borders associated with standard physical products, and vertical integration.
Furthermore, the classical view of an information system that represents and reflects
physical reality is increasingly obsolete: digital technologies are now creating and shap-
ing physical reality [4]. They call this phenomenon ontological reversal, where the
digital version is created first and the physical version second (if needed).

We decided to use the Theory of Digital Objects from [15] since they present a
clearer and more complete solution in ontological terms. In the next section, the terms
highlighted in italic correspond to the theory entities [14, 15, 21, 22].

3 Theorizing Digital Objects

The Theory of Digital Objects [15] is centered around an object’s conception, posi-
tioning, and identifying technological objects in a community, and surfacing the hidden
assumptions about how technology implicates human activities. A technological object
is any object with one or more uses assigned to it by the members of some (human)
community. Moreover, technology is composed of technological objects.

An object can be categorized as eithermaterial or nonmaterial.Material objects, such
as scanners and smartphones, refer to an object’s physical mode of being. Nonmaterial
objects have a non-physical existence, examples include articles, operating systems,
software, and conceptual schemes.

Amaterial object can be a bearer of a nonmaterial object.Material bearers are vital
for practical engagement with nonmaterial objects: a nonmaterial object must be born
on amaterial object to be accessed. For example, for a digital book to be read by a human
being, it must be displayed on a suitable material object, like a tablet. Similarly, if that
digital book needs to be archived, it must be held on an appropriatematerial object. The
nonmaterial object is distinct from all thesematerial objects owning particular attributes.
For instance, where an object serves as amaterial bearer to archive a nonmaterial object,
properties such as durability and portability are likely to be essential attributes of the
material object concerned. The hybrid refers to objects that comprise bothmaterial and
nonmaterial objects as component parts [15].

A nonmaterial object (e.g., a computer program) is born from (or contained within)
some syntactic object (e.g., computer language). In this case, we can call any syntactic
object in which a nonmaterial object is born (or contained) a nonmaterial bearer of
that nonmaterial object. Faulkner and Runde [15] consider syntactic objects as the most
important category ofnonmaterial objects for their purposes; the syntactic objects consist
of symbols arranged into well-formed expressions, i.e., these expressions adhere to the
syntactical and semantic rules of the language in which they are couched. For example,
manuals, and contracts are syntactic objects in natural language, while musical notation,
Morse code, and mathematics are syntactic objects in artificial languages.

Any syntactic entity satisfies the two criteria for nonmaterial objecthood: it is an
object and has a non-physical mode of being. In a syntactic object such as a novel, the
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component parts are letters and punctuationmarks arranged to formwords and sentences.
Syntactic objects are ubiquitous in the digital world, and one type of them stands out as
fundamental: the bitstring [15].

A bitstring is a type of syntactic object made up of bits, which are the 0s and 1s
employed in a binary numbering system, where these bits are structured according to
an appropriate file format to be readable by the computer hardware for which they
are intended. Bitstrings, often called computer files, are one of the cornerstones of the
digital revolution since the information stored andmanipulated by computers, in general,
is encoded in bitstrings. Bitstrings are divided into two categories: program files (PF)
(e.g., operating systems, applications, browsers, smartphone apps, and games) and data
files (DF) (e.g., documents, videos, and audio recordings) [15].

Digital objects are ones that component parts include one or more bitstrings.Digital
objects are components’ structured ensembles, themselves objects. As a type of object,
digital objects inherit the objects’ characteristics (material and nonmaterial objects).
Digital hybrids acquire the physical mode of their material components. In general,
digital objects have community-dependent aspects (e.g., the same platform can be used
for e-learning and business meetings) rather than intrinsic aspects.

A technological object is any object that has one or more uses assigned to it by mem-
bers of some human community, besides having a “dual nature” in that it is constituted of
both the<< physical form>> and the<< social function>> [14]. Regarding the “dual
nature”, its physical form is crucial for the functions assigned to it. Those objects (e.g.,
a book) must generally possess the physical characteristics and capabilities required to
perform the functions concerned. For their new forms (e.g., an e-book) or cases in which
existing technological objects are used in a new way (e.g., phone as a smartphone), the
group assigning the function may initially be very small, including no more than those
responsible for the innovations concerned [21].

Furthermore, the context-dependent aspects, such as how the digital objects look
(smartphones, banking apps) depend on their social positioning [15]. A social position
is a specific statuswithin a system, that locates its occupant as a system’s component.Any
entity’s social identity is the entity’s kind of object according to its occupied social posi-
tion. Social positions typically exist independently of, and usually before, any individual
occupant. The technological object identity’s definition can be used to pinpoint digital
objects. For example, the social networking personal profile’s identity, a technological
object, is a digital object, as it is assigned to a community (e.g., LinkedIn).

4 UFO and OntoUML

The Unified Foundational Ontology (UFO) [16–18] is an axiomatic formal theory based
on contributions from Formal Ontology in Philosophy, Philosophical Logics, Cogni-
tive Psychology, and Linguistics. It is the second-most used foundational ontology in
conceptual modeling and the one with the fastest adoption rate [23].

OntoUML [19] is a language whose meta-model has been designed to comply with
the ontological distinctions and axiomatization ofUFO. It is among themost widely used
languages in ontology-driven conceptual modeling, together with UML, (E)ER, OWL
and BPMN. A brief explanation of a selected subset of the ontological distinctions
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set out by UFO is given below, together with how these distinctions are represented
by the modelling primitives of OntoUML (as a UML profile). In this work, the terms
highlighted in bold correspond to the UFO entities and those between «brackets» to
OntoUML stereotypes.

UFO consists of three main modules: UFO-A theory synthesizes the Endurants (i.e.:
objects, continuants); UFO-B comprises an ontology of Events (i.e.: events, processes,
states); and UFO-C is an ontology of intentional and social entities, which is constructed
on top of UFO-A andUFO-B, and addresses notions such as Beliefs, Desires, Intentions,
Goals, Actions, Social Roles and Social Relators and others [19]. It starts by making a
fundamental distinction between endurants and events.Endurants are entities that exist
in time and can change qualitatively, whilemaintaining their identity.Events, in contrast,
are entities that unfold in time, accumulating temporal parts (e.g., a football game, a
speech). Endurants are further divided into substantials and aspects. Substantials are
existentially independent entities such as apples, and a person.

Substantials can be either agents or objects. An agent is a substantial that cre-
ates actions, perceives events, and to which we can ascribe mental states (intentional
moments). Agents can be physical (e.g., a person) or social (e.g., an organization). A
human agent is a type of physical agent. An object is a substantial which is unable to
perceive events or have intentional moments. Objects can also be further categorized
into physical (e.g., a book, a car) and social objects (e.g., money, language) [18]. Col-
lectives («Collective») of agents or objects (e.g., a project team, a deck of cards) have
uniform structures and contain other Endurants as members («memberOf»).

5 Theory of Digital Objects in OntoUML

The ontological function of a conceptual model is to provide conceptual clarification
and unambiguous communication [24]. The model should reconstruct the intended con-
ceptualization (set of possible interpretations) and be explicit and transparent with its
ontological semantics. Revealing the ontological semantics of an information artifact is
a fundamental type of explanation for symbolic models (including conceptual models).

We present an ontological analysis of the conceptualization underlying the Theory of
Digital Objects using OntoUML. The result of this analysis is captured in an integrated
model, comprising the digital object and its technical identity (see Fig. 2). We applied
the generally accepted color-coding scheme from OntoUML. Moreover, in the diagram,
we highlighted the entities from UFO [16] and TDO (Theorizing Digital Objects) [15],
starting the name of the class with “UFO:” or “TDO:” or both.

Faulkner and Runde [15] provide a framework that considersmaterial, nonmaterial,
and hybrid objects in a unified way, looking at digital phenomena and their potential.
It informs the existing perspectives on theorizing digital technology per se and the
relationship between people and digital technology. It considers the computation’ role
and how the object’s technical identity and object’s functions flow from their social
positioning in the communities inwhich they arise. They [15] focus on the digital objects’
conception and a bearer theory of how material and nonmaterial objects combine.

In UFO, Guizzardi et al. [18] consider an object as a substantial, not able to perceive
events or have intentional moments that can be further categorized into physical and
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social objects. According to Markosian [25], objects from different ontological cate-
gories, such as physical, non-physical, propositions, and universals, all exist in time;
however, not all of them exist in space. The ones that exist in both time and space are
the ones that count as physical objects. Markosian [25], like us, assumes that the expres-
sions physical object (as defined in UFO) and material object (as defined in TDO) are
synonymous. A nonmaterial object (TDO) can be a type of social object (UFO).

The organizational consequences of technology cannot be fully understood with-
out a reference to this framework. For example, understanding the organizational
consequences of blockchain requires knowing about the properties of (nonmaterial)
data structures, cryptographic keys, consensus mechanism protocols, and the material
infrastructure elements required to maintain a geographically distributed ledger.

The technical identity of a technological objectwithin some community is constituted
by its function and structure, which is beneficial to the community’s interests. Structured
means an object composed of several distinct parts (component parts), organized in some
way. Since a community collectively assigns functions, those functions are never intrinsic
to the objects concerned and are therefore always necessarily community relative. To
sustain the function assigned to a technological object, it must generally possess the
characteristics and capabilities required to perform it [22].

According to [14], technical identities might reside at different levels of abstrac-
tion, including nested technical identities. For example: networks monitoring iPhone
applications are members of a broader class of iPhone applications, and those are them-
selves members of an even broader class of application software. An application such
as Google Translate derives its identity, not only from the structures of the bitstrings
comprising it, but also from the function assigned to those bitstrings, in this case, to
translate text, documents, and websites from one language into another. Technological
objects of a given technical identity often vary in the details of their structures. How-
ever, despite their diversity, people can still identify different objects as tokens of the
same type of technological device. Thus, while Google Translate, Microsoft Translator,
and their various competitors contrast somewhat in their structures, they share sufficient
commonalities to be grouped as online translators.

It is also possible that similar or even identical objectsmayhave contrasting functions
assigned to them, to such an extent that the same object may have radically different
technical identities in different communities. This is more likely to occur to intermediate
products - further upstream in the manufacturing process -, for example, in the case of
the gramophone turntable becoming a musical instrument in specific communities [21].

Modeling this theory in OntoUML demonstrated that digital technologies have the
<< participation >> of digital objects that are, in turn, objects characterized by some
capabilities required to perform specific functions of this technological object. Finally,
we answer (RQ1) What is digital technology? Digital technology is the technical iden-
tity of a digital object, its type of use assigned by a community, and its social func-
tions. Digital objects are a type of technological object constituted by component parts,
including one or more bitstrings. Bitstrings, a nonmaterial object, can be beared by a
material object or remain as a nonmaterial bearer. A nonmaterial bearer can be one of
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the various kinds of nonmaterial objects corresponding to the diverse kinds of informa-
tion employed in computing. A digital object has a technical identity mediated by its
structure and social function.

Fig. 2. Digital Object and their Technical Identity in OntoUML.

6 Discussion

The conception of digital objects and the novel “bearer” theory, of how material and
nonmaterial objects combine, is part of the Theory of Digital Objects [15]. This theory
considers the computation’s role as the digital objects’ identity and functions and their
social positioning in the communities they arise from. However, focusing on the digital
object alone canmask the complexity of the digital technological domain, when concepts
have a rich semantic structure. The ontological unpacking provided a detailed analysis
of the complex notions hidden within the digital object and was essential for acquiring a
deep understanding of the domain. The ontological analysis aims to support the digital
object’s conceptual aspect to facilitate the technology’s understanding. It leads to the
following advantages:

Making Connections Explicit. The Theory of Digital Objects represents the concept
of the resource from three perspectives of viewing resources: resource-based (i.e., mate-
rial, physical, objects), knowledge-based (i.e., social worlds, social rules, relations), and
service-dominant logic (i.e., operand as machinery, operant as competences). The dif-
ferent perspectives are relevant for distinguishing between distinct kinds of resources
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(especially the nonmaterial and fluid nature of certain types of resources). The problems
these authors identified represent the weaknesses in conceptualizing digital technology
in IS research. Grounding this theory in UFO and OntoUML makes those concepts and
relationships explicit.

Unpacking Process Information. The Theory of Digital Objects does not explicitly
state the intentions that motivate the creation and use of digital objects, which could
confuse the type of participation of digital object usage. In ontological terms, it is clear
that the selection of digital technology depends on the intentions of digital object usage,
which impacts both the selection of digital technology and its components, and the clear
definition of the intended uses.

Disambiguating Collapsed Concepts. The concepts of digital artifact, technological
object, and digital object are used in different works related to digital technology. We
define each of these concepts as a result of our literature review, relating them to digital
technology and consistently using them.

Clarifying Underspecified Aspects. The Theory of Digital Objects includes all the
information aboutwhat characterizes the digital objects (material, nonmaterial, syntactic,
bitstring, technical identity) but does not consider the intentions that determine the
choice of a set of digital objects. It is important to interpret the intention correctly, as
we need objects with functions that can fulfill the intention. For example, the required
objects could be more than just an e-learning software to have online classes. The digital
technology choice is assigned considering what is demanded of the objects and agents
(including artificial agents) - for example, the functions and capabilities - as determined
by a community.

7 Conclusion

In this paper, we analyzed the Theory of Digital Objects, that offers an object-based
definition of digital objects able to explain why digital objects are specifically digital,
covering both hardware and nonmaterial objects. We conducted an ontological analysis
to unpack and identify the core components of the Theory of Digital Objects. The
results demonstrate the effectiveness of this conceptual model and the usefulness of
unpacking a model to conceptualize digital technology. Future research will aggregate
digital technology, its roles, and its impacts on Digital Transformation Ontology [1].
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Abstract. This paper presents an ontological account for how partic-
ipants enter or exit events, based on a view of events as delimited by
systems. With that, we introduce the notions of engaging and disengag-
ing event as the events through which (respectively) an object becomes
or ceases to be a participant of a main, external event by becoming or
ceasing to be a component of the system that delimits this external event.
We argue that it is a general type of event with many practical exam-
ples, which reveals a contextual facet of events and may shed light on
the notion of roles for events.
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1 Introduction

On 8 February 2021 the Spanish magazine Sport dedicated its cover story to the
football match between Barcelona and Real Betis that happened the day before.
It read: “Messi changed the game with his entry in the 57th minute and led the
comeback of a team that already has 6 consecutive victories".1 The emphasis on
reporting such a happening exemplifies an important fact: to make sense of the
world we need to consider not only the objects that surround us, but also what
happens to them, i.e., the events in which they are involved. In fact, it seems
that a great part of our reality is fundamentally dependent on events (e.g., from
chemical reactions to social gatherings). Hence, any attempt to make a faithful
representation of reality should pay attention to this aspect.

Representing reality is the business of ontologies. In Computer Science, an
ontology is the specification of a system of categories accounting for a certain
1 twitter.com/BarcaTimes/status/1358557234486272000 (original in Spanish at

sport.es/es/noticias/comunicacion/portada-hoy-11504710).
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view of the world [8]. It not only includes categories for both the things that are
in time (e.g., a person, a piece of rock, a machine), which are called continuants2,
but may also cover things that happen in time (e.g., a meeting, the erosion of a
mountain, the manufacturing of a good), which we are called events3. Indeed,
current ontologies offer rich support to model various aspects of events [12].

Nevertheless, taking a closer look on the mentioned magazine issue, we can
notice that it reported not just any sort of event, but a rather noteworthy case:
an event that affects the course of another event. In particular, it consisted in
the entry of a participant (i.e., Lionel Messi) in an external, main event (i.e.,
the ongoing football match). There are many examples like this one (e.g., hiring
a new professional to an ongoing project, replacing an equipment during an
industrial process), which evidences a more general type of event. Moreover, it
reveals a facet of the context of events, i.e., the way events affect one another by
feeding or taking away participants, and helps to explain the issue of variation
of participants along an event (e.g., the ways in which it happens). This may
be useful for evaluating models according to the correctness of the distribution
of participants along an event as well as for making inferences about implicit
events. Even so, the nature of such sort of event does not seem to get much
attention in current efforts regarding the ontology of events.

With that, in this paper we propose an ontological account for events through
which participants enter and exit other events, based on a view of events as
delimited by systems [13]. Sect. 2 recollects some background notions to convey
the idea of this paper, Sect. 3 presents our proposal, Sect. 4 presents an example
to illustrate it, and Sect. 5 brings our concluding remarks.

2 Background Notions

Continuants are things that continue to exist through time while maintaining
their identity, being wholly present at any time point they are present [1]. Objects
are continuants that are existentially independent of other entities (e.g., a person,
a ball). Individualized properties are continuants that are existentially dependent
on other continuants (e.g., the height of a person, the color of a ball, a contract
imposing obligations between two people). We say that an individualized prop-
erty inheres in the continuant(s) on which it depends, which are the bearer(s)
of the property.

In this work, we regard a situation as an instantaneous, particular configu-
ration of a part of reality that is understood as a whole [10,11]. It is determined
by a snapshot at a given instant of a collection of one or more objects, i.e., a set
of attributions referring to individualized properties (intrinsic and/or relational)
inhering in such objects, and/or about formal relations among them. If a situ-
ation s is a snapshot of a collection of objects which includes the object o, we
say that o is present at s and that s includes o.

2 Sometimes also referred to as endurants.
3 Sometimes also referred to as processes, perdurants, or occurrents.
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Dispositions are individualized properties [2,10,14] that determine the behav-
ior that their bearers will show under certain circumstances [14], corresponding
to what we usually broadly refer to as capacities, tendencies, and so on [7,14]. As
such, dispositions are characterized by exhibiting characteristic manifestations
under some stimulus conditions [7]. We consider that the stimulus conditions for
a disposition d inhering in an object x include some object y that is external
to x and that bears some property that matches d [5, ch.4.3]. Also, there must
be some relationship between x and y so that the matching properties can be
exposed to each other [14][5, ch.4.3]. An example is the fragility of a piece of
glass, i.e., the disposition to break in response to being struck [2]. In this case,
the striking event brings about a situation that gathers the stimulus conditions
for the fragility disposition (i.e., a hard object exerting pressure over the glass)
that lead to its manifestation in the event of glass breaking.

We regard a (concrete) system as a complex object composed of a collection
of at least two interrelated material components forming an integrated, unitary
whole [3][6, p.4] . The components of a system are linked by what is called
connections, i.e., relations through which (at least) one of the relata affects the
behavior of the other, changing the way the object will behave given certain
circumstances [6, p.6] [3], so that its behavior is different from that they would
exhibit if they were not in such connection [3, p.55–56] (e.g., exerting pres-
sure). Three main facets characterize a system: a definite composition (i.e., the
collection of system’s components), a definite immediate environment (i.e., the
collection of entities that are connected to the system or its components, but
that are not themselves components of the system), and a definite structure
(i.e., the connections and other properties among system’s components as well
as between these and the environment) [6].

Events are broadly characterized as things that happen in time. An event
is usually regarded as a transition among successive states of the world [4][6,
p.22] or as a transformation of a portion of reality from a situation to another
[10]. Events are also regarded as manifestations of dispositions of objects, such
that, when we have a situation that gathers all the stimulus conditions needed to
activate certain dispositions an event happens, bringing about another situation,
which may also gather the stimulus conditions required for the manifestation of
further dispositions, leading to another situation and so on [10].

Considering an event as a transformation of portion of reality, it remains the
question of how to delimit such portion of reality. Regarding this, [13] proposes
delimiting events using the notion of systems, restricting an event to a transition
among situations that are snapshots of a single, invariant system over time. The
idea goes as follows. For a disposition to be manifested, its bearer must stand
in a relation with another object in a way that the stimulus conditions of the
disposition are fulfilled. This relation clearly changes the behavior of the bearer
of the disposition, since it would behave differently (i.e., not manifesting the
disposition) if such a relation were not present - what characterizes the relation
as a connection. In fact, any relation in which an object stands and that pro-
vides some of the stimulus conditions for the activation of one of its dispositions
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consists in a dispositional connection (i.e., a relationship that partially (or fully)
fulfills the stimulus conditions of a disposition of one of its relata [13]).

Given that, whenever a disposition is manifested we necessarily have a sys-
tem composed of at least two objects and a dispositional connection between
them. Then, every event that is the manifestation of some disposition requires a
system in order to happen. Its initial situation is a snapshot of a system with its
components arranged in a way that activates certain of their dispositions. The
situation the event brings about after that is another configuration of the same
system that results from the manifestation of those dispositions. Therefore, for
every disposition manifestation, there is a corresponding event consisting in a
transition between snapshots of a system. Moreover, the resulting snapshot of
the system may consist in an arrangement of its components in order to further
activate their dispositions, which keeps the event going on. This recurrent corre-
spondence between the manifestation of dispositions and the transition between
snapshots of the system that activates them suggests the pervasive nature of
this type of event, which were called system-event (i.e., an event whose course
is composed of situations that are snapshots of a single system. [13]).

In a system-event, its participants maximally compose a system that persists
during the happening of the event and whose connections are responsible for the
manifestations of the dispositions that bring about the successive situations in
the course of the event. Also, it is said that such a system delimits the event.
Thus, being a participant of a system-event at an instant t consists in being, at
t, a component of the system that delimits the event and vice versa.

3 How Participants Enter and Exit Events

Taking an event e delimited by a system sys, the participants of e at a given
instant t are the components of sys at t. Hence, becoming or ceasing to be a
participant of e is a matter of becoming or ceasing to be a component of sys.
With that, the entry of a participant in e is an event itself, consisting in the
transition from a situation in which an object does not qualify as a component
of sys to a situation in which it qualifies (and the other way around for the
exit of a participant). Let us call main event the event that gains and/or loses
participants, engaging event and disengaging event the events through which a
participant enters and leaves a main event (respectively), which we will broadly
call exchange events.

An exchange event necessarily has a temporal overlap with its main event.
The ending situation of an engaging event is tied to the same time point of
the situation in which the new participant first appears in the course of the
main event (e.g., the ending situation of a player’s entry in a match temporally
coincides with the first situation in the match that includes the player). Analo-
gously, the initial situation of a disengaging event temporally coincides with the
situation in which the leaving participant lastly appears in the main event.

Despite this temporal overlap, an exchange event cannot be part of its main
event. This is so because at least one situation in the course of every exchange
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event necessarily includes an object that does not participate in the main event
at the time (i.e., that is outside its delimiting system). Putting it another way,
an exchange event and its main event are transformations of different portions
of reality. Still, although such events are not mereologically related, there is a
relation between them beyond a simple temporal overlap, which we explore now.

3.1 Engaging and Disengaging Events

We can think an exchange event in three levels of abstraction. The outermost
one regards its distinctive feature, i.e., its relation with a main event. With
that, an exchange event is the one that operates a variation in the participants
during the happening of a main event. That is, it is by means of an exchange
event that an object becomes or ceases to be a participant of a given system-
invariant event. On an intermediate level, an exchange event is the entry/exit of
a component into/from the system that delimits an ongoing main event. Finally,
on the innermost level of abstraction, an exchange event is generally a local
interaction involving objects inside and outside the system that delimits the
main event, implying modifications in such a system.

For example, let us consider a party as an event system delimited by a com-
plex system composed of all the guests, the musicians who are playing for people
to dance, the reception staff, and so on. The entry of a guest in the party would
be the guest’s entry in such a system through an interaction with some of its
components of the system, e.g., presenting a ticket to someone in the reception.

To illustrate this view in three levels of abstraction, Fig. 1 presents the an
engaging event in which a participant a enters into an event main. In Fig. 1(A) we
have what fundamentally happened: an event which we will call aux , consisting in
the transition between situations s-aux1 and s-aux2, happening during the time
interval [t1,t2]. In s-aux1, objects a and b stand in a dispositional connection
of type Q, which fulfills the stimulus conditions to activate some dispositions
inhering in a and b. Then the manifestation of such dispositions results in s-
aux2, with a and b standing in a dispositional connection of type R.

As depicted in Fig. 1(B), during the interval [t1,t2], b was a component of
a system sys, which consists in a collection of objects maximally connected by
relations of type R. Thus, being a component of sys is a matter of being connected
to another of its components through a relation of type R. At time t1, the
components of sys were the objects b, c , and d . Given the happening of aux ,
object a becomes connected to b through a relation of type R (situation s-aux2).
With that, a meets the requirements to be a component of sys from t2 onwards.

Finally, in Fig. 1(C) we observe that sys was delimiting another event, which
we will call main, consisting in the transition among the situations s-main1, s-
main2 and s-main3, which are snapshots of sys during the interval [t1,t3]. As a
component of sys in the interval [t2,t3], a was present at situations s-main2 and
s-main3, being a participant of main during this interval.

Summing up, the event aux establishes a connection R between a and b, in
virtue of which a became a component of sys and, as a consequence, a became a
participant of main. Therefore, aux is an exchange event of main. That is, above
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Fig. 1. The three levels of abstraction of an exchange event.

all, aux is the event in which a and b ceased to stand in a relation of type Q
and acquired a relation of type R. The event aux just happened to modify sys
because b was a component of such a system. Furthermore, aux just happened
to affect the external event main for sys happened to delimit main.

With that, an exchange event is an independent event that, given the cir-
cumstances in which it happens, ends up affecting a parallel system-event. That
is, it fundamentally is a plain event that contextually plays the role of exchange
event in relation to some main system-event. This context is given by some rela-
tionship between the exchange event and its main event. Such a relationship is
based on an overlap between the systems that delimit each of these events, which
entails an overlap between situations in the course of both events.

Then, given a system-event main delimited by sys-main that happens during
the interval imain, an event aux delimited by sys-aux that happens during the
interval iaux, two distinct time points t1 and t2 that are both in imain and iaux, we
can define the engagingIn and disengagingFrom relations as well as the engaing
and disengaging events (definitions 1 to 4). In the following section we work
upon an illustrative case of system-event presented in [13] to exemplify the use
of engaging and disengaging events.

Definition 1. engagingIn(aux,main) =def a binary relation between events
aux and main such that
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1. There is an object a that is a component of both sys-main and sys-aux at t1
(and, thus, participates in both main and aux at t1);

2. There is an object b (which may be identical to a) that is a component of both
sys-main and sys-aux at t2 (and, thus, participates in both main and aux at
t2);

3. There is an object x (distinct from a and b) such that
(a) at t1, x is a component of sys-aux, but not of sys-main (and thus, at t1, it

participates in aux, but not in main); and
(b) at t2 x is a component of sys-main.

4. t1 precedes t2

Definition 2. disengagingFrom(aux, main) =def a binary relation between
aux and main that meets conditions (1) to (3) in def. 3, but with t2 preceding t1.

Definition 3. Engaging Event =def An event that stands in an engagingIn
relation to some system-event.

Definition 4. Disengaging Event =def An event that stands in an
disengagingFrom relation to some system-event.

4 Illustrative Example: A Train Trip

Back to the news realm, let us take an excerpt of an article of The New York
Times from 6 May 2021: “From a peak of running more than 60 trains a day,
Eurostar cut service during the pandemic to one daily round trip between London
and Paris, and one on its London-Brussels and Amsterdam routes”.4

In this excerpt, the term trip (or train trip) refers to an event in which a train
departs from an origin station and travels towards a final destination station,
carrying some passengers. Moreover, it is not simply a non-stop origin-to-end
trip, with train stopping by intermediary stations along its route so that people
can enter in and/or leave the train - that is, to allow events of boarding (i.e., a
person getting on a train to travel somewhere5) and deboarding (i.e., a person
leaving the train to quit the trip). With some simplification, we consider as the
participants of a train trip the train, the train driver, and the passengers. Also
for simplification, we consider that a person participates in a trip during the time
s/he is onboard a train that has already departed from the origin, but does not
participate in any trip while waiting at the station. Given that, we can regard a
train trip as a transportation event, comprising changes in the spatial position
of its participants, which are distributed along a route.

Hence, a train trip can be characterized as an event delimited by a system
composed of a train, a driver, and some passengers. These components bear
some properties that characterize the structure of the system. All of them bear
a spatial position, whose value changes with the happening of the trip. Passengers
4 www.nytimes.com/2021/05/06/business/eurostar-moves-to-double-its-london-paris-

service-to-two-trains-a-day.html.
5 collinsdictionary.com/dictionary/english/board.
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and driver have the disposition of transportability (i.e., capability of being moved
or conveyed from one place to another6), which is manifested in the trip. The
stimulus conditions for manifesting this disposition include (1) the person being
inside of a vehicle and (2) the vehicle being in movement. The driver also bears
the disposition of driving ability, whose stimulus conditions include having access
to the controls of the train. Finally, the train has dispositions complementary to
those of the other components, such as its capacity to carry the objects that are
inside it and its disposition to be driven.

The structure of the system includes the contains relation between the train
and each person inside it. This relation qualifies as a dispositional connection
for fulfilling the stimulus condition (1) for transportability, exposing it to the
transporting capacity of the train. The structure also includes the guided by
relation between the driver and the train, which means that the driver has access
to the controls of the train. It is also a dispositional connection for fulfilling a
stimulus condition for the driver’s driving ability. The environment includes
objects that are related to its components in some other way (e.g., stations).

With that, we have a system that unifies the course of the trip and estab-
lishes a closure with respect to what participates in the trip at any given instant,
excluding other objects that interact with the participants, but that are not
regarded as participants themselves (e.g., stations, traffic controllers). Besides
that, it allows us to account for the possible variation of participants (e.g., pas-
sengers) during the event, which result from the events following described.

4.1 Boarding and Deboarding as Engaging and Disengaging Events

A boarding event is the transition between two situations: one including a station
at which a train is stopped and a person waits, and another in which the person
is inside the train stopped at the station. Thus, boarding is the event of ceasing
a waiting at relation between a person and a station and establishing a contains
relation between a train and the person, in virtue of which the person becomes
a component of a system that is delimiting a trip, becoming a participant of
such a trip. With that, boarding is an engaging event in respect to train trip.
Analogously, deboarding is a disengaging event in respect to train trip since it
ceases the contains relation that makes a person participate in the trip.

Figure 2 exemplifies the case of a boarding event. There is a train trip event
happening as the transition among situations s-trip1 to s-trip4. During the inter-
val [t1,t2], its participants are a train, a driver, and passengers p1 and p2. In the
interval [t3,t4], the trip also involves the passenger p3. This variation in partici-
pants in the interval [t2,t3] is the result of a parallel boarding event consisting in
the transition between situations s-boarding1 to s-boarding2, bound to times t2
and t3, respectively. This event involves the same train that participates in the
trip, the station at which the train is stopped, and person p3, who is waiting at
the station in s-boarding1 and is inside the train in to s-boarding2. We can see
the overlap of the situations in the course of both events. The train participates

6 wordnetweb.princeton.edu/perl/webwn?s=transportable.
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Fig. 2. The train trip main event and the boarding engaging event.

at both events during the interval [t2,t3] (being present at the situations in the
course of both events), while p3 only participates in the boarding event at t2
(being present at s-boarding1 but not at s-trip2) and participates in both events
at t3 (being present at both s-boarding2 and s-trip3).

5 Concluding Remarks

This work presented an ontological analysis of how participants take part in or
leave events. It employed the view that an event is a transition among situa-
tions that are snapshots of a single system of connected components so that the
participants in the event at an instant t are the components of such a system
at t. With that, we proposed the notions of engaging and disengaging events
as the events through which an object becomes or ceases to be a participant of
another, external event by becoming or ceasing to be a component of the system
that delimits this external event.

A noteworthy point of our work is that it brings to light a contextual facet
of events. The notions of engaging event and disengaging event along with the
engagingIn and disengagingFrom relations can be used to build a ’feeding’ net-
work of events, characterizing how events are linked in respect to the exchange
of participants - which is not covered by subsumption, mereological, temporal,
or successively causal relations. With that, our approach may help in model-
ing types of events characterized by the entry/exit of participants during its
occurrence (e.g., manufacturing processes, with different tools being employed
in different stages and new components being added to the unfinished product).
It may also be useful for inferences about implicit events and relations between
events.

Besides that, this work seems to shed some light on the notion of roles for
events. It points out that certain types of events are not instantiated in virtue of
what an event is on its own, but just in relation to its context - in particular, in
relation to other events. E.g., a boarding event is in essence the event of a person
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p entering in a train t that is stopped at a station s, which, however, happens
in the special circumstance of t taking part on an ongoing trip. Suppose instead
that we had t on display in an exposition of trains held at s and p enters t to
take a look inside. It would still be exactly the same event of someone entering
a train, but no longer a boarding event.

The idea of roles that an entity may play in relation to others is widely
employed in applied ontology, but usually restricted to continuants, with just a
few works mentioning the possibility of event roles [9,12]. Thus, in this work we
bring an analogous view by defining relations among events and types of event
defined in terms of such relations, although still restricted to a specific aspect of
events (i.e., the entry and exit of participants).
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Abstract. For some time, and even more so now, Fake News has increas-
ingly occupied the media and social space. How identify Fake News and
conspiracy theories have become an extremely attractive research area.
However, the lack of a solid and well-founded conceptual characteriza-
tion of what exactly Fake News is and what are its main characteris-
tics, makes it difficult to manage their understanding, identification, and
detection. This research work advocates that conceptual modeling must
plays a crucial role in characterizing Fake News content accurately. Only
by delimiting what Fake News is will it be possible to understand and
manage their different perspectives and dimensions, with the ultimate
goal of developing a reliable framework for online Fake News detection,
as much automated as possible. To contribute in that direction from
a pure and practical conceptual modeling perspective, this paper pro-
poses a precise conceptual model of Fake Newss, an essential element for
any explainable Artificial Intelligence (XAI)-based approach that must
be based on the shared understanding of the domain that only such an
accurate conceptualization dimension can facilitate.

Keywords: Conceptual Modeling · Characterization · Fake News ·
Explainable Artificial Intelligence

1 Introduction

Conceptual modeling is a discipline that contributes rich and diverse results
when applied to well-understand the conceptual support of a particular domain
of interest. One domain especially interesting nowadays is the Fake News one.
Although Fake News is not a new phenomenon [20], questions such as why it
has emerged as a global topic of interest and why it is attracting increasingly
more public attention are particularly relevant in our times. The leading cause
is that fake news can be created and published online faster and cheaper when
compared to traditional news media such as newspapers and television [18]. In
addition, recent discussions of higher education’s failure to teach students how
to identify Fake News have appeared in leading newspapers [14].
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Conceptual Modeling should play an essential role to understand and commu-
nicate what Fake News is. In a sound Information Conceptual Modeling context,
a correct data management of Fake News must be supported by a precise con-
ceptual characterization of “what” a Fake News is. This is where Conceptual
Modeling becomes a crucial actor. If an information structure must represent
a conceptualization, the entities that represent that conceptualization must be
explicitly determined. Any information system intended to register information
about Fake News must identify in detail what are the relevant entities that con-
ceptually characterize the different dimensions that must be considered to treat
Fake News data correctly. Ontologically speaking, a precise ontological commit-
ment that involves a precise identification of the relevant entities that constitute
the conceptualization must be stated. Our previous work [5] has focused on
exploring what are the concepts that should be considered for achieving that
purpose. In this paper we introduce the result of such an ontological analysis, by
presenting a conceptual model of Fake News. This is the main contribution here
addressed, by facing a fundamental question regarding the terminology and the
ontology of Fake News: what constitutes and qualifies as Fake News?

To achieve that goal, in Sect. 2 we discuss the literature and show that the
views on the concept of Fake News are not unified. In order to propose the
conceptual model of FN, the Sect. 3 summarizes the key notions that need to
be considered when the goal is to provide a robust conceptual characterization
of the notion of FN. These key notions are derived from a previous work. As
a consequence, a precise definition of Fake News is proposed, and a Fake News
Conceptual Model is presented in Sect. 4. A discussion of the application of this
conceptual model as an initial building block for an XAI approach is provided in
Sect. 5. Concluding remarks and the list of used references complete the work.

2 Related Work

In recent years, different works were interested in studying and understanding
the nature of information encompassed in Fake News. Indeed, to help online users
identify valuable information, there has been extensive research on establishing
practical and automatic frameworks for online Fake News detection [2,24,25].

An important element is to be able to identify very clearly what is a Fake
News or what are the principal features characterizing it. However, what we can
notice first in the literature is that the concept of Fake News is still ambiguous,
and the frontier between the definition of Fake News and other related concepts,
such as mis-information, des-information, hoax news, propaganda news, etc., is
blurred. Indeed, as it is illustrated by some categorization examples [11,20,21],
it is not always clear or precise how these different concepts are related, or how
we can distinguish between theme. On the other hand, as we can see in Table 1,
several definitions of Fake News have been proposed in the literature, most of
which include falsehood and the news form as common factors. Even if it can be
argued that there is some common intuition on what a Fake News is, what we
can note is that it is difficult to have a consensus and a unified vision on what
“exactly” -conceptually-speaking- a Fake News is.
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Table 1. A sample of Fake News definitions

Definitions Reference

Fake News is a news article that is intentionally and verifiably false [18]

Fake News are intentionally false news published by a news outlet [25]

Fabricated news articles that could be potentially or intentionally misleading

for the readers

[15]

News articles that are intentionally and verifiably false, and could mislead

readers

[1]

Fabricated information that mimics news media content in form but not in

organisational process or intent

[12]

Fake News are fabricated stories presented as if they were originating from

legitimate sources with an intention to deceive

[10]

A recent work has proposed a first step towards a characterization of Fake
News [13]. It introduces a taxonomy of operational indicators in four domain
(message, source, structure, and network) to distinguish seven types of online
content under the label of “Fake News” (false news, polarized content, satire,
etc.). The proposed characterization is of interest, but it is not based on a precise
conceptual model, which is our contribution in this paper. As a representation
that captures the conceptualization of a person’s understanding of a domain, a
conceptual model is the natural strategy for obtaining a reliable representation
of the domain that is used by human users to support communication, discus-
sion, negotiation, etc. In our context, it allows us to define a domain with specific
and precise semantics. Moreover, the conceptual model will expose the relation-
ships between the concepts composing the Fake News in a more informative and
robust way, which will offer a reliable and practical means for the detection or
even automatic generation of Fake News. In this line, [22] have proposed a con-
ceptual model to examine the phenomenon of Fake News. Their model focuses
on the relationship between the creator and the consumer of the information,
and proposes a mechanism to determine the likelihood that users will share their
Fake News with others. In contrast, in this paper, we are particularly interested
in the conceptualization of the content of Fake News.

A further advantage of relying upon a conceptual model is its ability to
facilitate building well-justified and explainable models for Fake News detection
and generation, which, to date, have rarely been available. Works as [4] explores
and integrates the use of ontologies (OWL-based) trying to detect fake news on
social media by identifying contextual features for news articles. However, as it
was emphasized by [23,25], despite the surge of works around the concept of
Fake News, how one can automatically assess news authenticity in an effective
and explainable manner is still an open issue, especially due to the lack of the
precise conceptual characterization of the Fake News concept that this paper
advocates.

Facilitating explainability and interpretability has been of great interest
in artificial intelligence and machine learning research (see for instance [6,7]).
Indeed, eXplainable Artificial Intelligence (XAI) is recognized as a major need
for future applications. It aims to produce intelligent systems that enhance the
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confidence of users to understand the underlying reasoning and automations
[3,9]. For Fake News context, to our knowledge, works involving explainability
feature within Fake News detection methods are still at their beginning [17].

In this paper, we propose an original approach to contribute to understanding
what is a Fake News. Our proposal is novel at different levels. First, we offer to
characterize Fake News content by relying on a Conceptual Model. A conceptual
understanding of Fake News will help us distinguish them better and rule them
from real news. A well-grounded conceptual characterization would make feasi-
ble to go beyond what the classical approaches normally do, by opening the door
to design a Fake News generation process fully guided by the Conceptual Model.
More precisely, we follow the XAI-based process proposed by [19] to facilitate
building well-justified and explainable models for Fake News generation. Our
aim is to propose an approach that is understandable, trustable and manageable
to humans, as suggested in [8]. More specifically, the different steps suggested by
[19] are: (i) Get a shared understanding of the domain (ii) Understand the task
and select the right scope (iii) Collect the right data and improve its quality (iv)
Select AI techniques that deliver results (v) Generate good explanations, and
(vi) Evolve the solution over time. Our contribution establishes the foundation
of such a process by solving the first, essential step of getting a shared under-
standing of what a Fake News is by introducing a precise conceptual model of
Fake News. From that sound conceptual basis, the rest of the proposed XAI
process can be applied in a reliable way. The explainability with our approach
is conceptually guided by the conceptual model which conforms the core of the
contribution: to have an ontologically well-grounded definition of what a Fake
News is, which is directly derived from the conceptual model.

3 Characterization of Fake News

We briefly present our definition of the concept of Fake News and a summary
of the essential semantic elements to be considered in the characterization of
the concept of fake news. Both have been proposed and discussed in a previous
publication [5] and we invite the reader who wants more details to consult it.

Definition 1. (Fake News) A Fake News is false but verifiable news composed
of false facts based on real ones. Drafted in a way to trigger an emotional load,
it aims to deceive its readers and influence their opinion through an implicit
conclusion.

Among the highlights that have been identified, one concerns the origin of
fake news. Indeed, in the same way that a cyber-attack is rarely the work of a
single person but rather that of an organized group or even a state service, Fake
News is rarely created by an isolated person. However, identifying the chain of
creation of a Fake News allows us to understand what objective it serves, and
therefore to better understand and counter it. Thus, a conceptual model of Fake
News must be able to take into account the entities that were involved in the
creation of a Fake News and the different levels of decision-making involved. For
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example, at the moment Fake News target pro-Ukrainian political figures. This
is part of an operational context aimed at manipulating pro-Ukrainian opinion
and part of a strategic vision that seeks to justify the Ukrainian-Russian war.

Fake News is usually built on a distortion of reality. Representing this distor-
tion is a second point of interest for the characterization of a fake news. Indeed,
even if we can find fake news totally false, most of the time they are built by
mixing true facts and false facts. This increases its credibility. The thinner the
line between the two, the more real the fake news seems. Here, by fact, we mean
the facts reported by the Fake News, and not facts that would be proven facts,
that is to say facts that really happened. We call the latter real facts. The real
facts can take different forms. For instance, real facts can come from a political
statement, an event that occurred, or real data such as a photo or video. In the
same way, different types of false facts exist. Here, what we call false facts are
the elements of disinformation propagated by the fake news. Indeed, as men-
tioned earlier, false facts may not be based on any real element. This makes it
less credible. Other times, the false fact may be constituted by distortion of real
elements. Photos or videos can be altered, articles can be falsified. Finally, one
can take them out of their context of real facts for example, or associate several
real facts but independent of each other.

In order to reinforce the credibility of a Fake News, their authors often use an
“authority”. The latter can be of different nature but its objective is always to
reinforce the realistic side of the Fake News by relying on a reassuring element.
This authority can be of three types: internal, external or false. In the first two
cases, the authority is real. For the first one, the authority can be a person
or an entity in direct link with the subject carried by the Fake News. In the
second case, it may be a reference to a historical authority whose word or deed
is considered true and safe. Finally, in the last case, the authority may be totally
invented or its field of competence may have nothing to do with the information
carried by the Fake News.

Fake News is constructed to influence the opinion of its target by generating
an emotional charge. The reaction of the target leads him to draw certain conclu-
sions and to change his opinion on a subject. That is the objective. Identifying
the latter and knowing who the Fake News is aimed at is therefore a challenge
in order to try to counter it. Thus, in a conceptual model, three aspects need
to be addressed: the target, its opinion on a topic and the way in which the
Fake News will change it. It can seek to strengthen or weaken it. We talk about
the goal of Fake News. The human mind can be seen as a two-tiered system.
The first is instinctive, almost automatic. It reacts to perception, to emotion.
The second is slower, more analytical. Fake News takes advantage of these two
systems. It generates an emotion which makes the first system react. Then, in
a second step, the second system analyzes the reaction to the emotion and to
what generated it and draws conclusions. A Fake News must therefore be able
to trigger an emotion. It does this by a catalyst mechanism. Then, the target of
the Fake News reacts to this emotion and goes where the Fake News wants to
take him. This is what we call an emotional load. Without it, the brain analyzes



120 N. Belloir et al.

the fake news in an analytical way and not in an instinctive way. The emotional
charge can therefore be seen as the necessary precondition for fake news to work.
A conceptual model must therefore be able to capture this mechanism.

The conceptual model that we present is articulated using the three main
dimensions of: (i) identification of the origin of the Fake News (the’attacker’
dimension) (ii) the relationship between true and false fact (the’fact’ dimen-
sion), and (iii) the target including opinion and reactive emotion (the’target’
dimension). They all together vertebrate the conceptual model of Fake News
that we present in the next section.

4 Conceptual Model

In this section, we present a Fake News conceptual model. It captures the main
points of view identified through Sect. 3. The Attacker sub-model describes the
context in which the Fake News is created. The Target sub-model allows designing
the target population of the Fake News and the psychological effects generated
by it. The Fact sub-model allows specifying the real fact on which a Fake News is
based and the way it will be altered to produce the desired psychological effect.

To illustrate this section, we draw on an identified Fake News that was dis-
seminated during the 2016 U.S. presidential campaign : it was published by a
Donald Trump’s supporter named Sean Hannity and stated that Trump helped
200 marines to come home after Iraq war as illustrated by the Fig. 1.

Fig. 1. Fake News stating that Donald Trump helped 200 Marines return to the US

4.1 Attacker Sub-model

The Fig. 2 is a part of the complete conceptual model describing the actors
directly or indirectly involved in Fake News creation process. As mentioned
above, it is common that the creation of a Fake News is the result of a structured
disinformation campaign, in which we find a classic division into three levels of
responsibility: strategic, operational and tactical. At the head of the organization
is the Strategic Attacker managing the Information Warfare and commanding Cam-
paign Leaders. These Campaign Leaders manage the Disinformation Campaigns
and have the Fake News Creator under their command to feed these campaigns
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with Fake News. The latter are created to be conform within a Disinformation
Campaign. This is represented by the Is a part of relationship. Moreover, a Dis-
information Campaign can also re-use a Fake News for its own purposes. Indeed,
some of them can become viral and some campaigns could grasp the opportunity
to re-use them to fulfill their own goals. It is represented by the Re-uses relation-
ship. Both Information Warfare and Disinformation Campaign can be characterized
by the context in which they are conducted. The Fig. 3 illustrate how data are
integrated into the different classes of the conceptual model.

Fig. 2. Fake News attacker conceptual model

4.2 Fact Sub-model

This part of the model illustrated in Fig. 4 details the facts on which a Fake
News relies. Figure 5 shows how data populate it.

Fake News is the key notion. The entire diagram is created around it. title
of a Fake News consists of its headline and is described by a string. subject
corresponds to the category of knowledge it refers to. description is a textual
summary of the key ideas contained in. tacticalImpact is an integer evaluating
the number of potential readers, expressing the size of the targeted population.

A Fake News relies on at least one Real Fact. Since the context is important
to understand the Real Fact itself, it is modeled through the context attribute.
The description attribute provides a textual description of the Real Fact. It is
characterized by a value stored in an enumeration : DATA, STATEMENT, or
EVENT. A Real Fact can also be illustrated by a Document, which can either be
a PICTURE, a FIGURE or a VIDEO.

False Facts contains its own description. It can be specified in three cat-
egories: made-up event, deformation of the truth or combination of true events,
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Fig. 3. Illustration of the use of the conceptual model attacker part

which are specializations of False Facts. Thus, False Facts are characterized as
either eventDescription, deformationDescription or combinationType. When a false
fact is a Combination of true events, it means that it refers to several unre-
lated Real Facts. Reality Distortion characterizes how strong the distortion is
between the False Fact and the Real Fact it is based on. Its intensity can be
LOW, MEDIUM or HIGH.

An Authority has a name and an expertise field. The three types of references
to an authority discussed above make it possible to divide the concept into two
simpler categories : true and false authorities. While the true authority did say
or publish what is claimed to have been said or published, the false authority
didn’t. Thus, a Fake News can call upon an Authority, which can be either a True
Authority, linked to a Real Fact, or a False Authority, linked to a False Fact. Both
are specializations of Authority. In both cases, the Authority is characterized
by a Credibility regarding the fact at hand. A False Authority also includes a
Boolean attribute which models whether the Authority is a real entity or not.

4.3 Target Sub-model

Fake News target specific communities and aim at affecting as many people as
possible. To do that, they use cognitive mechanisms. The part of the model
illustrated in Fig. 6 deals with the target of the Fake News and the process
through which it is influenced by the content, while Fig. 7 shows a data example
instantiation.

A Target corresponds to the group of people that the Fake News intends to
reach and influence. targetCharacteristics are their descriptions. They determine
what makes them the Target. targetValues are ideas about which the readers
will be especially sensitive about. An effective Fake News will twist these val-
ues to elaborate the Trigger Idea and maximize the Emotional Load. Fake News
are spread through a media which can be either conventional, state-affiliated,
alternative, or social. It is represented by Vector in the model. It also defines the
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Fig. 4. Fake News fact conceptual model

Trust that the Target has in it. The latter is measured with an intensity : low,
medium or high.

A Target expresses an Opinion about an opinionSubject. It is described with
the opinionDescription and the type classifies the position: pro, anti, or neutral.
This opinion depicts the target’s original thinking before being influenced by
the Fake News, i.e., changed or strengthened. Note that the manipulation of the
Opinion starts with the Disinformation Campaign. The Goal of the Fake News can
either be to WEAKEN or STRENGTHEN the opinion expressed by the target. Its
action is determined by the Processed Information. Fake News contains Trigger
Ideas which represent arguments in favor of the Processed Information. The lat-
ter is the mixing effect of an emotion and an information. It represents how the
information is assimilated and understood by the target. It is directly responsible
for influencing or changing the opinion of the target. Processed Information con-
veys an implicitConclusion through its Trigger Ideas. Fake News aims to influence
opinions and lead the target to come to the desired conclusion. The emotional
load enhances the phenomena. The trigger ignites an Emotional Load. Emotional
load has a type which can be chosen among the eight standard emotions: JOY,
TRUST, FEAR, SURPRISE, SADNESS, ANTICIPATION, ANGER and DISGUST.
The intensity of the load is evaluated based on the Plutchik wheel [16].
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Fig. 5. Illustration of the use of the conceptual model fact part

5 Discussion

The focus of our proposal is a Conceptual Model for Fake News. Our next further
work includes a n intensive validation process, that we have started to accomplish
through a preliminary validation phase with ten existing Fake News (see Table 2).
Results have been very positive: with the support of the conceptual model, we
have been able to characterize all of them in detail, what reinforces Fake News
communication and management, our main purpose.

For lack of space, we will not detail the study, but we refer the reader to
this website: https://people.irisa.fr/Nicolas.Belloir/public/ER2022. Some rele-
vant conclusions have been obtained. Concerning the attacker part of the model,
it is sometimes tricky to formally identify the operational and strategic levels in
which a Fake News operates. This is not surprising since one of the pillars of dis-
information is to hide the initiators to make it more credible. However, they can
often be guessed. Concerning the Facts part of the model, we note that the dif-
ferent types of False Facts appear equitably. We also note that the studied Fake
News often play on the difference between correlation and causality, especially
when a Fake News is built around several True Facts, which is not surprising.
We also find an equal distribution of true and false authorities. Finally, if we
look at the Target part, the emotional mechanisms are pretty easily identifiable,

https://people.irisa.fr/Nicolas.Belloir/public/ER2022
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Fig. 6. Fake News target conceptual model

Fig. 7. Illustration of the use of the conceptual model target part

as well as the objective of the Fake News. However, if this study shows us that
we manage to characterize existing Fake News with our model, the number of
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studied examples remains limited, and the conclusions we draw are to be con-
sidered with reserve. A more in-depth study will be necessary to consolidate the
results and in the near future.

Table 2. Fake News used for conceptual model evaluation

Num. Fake News title Description

1 Hillary has six months left During the 2016 US presidential campaign,

numerous rumours about Hillary Clinton’s

health were published. These rumours were

posted after she fainted during the ceremony for

the 9/11 victims in New York.

2 200 Stranded Marines Needed a Plane

Ride Home, Here’s How Donald Trump

Responded

On his website, Sean Hannity related that

Trump helped 200 marines to come home.

3 War Russia-NATO: An analyst from

Pentagon foresees how it could end

An online article published in Ukraine claims

that Russia could be easily defeated by NATO.

The source is linked with Pentagon

4 Youngkin’s false claim that McAuliffe

‘opposes’ election audits

Youngkin twitted a thread against his opponent

Terry McAuliffe and claimed that the democrat

was against audits.

5 Omar Holding Secret Fundraisers with

Islamic groups tied to terror

Ilhan Omar was accused of having links with

terrorists’ groups during Minnesota Campaign

6 The Chinese President visits a mosque

and asks Muslims to pray for the country

to protect it from this disaster of Covid.

It’s now they discover Islam virtues!

The Chinese President asks Muslims to pray for

the country to be protected against Covid-19

7 When did patient zero begin in US?

[...]It might be the US army who

brought the epidemic to Wuhan

The spokesperson of the Chinese Ministry of

Foreign Affairs Lijian Zhao, insinuated in a

tweet that the US Army actually brought

Covid-19 to Wuhan. The fact that dead from

Covid-19 might have been attributed to

influenza is the proof that Covid-19 was in the

US before the emergence in China.

8 Norway reclassifies Covid-19: No more

dangerous than ordinary flue

The Norwegian Institute of Public Health, or

NIPH, declared that Covid-19 had known

several mutations and was now less dangerous.

It is now no more dangerous than ordinary flue

9 Bill Gates backed polio vaccine disabled

47,000 kids

Bill Gates is accused of poisoning children in

India with his polio vaccine

10 Here is what our brothers and sisters

live every day all around the world

because of the Gospel. Let us pray for

our missionaries

Following the fall of Afghanistan, Christians are

tortured and packaged in plastic bags until they

die

We also used the conceptual model to create a Fake News. The advantage
of relying on a conceptual model is that it allows associating a process that will
enable to control the Fake News generation. Such a formalized process is still a
challenge, but our conceptual model is the first step to make it possible because
it increases the interpretability of the resulting Fake News.

Indeed, explainability and interpretatbility is recognized as a major feature
for future intelligent systems in AI and Machine Learning research. Known under
the name eXplainable Artificial Intelligence (XAI), the aim is to produce intelli-
gent systems that enhance the confidence of users to understand the underlying
reasoning and automations [9]. For Fake News context, to our knowledge, works
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involving explainability feature within Fake News detection methods are still at
their beginning [17]. A promising line of work is to follow the XAI-based pro-
cess proposed by [19] to facilitate building well-justified and explainable models
for Fake News generation. The idea is to offer an approach that is understand-
able, trustable and manageable to humans, as suggested in [9]. The contribution
of this paper establishes the foundation of such a process by solving the first,
essential step of getting a shared understanding of what a Fake News is by intro-
ducing a precise conceptual model of Fake News. From that sound conceptual
basis, the rest of the proposed XAI process can be applied in a reliable way. The
explainability with our approach will be conceptually guided by the conceptual
model which conforms the core of the contribution: to have an ontologically well-
grounded definition of what a Fake News is, which is directly derived from the
conceptual model.

6 Conclusion

This paper presents a conceptual model of Fake News allowing to identify and
specify the relevant entities that conceptually characterize the different dimen-
sions that must be considered in Fake News. We believe that this model will
contribute significantly to improving tools for generating/detecting fake news.
Under a sound conceptual modeling perspective, we argue that a correct Fake
News management process will only be feasible if it is based on a precise con-
ceptual modeling approach, as the one proposed in this paper. We have chosen
to focus on the following main aspects: the production chain, the articulation
around true and false facts, and the manipulation mechanism used by Fake
News and based on emotions. We have confronted this conceptual model to up
to ten different fake news in order to evaluate its conformity. The first results
are encouraging. A larger study will be conducted in the near future in order
to evaluate its scaling up. Moreover, the proposition addresses the first step of
the XAI process proposed by [19], that it is crucial to make possible the full
XAI-based process. The explainability with our approach is conceptually guided
by the conceptual model which conforms the core of the contribution: to have an
ontologically well-grounded definition of what a Fake News is, which is directly
derived from the conceptual model. The next steps of the process are naturally
our future work.
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Abstract. While personal coach applications are now ubiquitous, per-
sonal lifelong pathway co-construction, although present in a wide range
of situations (e-learning, healthcare, return to employment, home-care
of elders, etc.) is largely overlooked. Modeling generic lifelong pathway
co-construction is feasible since these situations share many properties.
In this paper, we contribute with a model for the co-construction of life-
long pathways, backed by a literature survey of semantic trajectories,
and applicable in a wide range of situations. The model supports the
interactions between the two main actors, the advisee and the advisor,
in the co-construction, and include the key specific aspects of lifelong
pathway: the advisee’s long-term goal, the evaluation of the advisee’s
multi-dimensional (educational, professional, financial, medical, etc.) tra-
jectory, the guiding of the advisee via advices that influence the stages of
the pathway. To illustrate the importance of this model, we detail its use
in a guidance system, to help the advisor’s work in guiding the advisee
towards their goal.

Keywords: Semantic trajectories · Life trajectories · Lifelong
pathway · Co-construction

1 Introduction

Capturing and modeling the coached evolution of a person according to sev-
eral possibly independent dimensions is of prime importance in many real life
situations. A typical context is that of healthcare, where diagnoses are estab-
lished before doctors devise patient management and monitor their health over
a potentially long period of time. In an e-learning context, the skills and knowl-
edge acquisition states of learners in different courses are modeled and, based
on prior evaluations of the learner, a personalized curriculum can be established
under the guidance of a teaching staff. In the context of elderly home support,
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which concerns up to 15 million people aged 60 or more in France, it is expected
to help maintaining independence, autonomy, mobility or cognitive abilities by
preemptively taking action on these aspects with personalized training programs
on the basis of a diagnosis of their medical and social conditions. Finally, in the
context of job seekers assistance, which concerns 2.06 millions low resources ben-
eficiaries in 2020 in France, one may want to model beneficiaries upon social,
professional, medical or educational dimensions. The objective is then to pro-
vide the best combined support that improves their social integration or their
financial situation based on prior analysis of beneficiaries’ diplomas, past work
experiences, social data on housing, family or health condition.

Fig. 1. Activity diagram for the co-construction of a lifelong pathway

Common to all these scenarios are: (i) the person whose evolution is under
consideration, hereafter called the advisee, who has a long term goal, (ii) the
entity in charge of supporting and helping advisees to reach their objectives,
called the advisor, and (iii) a diagnosis that defines the actual situation of the
advisee in terms of different dimensions (e.g., health, financial, professional, edu-
cation, etc.) and the objectives for the advisee. As depicted in Fig. 1, an advisor
represents the entity in charge of diagnosing and periodically monitoring the
advisee’s progresses based on undertaken actions on all dimensions over time,
the latter forming the advisee’s life trajectory. In this paper, we are interested in
modeling a lifelong pathway, i.e. a set of stages made of tailored actions under-
taken by an advisee and the underlying co-construction mechanism, participating
in the evolution of this advisee’s life trajectory. A life-long pathway involves sev-
eral entities such as the advisee, the advisor or any other stakeholder involved
in its co-construction, fulfilling the objectives and long term goal of the advisee.

As our experience with data of job seekers assistance suggests [4], there is
need to support the advisor in the tedious exploration of all combinations of
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actions to offer to an advisee. This lifelong pathway model will be a corner stone
in the development of an intelligent system that helps the advisor in the task of
identifying relevant actions. For instance, this system could be a recommender
system that would implements the activities in the guidance layer of Fig. 1.
While a great deal of work has been done to model trajectories as geographical
or semantically enriched entities (see Sect. 3 below), there is not yet, to the best
of our knowledge, a generic model able to represent the richness necessary for
the above mentioned situations.

Obviously, while the design of lifelong pathway co-construction applications
can be conducted without such a model, formalizing guidelines with a conceptual
modeling of the domain will drive further researches, and help the understand-
ing, standardization, reuse and sharing best practices around lifelong pathways
co-construction. This is particularly needed by system builders and algorithm
designers in the development of complex different interoperable applications. For
example, in our use case of job seekers assistance, we noticed that a variety of
platforms are used in different regions, sharing only some common concepts and
needs. However, the amount of data, technologies and administrative processes
make the design of these applications time consuming and their interoperability
challenging. Formal guidelines will make these applications easier to develop,
maintain and interoperate around common mechanisms like cross-systems path-
ways recommendation.

As detailed in Sect. 2, this needs the introduction of different stakeholders,
the most important being the advisee and the advisor, the specification of a long
term goal, and with the intervene of an intelligent agent to help co-constructing
lifelong pathways. This paper proposes the following contributions: (i) an exten-
sive literature survey on trajectory models, (ii) the identification of requirements
to set up a proper lifelong pathway model, (iii) a formal definition of the consti-
tuting blocs of a lifelong pathway, and (iv) a new model for lifelong pathways.

This paper is organized as follows. Section 2 details the requirements the
model should satisfy. These requirements are used in Sect. 3 as drivers to survey
the bibliography around trajectory modeling. Section 4 presents the model, and
Sect. 5 focuses on its use for implementing a guidance system to facilitate the
advisor’s work. Finally, Sect. 6 concludes and draws perspectives.

2 Requirements

In this section, we give a set of requirements for the modeling of a system that
supports the iterative co-construction of pathways based on an evaluative mul-
tidimensional and multi-granular profile of an advisee who has a long term goal.

The model should represent:

1. a human trajectory: the model should be tailored to the description of the
evolution of a person mainly through semantic dimensions not focusing solely
on the geographical perspective, and possibly during a long period of time.
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2. a long-term goal: the pathway construction is driven by a long term goal
(e.g., find a job, treat a disease) that will correspond to milestones in the path-
way. These milestones enable the monitoring of the evolution of an advisee,
for analytical purpose (e.g., urban study or demographic study) or for sug-
gestion purpose (e.g., home support, job finding), via a diagnosis and can be
defined as objectives.

3. multidimensional and multi-granular factors: the model should enable
the comprehension of how the trajectory is impacted by internal and external
factors, structured around various dimensions related to the use case (e.g.,
health, residence or education) and at different granularity levels (e.g., tem-
poral, geographic or business related) to account for the difficulty to precisely
characterize the data related to human situations,

4. pathway co-constructors and influencers: different stakeholders, with dif-
ferent objectives, participate and impact the construction of the pathway.
The advisee, who has a long term goal, the advisor (either a person or a
group of persons playing the role of a coach with their own objectives) and
external stakeholders (services providers, financing institutions, etc.) have to
conciliate their objectives and may express constraints that may bend the
trajectory.

In the light of these requirements, we conducted a bibliography review of the
modeling of trajectories. The result of this survey is reported in the next section.

3 Related Works

Modeling trajectories aims at capturing the movement of entities, especially
through time and space.

The simplest way of modeling these movements is through the succession of
spatio-temporal points arranged in sequences representing different stages of the
trajectory of a moving entity. Different types of trajectory models were proposed
in the literature, that first differ by their wealth level of description:

1. raw trajectories, as defined by Parent et al. [12] as: “a trajectory extracted
from a raw movement track and containing only raw data (e.g., speed, direc-
tion) for its Begin-End interval referring to the first (Begin) and the last
(End) positions of the object for the trajectory”.

2. semantic trajectories, defined by Parent et al. [12] as: “a trajectory that has
been enhanced with annotations and/or one or several complementary seg-
mentation.”

3. life trajectories, a concept stemming from sociology [11]. A life trajectory
is defined by Hélardot [8] as: “an interweaving of multiple biographical lines
that are more or less autonomous or dependent on each other: the educational
path, the relationship to work and employment, family life, social life, health,
the residential trajectory, the political itinerary, etc.”.
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As can be seen in Table 1, where works are ordered based on types of tra-
jectories, modeling trajectories started with models adapted to raw, less com-
plex movements, being then enriched giving rise to semantic trajectories. As we
will see below, this category can be subdivided into two types of contributions,
depending on the complexity of the concepts represented. The works can also be
divided according to their generosity, which we qualify as metamodel in Table 1,
this characteristic being important for our model, requiring to model various
use cases. Recently in [11], more sophisticated models were proposed for life tra-
jectories, that are closer to our objective. Note also that all existing models are
adapted for either retrieval (i.e., simply retrieving data described with the model)
or analysis (i.e., statistic computations over the represented data), i.e., exploit-
ing past data. In the case of modeling lifelong pathway co-construction, in the
presence of a long term goal, our final objective is to support the advisor’s daily
work in the co-construction of the pathway. In what follows, we describe in more
details trajectory models from each type, each time assessing to which extent
they satisfy the requirements of Sect. 2 for lifelong pathway co-construction.

Table 1.Main existing trajectory models based on their complexity (R: Raw trajectory,
S: Semantics trajectory, L: Life trajectory), their moving entity (H: Human, A: Animal,
G: Generic) and their exploitation (A: Analysis, R: Retrieval, G: Guidance, i.e., using
the data to make recommendations)

Model Complexity Moving entity Exploitation Metamodel

[13] R A R/A �
[6] R G R/A �
[1] S A R/A �
[2] S H R �
[7] S H/A R/A �
[5] S H R/A

[3] S H/A R/A

[10] S H R/A

[9] S H/A R/A �
[11] L H R/A �
[14] L H R/A

The present model L H R/A/G �

3.1 From Geographical Trajectories to Life Trajectories

Raw Trajectories. The seminal proposal of Spaccapietra et al. introduced the
concept of stop (period of activity) and move (moving period) to model geo-
graphic trajectories. This concept focuses on the spatio-temporal component of
trajectories and is used by subsequent proposals [2,6]. Raw trajectories are well-
fitted for applications that only consist in locating moving entities or conducting
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analyses on the spatio-temporal characteristics of a trajectory. However, most
analysis applications require a certain semantic complexity but also a generic-
ity allowing to answer different use cases. This leads to introduce more generic
models and then models allowing a semantic enhancement defined by [12] as an
annotation which is an additional data attached to the trajectory or to its sub-
parts. These models therefore suffer from expressiveness mainly at the semantic
level and do not meet our requirements, but have provided a basis that has been
enriched subsequently.

Semantically Enriched Trajectories. The need to annotate trajectory seg-
ments and to model points of interest led to the introduction of new models
[1,7]. In particular, Hu et al. [7] bring genericity with new formalisms and adapt
to more applications by the level of abstraction they propose. Other more recent
models propose an annotation of the trajectories, in particular by the annota-
tion of POI, for example by means of transportation of an individual, an hotel
opening hours, or the means of transportation of a trip. However, although these
models meet our needs of genericity or the semantic dimension that is missing
in raw trajectories, they do not satisfy our requirement of multidimensional or
multi-granular factors.

Multidimensional and Multi-granular Models. More semantic is intro-
duced with multidimensionality [3], where a semantic trajectory is composed of
sub-trajectories, each covering a specific dimension of interest, and each char-
acterized by a specific goal. However, although this model allows a multidimen-
sional representation, it remains centered on the modeling of trajectories of mov-
ing objects and is not adapted to the modeling of non-geographical trajectories.
Indeed, any sub-trajectory is a composition of geometry, and the concepts used
are those of the movement in geographical space (such as speed, acceleration). It
does not include the notion of multi-granularity either, where a specific trajectory
can be hierarchically composed of different nested segments [5]. Other models
include the notion of multidimensional representation to trajectory modeling
[9,10] with the added ability to consider different levels of granularity. However,
none of these models propose a modeling of the actors involved and only models
geographical trajectories.

Life Trajectories. Models in this category represent a type of trajectory cen-
tered on the personal life of an individual, going beyond the geographical dimen-
sion at the core of other models. Modeling life trajectories was initiated by Marius
Thériault et al. [14] to analyze professional, family and residential trajectories.
Those dimensions are modeled by the concepts of episodes, a set of attributes
that remain unchanged over a period of time, and events which alternate these
attributes and serve as a transition between episodes. However, this model can-
not be extended to models of trajectories for other use cases requiring other
dimensions, attributes and events than those they initially proposed.
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Fig. 2. Noël’s life trajectory model [11]

Noël et al. [11] extend the model of [14], making it more generic, adding the
concept of explanatory factor to enrich events, giving it the possibility to model
different use cases. This allows to observe different points of view, representing
different angles of analysis on an individual’s life. Their model is presented in
Fig. 2 and aligned with our notations, the individual at the center of the tra-
jectory being qualified here as advisee. In the end, Noël et al.’s model meets
most of our requirements by proposing a generic semantic model, allowing for
multidimensional representation and different levels of granularity. On the other
hand, the model does account for co-construction with various actors and does
not include the concept of long-term goal.

3.2 The Need for a Model of Lifelong Pathways

Table 2 provides a summary of the aforementioned models based on the require-
ments of Sect. 2. We identify 3 main types of contributions. First, models tailored
for a specific modeling need related to a particular use case, such as the analysis
of bird trajectories [13]. Second, models that enrich trajectories with semantic
related to point of interest of moving entity. These models provides either multi-
dimensional representation [3], multi-granularity [5] or both [9,10]. Finally, the
third category of models corresponds to more expressive models that can better
capture trajectories not only related to geographical entities such as point of
interest and moving entities, but more generally to any social dimension repre-
sentation space related to a person as in [14] and extended by [11].

These models, however, are not expressive enough to represent a lifelong
pathway. Notably, the concepts of short-term objectives and long-term goals are
missing, even though a very straightforward notion of objective is introduced as
a simple label on a segment in [3] (hence the bracketed tick in Table 2). Models
of life trajectory [11,14] are natural candidates for the elaboration of our lifelong
pathway model. They indeed have the potential to represent the multiple dimen-
sions and the different granularities needed to describe human activity. However,
these models miss two important aspects of our proposal: (i) the introduction
of specific actors and stakeholders influencing the co-construction (a limit form



Modeling Lifelong Pathway Co-construction 137

Table 2. Lifelong pathway requirements compliance. Stakeholders denotes advisors
and advisee roles, co-constructors and influencers.

Model Human Long-term Multi- Multi- Multi-

trajectory goal dimensional granularity stakeholder

[13]

[6] �
[1]

[2]

[7]

[5] �
[3] (�) �
[10] � �
[9] � �
[11] � � �
[14] � � (�)

The present model � � � � �

is present in [14] hence the bracketed tick in Table 2), and (ii) the introduction
of a concept of evaluation attached to long-term goals that can be derived into
short-term objectives. In the case of modeling lifelong pathway co-construction,
in the presence of a long term goal, our final objective is to support the advisor’s
daily work in the co-construction of the pathway. This is why the pathway model
not only should describe the past life trajectory of the advisee, but also include
concepts for representing guidance, i.e., the advisors’ work in the co-construction
of the potential future trajectory of the advisee. Indeed, not only do we need to
model the past and present life of an advisee, but also to envision different future
trajectories, embodied in the model under the concept of Advice. Advice repre-
sent possible future actions to be undertaken as stages of the advisee’s pathway.
The next section details how we extend the model of Noël and al. [11] to model
lifelong pathways.

4 The Lifelong Pathway Model

This section introduces our model of lifelong pathway, first with a functional
overview, then detailing the concepts.

4.1 Functional Overview

As explained above, we base our lifelong pathway model on that of life trajectory
introduced by [14] and completed by [11], since this model already covers many
of the requirements presented in Sect. 2, as explained in Sect. 3.

Figure 3 gives a functional overview of our model. It is composed of 4 com-
ponents representing the four layers of Fig. 1. The Trajectory component encap-
sulates the model of Noel et al. [11]. This component is responsible for providing
and updating the advisee profile, i.e., episodes of multidimensional trajectories.
The Evaluation component is responsible for the assessment of the advisee by



138 N. Ringuet et al.

Fig. 3. Component diagram

analyzing the advisee’s trajectory. This results in the generation of a set of objec-
tives for the advisee. The Guidance component uses the objectives to provide
advices to the advisee. Finally the Pathway component uses the advice that
the advisee agrees with, to build a sequence of stages. These stages impact the
advisee’s trajectories, resulting in new episodes and events. Completion of the
pathway, when the long term goal is reached, is determined by a final diagnosis.

4.2 Advice as the Essence of Co-construction

The class diagram of the model is given in Fig. 4. Note that the colors are used
consistently with Fig. 1, 2 and 3. The model includes the two actors, the advisee
and the advisor, who interact with the advisee’s trajectories. Theses trajectories
are modeled according to Noel’s model of life trajectories, illustrated in Fig. 2.
Remember from Fig. 1 that the first step of the global co-construction process is
to establish an assessment. This assessment is based on the advisee’s trajectories.
A diagnosis is then established from which a long term goal and a set of objectives
to reach it are defined. Advice to achieve the objectives are formulated by the
advisor and validated by the advisee. Once validated, the advice are turned into
stages of the lifelong pathway. These stages are undertook by the advisee, which
updates their trajectories.

We now detail the concepts of the 4 components.

Trajectory. The trajectory component is at the core of our lifelong pathway
model and is in charge of modeling an advisee profile in terms of multidimen-
sional trajectories, using the model of [11]. As can be seen in Fig. 2, a trajectory
describes a person from one point of view and the overall trajectory of the person
is composed of different trajectories which are themselves composed of episodes.
Events serve as transitions between episodes and have associated explanatory
factors.
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Fig. 4. The class diagram for lifelong pathway co-construction

Evaluation. The evaluation component models the assessment of the advisee
using their trajectories (e.g., with numerical indicators on the different points of
view). For each assessment, a diagnosis is determined by the advisor. Together
with the advisee’s long term goal, the diagnosis is used to derive a set of objec-
tives for the advisee. Each stage towards the achievement of the long term goal
updates the advisee trajectory upon completion and the latter can be submitted
to a new assessment.

Guidance. The guidance component models the advice proposed to the advisee
to achieve the objectives determined by the evaluation. This component is the
essence of the co-construction, in the sense that advice are formulated by the
advisor and validated by the advisee. Note that the Advisor entity models either
one expert or a group of experts participating in the formulation of the advice.
In this sense, implementing this concept should include contradiction resolution
mechanisms. Also, while advice can be determined solely by human experts, it
makes sense to automate part of the advisor’s work by implementing a guidance
system. For instance, this guidance system could resolve contradictions among
experts, or suggest actions to undertake, as explained in Sect. 5 below.

Pathway. The pathway component models the evolution of the advisee towards
their long-term goal. This long term goal is set by a diagnosis established by
the advisor after the first assessment of the advisee’s trajectories. A pathway
is a sequence of stages, each composed of actions undertaken by the advisee
following the advice formulated. Once a stage is closed, it is used to update the
trajectories accordingly.
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5 Automating the Advisor’s Tasks

The model proposed in the previous section is essential to understand the aspects
of a co-construction, and particularly the role of the advisor. As explained above,
part of the advisor work can be automated. To showcase a practical use of the
model, this section describes a guidance system to support the advisor’s work
of establishing a diagnosis and formulating advice to the advisee. A preliminary
version of such a system, adapted for the aforementioned use case of job seekers
assistance, was introduced in one of our previous work [4]. We take advantage
of this use case and this preliminary work to illustrate the envisioned guidance
system and point out how to cope with the limitations of [4].

5.1 The Guidance System

Fig. 5. The generic guidance system

A Generic Guidance System. The model for a generic guidance system is given
in Fig. 5. The guidance system model formulates different type of Advice: either
future actions to help the advisee in their pathway towards their goal (Action
advice), or elements to help the advisor in the evaluation of the advisee and their
pathway (Diagnosis advice or Objective advice). When suggesting Action advice,
the system chooses among actions provided by external actors those that best
match the objectives set for the advisee. This choice is made considering inputs
from the Trajectory, Pathway and Evaluation components: e.g., pathways of for-
mer advisees similar to the current advisee, for whom the suggestions are made,
or evaluations of former advisees for whom similar diagnoses were made. The
same inputs may be used when suggesting Objective of Diagnosis advice: e.g.,
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diagnosis can be established on the basis of diagnoses made for former advisees
with similar trajectories and long term goals, or on the basis of undertaken stages
failed by the advisee.

A Preliminary Guidance System for Job Seeker Advisees. A first guidance system
was proposed in [4] in the context of job seeker assistance. For this system, only
some key concepts necessary to the support of job seekers were identified. The
system took the form of a recommender system, suggesting to job seekers (called
beneficiaries in [4]) a personal pathway using a large set of actions pertaining
to health, social or professional aspects. Technically speaking, [4] addresses the
complex problem of recommending several items at once, also known as com-
posite item recommendation. The produced so-called bundles of actions ensure
the adequacy of actions with the beneficiary diagnosis (relevance of an action),
complementarity between actions (distance between actions) and the feasibility
of each action in the context of the beneficiary (cost measure attached to each
action). As such, this preliminary work does not encompass all the concepts of
the model described in Sect. 4. More precisely, the concepts used were those of
advisee, actions (each action having a cost and each pair of actions a distance),
diagnosis (represented by a set of features), pathway (modeled as a sequence of
actions), and guidance. This guidance system generated recommendation under
the form of a pathway of actions, in a collaborative fashion, based on the diag-
noses and pathways of former beneficiaries. The model used in [4] is on many
aspects consistent with the one presented here. For instance, consistently with
Fig. 5 the guidance system of [4] uses the evaluation of the advisee to propose
advice picked from the possible actions, based on the pathways and evaluations
of former advisees. Propositions rely on the computations of cost for the actions
and distance between actions defined in methods of the Action class, and rele-
vance defined in a method of the Advisee class, etc. However, that model mixed
different concepts and overlooked some others. For instance, the notions of diag-
nosis, assessment and objectives were not distinguished, which prevented the
definitions of advice based on the objectives determined by different diagnoses.
As another example, advisee’s trajectories were defined only coarsely, which pre-
vented to calculate fine-tuned distances between advisees’ profiles.

Example 1. Consider an Advisee named Alice, whose long term goal is to find a
full time job. Her trajectory shows that she lives in a small city, has a young kid
and does not have a driving license. There is a first job offer in the city she lives
in, but for which having a vehicle is necessary, and two jobs offers in a distant
city, one which is close to a child care and another which corresponds more to
her qualifications. If the notions of diagnosis, assessment and objectives are not
distinguished, and trajectories are only coarsely defined, like in [4], only simple
likelihoods based on the set of advisees can be expressed to make advice. In this
case, the guidance system will suggest e.g., the application for a new degree,
which is the most popular advice among former advisees, while other advice like
registration to a bus service between the two cities, will be overlooked.
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5.2 Taking Advantage of the Lifelong Pathway Co-construction
Model

In the job seekers use case, the system of [4] recommends professional projects for
the french solidarity income beneficiaries. It primarily predicts the relationship
between the evaluation and the advisee’s actions within the observed pathways
to recommend complementary actions. As explained above, it does not take
into account the advisee’s long-term goal (e.g., being recruited for a precise
job) or a finer notion of pathway of an advisee as a sequence of stages. Our
lifelong pathway model explicits trajectories, pathways, diagnoses, and objectives
attached to a long-term goal for each advisee, allowing to represent the history
of what was proposed to each advisee and with what success in relation to their
long-term goal. With this model, new guidance scenarios can be considered,
leading to more accurate advice.

For example, instead of predicting for each action whether it should be added
or not to an advisee’s pathway, simple collaborative filtering techniques could
be implemented. Leveraging pathway information, a user-item matrix can be
constructed from the advisee-action relationship of the pathways and classical
recommender system machinery can be deployed. To allow for direct bundle
recommendations, the long-term goal, together with the more specific objec-
tives that follow the evaluation, will help to determine a subset of other advisee
pathways to pick relevant actions from. In this case, following the principles of
nearest neighbors recommendation, this needs to devise new similarity measures
between objectives, trajectories, pathways or long-term goals.

Guidance could also take advantage of the advisee-goal or advisee-diagnosis
relationship. In this case, the advisor and the advisee do not directly agree on
the actions to be taken but rather (i) on the selection of relevant objectives
from a set of objectives that may be very large or (ii) on the definition of a new
diagnosis to search for completely new objectives. Since the model now enables
a rich description of advisees and actions provided by external stakeholders,
determining the relevance of an action to an advisee can rely on more com-
plex similarity measures based on different conceptual spaces representing the
actions and pathways, trajectories made of episodes or events, evaluation and
assessments. As in any guidance system, actors will only use the system if they
trust it. This is the trendy problem of the explainability of any recommendation
system [15]. One way to enforce trust in the system is to propose elements of
discussion, or examples that justify why an advice was eventually made to an
advisee. In this regard, our model provides access to examples (of other advisees
and their pathways, trajectories, and long-term goals) or a rich description of
actions, episodes, or events in the advisee’s trajectory that could serve as an
interpretable space on which a formal explanation can be learned.

Example 2. Continuing the scenario of Example 1, illustrated in Fig. 6, a guid-
ance system implementing the co-construction model will formulate advice as
follows. First, the trajectory of Alice is evaluated. From the assessment made,
the system suggests a diagnosis where it appears that Alice mobility situation is
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critical and should be addressed first. The system can also formulate the objec-
tive of improving her mobility situation, and suggest action advice of getting a
driving license to apply for the job in the city she lives in. Besides, with a fine
description of the advisees’ trajectories, the guidance system can base the advice
on the similarity of Alice’s trajectory with those of former advisees and suggest
action advice of applying for the job in the distant city, using a bus service
between the two cities and the child care of that city. This information stored in
Alice’s trajectory could eventually serve as an explanation why she applied for
a job in a distant city.

Fig. 6. Graphical depiction of Alice’s pathway in Example 2, using the color code of the
diagrams. The pathway consists of 3 stages, with 3 trajectories composed of episodes,
each assessed in terms of criticity (green stars). The pathway evolves with the actions
undertaken following the Guidance System suggestions. (Color figure online)

6 Conclusion

This paper proposes a better understanding of the concepts and mechanisms
involved in the co-construction of lifelong pathways. We contribute with a generic
model for the co-construction of lifelong pathways, backed by a literature survey
of semantic trajectories. We also describe a guidance system to support the
co-construction, leveraging the proposed model.

We are currently working on a generic guidance system implementing the
co-construction model. We will experiment it in two contexts for which data are
already available to us: the return to employment and the elderly support. As
explained in Sect. 5, one key challenge will be to enforce the confidence that the
advisee will have in the guidance system.
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Abstract. Novelty detection in social video has drawn much attention
of researchers and is applied to many tasks in real-world applications,
such as e-commerce and e-learning. Existing methods cannot address this
issue effectively, since most of them do not consider the quality of videos
or the long-term information of online social videos. In this paper, we
propose a general framework, Long-term Information REconstruction-
based Model (LIREM), which cleans the video feature information and
captures both short-term and long-term spatial-temporal information of
video segments to detect novelty online. We first design a novel outlier
detection method for feature cleaning to improve the learning perfor-
mance. Then, an LSTM-Decoder model is constructed and applied to
the cleaned video segments for predicting the reconstruction error of
video features. Our experiments are conducted on three real datasets,
and the experimental results demonstrate the performance of our model
outperforms other novelty detection models.

Keywords: Feature cleaning · Novelty detection · Online social video

1 Introduction

Over the past decade, online social video platforms generate a huge amount
of videos which have a far-reaching impact on people. Taking YouTube as an
example, it has 2.3 billion users worldwide by 2021 and more than 500 h of video
are uploaded to the platform every minute, as Statista1 reported. Especially,
with the popularization of personal mobile devices and 5G networks, online social
video profoundly shapes our daily life [32]. Novelties have been very common in
social video data as the unusual and new observations that do not occur regularly
or are simply different from the others [22], which plays important role in user
social activities. Accordingly, automatically detecting novelty in social online
video has become a critical concern in many real-world fields, like e-business,

1 https://www.statista.com/.
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health, and food safety, public security, transportation, etc. For example, in e-
business, a platform may recommend specific videos or influencers by detecting
the novelties to social users for sales promotion. In public security, a platform
may identify the talks that are related to people’s safety or a critical event by
detecting the video novelties.

Novelty detection aims to identify the unseen data to determine whether it
is normal or novel (abnormal). Novelty detection task is often formulated as
a form of anomaly detection problem. Many studies have been conducted on
novelty detection and a large number of novelty detection techniques are widely
utilized in real-world applications. In electronic IT security, network intrusion
detection is conducted by anomaly detection which monitors the activity or
behavior of a system, identifies attacks and generates alarms when attacks are
occurring, so that actions can be taken to mitigate the consequences [14]. For
industrial systems, anomaly detection is used to detect damage (deterioration),
which is important for preventing further escalation and losses, maintaining the
performance of the machine and reducing the repair cost [26]. In transporta-
tion, detecting abnormal trajectories [18] in a large-scale dataset could discover
the unnecessary detours of drivers and inform passengers to protect their inter-
ests. Anomaly detection in image and video [16,17,19–21] draws much attention
for surveillance in security. However, rare researchers pay attention to anomaly
detection in online social videos.

In practice, there are two key challenges in novelty detection over such video
streams. Considering the volume of online video streaming and potential mis-
takes of manual labeling, the quality of normal segments is quite important.
The noises could lead to the degradation of algorithms and make samples less
representative. Therefore, they need to be filtered properly. Another challenge is
that for such video data, long-term temporal information needs to be considered.
In real scenarios, an influencer in social videos often takes relevant actions over
time, and traditional novel detection techniques only focus on short-term infor-
mation, which could misjudge the novelty. Furthermore, according to the manual
labeling, unseen action may not be the novel. Therefore, the model should be
able to resort to the long-term information. To address these challenges, we pro-
pose a generic framework called Long-term Information REconstruction-based
Model (LIREM) to detect novelty in online social videos. Specifically, we first
propose a novel iterative outlier detection method for feature cleaning. Then we
design an LSTM-Decoder model to capture long-term information and recon-
struct the representation of segments. The reconstruction error is regarded as
the novelty score. Our contributions in this paper are summarized as follows.

– We propose a novel framework LIREM that exploits iterative outlier
detection-based feature cleaning and the long-term sequence features for nov-
elty detection over social videos.

– We propose a new iterative outlier detection method that measures the dis-
crimination for each segment in multiple scales and selects the outliers in an
iterative manner for feature cleaning. The new method well excludes outliers
in the feature space and improves the learning process.
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– We design an LSTM-Decoder model that well integrates the LSTM model and
decoder layers. With the LSTM-Decoder model, we can identify the long-term
sequence information of videos and enlarge the difference between normal and
novel segments, which enables more accurate novelty identification.

– We conduct extensive experiments over three real datasets to evaluate the
effectiveness and efficiency of the proposed LIREM framework.

The rest of the paper is organized as follows. In Sect. 2, we review related
work about outlier detection for feature cleaning and anomaly detection in
video. Section 3 describes the proposed generic framework for novelty detection
in online social video. The proposed iterative outlier detection and the LSTM-
Decoder model are presented in detail. The experimental results are presented in
Sect. 4 to demonstrate the effectiveness and efficiency of our framework. Finally,
we draw a conclusion in Sect. 5.

2 Related Work

This section reviews the existing research highly related to this work, including
the outlier detection methods for feature cleaning, and video anomaly detection.

2.1 Feature Cleaning

The idea of feature cleaning is to detect and remove outliers that are significantly
different from other observations. To address this challenge, many outlier detec-
tion methods have been developed. DBSCAN [5] is a density-based clustering
algorithm which focuses on finding neighbors by density on an “n-dimensional
sphere” with radius ε. A cluster can be defined as the maximal set of ‘density
connected points’ in the feature space. It runs efficiently and can effectively
deal with noise. Unlike k-means, no cluster number k is required. The Local
Outlier Factor (LOF) [1] algorithm is an unsupervised outlier detection method
which computes the local density deviation of a given data point concerning its
neighbors. It considers as outliers the samples that have a substantially lower
density than their neighbors. One-Class Support Vector Machine (OCSVM) [24]
is an unsupervised learning algorithm that is trained only on the normal data.
It learns the boundaries of these points and is, therefore, able to classify points
that lie outside the boundary as outliers. The iForest [15] evaluates outliers
by building multiple isolation trees (iTrees). For each iTree, randomly sampled
observations are iteratively split by selecting a feature dimension and a corre-
sponding split value between the maximum and minimum values. This method
has few parameters, which makes it fairly robust and easy to optimize. However,
all these methods are not suitable for large-scale data which has high volume
with high-dimensional features, since they require prior knowledge of the model
or are sensitive to parameters, and their processing is computationally expensive.
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2.2 Video Anomaly Detection

Anomaly detection in image and video has drawn much attention in recent years,
and existing techniques can be mainly divided into two categories: metric-based
methods [3,19–21] and learning-based methods [9,11,12,16–18,28,29]. Early
works on anomaly detection in video rely on handcrafted appearance and motion
features to represent normal events and then judge the target event by distance
or density metrics, thus they are called metric-based methods. However, these
methods need domain experts to identify low-level features like HOG and SIFT,
and most of them have high time costs. Therefore, they can barely deal with a
huge volume of high-speed online social video streams.

The neural networks have developed by leaps and bounds, and many learning-
based methods have been conducted on anomaly detection in video. DARE [28]
is an unsupervised method to learn reconstructions using an autoencoder. It
reveals that when data is embedded into low-dimensional representations and
then reconstructed by an autoencoder, the normalities tend to have smaller
reconstruction errors than the anomalies. AnoGAN [23] is based on deep gen-
erative adversarial networks. By concurrently training a generative model and
a discriminator, it enables the identification of anomalies on unseen data in an
unsupervised manner. In work [17], Liu et al. propose a future frame prediction
network for anomaly detection using U-Net as a basic prediction network. In the
testing phase, if a frame agrees with its prediction, it potentially corresponds to
a normal event. Otherwise, it is classified as an anomaly. In [30], Zenati et al.
utilize modified GAN methods that learns an encoder during training to develop
an anomaly detection method. However, these approaches only focus on short-
term information using optimal flow or 3d-convolution layers, some of them even
ignore the temporal information. This could bring false negative alarms triggered
by short-term information. And this is a challenge for detecting novelty in online
social video.

In addition, anomaly detection models trained in the supervised way have
also been studied due to its high performance [12]. Liu et al. [16] propose a
framework, MLEP to detect anomalies by enlarging the margin between nor-
mal and abnormal events, under a strong assumption that normal events can be
well predicted. Work [25] solves the problem of labeled data shortage by trans-
fer learning and proposed a video anomaly detection method that learns in a
supervised learning manner. In work [31], Zhang et al. propose a weakly super-
vised anomaly detection method. Multi-instance learning (MIL) is introduced to
utilize both normal and anomaly videos. Since the above studies trained the nov-
elty or abnormal detection model in a supervised way, they suffer from several
problems such as data imbalance and vulnerability to undefined novelty [12].

In this work, we take long-term information of online social video into consid-
eration. First, we propose an iterative outlier detection for cleaning the feature
space, then an LSTM-Decoder model is designed to overcome the disadvantages
of the existing work.
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3 LIREM Novelty Detection Framework

Fig. 1. Overview of the proposed framework.

In this section, we describe the proposed generic framework called LIREM
for novelty detection in online social video. Given a video stream which can be
divided into segments V = {v1, v2, · · · , vn}, and these segments are described
as set F = {f1, f2, · · · , fn}, where fi denotes feature of the segment i. Given
incoming video segments Vq and a novelty scoring function score, the task of
novelty detection returns a list of segments with top scores, Snovel. For any
segment vi /∈ Snovel and vj ∈ Snovel, the following condition holds:

score(vi) < score(vj) (1)

The proposed framework is shown in Fig. 1. It mainly contains two modules:
(1) iterative outlier detection; (2) LSTM-Decoder. To detect novelty in online
social video, both short-term and long-term information are important. After
extracting features by ResNet50-I3D [2] which captures the short-term spatial-
temporal information from video segments. Then these features are filtered by
the proposed outlier detection method to improve the learning performance.
After that, we design an LSTM-Decoder model where LSTM structures capture
the long-term information and the decoder layer enlarges the reconstruction error
of novel segments.

3.1 Iterative Outlier Detection

Feature Extraction. To capture the short-term information of online social
video, video segments should be effectively represented. Due to the high volume
of video streams, an efficient feature extraction method is also required. Besides,
the temporal information should also be captured, since influencer behaviors are
described by consecutive sequences of frames. Therefore, we need to divide the
video into segments and find the proper representation of these segments. First,
we divide the collected videos into segments by the sliding window strategy.
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For each segment, the sliding window size is 64, which means it contains 64
frames. And the sliding window step is 25 because the FPS of the video is 25.
During segmentation, proper transformations are adopted. After that, we utilize
a pre-trained ResNet50-I3D model to extract the action recognition feature for
each segment. The ResNet50-I3D model takes a sequence of frames as input and
returns a vector as the representation which captures short-term spatio-temporal
information.

Once all segments are presented by feature vectors, we can filter potential
noises by outlier detection. Existing methods like DBSCAN [5], iForest [15],
OCSVM [24], and LOF [1] have been conducted to address this issue. However,
these methods have some problems: DBSCAN is sensitive to pre-defined param-
eters. iForest could lose the information when the feature is high-dimensional.
OCSVM and LOF are time-consuming and memory-intensive for large datasets.
Besides, none of the methods outperforms the others for all datasets. And this
requires other operations to select proper methods. To address these challenges,
we propose a new outlier detection method in an iterative manner. The key idea
is to adaptively select outliers and optimize the selection strategy for a large
feature set by using iterative measurement. The algorithm is shown in Fig. 2,
and we describe the details below.

input: F : feature set of normal segments;
MAE : pretrained autoencoder;
τ : weight for selecting outliers;

output: S: the set of excluded features.
1. S ← ∅; F0 ← F ;
2. for i from 1 to max iter do:
3. Si ← ∅;
4. for f ∈ Fi−1 do:
5. RE(f) = MSE(MAE(f), f);
6. AveRE = 1

|Fi−1|
∑

RE(f);
7. for f ∈ Fi−1 do:
8. if τ · RE(f) ≥ AveRE:
9. Put f into Si;
10. if Si ⊆ S:
11. Break;
12. else:
13. S = S ∪ Si;
14. Fi = Fi−1 − Si;
15. Fine-tune MAE with Fi;
16. Return S.

Fig. 2. Interative outlier detection.

Given a pre-trained autoencoder model MAE , feature set F , and weight τ ,
our method performs outlier detection with three steps in an iterative manner:
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(1) compute RE for each feature and average RE (line 4–6); (2) select potential
outliers (line 7–9); (3) update normal feature set and fine-tune the autoencoder
model with it (line 10–15). We first initialize S to store the excluded features and
put the feature set F as F0 (line 1). In the i-th iteration, a set Si is initialized
for storing the excluded features. Then, we compute reconstruction error (RE)
for each feature f by mean squared error (MSE), where MAE(f) means the
reconstructed feature. Following that, the average RE value for the whole dataset
Fi−1 is computed (line 4–6). To distinguish noise in feature space, we set τ ∈
(0, 2] as the weight and select feature f whose RE is 1

τ times larger than the
average RE into Si (line 7–9). If Si is empty or every element in Si has been
selected in S, we end the processing by the early stop. Otherwise, Si is added
to S with removing duplicate elements (line 10–13). Based on Si and Fi−1, we
generate filtered normal feature set Fi and fine-tune the model MAE with it. This
makes outliers at different scales will be considered (line 14–15). After ending
the whole loop, we return the final set S of excluded features (line 16). In the
end, we exclude these features and generate a filtered feature set F ′ = F − S.

3.2 LSTM-Decoder Model

After cleaning the features by the iterative outlier detection, we need to train
a model over the filtered data, and use the model for detecting the novelties
from social video streams. As mentioned before, the behaviors of influencers are
relevant over long periods. Hence, the ideal model should be able to capture
the long-term temporal information of video sequences, while differentiating the
normal video segments and novelties. In this work, we investigate existing deep
neural networks for time series problems and decoder structures and select suit-
able ones to be integrated as a uniform model for this task.

For time series problems, many works have been conducted. Typical
approaches include Long Short-Term Memory (LSTM) [10] and Bidirectional
Encoder Representations from Transformers (BERT) [4]. LSTM is a well-known
variant of recurrent neural network (RNN), which addresses the vanishing gra-
dient problem and is capable of capturing long-term dependencies. BERT is
designed for natural language processing (NLP), which performs great for pro-
cessing text sequences in language generation tasks and natural language under-
standing tasks. Our novelty detection handles online streaming video data which
contains a large amount of visual information with long-term dependencies. The
ideal model needs to capture the characteristics of the visual feature and long-
term temporal dependency information. In addition, efficient online processing
is also demanded. To choose a better model to be integrated into our frame-
work, we conduct preliminary experiments over the influencer dataset in Sect. 4
to compare the effectiveness and efficiency of the detection using these two mod-
els. To adapt BERT from NLP to general sequence processing, we abandon the
tokenizer and modify the input as the feature sequence. With the same input
sequences seq ∈ RM×q×d, the AUROC score and the average time cost of the
two models are reported in Table 1. According to the table, LSTM outperforms
BERT in terms of AUROC. This could be caused by the difference between
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visual feature-based learning and text-based learning. Besides, some studies [6]
also reveal that LSTM outperforms BERT on some tasks and datasets. For effi-
ciency comparison, BERT takes much more time than LSTM. This is because
BERT has a larger model complexity than LSTM. What’s more, this also leads
to the requirement of many resources to train or fine-tune. Therefore, we utilize
LSTM structures to model the sequence of features and capture its long-term
information.

In this work, we aim to generate the prediction of the next-time segment from
a sequence of segments and enlarge the difference between normal and novel
segments. From the view of seq2seq [27], RNN can be used as both encoder and
decoder to generate an objective sequence from the input sequence. Thus, the
LSTM modeling the sequence of segment features can be regarded as an encoder,
and we also use another LSTM as the decoder. However, instead of generating
a new sequence, we focus on the next segment of the input sequence. Hence,
given the input sequence, we only take the last hidden states which are the most
relevant to the next time segment as the input of the decoder and reconstruct a
vector to represent the next time segment. With this processing, we reduce the
computing cost of reconstruction while keeping the most relevant information.

Table 1. Comparison of average time cost.

Methods LSTM BERT

AUROC (%) 77.98 71.22

Time cost (ms) 9.4 67.3

Training Strategy. In this work, we first organize q consecutive features as
an input sequence st = [ft−q, ..., ft−1] to cover 250 frames according to the
previous work [7]. For filtered feature set F ′, the set of feature sequences is
Seq = {st1 , st2 , ..., stn}. Besides, we collect all next-time segments of sequences
as set X = {ft1 , ft2 , ..., ftn}. For each sequence st, we put it into LSTM and
get a set of hidden states {hi} with corresponding cell states {Ci}, where i =
t − q, · · · , t − 1. As mentioned before, we only take the last hidden states (with
the cell states) into consideration and this process is formulated as:

[ht, Ct] = LSTM(st) (2)

To train the LSTM decoder, we first initialize its states by the last states of
the encoder [g0, C0] ← [ht, Ct], and a full-connection layer is added to generate
prediction of next-time segment from the hidden state g1. The representation of
the next-time segment is computed by:

f̂t = De([ht, Ct]) (3)

For the given feature sequences Seq and corresponding next-time segments X,
the prediction of X is calculated by:

X̂ = M(Seq, θ) (4)
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M is the integrated model and θ is the set of parameters to be learned. To
jointly optimize the LSTM and decoder networks and make the decoder layer
reconstruct properly feature from the hidden state of LSTM structures, we for-
mulate the objective function based on reconstruction error. We compute the
L2 loss between the input features and the reconstructed features by MSE. The
objective function is shown below:

LM = MSE(X̂,X) (5)

The model is optimized by minimizing the objective function. Specifically, we
randomly initialize the states of LSTM and decoder layers and optimize the
model with Adam [13] algorithm which is an effective and efficient optimization
algorithm and is widely used in deep neural network training. The learning rate
is set to 0.001 and adjusted with the epoch increasing.

Novelty Identification. With learned model M(·, θ), given incoming feature
sequence st and the corresponding feature ft, the reconstructed feature f̂t and
reconstruction error can be computed by:

REt = ||f̂t − ft||2 (6)

where f̂t = M(st, θ). Different from the traditional reconstruction error-based
measurement that normalizes the reconstruction error values into (0, 1), we keep
the values in the original space. Because it’s impossible to find the minimal and
maximal reconstruction errors on the streaming data in real online social video
scenarios.

4 Experimental Evaluation

In this section, we will present the effectiveness and efficiency of the proposed
framework on novelty detection in online social video.

4.1 Experimental Setup

Table 2. Overview of datasets.

Dataset Duration Description

Influencer 09:52 Influencer makes an introduction of products for promoting

Speech 10:06 Speaker makes a formal speech to express opinions

TED 10:15 Expert presents a talk at TED conference

As presented in Table 2, we conduct our experiments on a 30-hour video
collection which is downloaded from bilibili2. And it contains three types of video:
2 https://www.bilibili.com/.

https://www.bilibili.com/


154 C. He et al.

influencer, speech, and TED talk. The influencer dataset contains videos mainly
about an influencer promoting products. They would introduce some items in
specific styles (actions, gestures, etc.). Speech videos are about a speaker making
a formal speech, and their actions are quite limited. And TED talk dataset
contains influential videos from expert speakers on education, business, science,
tech, and creativity. Different from a formal speech, the speaker in the TED talk
would interact with the audience by using more actions and gestures. For each
type, we select about 10-hour videos to organize the dataset, and each video is
resized to 480×480 with the 25 FPS. In experiments, we divide the datasets into
training, validation, and testing parts by 3 : 1 : 1. Only the normal segments in
the training part are used for model learning.

To label the novelties, 5 evaluators who majored in computer science are
given these videos. After watching, they will report segments which they think
are novel. Segments which are voted by more than 2 evaluators will finally be
regarded as novelties.

4.2 Evaluation Methodology

We compare the proposed framework with three novelty detection methods:
LTR [8], SCL [19] and VEC [29]. LTR [8] utilizes a fully convolutional feed-
forward deep autoencoder-based approach to learn representation and classifier.
SCL [19] is based on dictionary learning to learn the normal behaviors and used
reconstruction error to measure anomalies. VEC [29] addressed novelty detection
with a new learning paradigm, which trains deep neural networks to complete
the erased patches of incomplete video events.

To estimate effectiveness, we report our results using the Area Under the
Receiver Operating Characteristic curve (AUROC), following previous works
on novelty or anomaly detection [8,19,29]. With the ROC curve, the sensitivity
(true positive rate) and specificity (true negative rate) for all potential thresholds
are incorporated in the AUROC score. The high AUROC score indicates that
the model is good at distinguishing. To estimate the efficiency, we report the
average time cost for detecting novelty on testing parts of the datasets.

The proposed framework is implemented using the Pytorch, a widely used
deep learning library. The experiments are carried out using an Intel i5, 2.30 GHz
processor machine with 4 GB NVIDIA GTX 1050Ti graphics card.

4.3 Effectiveness Evaluation

In this section, we first evaluate the effect of iterative outlier detection for clean-
ing feature space and find the optimal parameters for the algorithm. Then
we study the effect of training epoch number based on reconstruction error.
Finally, we compare the proposed model with the other three novelty detection
approaches.
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Effect of Iterative Outlier Detection. We evaluate the effect of the proposed
iterative outlier detection algorithm with different triggering thresholds τ on
original extracted features. The AUROC of novelty detection is reported by
varying τ from 0 to 2, which controls the tolerance of outliers. With different τ ,
multiple sets of outliers are generated. When τ = 0, no outlier is selected and the
original feature set will not be filtered. Following that we conduct LSTM-Decoder
model training on each filtered feature set. The results of novelty detection for
three datasets are presented in Fig. 3.

For the influencer dataset (Fig. 3(a)), we observe that AUROC grows with
the τ increasing at the beginning (τ is from 0 to 1.1). This demonstrates that
the original feature set contains noises and outliers which weaken the model
learning. Comparing with the no-filtering, where τ = 0 and AUROC = 0.7459,
the proposed iterative outlier detection method does improve the effectiveness
(AUROC = 0.7798) of the model. On the other hand, a large τ leads to a loose
condition for selecting outliers, where many features are excluded. This could
misjudge the normal features, and the AUROC descends (τ is from 1.1 to 2.0).
Similar observations are obtained on speech and TED datasets. Generally, the
optimal AUROC is achieved when τ is around 1.0. Hence, we set τ to 1.0 and
generate the filtered feature sets for the following experiments.

Fig. 3. Effect of τ .

Fig. 4. Effect of epoch.
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Effect of Epoch. To evaluate the effect of epoch, we report the average recon-
struction error (RE) over epochs on three datasets. According to the tendency
of RE, we can achieve a suitable epoch number for model convergence. Specif-
ically, we compute RE for training, validation, and testing parts by the Eq. 6.
It’s worth noting that, the training part only contains features of normal seg-
ments. Correspondingly, only normal segments in the validation part and novel
segments in the testing part are sampled to show the difference between normal
and novel segments. Figure 4 shows the change of RE values over epochs. We
have several observations: (1) The average RE for different parts are distinc-
tive. For all datasets, RE of the training part converges after around 50 epochs,
meanwhile, RE curves of validation and testing parts become stable. This indi-
cates that the proposed model is able to capture the information which could
be used for detecting novelties. (2) Besides, we get a large difference between
validation and testing parts on the influencer dataset, while the difference is
relatively small on speech and TED datasets. It is because influencer videos con-
tain more discriminative action information than speech and TED videos. And
this corresponds with the observation that influencers would like to use more
actions and gestures, but the speaker in a speech or TED talk keeps few actions.
In experiments, we set the maximal epoch number as 400 and report the best
detecting performance.

Fig. 5. ROC curves comparison.

Table 3. AUROC comparison.

Method Influencer Speech TED

SCL 0.5469 0.4833 0.5282

LTR 0.6685 0.5104 0.5362

VEC 0.7478 0.5362 0.5559

LD 0.7798 0.5298 0.5604
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Effectiveness Comparison. To further evaluate the performance of proposed
method, we compare effectiveness of LSTM-Decoder (LD) method with three
existing novelty detection methods, LTR [8], SCL [19] and VEC [29]. First,
the ROC curves are presented in Fig. 5 (a)–(c). As we can see, the proposed
LSTM-Decoder outperforms other methods on the influencer dataset and gets
similar curves with VEC on speech and TED datasets. Specifically, SCL gets
the worst performance on all datasets for it’s based on traditional sparse coding
and handcrafted representation. LTR utilizes fully convolutional networks and
an autoencoder structure, which is able to capture more information. However,
the convolutional network only captures short-term information by taking several
frames as input. VEC gets better curves than LTR and SCL on all datasets. This
is because VEC uses both appearance information and optical flow as the input
of the model and trains the model in a novel learning paradigm. However, VEC
builds on a designed spatio-temporal cube which also only considers short-term
information. And this leads to the second best on influencer and TED datasets.
In addition, all methods get limited AUROC on speech and TED datasets. It
is because limited actions in speech and TED talk videos lead to the shortage
of visual information, no matter short-term or long-term, for novelty detection.
Therefore, all methods perform poorly, especially on the speech dataset. Fur-
thermore, we report corresponding AUROC in Table 3. As observed before,
LSTM-Decoder gets the best AUROC on influencer and TED datasets, which
verifies the effect of long-term information. VEC gets slightly better AUROC
on the speech dataset. This could be contributed by the complex structures of
VEC. LTR is inferior to VEC and the traditional method SCL performances
worst.

4.4 Efficiency Comparison

In this section, we report the average time cost for detecting novelty on testing
data to present the efficiency comparison. As reported in Table 4, LTR costs
the least time since it can be modeled in an end-to-end manner and the fea-
ture extraction is embedded in the whole model. For VEC and the proposed
LSTM-Decoder, an independent neural network is used as a feature extractor.
However, with the help of GPU, they can still process frames at a fast speed. As
for SCL, it’s a traditional sparse coding method, and handcrafted features need
to be computed. Thus, it costs much more time than other methods. Due to the
network structures, the proposed method gets second best in efficiency compari-
son, but it achieves better effectiveness performance than LTR. To conclude, the
proposed method is efficiently acceptable for novelty detection in online social
video.
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Table 4. Time cost of different methods.

Method SCL LTR VEC LD

Time cost (ms) 102 18 52 32

5 Conclusion

In this paper, we design a generic framework, LIREM to explore novelty detec-
tion in online social video. We first propose a novel iterative outlier detection
method to clean the feature space. Then, we model the features of video seg-
ments as sequences and design an LSTM-Decoder-based model to capture the
long-term information for novelty detection. The experimental results show the
effectiveness and efficiency of our proposed framework against baseline novelty
detection methods.
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Abstract. In an ideal world, IT service adoption is derived from the value it gives
to the different stakeholders. However, in the real world, human behavior may
induce sub-optimal decision making that raises barriers to the optimal adoption
of the service. In this paper, we focus on a specific and common behavioral phe-
nomenon – present bias – people’s tendency to prefer immediate gratification at
the expense of future outcomes.We start by conceptualizing the considerations for
selecting the economically-preferred IT service, from a list of alternatives. Then,
we devise an approach for assessing the present values of the alternatives from the
viewpoints of the various stakeholders. Lastly, we evaluate our approach using a
case study of service adoption in a multinational technology enterprise.

Keywords: Behavioral economics · IT adoption · Present bias · Service value

1 Introduction

In an ideal world, service value is the core determinant of stakeholder decisions regard-
ing the adoption of IT services. In real life, however, there are many barriers, hampering
optimal practice of the decision-making process. The list of barriers confronted by the
organization includes technological challenges (problems of security, insufficient infras-
tructure), organizational factors (management style, shortage of financial sources), bar-
riers arising from the surrounding environment (incomplete knowledge of the market),
and individual barriers (bounded knowledge, personal relations in the organization) [1].
A recent systematic review [6] suggest guidelines for IT adoption and ways to overcome
adoption barriers. Specifically, it is suggested that “decision makers should adopt IT in
a formalized manner; making IT planning and strategy necessary before implementing
IT.” While this review focuses on small and medium organizations, we find the material
it presents relevant to large enterprises, as well. Many studies on technology adoption
aim to understand, predict, and explain variables influencing adoption behavior at the
individual, as well as at the organizational, level [18]. These studies have led to the devel-
opment of conceptual models and frameworks aimed at understanding the relationship
between barriers and adoption behavior.
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In our research, we focus on real-world situations, where aspects of human behavior
induce sub-optimal decision making. We list causes for such behavior and point to
possible behavioral and economic interventions to improve the chances of adoption of the
economically-preferred IT service, out of a list of alternative solutions. We concentrate
on a specific prominent cause of sub-optimal behavior, namely – present bias – people’s
tendency to prefer immediate gratification at the expense of future outcomes. Having
presented a root-cause analysis of human behavior, which results in convergence to
economically-inferior solutions, we devise an approach that facilitates the selection of
the preferred alternative. In particular, we shed light on the following questions: (i)What
are the behavioral properties that hamper optimal decision making by the enterprise’s
stakeholders? and (ii) What remedies may be employed for improving the decision-
making process and arriving at adoption of the economically-preferred solution?

Our main contribution is a conceptual model, accommodating the phenomenon of
present bias, highlighting both behavioral and economic considerations, and assessing
the present values of the alternatives from the viewpoints of the various stakeholders.We
further present and discuss a case study based on a real IT service adoption scenario in
a multinational technology enterprise, and demonstrate the potential of our approach to
improve IT service adoption, through employing behavioral-economics principles and
tools.

The rest of the paper is structured as follows. Section 2 presents the underlying
conceptual model; Sect. 3 provides a root-cause analysis of economic behavior, yielding
a behavioral model for improving service adoption; Sect. 4 presents some preliminary
results and insights from our case study; Sect. 5 reviews the relevant literature; and
Sect. 6 summarizes and highlights some future research directions.

2 The Underlying Conceptual Model

In our previous work [11], we developed a conceptual value-based service adoption
model whose goal is to analyze IT service alternatives from IT and organizational per-
spectives. That version of the model referred only to core organizational and IT concepts
and ignored economic and behavioral considerations. Figure 1 presents an extended ver-
sion of that conceptual model (the extensions are marked in grey in the figure), and
Table 1 summarizes the elements. Sections 2.1 and 2.2 explain the organizational and IT
concepts, respectively, while Sect. 2.3 concentrates on the combination of concepts. In
Sect. 3, we introduce a root-cause analysis of economic behavior on top of this extended
value-based service adoption model.

Throughout this paper, we exemplify the concepts and considerations on a case study
of a vehicle management IT service in a multinational technology enterprise. The case
study is elaborated in Sect. 4 where we evaluate our approach. Here we describe some
essential characteristics that help us demonstrate the approach. The operations team at
the enterprise is responsible for managing the vehicle fleet, ordering new vehicles when
needed, tracking toll payments, reviewing and validating invoices, pricing new vehicle
models, and providing a catalog of available vehicles for the employees. Currently, the
team manages the service with spreadsheets that require frequent manual updates and
provide limited access to the information by the employees who receive and use the
vehicles.
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Fig. 1. The extended conceptual model (the extensions are marked in grey)

2.1 Organizational Concepts

An enterprise, a.k.a. Multi-Business Organization (MBO), is composed of business
units (BUs), each of which consists of a group of stakeholders with similar or mutual
business goals. The business units are evaluated via performance indicators (PIs) –
success measures of the enterprise or of particular business units of the enterprise [2].

The performance indicators may be weighted (i.e., prioritized) differently by the
business units (e.g., ranging from irrelevant to very high priority). We denote this pri-
oritization by PriPI. In our vehicle management case study, we refer to six stakeholder
groups: the executive level management (management for short, acting strictly under an
economic rationale); the IT department (in charge of selecting, implementing and main-
taining the IT solutions); the corporate operations team (the business unit responsible for
managing the vehicle fleet); the finance division (for auditing and controlling purposes);
the payroll division (for salary calculations); and the employees in their role as service
users1. The management evaluates operations in economic-value maximizing terms,
such as Return on Investment (ROI) and Earnings per Share (EpS). The other units (i.e.,
stakeholder groups) are evaluated in terms related to their activities, which are aimed

1 Although not a homogeneous business unit, the employees are the ones who receive and use
the vehicles and thus an important stakeholder group with similar characteristics to a certain
extent.
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at providing the management with tools to measure and incentivize the units towards
economic-value maximization. The IT department, for example, is mainly assessed via
cost per lead/service; Delivered in Full, On Time (DiFOT) rate; and customer complaints
[2].

Enterprises evaluate projects based on the capital costs that are required for execu-
tion. The cost of capital is characterized in our model by a discount factor (marked by
δ), which converts future cash flows to their present values. In general, rational financial
models implement discount factors in a time-consistent manner by exponential discount-
ing. That is, the present value of a future, time-t reward (vt) is obtained by multiplying
it by the discount factor (δ), raised to the power of t. In contrast, psychological studies
(cf. [8]) have documented behavioral deviations from exponential discounting. Hyper-
bolic discounting has been suggested as an alternative mathematical model that lies
closer to some individuals’ observed preferences [10]. Laibson [16], for example, pro-
posed quasi-hyperbolic discounting (a.k.a. “β-δ preferences”), providing a discrete-time
approximation for hyperbolic discounting. The model uses a present bias factor (β),
which is the behavioral tendency to settle for a smaller immediate reward rather than
waiting for a larger future reward. When β equals 1, the quasi-hyperbolic model reduces
to exponential (i.e., rational) discounting. In our model, we assert that the greater the
distance (in the organizational hierarchy) a business unit is from the management, the
smaller is its β value. Further, β is 1 for the executive level management, which is pre-
sumed to represent the rational approach. In the future, we plan to explore additional
factors which may have impact on β values.

2.2 IT-Related Concepts

We assume that the enterprise considers a set of services. The notion of service has
different meanings in various disciplines, including service as behavior perspective,
service as value co-creation, service as capability, service as application of competences
and service as software [19]. Inspired by [18], we refer to a service (S) as a self-contained
unit of software that performs a specific task for business units. A service can be realized
by a set of alternatives (A), each of which is a specific implementation of the service. An
alternative has (or exhibits) a set of features (F) – prominent or distinctive user visible
aspects, qualities, or characteristics [13]. An alternative may support a particular feature
to a certain degree (represented in the model by HasF).

A service alternative offers a range of participation values, which are delivered by
the features of the service alternatives. Like service, the term value is also heavily over-
loaded. Nevertheless, irrespective of the exact definition, two characteristics of value are
discussed in [22]. First, value is goal-dependent, i.e. things have value to people because
they allow them to achieve their goals. Second, value is ascribed to experiences (not
objects) and is subjective in nature. Accordingly, we define participation value (PV) as a
value that the participants may gain from using the service alternative [21]. Participation
value comprises both economic value and less tangible values such as service quality,
service equity, confidence benefits, or perceived sacrifice [9]. Participation value influ-
ences the performance indicators through value impact factors, represented in the model
by the relation VI. For instance, efficiency contributes to ROI, EpS, DIfOt rate, and cost
per lead/service; whereas usability contributes to quality index and DIfOt rate.
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Table 1. A summary of elements (alphabetically ordered, grouped by type; attributes appear
under their underlying concepts)

Name Type Abbr. Description

(Service) Alternative Concept A A specific implementation of a service

Business Unit Concept BU A group of stakeholders with similar or mutual
business goals

Business Unit.Present bias factor Attribute β A factor reflecting the behavioral tendency to
settle for a smaller immediate reward rather
than to wait for a larger future reward

Enterprise Concept E An organization that consists of several
business units providing services to external or
internal customers

Enterprise.Discount factor Attribute δ A factor converting future cash flows to their
present values

Feature Concept F A prominent or distinctive user-visible aspect,
quality, or characteristic of a service
(alternative)

Participation Value Concept PV The value which a participant gains from using
a service alternative

Performance Indicator Concept PI A success measure of the enterprise or any of
its particular business units

Service Concept S A self-contained unit of software that performs
a specific task for business units

Adoption Effort Relation AE A mapping A × BU → �, indicating the
costs/efforts (V0) of adopting a service
alternative by a business unit

Delivers Relation Dlv A mapping F × PV → [0, 1], indicating the
degree to which a feature delivers a
participation value

Has Relation HasF A mapping A × F → [0, 1], indicating the
degree to which a service alternative
implements a feature

Influences Relation VI A mapping PV × PI → [0, 1], indicating the
degree to which a participation value impacts a
performance indicator

Is-evaluated-by Relation PriPI A mapping BU × PI → [0, 1], indicating how
a business unit prioritizes its performance
indicators

Needs Relation PriF A mapping BU × F → [0, 1], indicating how a
business unit prioritizes a feature of the service
alternatives



166 I. Reinhartz-Berger et al.

Returning to our case study, we consider three service alternatives: (A1) retaining
the current solution (spreadsheets and an offline IS based on commercial software) with
a minor addition: the relevant information would be sent to the different stakeholders
quarterly via email; (A2) creating liveBusiness Intelligence (BI) dashboards on top of the
current IS; and (A3) developing a tailor-made IS that would allow simple data access,
have a user friendly interface, provide invoice auditing tools, and integrate with the
payroll system. The alternatives, A1 to A3, are ordered by their richness of functionality,
in ascending order. So, A3, if implemented, would further deliver participation values of
efficiency, usability, flexibility and accessibility. However, A3 requires more resources
than the other alternatives and calls formorewillingness to adopt changes by the business
units.

Note that business units adopt service alternatives with certain features in order
to satisfy their business needs while improving their performance based on the value
delivered from the features. In other words, features are needed by the business units
at varying levels of priority (represented in the model as PriF). These priorities are
subjective as discussed above. However, we assume that people belonging to the same
business unit and thus having similar goals will assess these priorities similarly. For
example, the finance division is mainly focused on auditing support from the service,
while the corporate operations team and the employees are more interested in the quality
of the user interface. In the future, we plan to conduct an empirical study to explore this
hypothesis in the context of IT service adoption.

Each business unit is required to invest some effort in adopting a given alternative.
This is quantified in the model by current value (V0). For simplicity, we assume that the
costs of developing and adopting alternatives occur in the present, i.e., in period zero
(denoted by V0); the future rewards of using the alternative are presented in period-one
value (denoted by V1), which takes into consideration the discounted values of all future
periods, including maintenance costs. In our running example, the present value of A1
is the smallest and that of A3 is the largest.

2.3 A Value-Based Service Adoption Model

In our model, we aim at selecting the economically-preferred alternative and maximize
its adoption by all business units. Hence, we express the impact (benefits) of the various
service alternatives (different combinations of features). This can be used for estimating
the future values of the service alternatives (V1). We define two types of outcomes: IT-
driven (the red/solid path in Fig. 1, involving mainly IT-related concepts) and BU-driven
(the blue/dashed path in Fig. 1, involving mainly organizational concepts).

Definition 1. An IT-driven outcome represents the impact of the participation values of
the proposed service alternatives on the enterprise performance indicators. It is computed
as:

HasF ⊗ Dlv ⊗ VI

where ⊗ indicates matrix multiplication2.

2 We assume matrix representations of all mappings.
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Definition 2. A BU-driven outcome represents the values offered by the proposed ser-
vice alternatives to each business unit, taking into account the priorities of the business
units for specific features and performance indicators. This is computed by:

HasF ⊗ PriFT ⊗ PriPI

where PriFT is the transpose of PriF and ⊗ indicates matrix multiplication.

Figure 2 exemplifies possible outcomes for our case study. They are represented as
radial axis plots, where the radial axes represent the different performance indicators
(PIs) and each proposed service alternative is represented as a polygon. The closer a
vertex is to the origin, the lower the performance indicator value of that alternative is.
The left figure (a) is IT-driven. It clearly shows that A3 (developing a new tailor-made IS)
is superior in all examined performance indicators. However, the right figure (b), which
considers the business units’ preferences in terms of features (PriF) and performance
indicators (priPI), shows that A2 (adding BI dashboards) may be more beneficial in

Fig. 2. Examples of possible outcomes: (a) IT-driven and (b) BU-driven

Fig. 3. ABU-driven view (HasF⊗ PriFT), highlighting the preferences of the individual business
units
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terms of cost, time, and resources. A2 also performs closely to the more expensive and
desirable solution (A3) in terms of customer complaints.

Figure 3 shows another BU-driven view that mainly considers the business units’
prioritization of features (PriF); here the radial axes represent the different business
units. It is clear that while the management, payroll and finance divisions prefer the third
alternative (A3), the IT department and the corporate operations team, who are central
stakeholders, prefer alternative A2. The employees seem to be indifferent to alternatives
A2 and A3. Note, however, that from a behavioral point of view, adopting A3 might be
hampered due to people’s tendency to resist changes and avoid adoption of new habits.
Thus, we suggest employing behavioral economics strategies to support the process of
selection and adoption of IT service alternatives.

3 Root-Cause Analysis of Economic Behavior

Our study illustrates the observation that the subjective values of the business units
are not always aligned with the enterprise value. While the management evaluates the
alternatives by discounting their future outcomes according to economic principles, the
other units (in the current case study, mainly the corporate operations team and the IT
department) assess them using subjective, behavioral discounting rates that represent the
excess weight they assign to present-time outcomes.

The macroeconomic implications of present bias are very significant. To incorporate
them into the understanding of the economy, Benchimol et al. [4] devised a theoretical
framework for optimal monetary policy, acknowledging the time inconsistency char-
acterizing intertemporal choices of consumers. Based on this work, we suggest the
following definition for the present value of an alternative for a business unit.

Definition 3. Let δ be the (economic) discount factor and βj – the present bias factor of
business unit j. The present value of alternative Ai for business unit j is calculated as:

PVj(Ai) = V0j(Ai) + βj ∗ δ ∗ V1j(Ai),

where V0j (Ai) is the current value assigned to the adoption of alternative Ai by business
unit j and V1j(Ai) is its future value (e.g., as presented and demonstrated in Fig. 3).

We denote by A* the alternative evaluated as most valuable by the management,
assuming that the management considers the enterprise’s aggregated values and costs of
each alternative. In other words, A* is the alternative that has the highest present value
for the management (maxi (PVmanagement(Ai)). However, for a service alternative to be
adopted, it is not sufficient to provide the highest value for the enterprise (represented
by the management); it should also provide a high value for each relevant business unit.
We thus distinguish between the cases depicted in Table 2.

If all business units agree to adopt the selected alternative (A*), no intervention is
needed. If this is not the case, i.e., a business unit still prefers adopting Ai over A*,
then behavioral or economic interventions are needed. Behavioral intervention calls for
applying nudges – positive reinforcement and indirect suggestions that aim to influence
the behavior and decision-making of groups or individuals [24]. As the cost of most
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nudges is negligible, behavioral intervention should be always considered first. However,
their effect is limited; they can increase the present bias factor of a business unit j to some
extent, namely βj < β’j ≤ 1, where β’j is the original present bias factor of business unit
j and β’j is its new (maximal possible) value after performing behavioral interventions3.
If behavioral interventions are not sufficient, economic interventions should also be
considered.

Table 2. Possible interventions

# Case Intervention

1 All business units prefer A*; Formally
expressed:
PVj(A*) < PVj(Ai) for all i, j

No need

2 There is business unit j preferring alternative
Ai, but may prefer alternative A* with some
behavioral interventions; Formally expressed:
There are i, j, β’j such that
PVj(Ai) < PVj(A*) < V0j (Ai) + β’j * δ *
V1j (Ai)

Behavioral intervention should be
considered (to increase β to a higher value
that will make A* more preferable than Ai
for business unit j)

3 There is business unit j preferring alternative
Ai, and behavioral interventions will not be
sufficient to make it prefer alternative A*;
Formally expressed:
There are i, j such that for each β’j
PVj(A*) ≥ V0j (Ai) + β’j * δ * V1j (Ai)

Both behavioral and economic intervention
should be considered

4 Preliminary Results

To evaluate our model, we tested it based on a real situation at a multinational enterprise.
This enterprise mainly designs and produces semi-conductors but also offers many other
products and services. It has more than 50,000 employees around the globe, organized
into dozens of business units. Based on the enterprise characteristics, we used a discount
factor (δ) of 0.96.

As part of the employee compensation package, the employees may choose between
additional salary and receiving a company vehicle. Currently, more than 3,000 employ-
ees choose the latter option. The vehicle program costs approximately $60M per year,
including lease, fuel, maintenance, and insurance. The vehicle fleet is managed by the
corporate operations team, but also involves the payroll division for gathering data, audit-
ing and controlling the program, and the finance division for auditing and accounting
for the benefit in the corporate budget.

3 β′
i can be experimentally identified for each business unit. We plan to address this part in future

research.
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The enterprise currently uses a commercial software package to which most stake-
holders have no direct access. The IT department suggested three alternatives: (A1)
extending the current solution so that the relevant information will be sent to the dif-
ferent stakeholders quarterly, via email; (A2) creating live BI dashboards on top of the
current solution; and (A3) developing a tailor-made information system.

Table 3 presents estimated values for our case study.We begin the analysis by depict-
ing the current values assigned to the adoption of each alternative Ai by business unit
j, i.e., V0j(Ai). To do so, we recorded the effort levels needed for the adoption of each
solution by each of the business units, using a five-point Likert scale: 0.00 – no effort is
needed; −0.20 – very low; −0.40 – low; −0.60 – medium; −0.80 –high; and −1.00 –
extremely high. We denote the obtained values by V*

0j(Ai). Note that as these values
represent effort, they are non-positive. Generally, for all business units, A3 requires a
vast resource investment, and hence has the most negative value, while A1 requires very
little effort. The corporate operations team and the IT department invest much more time
and effort than the other groups of stakeholders and hence their effort levels are larger
(more negative values).

Turning to the future-period values of the service alternatives, denoted V*
1j(Ai) for

business unit j, we built on the BU-driven outcomes, as depicted in Fig. 3. Recall that
these values include maintenance costs of the alternatives through financial performance
indicators.

To assess the present bias (β) values of the business units, we incorporate behavioral
principles. Working on the assumption that the farther away a business unit is from the
management in the organizational hierarchy, the lower is its β value, we postulated β

values as 1/(1 + d), where d measures the distance of the business unit from the man-
agement. The employees are the farthest from management, followed by the corporate
operations team, the IT department, the payroll division, and the finance division, result-
ing in the β values appearing at the leftmost column of Table 3. We acknowledge that
additional attributes affect the β values of the business units, for example, the extent to
which their employees possess a tendency to make changes. Specifically, they may be
willing to adopt changes, or may be unable to adjust to changes [14]. We leave the actual
change-attitude modification of the β values for future research.

Table 3. The present values of the service alternatives in our case study

V0 V1 PV V0 V1 PV V0 V1 PV
Management 1.00 0.00 0.07 0.06 -0.20 0.31 0.09 -0.40 0.58 0.15
Finance 0.83 0.00 0.29 0.22 -0.20 0.71 0.39 -0.20 1.00 0.61
Payroll 0.77 0.00 0.26 0.19 -0.20 0.58 0.26 -0.20 0.89 0.48
IT dep. 0.63 -0.20 0.20 -0.01 -0.40 0.51 0.06 -0.60 0.42 -0.12
Corporate Operations 0.56 -0.20 0.18 -0.02 -0.40 0.45 0.01 -0.80 0.33 -0.26
Employees 0.50 0.00 0.18 0.08 0.00 0.62 0.29 0.00 0.60 0.28

A1 A2 A3β

Figure 4 shows the present values of the three service alternatives, following Def-
inition 3. It provides a tool for evaluating the effort required in order to persuade all
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business units to cooperate with the adoption of the alternative that is preferred from the
enterprise viewpoint. The figure shows that the preferred alternative (A*) is A3. This is
a consequence of the ranking of the outcomes by the management (which has a β value
of 1). The figure also shows that the payroll and the finance divisions agree with the
management on the preferred alternative (and the whole order of preference), while the
IT department and the corporate operations team prefer A2, and the employees slightly
prefer A2 over A3 (but can be considered as indifferent to those alternatives). Note that
in this case there are no changes in alternative rankings when considering behavioral
aspects (see Fig. 3 and Fig. 4), but the differences between the rankings of some business
units decreased due to the expected adoption effort (as reflected in V0 values) and the
present bias (as reflected in β values), of these business units.

Having mapped the business units’ preferences, we now know which business units
should be the focus of persuasion efforts for the adoption of the preferred solution:
mainly the IT department and the corporate operations team, and to a lesser extent the
employees.

Fig. 4. A BU outcome, taking into account behavioral model considerations

Following the work in [23], we explored two families of nudges as behavioral
interventions:

• Framing: Decisions depend on the way the information is presented. Thus, the man-
agement was advised to present the undesired alternatives (A1 and A2) as losses,
compared to the desired alternative (A3). In particular, the management emphasized
that if A1 or A2 are selected, the project will lose the possibility of integration with
other systems, and much of the support for auditing activities.
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• Priming: Priming effects are a result experience, preceding the decision at stake. Prim-
ing causes decisions to depend on the decision makers’ conscious- and subconscious-
associations with past events. To use this effect, the management was advised to
present historical examples of features related to the desired alternative (A3) in a
favorable light, and examples of features related to the undesired alternatives (A1 and
A2) in an unfavorable light, prompting associations favoring adoption of the former.

While those interventions increased the present bias values of the business units, they
were not sufficient to convince the IT department and the corporate operations team to
prefer A3; they were still concerned that the investment would not pay off. Thus, we
further recommended using classical economic incentives, in conjunction with the above
nudges. Specifically, the management was advised to compensate all employees for the
effort they would have to make in adopting alternative A3 (each employee got a bonus
of 250$). In addition, some of the work, originally planned for the IT department and
the corporate operations team, was reallocated to other business units; in particular, the
finance and payroll units were responsible for the communication with the supplier of
alternative A3.

The enterprise is currently seven months after adoption alternative A3. Although the
old solution remained available for the employees, only a single use of that system was
recorded after the completion of the adoption process.Moreover the corporate operations
team reports on full usage of the new solution (A3) and reduction of support phone calls
to almost zero.

Despite the impressive success of the adoption process, some threats to validity
remain. First, the scope of the study is limited to a single enterprise and a single service.
Further research should evaluate the suggested approach in additional settings. Second,
we explored a small set of behavioral interventions and they seem to work to a certain
degree in the examined case. Exploration of additional nudge families is planned, as well
as experimental assessment of the present bias values (both βj and β’j). Third, we used
a particular set of values (for calculating PVj) and assumptions (e.g., for calculating βj).
Although the values were determined and the assumptions were verified by consulting
relevant stakeholders, an empirical study is planned to explore these aspects and their
impact on decision making and IT service adoption.

5 Related Work

In this section we briefly review works related to adoption challenges and solution
selection, as well as to behavioral economics in information systems research.

5.1 IT Service Adoption Challenges and Solution Selection

Enterprises face challenges in themanagement of conflicting requirements and overcom-
ing IT adoption barriers. The recent systematic review in [6] identified 18 barriers to IT
adoption within small and medium enterprises. These are primarily divided into internal
and external barriers. The internal barriers are further classified according to the involved
entities/stakeholders and their roles in the organization. Top management faces barriers
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due to lack of commitment and engagement; lack of IT knowledge; competences, capac-
ities, and expertise; lack of CEO interest, motivation and desire of growth; and lack of
confidence and perception of IT benefits. End users, on the other hand, face barriers due
to dissatisfaction and resistance to change; lack of participation and engagement; lack
of knowledge and training on IT benefits; and lack of technical expertise and skills. One
of the main findings in this review is that, to succeed in an IT adoption project and over-
come the potential barriers, professionals must ensure the cooperation of all stakeholders
of IT adoption and promote the acceptance of change throughout the organization. The
enterprise must ensure the diffusion of information, IT knowledge and skills to the users,
managers, external consultants and partners throughout the IT adoption process (prepa-
ration, planning, implementation, tests, maintenance, etc.). Our approach follows this
finding and calls for involving all relevant stakeholders in a co-creation process.

Requirement prioritization [5] and multi-criteria decision making (MCDM) [24]
techniques have been suggested to support solution selection, when more than one alter-
native exists. Many of them use fuzzy logic and machine learning algorithms to improve
their performance. They all concentrate on finding the best alternatives in a static con-
text. Our approach further recommends the use of behavioral and economic interventions
in order to change the context and thus maximize IT service adoption by all relevant
business units.

5.2 Behavioral Economics and Its Roles in Information Systems Research

A recent paper [3] contains a critical analysis of behavioral economics in informa-
tion systems. It provides an intensive investigation of quality information-systems
research, using bibliometric content analysis. The analysis shows that information sys-
tems researchers have a general understanding of behavioral economics, but their use
of the theories has an ad-hoc feel, with only a narrow range of behavioral economics
concepts and theories, forming the foundation of their research.

The papers [17] and [7] from the above study are the most relevant for our research.
The first paper, by Lee and Joshi [17], examined the use of status-quo bias in infor-
mation systems research, finding that researchers focus primarily on rational cost-and-
benefit analysis, neglecting the phenomenon of status-quo bias prevalent in individuals’
decision-making process, that manifests their cognitive limitations (and bounded ratio-
nality). They further highlighted and elaborated on the key tenets and components of
status-quo bias that may be useful in advancing research on user acceptance/resistance to
new information systems. Lee and Joshi also referred to thework ofKimandKankanhalli
[14] who study the issue of user-resistance to information systems and go beyond the
status-quo bias to include other influencing factors from the technology acceptance liter-
ature: switching costs,4 colleague opinion, self-efficacy for change, perceived value, and
organizational support for change. They provide practical recommendations to manage-
ment on how to alleviate user resistance to information system implementation, including
fostering champions of the system, providing training, and emphasizing the benefits of
switching, over its costs.

4 An empirical analysis on the significant impact switching costs exert on behavior may be found
at [15].
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The other relevant paper from the bibliometric study, by Ferratt et al. [7], employs the
taxonomy of fast and slow (a.k.a. system-1 and system-2) cognitive processes to develop
a novel theory of IT adoption (cf. [12]). The three main insights from this theory are:
(i) the cognitions that lead to a default response are not necessarily the cognitions found
in extant theories of IT use; (ii) both system-1 (unconscious) and system-2 (conscious)
processes are subject to bounded rationality; and (iii) the relationship between learning
and the intervention potential for a system-2 response, although negative, may not be
linear. The authors pointed to the need for further research on the cognitive control
problem, exploring the effects of heuristics, nudges and bounded rationality on decisions
to employ IT.

Overall, mainstream research in behavioral economics focuses on understanding
the behavior of individuals. Arguably, behavioral economics may, and should, also be
applied in the context of enterprises since the activities of business units are conducted by
individuals. Thus, in thiswork,we examinedhow to operationalize behavioral economics
for improving IT adoption decisions by the various stakeholders of the enterprise.

6 Summary and Future Research

We presented a behavioral model that conceptualizes the considerations that facilitate
the selection of the economically-preferred IT service, from a list of alternatives. The
approach assesses the present values of the alternatives from the viewpoints of the various
stakeholders (business units in the enterprise). The approach was evaluated on a case
study to demonstrate its abilities.

In the future, we intend to conduct empirical studies to devise and test behavioral
and economic interventions that would help the enterprise achieve the support of all the
business units in the implementation of the best service alternatives. We will start by
refining the process of interviewing and surveying the business units’ personnel in order
to elicit the relevant values for the behavioral evaluation model. As part of this step,
we will accommodate the work identity and dedication questionnaire to our project’s
needs. We will further suggest treatments and evaluate them in experiments, exploring
different industries anddifferent IT services. In particular,we intend to analyze additional
treatments such as ambiguity, mood, attribution, and stress.

Acknowledgement. This research is supported by the Israel Science Foundation under grant
agreements 1065/19.
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Abstract. The discovery of spatial association rules is a core task in
spatial data science projects and focuses on extracting useful and mean-
ingful spatial patterns and relationships from spatial and geometric infor-
mation. Many spatial phenomena have been modeled and represented by
fuzzy spatial objects, which have blurred interiors, uncertain boundaries,
and/or inexact locations. In this paper, we introduce a novel method for
mining spatial association rules from fuzzy spatial data. By allowing users
to represent spatial features of their applications as fuzzy spatial objects
and by employing fuzzy topological relationships, our method discov-
ers spatial association patterns between spatial objects of users’ interest
(e.g., tourist attractions) and such fuzzy spatial features (e.g., sanitary
conditions of restaurants, number of reviews and price of accommoda-
tions). Further, this paper presents a case study based on real datasets
that shows the applicability of our method.

Keywords: Spatial data science · Spatial association rule · Spatial
fuzziness · Fuzzy spatial data · Fuzzy topological relationship

1 Introduction

Increasingly, applications have required specialized and sophisticated methods
for exploring the special geometric and topological characteristics of spatial phe-
nomena, such as location and spatial relationships. Spatial data science emerges
as an important area that provides such methods [4]. The common assumption is
that spatial phenomena are represented by instances of vector-based data types
called spatial data types [15], such as points, lines, and regions. The locations,
geometric shapes, and boundaries of such instances are precisely defined in space.
Hence, these instances are denominated as crisp spatial objects. This also means
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that the information extracted from these objects is exact. For instance, topo-
logical relationships (e.g., overlap) on crisp spatial objects yield exact results.

However, many spatial phenomena are characterized by spatial fuzziness [4].
Spatial objects with this feature have blurred interiors, uncertain boundaries,
and/or inexact locations. Such objects cannot be adequately represented by crisp
spatial objects. They are properly represented by instances of fuzzy spatial data
types, such as fuzzy points, fuzzy lines, and fuzzy regions. Fuzzy set theory [16] is
used to model such fuzzy spatial objects. The key idea is to assign a membership
degree between 0 and 1 to each point of a fuzzy spatial object. This degree
indicates to which extent a point belongs to the object. An example is a fuzzy
region object that represents the coverage area of expensive accommodations.
In this case, we represent areas with a particular characterization expressed by
a linguistic value (i.e., expensive) in a given context denoted by a linguistic
variable (i.e., accommodations). In this object, points with membership degree
1 represent certainly expensive locations. Points with degree 0 denote locations
that are definitely not expensive. The remaining points (i.e., with degrees in
]0, 1[) characterize locations that are partially expensive (i.e., different degrees
of truth). Spatial operations that handle fuzzy spatial objects are also fuzzy since
they have to deal with the membership degrees of the objects. For instance, a
fuzzy topological relationship (e.g., fuzzy overlap) [3] on fuzzy spatial objects
yields a value in [0, 1] that indicates the degree of truth of the relationship.

The discovery of spatial association rules [11] is a core aspect of spatial data
science applications. The focus is on extracting useful and meaningful spatial
patterns from geometric information. That is, applications can express how fre-
quently two or more spatial datasets are related by using if-then rules, which
have associated values to measure their strength and significance. Usually, the
interest is in mining strong rules, which are rules with large associated values
(i.e., greater than minimum thresholds). For instance, we can mine strong spa-
tial association rules that show how locations of tourist attractions are related
to coverage areas of accommodations and restaurants.

Unfortunately, the available approaches that extract spatial association rules
[7–14] face at least one of the following problems. First, their focus is on dealing
with crisp spatial objects only. Second, they are incapable of processing fuzzy
topological relationships. These problems seriously limit the representation of
spatial fuzziness. The last problem refers to the non-use of linguistic variables
and values to represent different fuzziness levels in objects and relationships.

In this paper, our goal is to solve the aforementioned problems by proposing
a novel method for extracting spatial association rules from fuzzy spatial data.
The central idea is to adequately deal with spatial fuzziness by representing spa-
tial features of users’ applications as fuzzy spatial objects and to compute fuzzy
topological relationships between spatial information of users’ interest (called ref-
erence spatial dataset) and such fuzzy spatial objects. Our method transforms
the degrees returned by fuzzy topological relationships into linguistic values to
intuitively express the meaning of the resulting relationships. Further, we repre-
sent concepts related to topological relationships, linguistic values, and reference
spatial datasets in hierarchies to mine spatial association rules on multiple levels.
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Table 1. Comparison of existing approaches with our work (last column).

Comparison Criteria [11] [14] [13] [7] [8] [9] [10] [12] Our work

Crisp spatial datasets � � � � � � � � �
Fuzzy spatial datasets �∗ �∗ �
Crisp topological relationships � � � � �
Fuzzy topological relationships �∗ �
Hierarchies of concepts � � � � � � �
Linguistic variables and values � �
Multiple-level association rules � � � � � � �

∗limited representation or handling of spatial fuzziness

The main contributions of this paper are:

– It introduces a novel method that solves the problem of discovering spatial
association from spatial phenomena characterized by spatial fuzziness.

– It describes how to discover such rules by computing fuzzy topological rela-
tionships between a reference spatial dataset and fuzzy spatial features.

– It provides the possibility of mining multiple-level spatial association rules
based on hierarchies of concepts.

– It shows the applicability of the proposed method by using a case study based
on real spatial datasets.

The rest of this paper is organized as follows. Section 2 discusses related work.
Section 3 introduces our case study. Sections 4 and 5 summarize basic concepts
needed to understand the proposed method. Section 6 details the architecture of
our method and shows its applicability by using our case study. Finally, Sect. 7
draws some conclusions and presents future work.

2 Related Work

Table 1 compares existing approaches that extract spatial association rules with
our proposed approach. We check whether a given approach deals with different
types of datasets and provides solutions to implementing specific concepts. We
can group these existing approaches as follows: (i) approaches that deal with crisp
spatial data, and (ii) approaches that apply concepts from fuzzy set theory.

With respect to the first group, we highlight the method proposed in [11]. To
the best of our knowledge, it is the first method that extracts spatial association
rules from crisp spatial datasets. It formally defines the concept of spatial associ-
ation rules and employs key ideas from [1], such as the use of minimum thresholds
for support and confidence when extracting rules. In addition, it presents hierar-
chies of concepts for spatial datasets and topological relationships. A hierarchy
for a spatial dataset describes how spatial objects are organized based on their
associated alphanumerical data, while a hierarchy of topological relationships
groups similar relations into a coarser relation. Such hierarchies allow users to
explore the extracted rules in different levels of aggregations (i.e., multiple-level
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association rules). The approach in [14] applies similar concepts to extract spa-
tial transactions, which are used to identify the rules. Other approaches mine
rules by using different strategies, such as inductive logic programming [13], cell
patterns [7], and Boolean matrix [8]. As shown in Table 1, the main limitation
of the previous approaches is that they do not consider spatial fuzziness.

The second group consists of approaches that incorporate fuzzy concepts to
the discovery of spatial association rules. The authors in [9] specify a method
to deal with fuzzy spatial data. They represent spatial fuzziness by using region
objects with broad boundaries. This means that an areal object has three disjoint
or adjacent parts: (i) exterior, which comprises all points that certainly do not
belong to the object, (ii) core, which contains all points that certainly belong
to the object, and (iii) broad boundary, which consists of all points possibly
belong to the object. The rules are based on the computation of topological
relationships for region objects with broad boundaries. As discussed in [3] and
shown in Table 1, this model limits the expressiveness of spatial fuzziness since
it is based on the three-valued logic only. The authors in [10] allow users to
specify fuzzy hierarchies in the sense that membership degrees represent to which
extent an item of a hierarchy belongs to its parent, allowing that an item has
multiple and different membership degrees. In [12], the authors consider the
resulting membership degrees of spatial relationships (e.g., distance relations)
when calculating the support and confidence of the rules. For this, they define a
membership function that determines to which extent a value belongs to a given
linguistic value that represents a spatial relationship, such as near. As shown in
Table 1, this approach deals with spatial fuzziness in a limited way. The reason
is that it maps alphanumerical attributes associated with spatial objects into
membership functions instead of using fuzzy spatial objects.

As previously discussed and shown in Table 1, we conclude that the aforemen-
tioned approaches face problems that negatively affect the task of discovering
spatial association rules from fuzzy spatial data. On the other hand, we intro-
duce a novel method that adequately handles and manages spatial fuzziness
when extracting such rules. This method stores spatial features of an applica-
tion (labeled with linguistic variables) by using fuzzy spatial objects (labeled
with linguistic values). By computing fuzzy topological relationships between
these features and a spatial dataset of interest, our method allows users to mine
multiple-level rules. In particular, the benefit of using linguistic variables and
values is that they allow users to intuitively interpret what a spatial object rep-
resents and the meaning of the topological relationships in the extracted rules.

3 Running Example

Our goal is to discover associations between tourist attractions and characteris-
tics of accommodations and restaurants located in New York City. Hence, our
application is based on three real spatial datasets. The first one stores the tourist
attractions represented by crisp region objects. To build this dataset, we have
used OpenStreetMap data to extract crisp region objects inside New York City
that represent tourist attractions, such as culture, leisure, and historic areas.
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As a result, this dataset contains 12,328 crisp region objects labeled with the
category (e.g., historic) and type (e.g., monument) of the tourist attraction.

The other datasets are based on the application in [5]. The second dataset
refers to the locations of Airbnb accommodations in New York City extracted
from 2021-12-04 to 2021-12-05. The characteristics of interest are the price and
number of reviews of accommodations. We have excluded the lines with missing
data in these attributes from the dataset. The last dataset comprises the most
recent graded inspection results of restaurants in New York City provided by the
Department of Health and Mental Hygiene (DOHMH). To build this dataset,
we have executed the R script supplied by the DOHMH, excluded the lines with
negative scores and missing/invalid latitude and longitude coordinates, and guar-
anteed that the last inspection result occurred before the last extraction date
of the Airbnb accommodations. As a result, we have obtained 38,277 Airbnb
accommodations and 22,642 restaurants. By using them, we aim at represent-
ing the coverage area of each characteristic as fuzzy region objects (Sect. 5) to
understand how such areas are associated with tourist attractions. The imple-
mentation of our running example is publicly available at https://github.com/
accarniel/sarules-fuzzy.

4 Basic Concepts of Spatial Association Rules Mining

An association rule is expressed as A → B (s%, c%) where A and B are itemsets,
i.e., they are sets of items or elements that appear together in a given transaction
of a database [1]. Such a rule means that if the antecedent A occurs, then the
consequent B also occurs with a support of s% and confidence of c%. Support and
confidence measure the strength and significance of rules. Support indicates how
frequently the itemsets A and B appear in the transactions. Confidence denotes
the percentage of transactions containing A that also contain B. Commonly,
users define minimum values for support and confidence to get relevant rules.

A spatial association rule extends the meaning of a classical association rule
by including spatial relationships in the itemsets A or B [11]. The key idea is to
build transactions that store spatial relationships between a spatial dataset of the
user interest and other spatial datasets that represent different characteristics
of the application. Commonly, the employed spatial relationships are topological
relationships (e.g., overlap, inside) [15], which express how two or more spa-
tial objects are related with respect to their relative position. For instance, we
can have a rule that expresses the strength and significance of the overlapping
situation between the coverage area of cut-rate accommodations and regions rep-
resenting tourist attractions. In this paper, we consider that the spatial datasets
of the applications store fuzzy spatial objects and thus, we employ fuzzy topo-
logical relationships when mining spatial association rules.

5 Fuzzy Spatial Data Handling

5.1 Fuzzy Regions and Fuzzy Topological Relationships

In this paper, we deal with fuzzy regions, which are formally defined by using
concepts from fuzzy set theory [16]. Fuzzy set theory extends and generalizes

https://github.com/accarniel/sarules-fuzzy
https://github.com/accarniel/sarules-fuzzy
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Boolean set theory by allowing an element to have partial membership in the set.
Let X be the universe. A fuzzy set Ã uses a membership function µÃ : X → [0, 1]
to determine the membership degree of an element to Ã.

In the same way as crisp sets are extended to fuzzy sets, crisp spatial objects
are generalized to fuzzy spatial objects. For a fuzzy region object R̃, this means
that its geometric structure is the same as a crisp region object. R̃ consists
of a finite set of disjoint fuzzy faces with special properties. A fuzzy face F̃ is
a connected, bounded, and regular closed fuzzy set in R

2 with a membership
function µF̃ : R2 → ]0, 1] that assigns a membership degree to each point in F̃ .
A crisp region object can be represented by a fuzzy region object that contains
points with degree 1 only. Fuzzy regions are formally defined in [3].

A fuzzy region object is labeled with a linguistic value to characterize a spe-
cific instance of a spatial feature, which is represented by a linguistic variable.
Commonly, linguistic variables are denoted by substantives, while linguistic val-
ues are denoted by adjectives. Our running example has three (fuzzy) spatial
features denoted by the following linguistic variables and their corresponding
linguistic values (in parentheses): accommodation price (cut-rate, cheap, afford-
able, expensive, premium), accommodation notability (unknown, little-known,
well-known, famous), and food safety (very low, low, medium, high, very high).

Different types of fuzzy spatial operations have been defined to handle fuzzy
region objects [4]. We are interested in applying fuzzy topological relationships [3]
on fuzzy regions to discover spatial association rules. Differently from a classical
topological relationship that yields a Boolean value, a fuzzy topological rela-
tionship yields a membership degree in [0, 1] that expresses to which extent a
relative position between two fuzzy region objects holds. In our running exam-
ple, we employ the relationship fuzzy overlap to compute the overlapping degree
of two fuzzy regions. The degree returned by a fuzzy topological relationship can
be mapped to a high-level linguistic value, which provides the semantics of the
relationship to the user. For instance, two fuzzy region objects can quite overlap.

5.2 Spatial Plateau Algebra and Its Implementation

The Spatial Plateau Algebra (SPA) [6] is a executable type system since it provides
data structures for fuzzy spatial data types and specifications for fuzzy spatial
operations. The SPA represents fuzzy spatial data types as spatial plateau data
types where a spatial plateau object can be a plateau point, plateau line, or plateau
region. A plateau region object consists of a list of pairs 〈(r1,m1), . . . , (rn,mn)〉
where ri is a crisp region object annotated with the membership degree mi ∈
]0, 1] with i ≤ n for some n ∈ N. The crisp region objects of all pairs must have
different membership degrees and be disjoint or adjacent to each other. Further,
the SPA specifies fuzzy spatial operations and fuzzy topological relationships
as spatial plateau operations and spatial plateau topological relationships. The
SPA’s operations are specified by using well-defined concepts from crisp spatial
algebras that are implemented by existing spatial libraries (e.g., GEOS).

The implementation of the SPA is given by the R package fsr [5], which
provides all data types and operations specified by the SPA, including a two-
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Fig. 1. The plateau region objects for each linguistic value of the fuzzy spatial feature
accommodation notability including New York City boundaries.

stage method for building plateau regions from point datasets. This method
receives a point dataset as input, where each point represents the location of a
phenomenon annotated with alphanumerical data. The first stage of the method,
called fuzzification stage, uses a fuzzification policy to assign membership degrees
to each point of the dataset according to the requirements of the application.
Each membership degree indicates to which extent a point belongs to a particular
linguistic value (e.g., unknown, little-known, well-known, famous) as a possible
characterization of a linguistic variable (e.g., accommodation notability). The
second stage called construction stage is responsible for geometrically grouping
the points belonging to the same linguistic value into components of a plateau
region object. This is performed according to a construction policy.

The two-stage method provided by fsr allows us to create the plateau region
objects that characterize the linguistic values of each linguistic variable of our
running example1. Similar to the application in [5], we have used the fuzzy set
policy in the fuzzification stage. This policy requires the definition of membership
functions to characterize the linguistic values according to the domain values of
a numerical attribute (e.g., number of reviews) labeled with a linguistic variable
(e.g., accommodation notability). Further, we have employed the construction
policy based on Voronoi diagrams in the construction stage. In the end, five
plateau region objects are built for representing the linguistic values of accom-
modation price, four plateau region objects for accommodation notability, and
five plateau region objects for food safety. Figure 1 shows the built plateau region
objects for the linguistic variable accommodation notability. In this figure, each
point has a membership degree that indicates to which extent the point belongs
to a specific linguistic value (as indicated by the sidebar).

6 Discovery of Spatial Association Rules from Fuzzy
Spatial Objects

6.1 Architectural Overview

Figure 2 shows the architecture of our method, which extracts spatial association
rules from fuzzy spatial datasets. The discovery is guided by the user’s interest,
1 Details can be found in the implementation of our running example.
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Fig. 2. The architecture of our method.

as indicated by a set of parameters (Sect. 6.2). They determine which subsets of
the available datasets will be used in the extraction process, specify a set of hier-
archies to describe how spatial relationships and the data itself are semantically
organized, and set the minimum thresholds that rules must satisfy.

The layers of our architecture are: (i) Spatial Data Layer, (ii) Spatial Data
Handling Layer, (iii) Itemsets Handling Layer, and (iv) Spatial Association Rules
Retrieval Layer. As indicated in Fig. 2, each layer applies some specific user
parameters to perform its processing. In summary, the Spatial Data Layer pro-
vides the datasets to be used in the extraction process. The Spatial Data Han-
dling Layer fetches the relevant data from the Spatial Data Layer according
to the user parameters. Further, this layer computes fuzzy spatial relationships
on fuzzy spatial objects represented as spatial plateau objects. The goal of the
Itemsets Handling Layer is twofold: (i) to organize the processed relationships
into itemsets and filter them with respect to the minimum support indicated by
the user, and (ii) to discover the spatial association rules by using a mining algo-
rithm, such as the Apriori [1]. The extraction of rules is based on alphanumerical
attributes of Reference Spatial Datasets and linguistic values that represent the
results of fuzzy topological relationships and the characterizations of Fuzzy Spa-
tial Features. Then, the Spatial Association Rules Retrieval Layer is responsible
for interactively presenting the mined rules since they can be organized in multi-
ple levels according to the definition of hierarchies. The layers of our architecture
are detailed in Sects. 6.3 to 6.6, including examples in the context of our running
example.

6.2 User Parameters

The parameters provided by the user play an important role in our method. As
shown in Fig. 2, they consist of (i) Query Parameters, (ii) Hierarchy of Spatial
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Fig. 3. The Hierarchy of Spatial Phenomena for our running example.

Relationships, (iii) Hierarchies of Spatial Phenomena, (iv) Hierarchies of Lin-
guistic Values, and (v) Minimum Thresholds for Rules. The purpose of Query
Parameters is to indicate (i) the relevant Reference Spatial Dataset of the appli-
cation, (ii) the Fuzzy Spatial Features that will be considered in the mining
process, (iii) the fuzzy topological relationship that should be employed when
associating spatial data, and (iv) conditions applied to alphanumerical attributes
that are associated with the chosen Reference Spatial Dataset. In our running
example (Sect. 3), we are interested in finding spatial association rules based on
the overlapping degree between tourist attractions and the fuzzy spatial features
that represent coverage areas of distinct characteristics of accommodations and
restaurants. For this, our Query Parameters are: (i) tourist attractions as the
Reference Spatial Dataset, (ii) three Fuzzy Spatial Features containing fuzzy
regions implemented as plateau region objects (Sect. 5), and (iii) fuzzy overlap
as the fuzzy topological relationship.

The goal of defining hierarchies (parameters (ii)-(iv)) is to semantically orga-
nize concepts related to spatial relationships and characteristics of spatial data.
Each hierarchy enables at least one of the following processes: (i) discovery and
visualization of spatial association rules mining at distinct levels, (ii) pruning of
fuzzy spatial features, and (iii) computation of approximated topological rela-
tionships. A hierarchy allows users to define how lower-level concepts are related
to higher-level concepts. Given two attributes A and B where each attribute has
its own domain of values (or concepts), A and B are related in a hierarchy if we
can determine a value of B by aggregating a subset of values in A. In this case,
we have A → B, expressing that these attributes are levels of a hierarchy.

The Hierarchies of Spatial Phenomena are defined by using alphanumeri-
cal attributes that label crisp spatial objects stored in the Reference Spatial
Datasets. It allows users to mine and visualize spatial association rules on dif-
ferent levels (as illustrated in Sect. 6.6). For instance, users can first identify
rules containing itemsets of a more general level in a hierarchy. Then, they can
mine rules on a more detailed level from a particular value of the previous level.
Figure 3 depicts the Hierarchy of Spatial Phenomena built on the alphanumeri-
cal attributes of our Reference Spatial Dataset. It is defined by type → category .
Note that the upper level of this hierarchy (named all) aggregates all values from
category and as a result, consists of all tourist attractions. Further, this figure
shows the number of members for each distinct value of category.



188 H. P. da Silva et al.

The Hierarchy of Spatial Relationships defines how spatial relationships are
organized into levels of detail. Such an organization serves as a reference for
computing relationships in the Spatial Data Handling Layer (Sect. 6.4). It fol-
lows similar principles as the method in [11] in the sense that higher levels of the
hierarchy represent coarser relations. The main difference is that we are dealing
with fuzzy topological relationships at the bottom level. For instance, fuzzy over-
lap and fuzzy meet can be grouped into a coarser relationship named intersect,
which can be computed by using spatial approximations.

A Hierarchy of Linguistic Values describes how linguistic values of a Fuzzy
Spatial Features are structured. This kind of hierarchy allows users to explore the
discovered patterns at distinct grouping levels of linguistic values. For instance,
we can specify a Hierarchy of Linguistic Values for the Fuzzy Spatial Feature
representing the accommodation notability as lvalues → class where lvalues =
{unknown, little-known, well-known, famous} and class = {unpopular, popular}.
By grouping the values unknown and little-known, we obtain the class unpopular,
whereas the aggregation of well-known and famous lead to the class popular.

Finally, the Minimum Thresholds for Rules determine the desired levels of
strength and significance that the mined rules must satisfy. For instance, mini-
mum values for support and confidence. The user can provide different minimum
thresholds for each level of the hierarchy since the frequency of itemsets intrinsi-
cally decreases as we descend the levels of the hierarchy. In our running example
and without loss of generality, we extract association rules by varying the levels
in the Hierarchy of Spatial Phenomena only. For the level category, we use the
support of 10% and minimum confidence of 30%. In the next level, we employ
5% and 20%, respectively.

6.3 Spatial Data Layer

The Spatial Data Layer is composed of two components: (i) Reference Spatial
Datasets, and (ii) Fuzzy Spatial Features. The goal of the mining process is to
discover associations between objects of a Spatial Reference Dataset and objects
of Fuzzy Spatial Features. Hence, the first component consists of a collection
of crisp spatial objects associated with alphanumerical attribute values that
represent the users’ interest. Let n,m ∈ N. Let further C = {c1, ..., cn} be a set of
alphanumerical attributes where each c ∈ C has a domain of values cv1, ..., cvm,
i.e., dom(c) = {cv1, ..., cvm}. We define a Reference Spatial Dataset as a pair
〈N,S〉 where N provides its name and S is a set of tuples (s, v1, ..., vn) such
that s ∈ {point , line, region} and vi ∈ dom(ci) with i ≤ n. By using the Query
Parameters, the user picks one Reference Spatial Dataset that will be employed
in the extraction of spatial association rules.

The second component refers to Fuzzy Spatial Features, where each feature
is a fuzzy spatial dataset and represents a particular characteristic of the appli-
cation. We define a Fuzzy Spatial Feature as a pair 〈L,F 〉 such that (i) L is a
linguistic variable with a domain of linguistic values l1, ..., lk for some k ∈ N, and
(ii) F is a set of tuples (f, l) where f ∈ {fpoint ,fline, fregion} and l ∈ dom(L).
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Hence, a Fuzzy Spatial Feature is labeled with a linguistic variable and consists
of one or more fuzzy spatial objects annotated by a linguistic value.

Recall that, as discussed in Sect. 6.2, the attributes in a Reference Spatial
Dataset and linguistic values of the Fuzzy Spatial Features can be organized
in hierarchical structures to represent different aggregation levels of concepts.
Further, the user can also apply filters to the spatial datasets aiming to get a
subset of tuples that will be used in the extraction process.

In our running example, we have one Reference Spatial Dataset that stores
tourist attractions in New York City. In this case, C = {category , type} and
our Reference Spatial Dataset is given by 〈Tourist Attractions, {(s1, leisure,
dog park), ..., (s12,328, tourism,museum)}〉 with s1, ..., s12,328 ∈ region. Our
Fuzzy Spatial Features represent the linguistic variables food safety, accommo-
dation notability, and accommodation price. For instance, Fig. 1 shows the fol-
lowing Fuzzy Spatial Feature: 〈Accommodation Notability , {(f1, unknown), (f2,
little-known), (f3,well -known), (f4, famous)}〉 where f1, ..., f4 are fuzzy regions
implemented as plateau region objects respectively shown in Fig. 1a to d.

6.4 Spatial Data Handling Layer

This layer is responsible for handling the data loaded from the Spatial Data
Layer and computing topological relationships. For this, it employs the follow-
ing interacting components: (i) Query Engine, (ii) Approximated Spatial Join
Engine, and (iii) Fuzzy Spatial Relationship Executor. The Query Engine cap-
tures the relevant subset of spatial objects from the Spatial Data Layer according
to the Query Parameters provided by the user (Sect. 6.2).

Next, the Approximated Spatial Join Executor computes approximated topo-
logical relationships between the captured spatial objects from the Reference
Spatial Dataset and the Fuzzy Spatial Features. The computation of an approx-
imated relationship is based on minimum bounding rectangles (MBRs). MBR is
a type of spatial approximation widely used in the literature [2] because MBRs
allow fast computations of topological relations. We employ a function named
approx_rel that yields a Boolean value to indicate whether the MBR of a crisp
spatial object satisfies a given relationship (e.g., intersect) with respect to the
crisp MBR of a fuzzy spatial object. Such a result can be a false positive since
an MBR of a spatial object may include points that do not belong to the object.
However, the use of MBRs allows us to quickly discover cases where two spatial
objects are certainly not related and thus, identify those cases where an asso-
ciation does not exist. The approximated relationship is chosen based on the
Hierarchy of Spatial Relationships provided by the user. For instance, the par-
ent level of the fuzzy topological relationship overlap is the relationship intersect,
which is a coarser relationship to be computed by using MBRs. Let RSD be a set
of tuples containing the spatial objects of interest of a Reference Spatial Dataset
and the pair 〈L,F 〉 be a Fuzzy Spatial Feature with n tuples in F . Let also ext
be a function that extracts the i-th fuzzy spatial object of F . The Approximated
Spatial Join Executor computes the function approx_rel for each crisp spatial
object in RSD with respect to each fuzzy spatial object in F . Hence, it yields a
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set of tuples (s, a1, ..., an) where s is a crisp spatial object belonging to RSD and
a1, ..., an ∈ bool such that each element ai is given by approx_rel(s, ext(F, i))
with 1 ≤ i ≤ n. The attribute name of ai is a concatenation of the linguistic
value of the ext(F, i) and L. We compute this procedure for each Fuzzy Spatial
Feature. In the end, we have a collection of sets where each set contains the
results of how RSD is roughly related to each Fuzzy Spatial Feature. Since these
sets share a common attribute (i.e., elements of the Reference Spatial Dataset),
we join them to build a unique set of tuples. This set is then sent to the Pruning
Engine of the Itemsets Handling Layer (Sect. 6.5).

Finally, the Fuzzy Spatial Relationship Executor computes fuzzy topological
relationships between the crisp spatial objects of the Reference Spatial Dataset
and the fuzzy spatial objects selected by the Pruning Engine. The main advan-
tage of this strategy is that the number of required computations to process the
costly relationships can be decreased since the Pruning Engine might identify
some fuzzy spatial objects that do not have strong associations with the Refer-
ence Spatial Dataset. As discussed in Sect. 5.1, a fuzzy topological relationship
yields a membership degree in [0, 1] that indicates to which extent the given rela-
tionship occurs. Such a degree is then transformed into a linguistic value. Let
ftr be a fuzzy topological relationship that returns a linguistic value in LT (e.g.,
as given in [3]). Let further n′ ∈ N be the number of fuzzy spatial objects in a
Fuzzy Spatial Feature 〈L,F 〉 after processing the Pruning Engine. We obtain a
set of tuples (s, v1, ..., vm, tl1, ..., tln′) where s is a crisp spatial object annotated
with a set of alphanumerical attributes v1, ..., vm, which are members of RSD ,
and tl1, ..., tln′ are elements of LT such that tl i is given by ftr(s, ext(F, i)) with
1 ≤ i ≤ n′. Similar to the set of tuples returned by the Approximated Spatial
Join Executor, the attribute name of tl i is a combination of the linguistic value
of the ext(F, i) with L. As a result, we have a collection of sets of tuples that
are joined and sent to the Itemset Handling Layer.

Due to space constraints, we show only one example of the result obtained
by the Fuzzy Spatial Relationship Executor for our application. To compute the
fuzzy overlap on spatial objects, we employ the fsr [5] with LT = {a little bit,
somewhat, slightly, averagely, mostly, quite}. The set of tuples with the overlap-
ping results between our Reference Spatial Dataset and the Fuzzy Spatial Fea-
ture representing the linguistic variable accommodation price (Sects. 5.1 and 6.3)
is defined as {(s1, leisure, dog park, a little bit, quite, a little bit), ..., (s12,328,
tourism, museum, quite, mostly, slightly)}. The attribute names respectively
consists of region_obj, category, type, cheap accomm. price, affordable accomm.
price, and expensive accomm. price (accom. stands for accommodation). Note
that the linguistics values cut-rate and premium are not included, which means
that the fuzzy spatial objects representing these particular situations were not
selected by the Pruning Engine. This set is then joined to the results for other
Fuzzy Spatial Features. The resulting set of tuples is effectively used to extract
the spatial association rules in our running example.
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6.5 Itemsets Handling Layer

This layer is responsible for two key actions: (i) performing pruning operations,
and (ii) mining the spatial association rules. The pruning operation takes place
based on the set of tuples given by the Approximated Spatial Join Engine, named
AT , and the minimum support for the highest level of the Spatial Phenomena
Hierarchy. The goal is to identify the fuzzy spatial objects that are not frequently
related to the crisp spatial objects of the Reference Spatial Dataset. Then, these
fuzzy spatial objects are not used in the next step (i.e., the Fuzzy Spatial Rela-
tionship Executor). To accomplish this goal, the Pruning Engine first calculates
the ratio of the number of times that the value true appears in each Boolean
attribute of AT and the total number of tuples in AT . Then, it excludes all
fuzzy spatial objects whose corresponding ratio values are lesser than a given
minimum support. The non-excluded fuzzy spatial objects are sent to the Spatial
Data Handling Layer.

The Association Rules Miner extracts rules by using the set of tuples returned
by the Fuzzy Spatial Relationship Executor. This set is reshaped as a transac-
tional dataset, which is given as input to the Apriori algorithm [1]. For each
level of each hierarchy (e.g., the Hierarchy of Spatial Phenomena), we find item-
sets with a frequency of appearance higher than the minimum support at that
particular level. These itemsets are then frequent itemsets that will be used to
form association rules. The strong rules (e.g., with confidence greater than the
minimum threshold) are sent to the Spatial Association Rules Retrieval Layer.

In our running example, we employ the R package arules (https://cran.r-
project.org/package=arules) to identify the frequent itemsets and association
rules from the execution of the Apriori algorithm. An example of frequent item-
set is {tourist attractioncategory=leisure} with support of 82.21%. This itemset
refers to the number of transactions where the attribute category is equal to
leisure in the Reference Spatial Dataset. Table 2 depicts examples of spatial
association rules for our running example.

6.6 Spatial Association Rules Retrieval Layer

The purpose of this layer is to interactively present the knowledge discovered
to the user. It consists of two components: (i) Association Rules Visualization,
and (ii) Multiple-level Aggregator. The first one is a user interface that enables
the general visualization and exploration of the strong spatial association rules
extracted by the Association Rules Miner. The rules can be visualized in distinct
formats, such as tables, graphs, scatter plots, and parallel coordinates. Table 2
shows six rules for our running example by using a formal tabular format inspired
by the notation given in [14]. We also employed this component to get only rules
that include attributes related to tourist attractions either on the antecedent or
on the consequent.

The Multiple-level Aggregator allows users to identify rules at different levels
of a hierarchy of concepts. This is mainly performed by selecting those rules that
contain itemsets with the desired members of a given level. We employed this

https://cran.r-project.org/package=arules
https://cran.r-project.org/package=arules
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Table 2. Some examples of rules for our running example.

Antecedent Consequent Support (%) Confidence (%)

{tour. att.category=leisure} {overlapquite,
accom. priceaffordable}

30.89 37.57

{tour. att.category=leisure} {overlapquite,
food safetyhigh}

30.31 36.87

{tour. att.category=leisure}
∧ {overlapquite,
food safetyhigh}

{overlapquite,
accom. priceaffordable}

12.49 41.21

{tour. att.type=pitch} {overlapquite,
accom. notabilityfamous}

11.08 32.35

{tour. att.type=pitch} {overlapquite,
accom. pricecheap}

9.15 26.69

{overlapquite,
accom. notabilityunknown}

{tour. att.type=pitch} 7.89 27.10

tour. att. and accom. stand for tourist attraction and accommodation, respectively.

component in our running example to mine rules in each level of our Hierarchy
of Spatial Phenomena (Fig. 3) by using the parameters given in Sect. 6.2. The
first three rules in Table 2 are related to the highest level of this hierarchy (i.e.,
category), while the other rules refer to the lowest level (i.e., type). For instance,
the first rule states that spatial objects representing leisure tourist attractions
quite overlap coverage areas of accommodations with affordable price. This rule
has support of 30.89% and confidence of 37.57%. By descending the hierarchy,
the fourth rule shows that tourist attractions of type pitch quite overlap accom-
modations characterized by famous notability with the support of 11.08% and
confidence of 32.35%. These results show that our method can effectively and
adequately correlate distinct crisp and fuzzy spatial datasets by mining associ-
ation rules according to minimum thresholds of strength and significance.

7 Conclusions and Future Work

In this paper, we have presented a novel method for extracting spatial association
rules from fuzzy spatial data. We adequately deal with spatial fuzziness since we
represent spatial features of an application as fuzzy spatial objects. The extracted
spatial association rules are based on linguistic values that express the meaning
of fuzzy topological relationships between such fuzzy spatial objects and crisp
spatial objects representing the users’ interests. We have shown the applicability
of our method by using a case study based on real spatial datasets.

Future work will deal with two main topics. First, we aim to study auto-
matic strategies to define hierarchies of concepts. Hence, we would not need
such types of parameters from the user. Second, we intend to conduct experi-
mental and qualitative evaluations and compare our method with other related
approaches. In these evaluations, we plan to consider distinct application scenar-
ios and employ different types of fuzzy spatial objects (e.g., fuzzy regions and
fuzzy lines) and parameters. It will also allow us to characterize the runtime of
our method.
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Abstract. The human genome is traditionally represented as a DNA
sequence of three billion base pairs. However, its intricacies are cap-
tured by many more complex signals, representing DNA variations, the
expression of gene activity, or DNA’s structural rearrangements; a rich
set of data formats is used to represent such signals. Different con-
ceptual models explain such elaborate structure and behavior. Among
them, the Conceptual Schema of the Human Genome (CSG) provides
a concept-oriented, top-down representation of the genome behavior –
independent of data formats. The Genomic Conceptual Model (GCM)
instead provides a data-oriented, bottom-up representation, targeting a
well-organized, unified description of these formats. We hereby propose to
join these two approaches to achieve a more complete vision, linking (1)
a concepts layer, describing genome elements and their conceptual con-
nections, with (2) a data layer, describing datasets derived from genome
sequencing with specific technologies. The link is established when spe-
cific genomic data types are chosen in the data layer, thereby triggering
the selection of a view in the concepts layer. The benefit is mutual, as
data records can be semantically described by high-level concepts and
exploit their links. In turn, the continuously evolving abstract model can
be extended thanks to the input provided by real datasets. As a result, it
will be possible to express queries that employ a holistic conceptual per-
spective on the genome, directly translated onto data-oriented terms and
organization. The approach is here exemplified using the DNA variation
data type but is applicable to all genomic information.
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1 Introduction

Representing the human genome DNA as a three billion base pairs’ sequence is
just a first attempt to capture the complex mechanisms of the life engine that
is underlying all our characteristics and behaviors. Many other aspects, such as
DNA mutations, the expression of gene activity, DNA’s structural rearrange-
ments, long distance contacts between DNA regions, and so on are now used
to extract complex signals from the DNA, exploiting Next Generation Sequenc-
ing [30]; a rich set of data formats is used to represent such signals. The study of
genomic information has practical implications on a number of fields such as can-
cer genomics, population genomics, and precision medicine. More importantly,
being able to interoperate different signals in the context of a same analysis
can provide insights and compute properties of the genome that remain other-
wise hidden. Genomic data integration has so far been addressed mainly with
operational approaches [1,18], whereas a holistic view – that encompasses the
meaning of different genomic regions – has not been embraced yet. Conceptual
models (CMs) have supported the effort of explaining such elaborate structure
and behavior since 2000 [6,24]. However, genome data are frequently generated
in practical lab settings without following any sound process of conceptual char-
acterization. This creates a gap between “real” genome data CMs (that represent
“genome data as it is”) and pure genome CMs (that model “data as it should
be”). Components obtained from the first kind of CMs must be connected with
their corresponding components in the CMs that represent higher-level concep-
tual genome knowledge. We refer to the process of connecting concepts with their
associated data as a “top-down” process, while we use the term “bottom-up”
for connecting data to concepts.

A number of works, summarized by the Conceptual Schema of the Human
Genome (CSG, [23]) produced by the PROS research center, provide a concept-
oriented, top-down representation of the genome that is independent from the
data formats, aiming to give a template of how the genome is supposed to behave.
This perspective has contributed many valuable results devoted to building a
general understanding of the language of life [12]. Another initiative, repre-
sented by the Genomic Conceptual Model (GCM, [5]) produced by the GeCo
project [10], provides a data-oriented, bottom-up representation, targeting a high-
level, abstract description of these formats, focusing on what data capture, how
they capture it, to favour a joint use of the signals. With this approach, impor-
tant achievements have been obtained in the area of data integration and search
systems for genomics researchers [4,8].

By construction, the CSG model evolves according to upcoming require-
ments, while the GCM model evolves when new datasets arrive. In this work, we
propose to join these two independent directions by explaining how, together,
they can provide a more complete vision of the steps involved within the full-
stack research that goes from the collection of data to the understanding of life
mechanisms. On the one hand, we configure the CSG as the model that describes
concepts, now renamed as the concepts layer, i.e., the template of the genome,
where concepts are genome elements. On the other hand, we employ the GCM
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as the model that describes data, that is the data layer, where classes are real
instances of datasets derived from tissues, cell lines, or individual cells that have
undergone a sequencing process. The data layer is organized in Datasets, each
containing multiple Samples. Samples may contain multiple SampleRegions

that are records representing fragments of the genome with specific measured
properties. Each of these records can be linked to the corresponding concept in
the concepts layer. New links are established when specific data types or exper-
iments are chosen (in the data layer) triggering the selection of specific views
(of the concepts layer). The benefit is two-fold: 1) the GCM is extended by the
power of concepts, which enable high-level semantic-aware querying; 2) the CSG
is empowered by its links to real-world data, that allow building computations
on experimental instances and obtain biologically-relevant results.

In the following, we present how our background approaches to conceptual
modeling in genomics deal with concepts and data (Sect. 2); we describe our
vision of a unified conceptual model including a concepts and a data layer, and
then illustrate our method for the linking of the two layers (Sect. 3); to exemplify
the approach, we focus on the knowledge concerning DNA variation and we show
how the two models can be pragmatically connected in this case (Sect. 4). This
method is applicable to other genomic data types; in a more general framework,
it will be possible to develop additional views and to use them together, towards
a more encompassing conceptual perspective on the human genome (Sect. 5).

2 Background

As of today, two main approaches have tackled genomics from a conceptual
modeling perspective, as briefly described in the following.

PROS: a Top-Down Approach. The Research Center on Software Produc-
tion Methods (PROS) at the Universitat Politecnica de Valencia has invested
many efforts in studying the genome from a conceptual modeling perspective,
introducing the first Conceptual Schema of the Human Genome in 2011 [23]
and producing several extensions since then [12,28]. The schema now results
into a rich map of concepts and relationships that support the holistic under-
standing of different knowledge modules. The most recent version, called the
Conceptual Schema of the Genome v3 (CSG) is reported in [13]. The employed
method is considered top-down, as the main objective stands in identifying rel-
evant concepts and their connections, independently on how datasets are really
represented in available databases and sources.

GeCo: A Bottom-Up Approach. The approach devised within the data-
driven Genomic Computing (GeCo) group, funded by the ERC AdG 693174
(2016–2021), has instead adopted a bottom-up approach, meaning that models
are developed for representing existing data, with the purpose of making data
more interoperable and ready for large-scale computations. Open data sources
are analyzed and evaluated, understanding their underlying models; selected
interesting datasets are imported within an integrative repository [4]. Informa-
tion is divided between: region data (representing actual genomic elements, mea-
sured by experiments – using the Genomic Data Model, GDM [18]) and metadata
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(descriptions of genomic experiments – captured by the Genomic Conceptual
Model, GCM [5]), which make data searchable [8]. Finally, the modeled datasets
attempt to resolve data-level interoperability, thereby enabling powerful queries
using, e.g., the GenoMetric Query Language (GMQL system [17]).

Fig. 1. Schematization of the two compared approaches.

Comparing the Two Approaches. We compare the two existing approaches
under two perspectives: 1) how they deal with the concepts representing the
knowledge of genomics; 2) how they manage their instantiation in the form
of data. Genomic information can be interpreted as a dual system that is
approached in two opposite directions, as observed in Fig. 1: on one side, the
possibility to connect data to existing concepts that have been modeled in an
abstract way (top-down approach), on the other side the possibility to build
concepts based on already available data (bottom-up approach). Traditionally,
PROS has adopted a top-down perspective, starting from modeling biological
entities and only after checking if underlying data sources exist that represent
such concepts, possibly unveiling problems in the quality of data structures def-
inition and values. GeCo, instead, has adopted a bottom-up approach, starting
from the observation of available data sources and only later building models
to systematize, organize and interoperate such existing data, with the purpose
of building easy-to-use systems that facilitate domain experts’ work. With the
intention of connecting these two perspectives, our work contributes a com-
prehensive approach that integrates them in order to facilitate genome data
management by using a sound CM support.

3 Methodological Framework

We describe a general two-layer schema that contains:

• a concepts layer capturing the knowledge available about the human genome
mechanisms (inspired by the CSG [13]);

• a data layer representing genomic data, with its types and experiments, cap-
tured by information structures and formats (inspired by the original GCM [5]
for metadata and the Genomic Data Model [18] for region data).

Making an analogy with the triptych paradigm of Mayr and Thalheim [19], we
can interpret our data layer as the one of “languages”, enabling the narrative
representation of our concepts layer (the “mental reasoning”). Written records
(artifact world, our genomic data) stay on one level and – when instantiated –
point directly to beliefs and perspectives (mental world, our genome concepts).
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The Data Layer. The data layer (schematized in Fig. 2) is centered on the
Sample concept. It holds two metadata perspectives: the biological one contains
the Replicate to which a sample belongs, part of a BioSample, extracted
from a Donor; the organizational one has the CaseStudy under which the
sample was produced, which is contained in a greater Project. Samples are
built when an ExperimentType (e.g., DNA-Seq, RNA-Seq, or ChIP-Seq) is
run, expressing information about the sequencing technology and representing a
specific genomic data type (e.g., DNA variation, gene expression quantification,
or binding sites of DNA-associated proteins). With respect to the original GCM,
we also have that samples contain multiple SampleRegions, typically a file row
representing a fragment of the genome on a specific chromosome strand, with
start and stop coordinates. All the regions in a sample follow the same Schema.
Note that these two classes were added to the data layer (w.r.t. the original
GCM) as they are necessary to manage the linking between the two layers. Many
samples are grouped into a Dataset, which is homogeneous in the schema and
in the experiment type.

The Concepts Layer. The concepts layer is based on the last version of the
CSG [13], including five modules, respectively describing i) the structure of the
human genome; ii) protein synthesis; iii) changes in the sequence referring to a
reference sequence (the “Variation module”); iv) information and sources related
to the elements of the conceptual schema; and v) human metabolic pathways.
The schema is manually-generated and incrementally enriched as new mecha-
nisms are understood by a team of conceptual modelers or when new research
findings are published. Genome knowledge is under continuous progress and
understanding the human genome is an open big scientific challenge. For this rea-
son, completeness is obviously not guaranteed and a mechanism to periodically
handle needed extensions is employed. We consider this a “work-in-progress”
model, where knowledge representation evolves, based on incoming requirements.
While building the link with the data layer, it is likely that extensions to the
CSG will be required, reinforcing the relevance of accomplishing the essential
data-concepts genomic connection that this paper develops.

Data Type-Driven Linking of the Two Layers. Connections are built
between the data and the concepts layers. By selecting specific genomic data
types (based on the represented sequencing experiment type) we trigger a mech-
anism that invokes a specific portion of the concepts schema, as described by
Fig. 2. In their previous description within the GCM [5], data types were forced
into containers (i.e., Samples) that flattened their semantics for integration and
processing benefits; instead, here each data type is “freed” from its container,
separately handled, analyzed, and mapped onto its explanation in conceptual
terms.

The concepts layer and the data layer are connected by means of relations
between concepts (i.e., a variation of DNA) and instances of data layer classes
(i.e., the specific data record). For instance, a SampleRegion measured through
a DNA-Seq experiment, can be represented by its related concept, i.e., a variation
at position 43,044,295–43,170,245 of the negative strand of chromosome 17.
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Fig. 2. Link between the concepts layer and the data layer by means of connections
between sample regions and concepts.

Much in the spirit of Ontology-Based Data Access (OBDA [7]) approaches
and in the fashion of ISGE [14], we envision the primary use mechanism of
our two-layer schema as follows: 1) Identification of a genomic data type
(ExperimentType in the data layer); 2) Selection of the related – possibly
multiple – Datasets, which have a corresponding Schema that is followed by
the SampleRegions of the dataset (again, in the data layer); 3) GEneration
of a view (in the concepts layer) built around a central concept that represents
the SampleRegion of the identified data type. Intuitively, the identification of
a genomic data type (within an experiment type) triggers the generation of a
specific view of interrelated concepts, comprising only entities and relationships
that contribute to explain the content of that data type.

4 Method Application: Modeling DNA Variation

Many datasets are used in the daily practice of geneticists and computational
biologists. These represent various types of information captured from the
genome and the study of cohorts of patients, including information on the vari-
ation of DNA (population variation, its association with phenotype, somatic
mutations, copy number variation, or structural rearrangements); the behavior
of RNA (gene, miRNA, or isoform expression); or epigenetic signals (such as
DNA methylation, DNA binding, or DNase I Hypersensitive sites).

For instantiating our method and describing it in more detail, we focus on
one specific type of data, i.e., DNA variation, which includes both population
variation and cancer-derived somatic mutations. We carefully considered the
DNA variation module of CSG and applied appropriate changes to instantiate
the related concepts layer view. The color code in Fig. 3 highlights which com-
ponents have been added (green) or removed (red) with respect to the original
model (blue classes) based on [13]; these changes are consolidated in an updated
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version of the CSG, which is next described so as to explain the evolved concepts
layer in full detail.

Fig. 3. Conceptual view dedicated to the DNA variation data type. Blue classes are
derived from the CSG [28]; green classes, attributes, and relationships have been added
here; red attributes and relationships are removed for the purpose of this effort. (Color
figure online)

The obtained schema has 21 entity classes and 2 association classes, with
six generalizations and three compositions (one of which is double). The most
important class is the Variation one, with a date, name, description, and type
(deletion, insertion or substitution); it is located on a specific Strand (with pos-
itive or negative polarity), which contributes to compose a Chromosome (with
a name). Chromosomes are related to a Species (with a taxonomy definition
and scientific/common name), made of Locations (with name, description, and
descriptors), such as Tissues. On a strand, several ChromosomeElements

can be hosted (with their name and description). These include Transcript-

ableElements, such as Genes (with their alternative gene synonyms) and
RegulatoryElements that regulate genes, such as Enhancers. Elements
present possibly multiple ElementPositions (start and end positions on the
chromosome, the genes on which they insist, and the information source from
which the position has been obtained); these are measured with respect to an
Assembly, i.e., a reference system based on a community-defined sequence (with
a name and date). Each strand of the observed chromosome has a Chromo-

someSequence, which is also determined based on the assembly.
Variations may be specialized according to how their position is considered. If

the position is not determined, we call the variation Unknown; else it is Known.
Known variations have alleles called reference (the base reported by the reference
sequence in that position), alternative (the mutated base), and ancestral alleles.
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If the exact position is available, we call the variation Precise; if the position
is reported within a range, we call it Imprecise. Precise variations record the
VariationPosition – with start and end coordinates – as an association class.
Imprecise variations are also related to an assembly, but their association is
characterized by a VariationRange class that sets start and end positions
within intervals of confidence (called ci start and ci end).

In the context of a Population (with name, geographic region, and size), a
known variation has an AlleleFrequency, with a frequency indication report-
ing the percentage of presence of the allele within the considered population.
Variations can alter the functionality of genes; we represent this with the Anno-

tation class, with an impact, effect, responsible allele, and information source.
In Fig. 3, we applied notable additions (green elements) to the original CSG:

Fig. 4. Representation of the DNA variation information comprising the concepts view
and related datasets.
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• A Strand class was added such that a chromosome is made of two strands
and a Variation is exhibited only on one of them (i.e., variations can be
read from 5’ to 3’ or from 3’ to 5’).

• The ancestral attribute was added in the Known class to represent the allele
of the last common ancestor of primates.

• The concept previously represented by the Imprecise class (i.e., variation
for which coordinates were unknown) was updated to include variations
with uncertain positions (within confidence intervals, represented by ranges),
whereas the new Unknown class was added to capture the original concept.

• The Known variation class was added to generalize properties of both Pre-

cise and Imprecise variations.
• The source attribute was added in the Annotation class to identify the

origin of such assertion (e.g., a research group or automated annotation soft-
ware).

• The original association class ElementPosition was transformed into a
regular class, to overcome the limitation of only allowing one-to-one corre-
spondences between the two linked classes. This enables, for example, the
characterization of a same ChromosomeElement in terms of coordinates
(in the same assembly) provided by different authoritative sources (e.g., Ref-
Seq or GENCODE).

When a full correspondence between the concepts layer and the data layer is
established, the complete schema is obtained as in Fig. 4. Here, connections are
made between Donor (data layer) and Species (concepts layer); Biosample

(data) and Tissue (concepts): SampleRegion (data) and Variation (con-
cepts); and Dataset (data) and Assembly (concepts).

4.1 Mapping with Real Datasets

Many different data representations may be used to indicate same concepts.
Semantic integration can be achieved by using the conceptual layer as a pivot
of data representations. To practically discuss how concepts can be instantiated
into data records in real world scenarios, we consider the use of datasets rep-
resenting human variation as collected within two important research projects.
The Cancer Genome Atlas (TCGA, [31]) is a landmark cancer genomics pro-
gram that sequenced and characterized over 11,000 patients of primary cancer
samples, analyzing them with different experiments, including one dedicated to
somatic mutations. The 1000 Genomes Project (1KGP, [26]) is an international
research effort established to create a catalogue of common human germline vari-
ation, using samples from healthy people. In the GMQL data repository [4,17]
(http://gmql.eu/gmql-rest/), we analyzed all the data fields contained in the
datasets’ schemas that refer to these data types. Specifically, we considered
1000 Genomes Project datasets (for both the hg19 and GRCh38 assemblies)
and TCGA datasets related to masked somatic mutations (for both the hg19
and GRCh38 assemblies [9]).

http://gmql.eu/gmql-rest/
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Table 1. Top part: relational schema of the data layer, with the 1000 Genomes Project
population variation dataset and the TCGA masked somatic mutations dataset. Bot-
tom part: examples of mapping rules for building the relational schema of the concepts
layer; we assume Population-AlleleFrequency to be a single table obtained as the
join of tables derived from the Population and AlleleFrequency classes.

Data.Donor(source id,species,age,gender,ethnicity)
Data.BioSample(source id,type,tissue,cell line,is healthy,disease)
...
Data.Sample(source id,size,date,checksum,content type,platform,pipeline,url)
Data.SampleRegion1KGP(chr,start,stop,strand,AL1,AL2,ref,alt,mut type,length,id,quality,filter,DP,AF,AC,

AFR AF,AMR AF,EUR AF,EAS AF,SAS AF,AA,IMPRECISE,CIEND,CIPOS,“germline”)
Data.SampleRegionTCGA(chrom,start,end,strand,gene symbol,entrez gene id,variant classification,

variant type, reference allele, tumor seq allele1, tumor seq allele2, dbsnp rs,“somatic”)

Concept.Variation(gen(),name,gen(),type)
⊇ Data.SampleRegion1KGP( , , , , , , , ,type, ,name, , , , , , , , , , , , , , , )

Concept.Variation(date,name,description,type)
⊇ Data.SampleRegionTCGA( , , , , , , ,type, , , ,name, )

Concept.Known(reference,alternative,ancestral)
⊇ Data.SampleRegion1KGP( , , , , , ,reference,alternative, , , , , , , , , , , , , ,ancestral, , , , )

Concept.Known(reference,f(reference,allele1,allele2),null)
⊇ Data.SampleRegionTCGA( , , , , , , , ,reference,allele1,allele2, , )

Concept.Imprecise() ⊇ Data.SampleRegion1KGP( , , , , , , , , , , , , , , , , , , , , , ,true, , , )
Concept.Precise() ⊇ Data.SampleRegion1KGP( , , , , , , , , , , , , , , , , , , , , , ,false, , , )
Concept.VariationRange(start,ci start,end,ci end)

⊇ Data.SampleRegion1KGP( ,start,end, , , , , , , , , , , , , , , , , , , , ,ci end,ci start, )
Concept.VariationPosition(start,end)

⊇ Data.SampleRegion1KGP( ,start,end, , , , , , , , , , , , , , , , , , , , , , , )
Concept.VariationPosition(start,end)

⊇ Data.SampleRegionTCGA( ,start,end, , , , , , , , , , )
Concept.Species(f(scientificName),scientificName,f(scientificName))

⊇ Data.Donor( ,scientificName, , , )
Concept.Location(name, gen(), f(is healthy,disease))

⊇ Data.Biosample( ,“tissue”,name, ,is healthy,disease)
Concept.Chromosome(name) ⊇ Data.SampleRegion1KGP(name, , , , , , , , , , , , , , , , , , , , , , , , , )
Concept.Chromosome(name) ⊇ Data.SampleRegionTCGA(name, , , , , , , , , , , , )
Concept.Strand(polarity) ⊇ Data.SampleRegion1KGP( , , ,strand, , , , , , , , , , , , , , , , , , , , , , )
Concept.Strand(polarity) ⊇ Data.SampleRegionTCGA( , , ,strand, , , , , , )
Concept.ChromosomeElement(name,gen())

⊇ Data.SampleRegionTCGA( , , , ,name, , , , , , , , )
Concept.Gene(geneSynonym) ⊇ Data.SampleRegionTCGA( , , , , ,geneSynonym, , , , , , , )
Concept.Assembly(name,f(name))

⊇ Data.Dataset( , , ,name, )
Concept.AlleleFrequency(allele,frequency)

⊇ Data.SampleRegion1KGP( , , , , , , ,alt, , , , , , ,AF, , , , , , , , , , , )
Concept.Annotation(effect,f(effect),f(ref,allele1,allele2))

⊇ Data.SampleRegionTCGA( , , , , , ,effect, ,ref,allele1,allele2, , )
Concept.Population-AlleleFrequency(“African”,“Africa”,1418,allele,frequency)

⊇ Data.SampleRegion1KGP( , , , , , , ,allele, , , , , , , , ,frequency, , , , , , , , , )
...

To demonstrate a possible implementation of the proposed approach, we
employ a relational database representation. The top part of Table 1 describes
the schemas of the tables designed starting from the presented model. Note that
most tables are directly derived from a translation from the class diagram into
an RDBMS logical schema. The central Sample class (a file in the repository)
has one-to-many SampleRegions, which correspond to a specific Schema (an
auxiliary table with a row for each dataset, in the example two rows for TCGA
and two rows for 1KPG). For sample regions we employ one table for each differ-
ent dataset. For simplicity, in this example we refer to SampleRegionTCGA

and SampleRegion1KGP (only considering their GRCh38 versions).
Mapping rules are used to describe how datasets information can be mapped

into the concepts schema, considering the view that is specific for DNA variation.
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The bottom part of Table 1 provides the mappings for the TCGA and 1KGP
datasets. Each mapping rule is a logic formula (in Datalog-like syntax [11]) with
variables in its left end side (LHS) that are computed from the variables in its
right end side (RHS). The order of the variables follows the one indicated in
the upper part of the table (e.g., the SampleRegion1KGP table has 26 fields
and the SampleRegionTCGA table has 13 fields). As an example, the entity
Variation of the concepts schema is filled using data from the SampleRe-

gion1KGP table, using the attributes in its 9th and 11th position (originally
called mut type and id) that map to the type and name attributes of the output
Variation table. Similarly, the same Variation entity is filled using also data
from the SampleRegionTCGA table, using the attributes in its 8th and 12th
position (originally called variant type and dbsnp rs) that map to the type and
name attributes of the output Variation table. Note that we wrote a different
rule for each pair of output table (in the concepts layer) and input table (1KGP
or TCGA in the data layer), when the mapping is meaningful.

In some cases, we need to derive new fields in the concepts layer schema as
functions of original fields. One such example is in the Known table: here, the
second field alternative requires combining the values of three fields in the input
table SampleRegionTCGA. For this, we use the notation f(...). Moreover,
names or descriptions are generated from the system admin (with gen()). A par-
ticular case is the one of Population and AlleleFrequency tables: here the
computation of the attributes of the second table (allele and frequency) depends
on the values of the first. The values coming from the input table (e.g., AFR AF
from the SampleRegion1KGP schema) denote the allele frequency only for a
specific population. We thus represent this case using, as output table, the joined
table that contains together the information of the population matching with its
allele/frequency information. Here we did not report concepts layer’s tables that
could not be directly mapped to any field of the two data sources considered
in this example; this is the case of Chromosome, for instance, whose attribute
sequence can be filled by inspecting authoritative sources such as RefSeq [22].

4.2 Examples of Applications

This section reports examples of queries that are enabled by concept-to-data
linking, showing that: a) data improves the representation of genome concepts
within a specific view (bottom-up); b) concepts and their connections improve
the knowledge generation process allowing connections across views generated
by different data types (top-down). Examples 1 and 2 demonstrate case (a) while
examples 3 and 4 show case (b).

Ex 1. Extract positions of chromosome elements provided by different sources.
Intuitively, one would expect that a specific gene was located in a uniquely
defined range on a chromosome. However, its positions are identified by means of
complex measurements which depend on the used technology or employed bioin-
formatics algorithm/parameters. Indeed, when such a query is posed to real data
sources, we find multiple distinct positions. For instance, in the hg19 assembly,
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the PAQR6 gene is located in chromosome 1 at 156,213,111–156,217,908 accord-
ing to RefSeq, whereas it is located at 156,213,205–156,217,881 according to
GENCODE. The concepts layer adequately captures these aspects and it allows
to pose a generic query while extracting heterogeneous definitions from the data.

Ex 2. Extract mutations whose position is not precisely identified. The concepts
layer includes the possibility to represent known imprecise variations, which are
commonly found in variation data sources such as the 1000 Genomes Project. For
instance, a 297 bases-long variation could be located between position 14,477,084
(with a range of uncertainty that spans from 22 bases before, up to 18 bases after)
and position 14,477,381 (with uncertainty between 12 and 32 bases).

Ex 3. Extract mutations located on enhancers associated to breast cancer. Let
us consider the study of a patient genome targeting presence of mutations on
BRCA1, i.e., a specific gene that is associated to breast cancer, located at posi-
tion 43,044,295–43,170,245 of the negative strand of chromosome 17. From data,
it can be observed that no relevant mutations are present in this range. However,
in terms of clinical significance, in addition to genes, it is critical to consider also
their regulatory elements. In this case, mutations should be tested also on the
enhancers of BRCA1. Several data sources can provide this information. For
example, the GH17J043124 enhancer is reported by GeneCards [29] at positions
43,123,800–43,127,201 and by ENCODE [27] at positions 43,124,247–43,126,961,
being currently associated to breast cancer [2]. Note that mutation datasets (such
as TCGA’s ones) may sometimes report correspondence between variations and
their enclosing genes; while this is a quite standard information, less studied ele-
ments, such as enhancers, are not typically considered. This connection, however,
can be made by employing the concepts layer representation. The schema allows
to make explicit a relation between positions and elements (including genes and
enhancers) that remains instead hidden in the data.

Ex 4. Extract orthologous genes for humans and other species. By exploiting the
connection between Donor (data layer) and Species (concepts layer) it would
be possible to select genes of Homo Sapiens and genes of, e.g., canine models,
which are orthologous (i.e., genes in different species that evolved from a common
ancestral gene by speciation). Notably, over 58% of genetic diseases seen in the
dogs closely depict the phenotype of human diseases caused by mutations in
orthologous genes [15]. By exploiting the findings available for canine genes,
candidates for gene-driven therapies may be found, e.g., for Duchenne muscular
dystrophy [21].

5 Discussion and Conclusion

In this work we have described the concept-driven and data-driven approaches to
conceptual modeling for genomics, that have guided the development of CSG and
GCM. We then described a method for linking these models so as to generate
an encompassing conceptual model that provides both the concept and data
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viewpoints. We applied our approach to the DNA variation case, showing that
the new conceptual model can support interesting queries and applications, both
acting on a single dataset and on several integrated datasets.

This work inspires future developments within the two projects and sig-
nificant future joint activities that will integrate several available open data
sources [3]. For what concerns the CSG model, the most substantial issue that
will be addressed as future work is the inclusion of the notion of “individual”.
Indeed, DNA variation data, as well as many other genomic signals – here not
discussed – do express information of this kind. Examples taken from the ana-
lyzed domain include 1) the person’s genotype, which comprises the allele1 and
allele2 attributes, concerning on which of the two chromosome copies the asso-
ciated variant is located; 2) the origin (i.e., nature) of the variation, which could
be somatic (occurring from damage to DNA in an individual cell during a per-
son’s life, not passed from parent to child) or germline (occurring in a sperm/egg
cell, copied into every cell in the body, possibly passing from generation to gen-
eration). This may, for instance, enable studies on overlaps between variations
that are recorded both as somatic and as germline in public databases [20]. The
missing notion of “individual” is being investigated within the CSG working
group and the upcoming results will be reported on this effort as well. For what
concerns the GCM model, work has been so far driven by the requirement of
creating a large repository (hosting, at the time of the writing, about 550 thou-
sand files within a large database of 9 TB [17]). As a consequence of this initial
choice, today GCM misses opportunities for conceptual data linking, that will
drive its future extensions.

Regarding the joint effort described here, the most important challenge
stands in generating views for all most relevant genomic data types, while care-
fully designing their links. In this paper, we show the variation-related informa-
tion, but we will next take data types one by one and generate extensions of
the concepts layer view by view. In this direction, we envision a holistic system
that, based on the accurate view-specific contents, is able to provide a synergical
perspective on the genome. The system will enable the combined use of multiple
views, with selective mechanisms that activate one area or the other.

Users will then be allowed to ask questions that, for example, connect datasets
on variation at the DNA level to variation at the amino acid level (i.e., proteins).
More complex queries could compare somatic and germline variations (by means
of “differential mutation analysis”) to identify genes that are likely involved
in a given disease [25] or identify susceptibility to tumorigenesis by exploiting
genome-wide association studies [16]. More broadly, queries could span from
mutations to their interaction with phenotype evidence, using their position
within annotated genome elements, possibly also connecting it to interactions
with the epigenome or the tridimensional organization of the genomic chain.
All of these queries would benefit from the approach described in this work,
facilitating in a natural way the interoperability between different data types
connecting their corresponding views.
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12. Garćıa, A., et al.: Towards the understanding of the human genome: a holistic
conceptual modeling approach. IEEE Access 8, 197111–197123 (2020)
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Abstract. Polarization analysis is critical for effective policy and strat-
egy implementation. Various aspects of the COVID-19 pandemic are dis-
cussed on social media platforms extensively. While social media are
used to share factual information and official directives, there is also an
abundance of misinformation and beliefs (both personal and political).
Some of that misinformation and beliefs are driven by polarized opin-
ions from different ideologies. Consequently, considerable polarization
has been observed on widely discussed topics related to Covid-19 such
as face masks and vaccines. The study of emotion is essential for polar-
ization detection as positive or negative sentiment towards a topic might
indicate favorability or hesitancy. While positive or negative sentiment
indicates a polar view toward a subject matter, it is paramount to under-
stand the fine-grained emotion (e.g. Happiness, Sad, Anger, Pessimism)
for effective polarization detection. In this research work, we propose a
deep learning model leveraging the pre-trained BERT-base to detect the
political ideology from the tweets for political polarization analysis. The
experimental results show a considerable improvement in the accuracy
of ideology detection when we use emotion as a feature. Additionally,
we develop a deep learning model accompanied by an adversarial sample
generation module to detect the emotion in the tweets. The adversar-
ial sample general module significantly improves the performance of the
deep learning model. Finally, we explore the political polarization for the
topics “mask” and “vaccine” in the different states of the USA throughout
the pandemic.

Keywords: COVID-19 · Coronavirus · Polarization · Social media ·
Twitter · Emotion analysis · Data analysis · Machine learning

1 Introduction

COVID-19 pandemic forces people to stay at home which amplified the use of
social media. The general population as well as officials leverage social media to
disseminate information, and directives, and to create awareness. People became
engaged in social media to express their opinions, beliefs, and political agenda
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along with different types of content. Various topics related to Covid-19 with
great interest have emerged throughout the pandemic. “Mask, Vaccine, Stay at
home” are some examples of the topics with higher engagement where people
with different ideologies reacted differently on those topics. People actively decide
their contents of interest which often brings the same ideology people together
because of the recommendation system and followers network of the social media.
During the pandemic, researchers have observed a concerning amount of bias
and political polarization [9,11]. Moreover, the 2020 presidential election of the
United States greatly influence people’s opinions and beliefs related to Covid-
19. Prior research works [1] show that such political events can reinforce beliefs
through confirmation bias. Various research works have shown that social media
is highly prone to echo chambers [4]. An echo chamber is a situation where
certain beliefs or assumptions (both true/false) are reinforced by repeated com-
munication and information sharing. Most of the prior works in polarization
and echo chamber detection discuss mostly political topics. However, during the
pandemic researchers have found polarization and conspiracies for general health
directives such as masks and vaccines [3,19].

The use of face masks became highly polarized and a topic of debate because
of different guidelines. There are various kinds of masks available and not all
kinds of masks prevent COVID-19 infection at the same level. General types
of masks such as surgical masks, reusable cloth masks, and face coverings do
not prevent infections much while those reduce the transmission compared to
professional N-95 masks. To prevent panic buying and hoarding, some official
guidelines asked people not to buy masks stating that masks are not effective1
After a few weeks, in April 2020, CDC urged all Americans to use a face mask.
This kind of information created confusion among the general population which
also instigates polarization.

Understanding polarization is very critical to motivating the mass popula-
tion effectively and creating acceptable policies. A proper study of polarization
for some topics can be useful for other topics that might arise in the future. It
will also assist in sharing acceptable information across all demographic. While
there are research works on COVID-19 polarization detection [6,10,19], most of
those works use relatively small data sets or periods. In this work, we aim to
study polarization using large-scale Twitter data collected from March 2020 to
December 2021 regarding masks and vaccines. Our primary research contribu-
tions are:

– We leverage deep learning model and develop a transformer-based model to
detect the partisanship from the tweeter data. We have also created a pipeline
to semi-automatically annotate the political affiliation to create the data-set
for the model. Instead of using high-level sentiments (positive, neutral, and
negative), we have used many different emotion categories.

– To detect the emotion in a tweet, we propose a BiLSTM model with an
adversarial sample generation module.

1 Surgeon General Urges the Public to Stop Buying Face Masks - https://www.
nytimes.com/2020/02/29/health/coronavirus-n95-face-masks.html.

https://www.nytimes.com/2020/02/29/health/coronavirus-n95-face-masks.html
https://www.nytimes.com/2020/02/29/health/coronavirus-n95-face-masks.html
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– We have performed polarization analysis during the COVID-19 pandemic on
“Mask” and “Vaccine” with respect to political ideology in the USA. We also
explore the polarization in four states with different political ideology during
the years 2020 and 2021.

2 Related Works

2.1 Polarization Detection Using Twitter

Twitter is becoming popular for anomaly detection, misinformation propagation
and quantification, public response and communication monitoring during times
of crisis. Polarization detection within social media content especially Twitter is a
popular topic of research these days. To detect the polarization and political ide-
ology in the tweets, researchers mostly take two approaches: content-based and
network-based. User metadata, tags, tweet, location, and other information are
used in content-based approaches. In this approach, authors use user metadata
information and compared that information with seed users (verified profile with
political affiliation) to infer the political ideology. While this method works well
it also skews the result because of similarity in the shared content and the loca-
tion. In the second approach, the user network is used to detect partisanship. The
network is built using engagements, and followers [10]. Ideally the more interac-
tion someone has with seed users with specific affiliation, it is more likely for that
user to follow the same political ideology. Authors in [10] created an interaction
network using retweets. The authors explore the echo chambers using the inter-
action network. While people who interact with each other might have a similar
ideology, it is also possible for people to interact with someone who oppose the
content. Topic-specific polarization exploration also became very popular during
the COVID-19 pandemic. Yeung et al. [19] explore the polarization on personal
face masks during the pandemic. The authors analyze the people with differ-
ent demographic such as age, gender, geographic region, and household income.
The authors use the valence-aware sentiment analysis to detect the polarity. The
authors employ a content-based approach to detect the political ideology using a
set of filtered keywords and follow networks. Jiang et al. [11] studied the polariza-
tion between different ideological groups on COVID-19 vaccine favorability and
hesitancy. The authors use follower scores and expressions in the tweets to detect
political affiliation. The authors examined whether and how people’s opinions
on the COVID-19 vaccine vary. While the above approaches can determine the
political ideology those approaches are impacted by the considered sample data,
sample size, and seed users. In this work, we take a content-based approach to
detect political ideology. However, instead of using the profile meta-information
or user network, we use the content in the tweet text and the emotion in the
text to detect the political ideology. This method reduces the bias as instead of
looking at user interaction network it focuses on the shared contents by a user.
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2.2 Adversarial Sample Generation and Emotion Classification

Most of the traditional tweet emotional classification works treat the problem
as a text classification problem and rely on a large amount of labeled data.
Baziotis et al. [2] and Meisheri et al. [13] who hold the first and second place
in the multi-label emotion classification task of SemEval-2018 Task1, developed
classifiers using a biLSTM with an attention mechanism. However, none of those
works perform emotion classification on a crisis dataset which might represent
a wide variety of emotions with unbalanced data. Yang et al. [18] introduce a
COVID-19 dataset and implemented XLNet, AraBert, and ERNIE for emotion
classification. However, the authors did not attempt any adversarial approach
or any other technique to make the model better context-aware.

Adversarial learning approaches are widely popular for computer vision prob-
lems. However, in recent years adversarial learning gaining popularity in the
field of Natural Language Processing (NLP). In [14], a team of researchers from
Google and OpenAi, introduce adversarial training methods for semi-supervised
text classification. The authors introduced perturbations in the text embedding
in a Recurrent Neural Network (RNN) and achieved a state-of-the-art result. In a
recent work, Daniel et al. [7] explore domain adversarial training for low-resource
text classification. The authors claimed that transfer learning from one lan-
guage to another low-resource language using the adversarial technique is highly
beneficial. The authors extended domain-adversarial neural network architec-
ture to multiple source domains and evaluate the model performance to prove
their claim. Authors in [5] used Generative Adversarial Learning to improve
the BERT and make it robust for text classification. The authors found that
adopting adversarial training to enable semi-supervised learning in Transformer-
based architectures improves the model performance with fewer labeled exam-
ples. While research is scarce works on adversarial learning for emotion classifica-
tion from text, the idea is gaining traction recently. In December 2020, Bo Peng
et al. [15] proposed an adversarial learning method for sentiment word embed-
ding to force a generator to create word embedding with high-quality utilizing
the semantic and sentiment information. In [17], the authors utilize adversarial
multi-task learning for Aggressive language detection (ALD) from tweets. The
authors deploy a task discriminator for text normalization to improve the ALD.
The adversarial framework uses the private and shared text encoder to learn the
underlying common features across the labels and thus improve the performance.
In [8], the authors developed a confrontation network and used transfer learn-
ing to achieve rapid theme classification and emotion detection from the text.
The authors developed an adversarial network to extract the common features
of different tasks to improve performance. In most of these works, authors are
taking adversarial approaches for word embedding or transfer learning across the
domains. However, due to the short text in social media contents (e.g. Tweets),
the emotion can change by a single word where 80–90% of the words remain the
same. In this work, we explore an adversarial learning approach to extract the
common features across different emotions to improve emotion detection.
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3 Data Preparation

Figure 1 represents the basic workflow of the data collection, processing, anno-
tation, and manipulation. We have started collecting COVID-19-related tweets
originating from the USA using Twitter Streaming API from March 5th, 2020.
Since then we have collected over 800 million tweets until December 2021. Dur-
ing the filtering and pre-processing steps, we discarded non-English tweets and
removed the duplicates and media-only tweets. Further, we process the user pro-
file information to keep the essential information such as location, verified status,
and profile description. To estimate the location of a user, we have used the Geo-
information available with the tweets. However, less than 1% of tweets contain
the geotag because of Twitter location privacy. In that case, we have used the
user profile description and location meta information to estimate the location
of the user. The pre-processed data is stored as CSV files. There was a total of
831M tweets. After processing the data there were 512M unique tweets. The
total number of unique and verified users are 57, 35, 936 and 59, 883 respectively.

Fig. 1. Data processing, annotation, and manipulation

Data Annotation: For this work, we have annotated two sets of data. First, we
manually annotate emotions using 10K tweets. Three annotators worked inde-
pendently to annotate the emotion types using every single tweet. The detailed
emotion annotation process is available in [12]. The tweets were annotated in 10
different emotion types (e.g. neutral, optimistic, happy, sad, surprise, fear, anger,
denial, joking, pessimistic). To reduce the biases of the data annotation, we have
added 4000 more emotion-labeled tweets publicly available at [18]. Further, we
develop a semi-automatic annotation module to annotate the political ideology
of a user. We have considered the members of the US Congress and self-claimed
verified users with political ideology (Democratic, Republican) as the seed user.
We annotated the tweets from those user profiles with the political affiliation.
We only consider the original tweets by those users in the finalized data set
which contains around 250K of tweets on masks and vaccines. We also identify
the emotions in those tweets using the developed emotion detection model. We
use this data set to train a transformer-based model, and further use that model
to identify the political affiliation in the other tweets.
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4 Emotion Classification

We develop a Deep Neural Network with adversarial sample generation and
learning to classify the tweet text into a specific emotion category. The clas-
sification model comprises six primary components which are the input layer,
embedding layer, Bidirectional Long-Short Term Memory (BiLSTM) layers, aux-
iliary features input, and output layers. A detailed description of each component
is available in our previous research work [12]. In our prior work, the developed
BiLSTM model outperforms other state of the arts in several metrics. To improve
the proposed BiLSTM model for the minor emotion classes such as ‘Jokes’, we
introduce a method for adversarial sample generation and learning which effec-
tively increases the performance of the BiLSTM model while converging with
fewer epochs of training. Figure 2 represents the basic idea of the proposed adver-
sarial approach to detect the emotion labels. The process can be separated into
3 steps. The first step is adopted from our previous work and described in [12].
In the following subsections, we briefly describe steps two and three.

Fig. 2. Adversarial training steps

4.1 Common Word Extractor

The algorithm for common word determination from the text is presented in
Algorithm 1. The algorithm takes the validation prediction outputs of the model
during the training and calculates the similarity ratio and distance to determine
the common words. We have used Normalized hamming similarity [16] to cal-
culate the similarity. The algorithm compared the similarity ratio and distance
between the positive and negative prediction to determine which words are criti-
cal and present across right and wrong predictions. It uses two threshold values α
and δ to select the appropriate words that can be replaced to generate adversarial
sample. During different training epochs, the model changes the values of α and
δ to ensure different word selection, and hence, it maximizes the performance.
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4.2 Adversarial Sample Generation

Let us denote the sequence of commons words across positive and negative labels
as {Wd|d = 1, 2, 3, ..., N}. The module uses the pre-trained GloVe embedding
vectors and seeks similar semantic words. It follows the steps in Algorithm 2.
The algorithm initializes a probability value P = 0.2 and select a word randomly
from the embedding space to replace the original word in the tweet. We have
examined different probability values and found that 0.2 is the optimal one. After
creating the adversarial sample this module forward those samples and combine
those with the input data to create a new set of training data for the model.

Algorithm 1. Common Word Deter-
mination
Input: Validation Prediction Pv. Here [v

= 1 to k]. Initial values for Similarity
and Distance thresholds α, δ.

Output: Words dict Wd.
1: Initialization: Appends Pv with input

text.
2: for i = 1 to len(Pv) do
3: Calculate word frequency Wf =

[word, count].
4: Calculate similarity index Sidx in

the predictions.
5: end for
6: Determine the similarity ratio Sr and

distance Sd between positive preds
Posv and negative predes Negv.

7: for i = 1 to len(Wf ) do
8: if Sr[i] >α and Sd[i] <δ then
9: Wd.append(Wf .word);

10: end if
11: end for
12: return Wd.

Algorithm 2. Adversarial Sample
Generation
Input: Sample Tweets T , Common

words dict Wd.
Output: Generated sample adversar-

ial tweets Tadv, Probability vectors
TP .
Initialization: Define a initial prob-
ability P = 0.2.

2: for t in T do
Iterate through the common
words and find out the embed-
ding vector for each word.

4: With Probability P randomly
select a similar word for respec-
tive common word.
Replace the common words with
similar world in t.

6: Append the Probability P in TP .
end for

8: return Tadv, TP .

5 Political Ideology Detection

Figure 3 represents the architecture for political ideology detection using BERT-
base transformer. BERT (Bidirectional Encoder Representations from Trans-
formers) use transformers which is essentially an attention mechanism that learns
contextual relations in the text. The model use encoders to learn the inputs and
decoders to produce the output. In our work, we leverage a pre-trained BERT-
base model and retrained it with the annotated political data-set. Along with
the text, we also use the emotion class label as an input. We use a total of
150K annotated tweets for the training and validation. 80% of the data is used
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Fig. 3. BERT-based transformer model for ideology detection

during training and the rest of the data were used to evaluate the model perfor-
mance. During the test, we have observed that the addition of the emotion label
improves the performance of the model significantly.

6 Experimental Result and Analysis

All of the experiments of this project is performed using a machine comprises of
Intel R©CoreTMi9-9900K CPU, 64GB RAM and an Nvidia RTX-2080Ti GPU.

Table 1. Hyperparameter values for emotion classification model

Hyperparameters Description

Text embedding Dimension: 250
BLSTM Layer 2 layers; 250 hidden units in each
Dense Layer 2 layers; 150 and 75 units respectively
Drop-out rate Word Embedding: 0.3; Dense layer: 0.2 each;
Activation function ReLU; Output activation: Sigmoid;
Adam optimizer Learning rate = 0.0001; beta1 = 0.8;
Epochs and batch Epochs = 25; batch size = 256;
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6.1 Hyperparameters of the Models

We have performed rigorous hyper-parameters tuning and found that the values
in Table 1 and Table 2 are ideal to reach the desired performance. The tables
also presents the layers information that are used in both models. For emotion
classification we have performed parameter tuning and optimize the model after
the adversarial sample learning. We used the same set of parameters as presented
in the tables for performance evaluation and model re-production. We have used
80/20 training and testing split for both of the models.

Table 2. Hyperparameter values of ideology detection model

Hyperparameters Description

Pre-trained Model BERT Base
Linear layer 768, Activation: ReLU;
Criterion Cross entropy loss; Optimizer: Adam
Learning rate 0.0001; Drop-out rate: 0.5
Epochs and batch Epochs = 25; batch size = 128;

6.2 Evaluation Metrics

To evaluate the classification model, we have used F1-Micro, F1-Macro, and
Accuracy as metrics. Let L denotes the number of categories, TP denotes True
Positive, FP denotes False Positive, and FN denotes False Negative. We can
define the F1-micro average and F1-macro average score as follows:

Precision =
TP

TP + FP
(1) F1 = 2∗Precision∗Recall

Precision+Recall
(3)

Recall =
TP

TP + FN
(2) F1macro = 1

|L|
L∑

k=1
F1k (4)

Precisionmicro =

∑L
k=1 TPk

∑L
k=1(TPk + FPk)

(5) F1micro = 2∗Precisionmicro∗Recallmicro
Precisionmicro+Recallmicro

(7)

Recallmicro =

∑L
k=1 TPk

∑L
k=1(TPk + FNk)

(6) Accuracy = 1
T

T∑

k=1
σ(Yk == Pk) (8)

Accuracy is used as a metric for model performance as it can give a better
observation for imbalanced categories. Equation 8 defines the Accuracy score
where σ(Yk == Pk) returns 1 if the prediction is correct, otherwise 0. To evaluate
the performance of the political ideology detection model, we have used the
accuracy score and ROC AUC(Area under the ROC Curve). ROC curve shows
the performance of a classification model at all the given classification thresholds.
We have used “sklearn” metrics package to calculate the ROC AUC score.
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6.3 Experimental Results

Table 3a represents the primary experimental results. To test the adversarial
approach, we have integrated the module with the above described BiLSTM net-
work with auxiliary feature engineering. From the table, we can observe that the
adversarial integration improved the performance considerably. The F1-Micro
and F1-Macro scores are comparatively lower as we have some emotion cate-
gories with a very small number of labels (e.g. denial, joking, pessimistic). All of
the models perform poorly for those classes. The performance evaluation for the
different models for political ideology detection is present in Table 3b. We can
see that the BERT with the addition of the emotion category outperforms other
models. We have also evaluated RoBERTa with and without the the emotion
labels. The performance of RoBERTa model is also very close to BERT models.

Table 3. Performace evaluation of the models

(a) Emotion Classification

Models F1-Micro F1-Macro Accuracy

SVM-Unigrams 0.53 0.41 0.74

NTUA-SLP 0.60 0.49 0.85

BiLSTMAux 0.55 0.54 0.86

BiLSTMAux+ADV 0.64 0.61 0.91

(b) Ideology detection

Models Accuracy ROC AUC

SVM 0.73 0.70

CNN 0.79 0.76

RoBERTa 0.84 0.83

BERT 0.85 0.83

BERTemot 0.88 0.87

6.4 COVID-19 Polarization Analysis

The primary aim of the polarization analysis is to find the polarized topics and
explore the change in sentiment during the pandemic. Figure 4 depicts the word-
clouds on the topics masks and vaccines using trigrams from the tweets by people
with democratic and republican ideology, respectively. For each word cloud, a
sample of 1 million tweets was used. We observe some polarized opinions across
the demographics. For instance, trigrams “masks don’t prevent” and “masks cant
prevent” were prominent in the republication tweets. Similarly, we observe a
different set of discussions on vaccines. In the republican tweets, “operation wrap
speed” and “fake vaccine news” appears frequently compared to the democratic
tweets.

Figure 5(a, b) represents the monthly polarity on the topics “Masks” and
“Vaccines” in the USA, respectively. In the charts, the blue lines represent the
polarization score for democratic ideology and the red lines represent republican
ideology scores. To calculate the polarity values, one million tweets per month
were selected from each ideology class. The polarity for each tweet is set as a
positive one (+1) for the positive emotion and negative one (-1) for the negative
emotion. Further, we take the average of the polarity across all the tweets to
calculate the polarization score. Therefore, the lower polarity score denotes the
negative sentiment on the topics compared to the opposite ideology. We further
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Fig. 4. Discussion on masks and vaccines since March 2020 to December 2021

explored the polarization in the four different states (e.g. NY - New York, CA
- California, TX - Texas, and MO - Missouri) of the USA for the topic “Masks”
and “Vaccines”. In Fig. 5, we observe some interesting contrast in the polarity
for each ideology before and after the year 2020 presidential election for both
the topics. The score for the republican ideology significantly went down after
the election in Texas and Missouri while the score was much higher before the
election when compared to the democratic ideology. Figure 5(c) to 5(j) represents
the polarization on “masks” and “vaccines” in the four states. While all the
four states have a similar trend, we can see some distinct differences also. For
instance, in Fig. 5(c), in April 2021 for the New York state, we see a higher
polarity score for the republican ideology compared to the other three states. In
the other states, the democratic polarity score on the topic “Masks” was much
higher compared to the republication. We can see another interesting observation
in Fig. 5(d) for May 2021 in California state. We can see that the republican
sentiment went down significantly in May 2021. We present the topics of interest
during the above-mentioned events in Fig. 6. We observe that the people in NY
have considerably similar discussions and emotions on the masks in April 2021.
Although there was a shift in the sentiment after the 2020 election, the people
of NY decided to work together to contain the coronavirus. We observe a very
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Fig. 5. Polarization on Masks and Vaccines over in 2020 and 2021 in the USA

different set of discussions and emotions among the democrats and republicans
in California. While the Democrats want to enforce the use of masks, many
republicans were strongly against it. We can see some trigrams such as ‘hurts
public confidence’, ‘forcing kids wear’, and ‘lift mask mandate’ in the tweets,
associated with the republican ideology.
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Fig. 6. Discussion on Mask by people from New York and California

In Fig. 7, we can observe the contrast between the discussed topics related to
“vaccines” by democrats and republicans during the years 2020 and 2021. People
with the democratic ideology were strongly vocal about the vaccine development
and affordable vaccines during the year 2020. They felt that the initiatives taken
by the authorities are not enough. On the contrary, republicans were praising
the operational speed of a safe and effective vaccine. In the year 2021, democrats
discussed more American rescue plans and mass vaccination to encourage people
to take the vaccine. However, the Republicans were vocal against the political
spinning of vaccine success, and also vocal against forced vaccination policy by
different authorities and employers. Due to the page limitation, we present a
limited number of analyses in the paper. However, we plan to make more anal-
yses publicly available along with our data and findings in the GitHub reposi-
tory2. The repository will contain the interactive graphs which will be accessible
through a GitHub website.

2 https://github.com/mykabir/Covid-19-Polarization-Analysis.

https://github.com/mykabir/Covid-19-Polarization-Analysis
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Fig. 7. Discussion on vaccines during 2020 and 2021

7 Conclusion and Future Work

In this work, we have extended our earlier emotion detection model and achieved
higher scores compare to the state-of-the-art models for emotion classification. In
addition, we also propose a BERT-based political ideology classification model
where we use emotions as a feature for polarization detection using the tweets
only. The performance evaluation shows that the proposed model outperformed
other well-known models for the classification task. Further, we have used the
classified ideology label to analyze the tweets and explored the polarization issues
on the topics such as “mask” and “vaccine” during the COVID-19 pandemic. In
the future, we plan to study the influence of the bias in our study and conduct
experiments with different sample sizes for different periods.
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Abstract. To handle data variety in one project, some researchers pro-
posed using multiple databases or one multi-model database to man-
age various data. However, considering that the predominated Relational
Database Management Systems (RDBMSs) in the current market have
powerful capabilities such as query optimization and transaction man-
agement, we propose using an RDBMS as a unified platform to store
and query multi-model data. But the mismatch between the complexity
of multi-model data structure and the simplicity of flat relational tables
imposes a grand challenge. To address this challenge, we adopt the rein-
forcement learning method to design a workload-aware approach that
could directly learn a relational schema to store multi-model data by
interacting with an RDBMS with the given queries and data. To choose
the right actions in the learning process, we propose a variant Q-learning
algorithm (Double Q-tables) along with functions for updating the tables,
which could reduce the dimension of the original Q-table and improve
learning efficiency. Experimental results show that our approach could
generate a relational schema with superior performance in terms of query
response time and storage space cost over a multi-model storage schema.

Keywords: Multi-model data · Reinforcement learning · Relational
schema · JSON · RDF · Relational data

1 Introduction

The current applications developed for processing different tasks in various sce-
narios are generating a tremendous amount of data. For those data, people could
store them in tabular structures, unstructured object-like documents, or graph
formats, etc. To manage those different data models, different databases are
developed, such as RDBMSs and NoSQL databases. Unfortunately, using mul-
tiple databases instead of a unified platform may cause some possible problems
[1]. Some people propose multi-model databases [6] to manage different data
models with a unified query language. However, creating a mature multi-model
data management system is rather time-consuming. Considering that RDBMSs
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Ralyté et al. (Eds.): ER 2022, LNCS 13607, pp. 224–235, 2022.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17995-2_16&domain=pdf
https://doi.org/10.1007/978-3-031-17995-2_16


Effective Generation of Relational Schema 225

have powerful capabilities in handling security, user authentication, query opti-
mization, etc., which have been hardened for decades by researchers, we propose
using an RDBMS as a unified platform to store and query multi-model data.

Fig. 1. An example of multi-model data.

To achieve this goal, we need to identify its main challenge - the mismatch
between the complexity of multi-model data structure (see Fig. 1) and the sim-
plicity of flat relational tables. Therefore, our main task in this paper is to design
a relational schema to store multi-model data while having excellent query per-
formance. To do this, we think that it is a great idea to make the proposed app-
roach aware of queries, data, and the running environment. Considering this, we
propose using the Reinforcement Learning (RL) method to address the problem
of how to generate a relational schema with excellent query performance for the
input data and queries [7,8]. This is because reinforcement learning could work
with a dynamic environment and learn how to map different situations to cor-
responding actions so as to maximize the specific reward for achieving the final
goals. Now, we summarize our contributions as follows:

1. Based on RL, we use Markov Decision Process to model the process of rela-
tional schema generation and attempt to obtain a relational schema to store
and query multi-model data consisting of relational data, JSON documents,
and RDF data in RDBMSs while having excellent query performance.

2. In this process, we design the initial state of the reinforcement learning,
define the concept of actions, describe the representations of state obser-
vation, present the definition of rewards, and identify the final goal, which
would make our approach work effectively.

3. Against our research problem, we propose a variant Q-learning algorithm
(Double Q-tables) as a learning policy to help choose actions, which extremely
reduces the dimensions of the original Q-table’s action columns and makes
our approach work efficiently.

4. Finally, we perform extensive empirical experiments that demonstrate our
approaches could obtain a relational schema with excellent query performance
and better than the state-of-the-art approach.
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2 The Overview of Approach Framework

The framework (see Fig. 2) of learning a relational schema has two main compo-
nents. One is the learner (i.e., the agent) that explores, interacts with, and learns
from the environment to maximize the cumulative reward. The other is the envi-
ronment made up of everything outside the agent. In detail, the framework first
generates the initial relational schema as the initial state of RL. Next, based
on the current schema (state) and policy, the agent chooses an action (joining
tables) to modify the current schema for generating a new (next) schema (state).
Then, the framework rewrites the query statements so that they can perform the
same meaning tasks on the new schema in the RDBMS. After that, the RDBMS
returns the reward gotten by the function of query time. Finally, the agent uti-
lizes the learning algorithm to update the Q-tables with the information of the
returned reward and observation state and then repeats the previous operations
to continue exploring the potential relational schemas or collecting the most
rewards that we already know about until the agent has tried all the actions
in an episode (or the episode has reached the maximum number of iterations).
Now, by collecting the generated states and comparing their executing time, we
could obtain the best relational schema from the generated relational schemas
for the input multi-model workload. Next, we will introduce the initial schema,
states, actions, reward, goal, and policy in this framework separately.

Fig. 2. The framework of generating schema for multi-model data based on RL. (Some
icons are from https://www.iconfinder.com/)

2.1 Initial Relational Schema

We transform the input multi-model data into multiple narrow tables based on
the fully decomposed storage model (DSM) [4]. Specifically, we decompose a
JSON document including (n + 1) keys into n two-column tables, where the
JSON object id is regarded as the key of each two-column table (see Table 1).
As for the name of each table, it is the same as its second-column attribute name.
Besides, we design a fixed schema to preserve JSON arrays based on the model-
based methods [3,5]. For example, Table 2 is used to store array elements that
has string type. For the relational data, we split each table into multiple narrow
tables whose amounts are equal to the number of attributes except the original

https://www.iconfinder.com/
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table keys. For those narrow tables, their first several columns are the keys of
the original table, and the following column holds the values of an attribute.
For the RDF graph data, we divide the triples table into multiple two-column
tables. Each two-column table consists of a subject and a predicate, and each
tuple of this table is made up of the subjects having that specific predicate and
object values corresponding to that predicate.

Table 1. customerName.

objectId customerName

521 J.K. Rowling

Table 2. ArrayTableString.

objectId Key Index valStr

521 Items 0 product0

521 Items 1 product1

2.2 Action

Based on the construction of the initial relational schema, we define our actions
as joining operations. Specifically, we first collect and count all the keys of the
JSON documents, all the predicates of the RDF data, and all the attributes of
relation tables in the multi-model dataset. Next, we map those keywords into sev-
eral numeric intervals (i.e., [thresholdi +1, thresholdi +m]). With this mapping
information, we could also use these numeric ids to represent the corresponding
tables. Thus, if we choose a number id, we could use its corresponding table to do
the joining operation. This means all these numeric ids form a set of actions A.
For example, we could get A = {1, 2, 3, 101, 102, 103, 104, 201, 202} from Fig. 1,
where {1 : customerId}, {2 : customerName}, {3 : totalPrice}, {101 : Genre},
{102 : Write}, {103 : Publisher}, {104 : Occupation}, {201 : sex}, {202 : rate}
threshold1 = 1, threshold2 = 100, and threshold3 = 200.

2.3 State

In this part, we will design an effective expression format for describing the
relational schemas (states). We start with using a dictionary D to represent a
relational schema. For example, we represent the initial relational schema as d0 =
{1:[1], 2:[2], 3:[3], 101:[101], 102:[102], 103:[103], 104:[104], 201:[201], 202:[202]}.
In this dictionary, each key (numeric id) represents a table and its value consists
of this table’s attributes. The keys in d0 represent the existing tables in the
current relational schema. Next, we represent those relational schemas (states)
as strings so that they can be identified in the MDP. For example, we could
represent the initial state s0 as a string “1 0 2 0 3 0 101 0 102 0 103 0 104 0
201 0 202”, where we regard the reserved word “0” as an interval bit between
different tables. Please note that we put these table ids in numerical order in
this string. Even though a table consists of several attributes, there should be a
numerical order for these ids in this sub-string.
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2.4 Policy

To get a new state, we need the policy to help specify which action to take
in each state. Revisiting the definitions of states and actions in this paper, we
know that both of them are finite sets. Therefore, we propose a variant Q-learning
algorithm (Double Q-tables) to help the agent find an optimal policy maximizing
its total reward. The classic Q-learning is a model-free reinforcement learning
algorithm whose core idea is to generate a Q-table (QTa) to store state-action
values. However, just with one Q-table, this would result in that we could not
make our action (joining operation) work except self-joins. This is because, so
far, we only have one table selected through the Q-table (QTa), but we have
no idea which table should be chosen from the current schema to do joining
with that selected table. To complete our approach, we define another Q-table
QTjoin, a (n × n)-dimensional table. As shown in Fig. 3, rows (states) of the
Q-table QTjoin are defined by action set A, columns (actions) are defined by
table ids. Its main idea is that when QTa chooses an action ai at state si, the
QTjoin will decide which table (selected from the existing tables in the current
relational schema, i.e., keys in dictionary di) should be chosen to do joining with
ai (QTa) at the state ai (QTjoin). For example, if QTa chooses an action a3 (e.g.,
a3 = 3) at the state s0, then we will go to Q-table QTjoin to choose another
table at the state a3 of QTjoin. Assume that QTjoin chooses action a1 at state
a3, the new relational schema will be d1 = {1:[1, 3], 2:[2], 101:[101], 102:[102],
103:[103], 104:[104], 201:[201], 202:[202]} and the new state s1 is “1 3 0 2 0 101
0 102 0 103 0 104 0 201 0 202”. Since this process contains table joining, we set
a semantic constraint pool (including key and foreign key constraints, etc.) to
determine whether they could join. Next, we introduce how to update Q-tables.

Fig. 3. Double Q-table.

Here, we use Eq. 1 [2] to update the first Q-table QTa and use Eq. 2 to update
the second Q-table QTjoin, where we use maxa′ QTa(s′, a′) as the maximum
expected value of QTjoin at state a of QTjoin. We use the previous example to
explain these equations, if QTa chooses an action a (e.g., a3) at the state s (e.g.,
s0), then we will go to Q-table QTjoin to choose another table at the state a (i.e.,
a3) of QTjoin. Assume that QTjoin chooses action tableID (e.g., a1) at state a
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(i.e., a3), we could get a new state s′ (i.e., s1). Next, we use these information
to update two Q-tables.

QTa(s, a) ← QTa(s, a) + α[r + γ max
a′

QTa(s′, a′) − QTa(s, a)] (1)

QTjoin(a, tableID) ← QTjoin(a, tableID) + α[r+
γ max

a′
QTa(s′, a′) − QTjoin(a, tableID)] (2)

Algorithm 1. Double Q-table Algorithm
Input: The multi-model data and queries
Output: Relational schemas
1: Generate initial relational schema d0 and initial state s0
2: Initialize QTa and QTjoin

3: for each episode do
4: d = d0, s = s0
5: Initialize action space A
6: while True do
7: Choose a action a at state s by QTa (ε-greedy)
8: Remove the action a from the action space A
9: Choose a tableID at state a by QTjoin (ε-greedy)

10: Execute joining operation if possible, perform queries, and observe r, s′

11: QTa(s, a) ← QTa(s, a) + α[r + γmaxa′ QTa(s
′, a′)-QTa(s, a)]

12: QTjoin(a, tableID) ← QTjoin(a, tableID) + α[r + γ maxa′ QTa(s
′, a′) −

QTjoin(a, tableID)]
13: s ← s′

14: until A is empty
15: end while
16: end for

2.5 Reward and Goal

Considering that our goal is to find a relational schema having minimum query
time, we first set the query time (gotten by performing a set of queries over
the current relational schema with an RDBMS) as a negative value, denoted
as −tnow. Next, we compare this value with the previous negative query time,
denoted as −tprevious, and then get the reward by R = tprevious − tnow.

Based on the above concepts, we present Algorithm 1 to demonstrate the
learning process of our RL method. According to the input multi-model data, it
generates the initial relational schema and state in Line 1. Next, the algorithm
initializes the Q-table QTa and the Q-table ATjoin in Line 2. After that, the
algorithm runs the episodes as many as users want in Lines 3–16 to obtain
the potential great relational schema (i.e., find an optimal policy maximizing
the expected value of the total reward). For each episode, the algorithm first
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initializes the relational schema and resets the action space. Next, the algorithm
chooses a action at state s though the Q-table QTa with ε-greedy method in
Line 7. Please note that action a will be removed from the action space once a
is chosen, as Line 8 does. Then the algorithm uses the second Q-table QTjoin to
choose another table for preparing to join based on the ε-greedy method. If they
could join, the agent could get a new state s′ and reward given by the RDBMS.
After that, the agent uses Eq. 1 and Eq. 2 to update two Q-tables, replace the
current state with the new state, and repeat the whole process (Lines 6–15) until
the action space A of QTa is empty or the episode reaches the maximum number
of iterations.

Table 3. The number of records/objects in different data models.

Relational JSON RDF

Person – 153 134 4 471 790

Film – 84 322 522 800

UniBench 35 609 383 518 2 213 208

Table 4. Queries employed in the experiments.

ID Queries

Q1 Return the first element in normalized when pageid = “10867341”

Q2 Return the colleges that George Cowan attends

Q3 Return the nationality, height, and birthYear of Sarah Cawood

Q4 Return the original and ns of Charles Phoenix

Q5 Return the occupation and ns of Ron Silver

Q6 Return the plot of A.I. Artificial Intelligence

Q7 Return the organizations that Ralf Little is affiliated to

Q8 Return the academic advisor and the gender of Richard Griffiths

Q9 Return the released time and IMDB rating of The Godfather

Q10 Return the born place and the gender of director of E.T. the Extra-Terrestrial

Q11 Return the titles of products which “8383” (person id) is interested in

Q12 Return order “5099d82c-fea2-4f04-a3b7-f70af5e9e4fe”’s Orderline[0].brand

Q13 Return the asin, price, and imgUrl of the product (product id = “11046”)

Q14 Return the total price of the order “cda31793-2809-4627-9c0a-f361dc5bdd1f”

Q15 Return the order id of Delano (firstName) Muldaur (lastName)’s friends
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3 Experiment

We use the datasets Person1, Film1 and UniBench2 to compare the performance
of our approach with ArangoDB [1] that is a multi-model database. After con-
ducting the data clean, we list their statistics in Table 3. In Table 4, we use three
groups of queries (Q1 − Q5 on Person, Q6 − Q10 on Film, and Q11 − Q12 on
UniBench) to evaluate our approaches, where each query involves one or more
data models. For each Qi, we write and execute the corresponding AQL state-
ment in ArangoDB to collect its query time and answers for comparing them
with our results. The experiments are implemented in Python and run on a lap-
top PC with a 2,6 GHz Intel Core i7 processor and 16 GB memory. The version
of MySQL is 5.7.30, and ArangoDB is 3.7.1. Note that we perform all queries
several times and use their median values in the experiments.

Table 5. Query time (s) of Qi in the person dataset.

Approaches Q1 Q2 Q3 Q4 Q5 Total

Double Q-tables 1.005 0.005 0.102 0.078 0.300 1.490

ArangoDB 0.057 1.443 1.445 0.051 8.083 11.079

Table 6. Query time (s) of Qi in the film dataset.

Approaches Q7 Q7 Q8 Q9 Q10 Total

Double Q-tables 0.042 0.0002 0.011 0.041 0.062 0.157

ArangoDB 0.045 0.168 0.224 0.048 1.818 2.303

Table 7. Query time (s) of Qi in the UniBench dataset.

Approaches Q11 Q12 Q13 Q14 Q15 Total

Double Q-tables 0.394 4.343 0.016 0.222 1.089 6.064

ArangoDB 2.058 0.176 0.003 0.173 16.504 18.914

1 https://www2.helsinki.fi/en/researchgroups/unified-database-management-
systems-udbms/datasets.

2 https://github.com/HY-UDBMS/UniBench new/releases.

https://www2.helsinki.fi/en/researchgroups/unified-database-management-systems-udbms/datasets
https://www2.helsinki.fi/en/researchgroups/unified-database-management-systems-udbms/datasets
https://github.com/HY-UDBMS/UniBench_new/releases
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dataPerson.csv number value 0 1.6308557987213135 1 1.5574872493743896 2
1.5658411979675293 3 1.6000211238861084 4 1.5703368186950684 5 1.5866644382476807
6 1.6165239810943604 7 1.6253111362457275 8 1.6200993061065674 9 1.5524749755859375
10 1.5858750343322754 11 1.5762073993682861 12 1.594890832901001 13 1.6552848815917969
14 1.5513594150543213 15 1.6202647686004639 16 1.6136806011199951 17 1.611283540725708
18 1.6021888256072998 19 1.5925519466400146 20 1.5724148750305176 21 1.5179240703582764
22 1.6063611507415771 23 1.5931599140167236 24 1.5091149806976318 25 1.4896371364593506
26 1.5786502361297607 27 1.5069055557250977 28 1.5592091083526611 29 1.5059878826141357
30 1.6243464946746826 31 1.5681860446929932 32 1.5523219108581543 33 1.6178631782531738
34 1.6659140586853027 35 1.662156105041504 36 1.6138179302215576 37 1.5947730541229248
38 1.6182734966278076 39 1.6408576965332031 40 1.6108293533325195 41 1.6345841884613037
42 1.5953567028045654 43 1.61503005027771 44 1.61116361618042 45 1.5893759727478027
46 1.6439392566680908 47 1.5476438999176025 48 1.6152827739715576 49 1.5796737670898438
50 1.626760721206665 51 1.6371233463287354 52 1.591273546218872 53 1.6471381187438965
54 1.6558911800384521 55 1.6336548328399658 56 1.6371872425079346 57 1.6272952556610107
58 1.707350254058838 59 1.634063482284546 60 1.6615140438079834 61 1.6571168899536133
62 1.684919834136963 63 1.662580966949463 64 1.6489872932434082 65 1.6393580436706543
66 1.6368637084960938 67 1.6647536754608154 68 1.52919602394104 69 1.6468870639801025
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Fig. 4. The changes in query time as the increase of episodes.

10 0.22908806800842285 11 0.2411055564880371 12 0.19133448600769043 13 0.24299001693725586
14 0.21609044075012207 15 0.280653715133667 16 0.26799678802490234 17 0.25737619400024414
18 0.27666783332824707 19 0.2296617031097412 20 0.17970681190490723 21 0.261854887008667
22 0.2569420337677002 23 0.27136898040771484 24 0.22025346755981445 25 0.2473621368408203
26 0.22237801551818848 27 0.22005844116210938 28 0.28400492668151855 29
0.2780940532684326 30 0.24843096733093262 31 0.24001312255859375 32 0.19508051872253418
33 0.21082282066345215 34 0.2204439640045166 35 0.27179503440856934 36 0.2568042278289795
37 0.18207049369812012 38 0.21265935897827148 39 0.2662839889526367 40 0.23563027381896973
41 0.2738637924194336 42 0.25235700607299805 43 0.2295215129852295 44 0.21104216575622559
45 0.200608491897583 46 0.2244570255279541 47 0.27466797828674316 48 0.24953484535217285
49 0.27950477600097656 50 0.2845191955566406 51 0.21748590469360352 52 0.24486136436462402
53 0.27667713165283203 54 0.23612594604492188 55 0.22630858421325684 56
0.27971863746643066 57 0.19123363494873047 58 0.20773077011108398 59 0.2715797424316406
60 0.2677149772644043 61 0.18755412101745605 62 0.1766953468322754 63 0.20771002769470215
64 0.2107079029083252 65 0.21358776092529297 66 0.1771376132965088 67 0.1908724308013916
68 0.22346735000610352 69 0.1565396785736084

dataFilm.csv number value 0 0.23364496231079102 1 0.23538804054260254 2
0.2819819450378418 3 0.28510522842407227 4 0.21438384056091309 5 0.2595701217651367
6 0.22042417526245117 7 0.27697062492370605 8 0.18156814575195312 9 0.22697877883911133
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Fig. 5. The changes in query time as the increase of episodes.

dataUniBench.csv number value 0 6.5375590324401855 1 6.5007078647613525
2 6.5337114334106445 3 6.536458969116211 4 6.452621936798096 5 6.291561603546143
6 6.4155871868133545 7 6.3124213218688965 8 6.294771194458008 9 6.294673204421997
10 6.270218849182129 11 6.252112150192261 12 6.064265251159668 13 6.277676105499268
14 6.258821725845337 15 6.427833318710327 16 6.236349105834961 17 6.416132926940918
18 6.42907977104187 19 6.07938814163208 20 6.435817003250122 21 6.453512907028198
22 6.244457960128784 23 6.271257162094116 24 6.440478801727295 25 6.467978239059448
26 6.509033679962158 27 6.539574861526489 28 6.338322401046753 29 6.375007152557373
30 6.880248308181763 31 6.61084246635437 32 6.340642690658569 33 6.3280980587005615
34 6.456621170043945 35 6.2536537647247314 36 6.422722339630127 37 6.4283435344696045
38 6.418624401092529 40 6.393954038619995 41 6.401635408401489 42 6.448727607727051
43 6.355209827423096 44 6.0730061531066895 47 6.435367584228516 48 6.484595775604248
49 6.505710601806641 50 6.418363571166992 51 6.462645530700684 52 6.442893028259277
53 6.411004066467285 54 6.239349842071533 55 6.37992262840271 56 6.432523965835571
58 6.447792291641235 59 6.419814825057983 60 6.420297145843506 61 6.296583652496338
63 6.431811571121216 65 6.40365743637085 66 6.405707836151123 67 6.415660858154297
68 6.409823417663574 69 6.248623371124268
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Fig. 6. The changes in query time as the increase of episodes.
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Fig. 7. The cost of storage spaces on MySQL and Arangodb.

Table 5, Table 6, and Table 7 present the executing time of queries on the
relational schema generated by our RL method and on ArangoDB. We can see
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Fig. 8. The cost of storage spaces on MySQL and Arangodb.
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Fig. 9. The cost of storage spaces on MySQL and Arangodb.

that the execution time of queries like Q1 and Q12 is less than that on our
generated relational schema. This is because ArangoDB preserves data in docu-
ment format, which is quite suitable for this kind of query. However, our method
has its own benefits. For example, our method may generate a wide table that
may include all attributes which one query needs. Thus, this could significantly
reduce the query time. And users do not need to do many self-joins on the giant
triples table (e.g., Q3). Besides, for the queries involving multiple data models,
our method could also reduce time consumption. The reason is that we could
execute those queries just on the relevant attributes and ignore the useless infor-
mation (e.g., Q5 and Q15). Finally, the total query time of our generated schema
is less than that ArangoDB needs.

We set ε greedy = 0.5 to attempt to balance the exploitation and exploration
of our RL method. Figure 4, Fig. 5, and Fig. 6 show that the trend of total query
time as the increase of episodes. All of them in the top few episodes, the total
query time has some fluctuation. But in the last few episodes, it slowly becomes
steady. Of course, we could set a small number for ε greedy to make its best to
explore different schema.

Figure 7, Fig. 8, and Fig. 9 demonstrate the consumption of storage spaces on
MySQL and Arangodb. For the Person dataset and Film dataset, the relational
schemas generated by our method use less space compared with the storage
of Arangodb. This is because that we store data in RDBMSs with a mix of
binary tables and property (wide) tables. It could help reduce redundancy. But
for the UniBench dataset, the cost of storage spaces on MySQL is more than
Arangodb’s. The reason is that the relational schema we designed for the JSON
array has to store much key information to help locate its elements.
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4 Conclusion

In this paper, we proposed using RL to let the agent automatically learn a rela-
tional schema by interacting with the RDBMS. To this end, we modeled the
process of generating a relational schema for multi-model data as an MDP. We
also specified the state, action, reward, goal, etc., to complete our approach.
Besides, we also presented a Double-tables algorithm to make the agent know
how to choose actions at specific states and update the values in the Q-tables for
helping the agent collect the most reward over time. Finally, we conducted exten-
sive experiments on different datasets to show the performance of our methods.
And these results show the performance advantage of our approach over multi-
model data storage.
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cil and the Academy of Finland project (No. 310321). We would also like to thank all
the reviewers for their valuable comments and helpful suggestions.
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6. Lu, J., Holubová, I.: Multi-model databases: a new journey to handle the variety of

data. ACM Comput. Surv. (CSUR) 52(3), 1–38 (2019)
7. Yuan, G., Lu, J.: MORTAL: a tool of automatically designing relational storage

schemas for multi-model data through reinforcement learning. In: Proceedings of
the ER Demos and Posters 2021, CEUR Workshop Proceedings, vol. 2958, pp. 7–
12. CEUR-WS.org (2021)

8. Yuan, G., Lu, J., Zhang, S., Yan, Z.: Storing multi-model data in RDBMSs based on
reinforcement learning. In: Proceedings of the 30th ACM International Conference
on Information and Knowledge Management. ACM (2021)

www.arangodb.com/resources/white-paper/multi-model-database/


Business Process



Ontology-Supported Modeling of Bots
in Robotic Process Automation

Maximilian Völker(B) and Mathias Weske

Hasso Plattner Institute, University of Potsdam, Potsdam, Germany
{maximilian.voelker,mathias.weske}@hpi.de

Abstract. Despite omnipresent digitalization, the infrastructure for
information processing in companies often lags years behind. As a result,
employees have to compensate for the inadequacies of legacy software and
spend their time collecting, copying, and reviewing data spread across
multiple applications. Robotic Process Automation can help automate
such structured and repetitive tasks by using software robots that mimic
the worker’s behavior. However, being mainly driven by industry, no
modeling standard or possibilities for interoperability between different
RPA vendors exist, which may lead to a vendor lock-in over time, for
example. In this paper, we extend the ontology of RPA operations, that
comprises conceptualizations for tasks that can be automated by RPA,
and apply it for modeling RPA bots in a vendor-independent manner.
To this end, a novel platform for modeling conceptual RPA bots and a
corresponding prototype are presented, which open up new possibilities
when creating and managing RPA bots.

Keywords: Semantic robotic process automation · RPA · Ontology ·
Modeling

1 Introduction

In recent times, companies see themselves confronted with an increasing amount
of data, processes, and overall complexity. At the same time, the infrastruc-
ture for information processing in companies is often dated, leaving even more
repetitive work to humans who must transfer and check data between computer
systems. Robotic Process Automation (RPA) promises an automated and often
also well scalable solution for handling the flood of data more intelligently, even
in face of outdated systems [20].

To automate recurring, structured tasks performed on computer systems,
RPA employs so-called software robots (bots) that mimic the behavior of a user
and mainly operate on the user interface [1]. Thus, RPA can be applied on top of
existing systems without requiring any changes to the current IT landscape [1,2].
It is therefore also considered as lightweight or non-invasive automation [7,18]
and can easily be used, for example, to automate old legacy applications that
do not provide an interface for programmatic access.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Driven by industry, the field of RPA has recently experienced a tremendous
upswing, which is also inspiring more and more research in this area [7,27]. While
a major focus has been on the automatic generation of bots based on observed
behavior, less attention has been paid to the aspect of modeling bots. The lack
of a common terminology [24] and modeling standard for RPA [4] results in very
tool-specific languages and potential vendor lock-ins, leaving significant potential
for improvement in this area.

In this paper, we present a novel approach for modeling RPA bots that are
independent of a particular RPA vendor. This approach is based on the ontology
of RPA operations (ORPAO) introduced in [24] and uses standardized modeling
notations. The resulting vendor-independent bots can, due to the ontological
foundation, later be translated into bots of different providers. In this regard,
the ORPAO is extended to not only include individual operations but also com-
mon aspects of control flow in bots, such as triggers and decisions, and generic
information on the role of these operations from a process perspective. We fur-
thermore present a prototype that enables users to model RPA bots based on
the extended ontology using the modeling standard BPMN and translate them
into bots of two RPA vendors.

The remaining paper is structured as follows: In Sect. 2, the ontological foun-
dations for this work are provided, including the ontology of RPA operations and
a business process modeling ontology. The process aspects of RPA bots, such as
control flow, are briefly motivated in Sect. 3 and subsequently explored in more
detail in Sect. 4 for the purpose of extending the ontology of RPA operations.
Section 5 describes a new platform for modeling vendor-independent, conceptual
RPA bots and portrays a prototypical implementation of the platform. Before
the paper is concluded with a discussion of limitations and opportunities for
future work in Sect. 7, related work is addressed in Sect. 6.

2 Preliminaries

In this section, the ontology of RPA operations and a conceptualization of busi-
ness process modeling languages from the literature are briefly introduced.

2.1 Ontology of RPA Operations

Robotic process automation relies on so-called RPA bots or software bots that
mimic the behavior of a human to automatically perform a previously manual
task, mainly by manipulating the user interfaces [1]. An RPA bot is a sequence
of individual RPA operations which are, to a large extent, already predefined by
RPA software vendors [13,24], like navigating to a given URL in the browser or
clicking a certain button.

Since this technology emerged from a commercial context, there is no stan-
dard or common vocabulary for RPA robots yet [4]. To better understand this
domain and to foster a vendor-independent exchange, the ontology of RPA oper-
ations was introduced and defined in [24]. As depicted in Fig. 1, it relates the
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concepts of RPA operations, the “building-blocks” of RPA bots; the software that
can be automated; and data that can be operated on and with. Furthermore,
it includes essential taxonomies for these concepts, such as a more detailed dis-
tinction between the different types of RPA operations. At the lowest level, the
ontology contains abstract representations of RPA operations, like read-cell to
represent the operation of reading the value of a cell in a spreadsheet application.
Instances of these abstract operations in turn represent concrete operations that
are implemented by RPA vendors, such as excel-read-cell as an instance of
read-cell.

As also described in [24], the ontology of RPA operations can be
extended to a knowledge base that links instances of conceptual operations
included in the ontology to specific implementations by RPA vendors, such as
UiPath.Excel.ReadCell. Such a knowledge base not only enables the translation
of ontology concepts to concrete operations of different RPA providers, but also
the translation of operations between providers.

Fig. 1. Excerpt of main concepts from the RPA Ontology presented in [24]

2.2 Business Process Modeling Ontology

Various modeling languages for documenting business processes have been devel-
oped, such as event-driven process chains (EPC) or the Business Process Model
and Notation (BPMN) [17], which is the de facto standard for modeling and also
automating business processes [25].

Heidari et al. [10] introduced a meta-meta model that incorporates common
concepts of business process modeling languages that was derived by analyzing
seven different notations, including BPMN, EPC, and UML activity diagrams.
As the concepts were extracted from multiple languages, the resulting ontology
yields generic and language-independent concepts related to the modeling of
processes. Nevertheless, it still allows linking those abstract concepts to the
concrete realizations by the different notations, thus enabling a mapping between
this conceptual level and specific models.

The main concepts present in the business process modeling ontology, referred
to as BPMO in the following, encompass, among others, aspects related to behav-
ior, such as events or gateways; functional aspects, such as activities; and infor-
mational aspects, like messages and inputs and outputs [10]. Figure 2 shows an
overview of these concepts and their relations.
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Fig. 2. Main concepts of the business process modeling ontology adapted from [10]

3 Motivation

Robotic process automation offers automation possibilities for various tasks that
can be performed on a computer with only few to no human intervention. The
ontology of RPA operations (cf. Section 2.1) captures and defines the operations
that can be performed by RPA bots in a vendor-independent manner. Even
though the ontology thus reflects an essential part of RPA, it does not show the
complete picture. The full potential of RPA, automating tasks that previously
required manual work, is only achieved through the combination and interplay of
operations, as realized by RPA bots. They define in which order and under which
conditions operations shall be executed to automate the task at hand [13,24],
similarly to activities that are arranged in a business process to reach a certain
business goal [25]. Consequently, for a more holistic and thus realistic view of
RPA in the ontology, it is necessary to consider not only individual operations
but also aspects of control flow [13], such as triggers, decisions, and sequence flow.
In this regard, we introduce the notion of conceptual RPA bots in Definition 1.

Definition 1 (Conceptual RPA Bot). A conceptual RPA bot is a vendor-
independent representation of an RPA bot that is based on concepts of the ontol-
ogy of RPA operations. It specifies the operations to be performed and their
execution order.

Figure 3 shows an example of a conceptual RPA bot in an arbitrary notation,
as there is no modeling standard for RPA yet. The nodes each reference an
RPA operation included in the ORPAO, and they are ordered by sequence flow
indicated by arrows, defining their coordination during execution. Additionally,
the control flow operator IF is used to represent a decision that influences this
flow. It defines a point in the bot where only one of the outgoing branches can
be activated during execution.

In the sense of Definition 1, conceptual RPA bots can serve as blueprints
for vendor-specific RPA bots, provided that control flow elements are added to
the ontology and the knowledge base (cf. Sect. 2.1). In other words, not only
individual operations could be translated, but entire conceptual RPA bots could
be modeled and translated into bots of specific vendors or even between them.

In the remaining paper, such an extension is described and subsequently used
to design a platform for modeling conceptual RPA bots.
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Fig. 3. An exemplary conceptual bot that retrieves text from a web page and either
writes it to a new file or sends an email.

4 Extending the ORPAO by Process Aspects

To expand the focus from individual RPA operations to RPA bots, this section
discusses an extension of the ontology of RPA operations by aspects of control
flow, a more advanced modeling concept of RPA, and the process perspective of
operations.

4.1 Steering the Control Flow of RPA Bots

So far, aspects related to control flow were not considered in detail in the ontol-
ogy, apart from an abstract ControlFlowOperation concept. Control flow oper-
ations steer the sequence of operations within a bot, like pausing the execution
until a certain event occurs or selecting the appropriate execution branch based
on a decision. In the following, these aspects, triggers and decisions, will be
examined in more detail. Basic sequence flow, which defines the temporal order
of operations, and more advanced structural control flow constructs such as loops
are not further addressed here as they have no active, RPA-specific characteris-
tics.

Triggering RPA Bots. One important aspect of control flow is when to start
or resume an execution based on external factors. In RPA, bots can mainly be
triggered manually or via an API call. However, some vendors allow the use of
more specific triggers that define when a certain RPA bot should be started.
Prominent examples are to start a specific bot each time a new email arrives
or following a defined time schedule. Similarly, bots may need to pause their
execution to wait for something to happen, which could also be the arrival of a
message, that a file was created, or simply that a certain timespan passed, before
the execution can be resumed. To reflect this in the ontology, the concept of
ControlFlowOperations is extended by the sub-concept Triggers. Triggers in
this context are defined as the waiting for an external event before the execution
of the bot is (re)commenced.

The main types of triggers, as shown in Fig. 4, are messages, such as emails;
time-related; application-related, like the start or the termination of an appli-
cation; file system-related, such as waiting for a file or folder to be created; or
hotkeys, listening to a specific combination of key presses.

Although triggers are not yet comprehensively supported by existing RPA
tools, they are nevertheless included in the ontology to reflect the full range of
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Fig. 4. Taxonomy of ControlFlowOperation. Terms with dashed borders are examples
and not exhaustive.

RPA capabilities, not just the minimum supported by each tool. Ideas for dealing
with the discrepancies in capabilities of different providers when working with
the ontology are briefly discussed in Sect. 5.1.

Splitting the Control Flow. Almost every process notation supports some
basic control flow elements, such as a sequence, and split and join of the control
flow for parallel (“and”) and alternative (“xor”, “or”) execution paths respec-
tively [25]. RPA is no exception to this, even tough the support for such control
flow elements varies from vendor to vendor. For example, parallel execution is
not universally supported. In general, RPA bots, excelling at automating struc-
tured and repetitive tasks, often do not need complex structures for splitting
the control flow, like they are necessary for complex, long-running business pro-
cesses including multiple parties. Furthermore, as in the execution of RPA bots
no human should be involved in the best case, elements influencing the control
flow, e.g., decisions, must be well-defined to be automatically executable. Never-
theless, there are a few basic, commonly supported elements for making decisions
and thus splitting the control flow, as observed in [23] and shown in Fig. 4. These
include a simple binary (“if/else”) split, chained conditions for multiple options
(“if/elseif/else”), or splitting the control flow based on the value of a variable
(“switch/case”). Additionally, the control flow can be split for parallel execution,
although this often does not imply true concurrency of execution. Joins are not
considered in detail here because, while important to the control flow itself, they
have, like sequence flow, no RPA-specific meaning or implications.

4.2 Adding Context Containers

A distinctive, but disadvantageous, characteristic of RPA bot models is their
complexity. Due to the atomic nature of RPA operations, RPA bot models tend
to be very lengthy and thus difficult to understand. For example, in Fig. 3, the
first two and the fourth operation do not directly contribute to the automation
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Fig. 5. Definition of the context container instance WithBrowser in the ontology

goal but are needed to manage the context the third operation requires. From a
modeling perspective, it would be beneficial to aggregate such steps to reduce the
overall model complexity. At the same time, grouping these related operations
may improve clarity of which operations belong together and are executed in the
same context from an application perspective.

There are RPA vendors that already offer “containers” for certain applica-
tions, that, e.g., automatically start the program and open the requested file, and
save and terminate the program after the operations specified in the container
were processed1. To be able to represent such constructs in the ontology as well,
the concept of ContextContainers is introduced. Context containers include a
sequence of operations that are needed to set up the context for the contained
operations, as well as “cleanup” operations that must be executed afterwards.

In the ontology, the RPA context container is defined as a subtype of
OoP:SequentialTask2, which is a task that contains other tasks in a defined
order. To be able to specify this order in the ontology, the auxiliary concept
RPAContextStep with respective child concepts for setup and cleanup is intro-
duced. Each RPAContextStep references a specific RPAOperation that should
be performed in this step and, if applicable, also links to the subsequent step
via the DnS:direct-successor relation. The RPAContextContainer only refer-
ences the respective first step of its setup and cleanup sequence3, as demonstrated
in Fig. 5. The setup procedure for the context container WithBrowser consists
of the RPAOperations BrowserOpen followed by BrowserOpenURL, while the
cleanup involves only one step: closing the browser. Figure 6 shows the same
conceptual bot introduced in Sect. 3 now using the newly introduced concept of
context containers, notably reducing the amount of required elements.

1 For example, in UiPath, there are Application Scope operations: https://docs.uipath.
com/activities/docs/excel-application-scope (accessed 03.03.2022).

2 OoP = Ontology of Plans. See [24] for information on the upper and foundational
ontologies used in the ORPAO.

3 This design is based on a recommendation for representing ordered lists: https://
www.w3.org/TR/swbp-n-aryRelations/#pattern2 (accessed: 11.03.2022).

https://docs.uipath.com/activities/docs/excel-application-scope
https://docs.uipath.com/activities/docs/excel-application-scope
https://www.w3.org/TR/swbp-n-aryRelations/#pattern2
https://www.w3.org/TR/swbp-n-aryRelations/#pattern2
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Fig. 6. Exemplary conceptual bot including the context container WithBrowser and a
BinaryDecision, both defined in the ORPAO

4.3 Linking the Business Process Modeling Ontology

RPA is widely considered to be especially geared towards no-code or low-code
development, i.e., so that bots can be created by non-technical users without
any or only basic programming skills [2]. Thus, the major RPA vendors rely
on graphical user interfaces for building RPA bots [7,13], which allow selecting
RPA operations and arranging them in a process-like way [13]. Analogous to
the modeling of traditional RPA bots, building conceptual RPA bots includes
selecting and arranging concepts of the ontology in a certain order to define the
bot’s workflow to follow.

In the absence of an RPA modeling standard [4], various interfaces and thus
modeling approaches emerged. Therefore, there is no common, general infor-
mation on how to represent an RPA bot with its parts and their connections
visually, which is, however, an essential aspect. The representation is not trivial,
since bots are not only composed of homogeneous, atomic work instructions, but
can also contain, for example, decision points that lead to a branching control
flow or triggers that are waited for, as discussed in this section. Therefore, we
decided to extend the ontology of RPA operations with suitable generic concepts
from the business process modeling ontology presented in Sect. 2.2. With that,
the ontology provides information not only about the building blocks of RPA,
but also about their meaning from a process perspective. Furthermore, since the
BPMO is notation-agnostic, the ontology remains on an conceptual level.

Table 1. Mapping of main concepts of the ORPAO to the BPMO, including examples
for the concepts Trigger and ControlFlowSplit

Ontology of RPA Operations BPMO

AutomationOperation AtomicActivity
InternalOperation AtomicActivity
ContextContainer CompoundActivity
ControlFlowSplit Gateway
DecisionSplit ExclusiveGateway

Trigger Event
MessageTrigger MessageEvent
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Table 1 presents an overview of the mapping between the ontology of RPA
operations and the BPMO. The common building blocks, the operations, are
mapped to AtomicActitivies which represent the smallest unit of work in a
business process. The newly introduced context containers are linked to com-
pound activities, as they may include several atomic operations and therefore
form a kind of sub-process within the bot. ControlFlowSplits are associated
with gateways in the BPMO as they are responsible for partitioning the control
flow, and Triggers are mapped to events in the BPMO that represent a certain
occurrence.

Sub-concepts can refer to more specific element accordingly, as demonstrated
in Table 1. For example, a decision can have different results that are exclusive,
leading to different execution paths. To express this behavior, DecisionSplits
are mapped to ExclusiveGateways, which are defined in the BPMO.

With this extension, the concepts in the ontology of RPA operations are
defined in respect to their semantic meaning from a process execution perspective
and can also be visually represented in various process modeling languages.

5 A Platform for Modeling Conceptual RPA Bots

This section presents the architecture of a platform for visually modeling con-
ceptual RPA bots based on the extension of the ontology presented in Sect. 4.

Figure 7 gives an overview of the required parts and resulting artifacts of the
modeler. The platform consists of three main components: The conceptual bot
modeler itself relies on the ontology of RPA operations to retrieve the elements
available for modeling conceptual bots. Furthermore, it requires a mapping of
the BPMO concepts that are referenced in the ORPAO (cf. Sect. 4.3) to a specific
modeling language. Conceptual bot models that were created using the modeler
are stored in the conceptual bot model repository and can be read and updated
again. Taking advantage of the ontological foundation of conceptual bots, the
conceptual bot analyzer offers various analyses for them. Finally, the bot linker
enables the translation of conceptual bot models to vendor-specific bot models
by using the knowledge base of RPA operations (see Sect. 2.1).

Fig. 7. Overview of the platform for modeling conceptual RPA bots
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5.1 Components of the Modeling Platform

In the following, the main components of the outlined platform will be explained
in more detail.

Conceptual Bot Modeler. The main component of the platform is the
ontology-based modeler with its graphical user interface that enables users to
build conceptual RPA bots. The ontology of RPA operations provides the infor-
mation on the “building blocks” available for modeling and, with the previously
described extension, also the type of these blocks from a process perspective. As
the ontology only references abstract concepts of the business process modeling
ontology, the modeler component additionally requires an (RPA-independent)
mapping of the BPMO to a specific notation for business processes, like BPMN.
For example, if the context container WithBrowser, as described in Sect. 4.2, is
chosen by the user, the modeler component queries the ORPAO for the BPMO
type of this concept which results in BPMO:CompoundActivity. Now, the map-
ping provides the information which notation-specific modeling element should
be presented to the user for this concept, which in the case of BPMN is a
sub-process. Additionally, the ontological foundation can provide the user with
structured information, for example, which application can be automated and
which data can be manipulated with a certain operation.

Conceptual Bot Model Repository. The repository stores and serves con-
ceptual RPA bot models. To simplify the further use of created conceptual bots,
the bot model repository stores them in a notation-agnostic format, using con-
cepts like process trees [21] or refined process structure trees [22] that preserve
the control flow information. While this requires more effort when saving and
retrieving bots, as a conversion between the notation-specific model and the
generic format is required, it also offers several advantages. Foremost, with a
generic structure, a bot can be easily displayed and modified in different nota-
tions, similar to the concept described in [14]. Also, the translation process
is simplified, as the linker does not need to understand a certain model lan-
guage but only the generic, notation-independent format. Most important, such
a generic structure also simplifies the performance of various analyses, as infor-
mation related to the process structure and RPA operations are not hidden in a
proprietary format.

Conceptual Bot Analyzer. As the conceptual bots stored in the repository
are based on the ontology, various analyses can be conducted by searching for dif-
ferent concepts of the ontology, like applications, operations, or data, in the nodes
of the generic, tree-based data structure. Compared to traditional RPA tools,
where the bot repository might be searchable for specific operations, the onto-
logical foundation enables more semantic and generic analyzes, e.g., to search
for bots that modify Excel workbooks, or, even more generic, listing bots that
handle spreadsheet data without specifying a certain type and software (any
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bot that includes DataOperations that accesses Spreadsheets). The analyzer
also simplifies maintenance tasks. For example, if an application update includes
breaking changes (e.g., to the UI), the repository can be scanned for bots that
automate this application and thus need to be modified. But also more complex
analyzes can be performed, e.g., to support replacing applications (cf. [24]), or
to analyze if adjustments are necessary before translating to a concrete bot as
discussed below.

Bot Linker. The bot linker component is responsible for converting conceptual
bots to specific RPA bots of a certain vendor using the knowledge base of RPA
operations. As the knowledge base links instances of RPA operations included
in the ORPAO, such as excel-read-cell, to vendor-specific instances for each
operation, like UiPath.Excel.ReadCell, the bot linker can translate each step
in the conceptual bot to the individual implementation of this operation offered
by the vendor chosen for linking.

A major issue that arises in this step is that the different RPA software
programs do not all offer the exactly same set of operations. While the most
common operations (core operations), e.g., related to office applications or the
operating system, are usually supported by all vendors, there are also a few
operations that are supported less often. Thus, when such special operations are
used in a conceptual bot, it can no longer be translated to an arbitrary vendor.
There are two different ways to mitigate this issue. Either the set of operations
available for modeling is restricted in advance, e.g., so that only core operations
or operations offered by a selected group of vendors can be used. Or, the bot
analyzer is used to check the conceptual bot for such issues that need to be
addressed before the translation.

An exception to this are the context containers introduced in Sect. 4.2. Even
though they are not supported by all vendors, the described issue can be auto-
matically resolved using the ontology. For RPA providers supporting containers,
the conceptual bot can be directly translated. For the other vendors, the defini-
tion of the container in the ontology can be used to “flatten” the container, i.e.,
to replace the container in the linked bot by its included sequences of setup and
cleanup operations.

The detailed internal process of generating bot source files for the respective
vendors is beyond the scope of this paper, as it requires additional knowledge on
the vendors’ syntaxes, which is not part of the ontology or the knowledge base.

5.2 Prototype

To demonstrate the feasibility of the presented idea, we implemented an open-
source prototype4 that realizes the major parts of the platform.

The modeler component includes a mapping of the BPMO to BPMN, as this
notation is widely used for modeling business processes in general and was also
4 Demonstration of the prototype and its components: https://youtu.be/

Pq5FIS9KtqA. Source code: https://github.com/bptlab/conceptual-bot-platform.

https://youtu.be/Pq5FIS9KtqA
https://youtu.be/Pq5FIS9KtqA
https://github.com/bptlab/conceptual-bot-platform
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Fig. 8. A screenshot of the modeler component showing the exemplary conceptual bot.
The sidebar on the left offers operations available for modeling based on the ontology.

already used for modeling RPA bots [14]. Figure 8 shows a screenshot of the
prototype featuring the same bot as in Fig. 6. Conceptual bots are stored in a
generic tree-like format, and a basic bot analyzer component enables the user
to search for bots in the repository that automate a certain application or use
a particular operation to simplify maintenance tasks. The included bot linker
component, responsible for translating conceptual RPA bots to vendor-specific
bots, can currently generate source files for RPA bots for the open-source RPA
solutions Robot Framework5 and taskt6 from modeled conceptual bots. These
can be opened and modified in the respective language and tool.

6 Related Work

Various topics are in focus of current RPA research [27], including different
aspects of RPA methodology, such as synergies with business process manage-
ment [8] or case studies (e.g., [2,15]), and more technical aspects, such as robotic
process mining [6,16] or combinations with artificial intelligence [12]. Despite
the strong focus of RPA on visual modeling, this aspect of RPA has barely
been considered in research yet. Guidelines for user interfaces for interacting
with RPA bots at run time are established in [26], but these do not address the
interface for modeling bots. In [4], an RPA use case is described in a platform-
independent, textual manner using controlled natural language and pseudocode.
As the description is crafted manually and has no well-defined connection to
RPA, it does not provide a systematic way for creating or translating RPA bots.
In previous work, we have considered the visual representation and realization
5 https://robotframework.org/.
6 http://www.taskt.net/.

https://robotframework.org/
http://www.taskt.net/
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of decisions in RPA bots [23] and created an ontology of RPA operations [24],
capturing the common types of RPA operations and their relationship to appli-
cations and data they can automate and access (cf. Sect. 2.1). This ontology is
extended in this work to include various process aspects and, with the extension
provided, is used as the basis for the platform introduced in this paper.

A tool for modeling RPA bots with BPMN and using a generic data struc-
ture was briefly demonstrated in [14]. However, that approach is not based on
a defined, vendor-independent conceptualization, but focuses on different inter-
faces for a specific RPA provider. Moreover, it does not support more advanced
concepts, like triggers or decisions.

In the field of business process management, the use of ontological knowl-
edge to enable semantic business process modeling (SBPM) has already been
studied (e.g., [5,9]). Here, business process models are annotated with concepts
from domain ontologies to better specify the contained activities for a better
understanding and also automation [11]. However, SBPM still lacks adaption
in industry as it usually requires high initial effort [3]. Compared to business
processes with their large number of different domains and thus possible types
of activities, RPA with its predefined building blocks appears to be a prime
candidate for semantic process modeling. Since the domain with its set of RPA
operations is well-defined, the otherwise very time-consuming part of creating
the domain ontology [3] is simplified or even eliminated as the ontology of RPA
operations can be used as foundation as demonstrated in this work.

7 Conclusion

This work takes a first step towards semantic RPA by introducing a new app-
roach for modeling RPA bots based on the ontology of RPA operations. For
this, we first extended the ORPAO regarding different process-related aspects,
such as control flow, and established a connection to an ontology of generic
process elements which is independent of a specific modeling language. Subse-
quently, the ontology-based RPA modeling platform and its components were
presented, including a prototypical implementation. The introduced platform
not only facilitates modeling and managing bots in a visual, vendor-independent
way, but also supports their evolution, e.g., by assisting in maintenance tasks,
replacing software systems, or even using different RPA software.

The design decisions made in this paper also impose drawbacks and limita-
tions. First, the limitations of the BPMO are inherited, that is, that the detailed
semantics of concepts may differ slightly between specific notations and that only
imperative process modeling is covered. Furthermore, the ontology and thus the
platform in their current state do not include any configuration of operations
that would be required to derive RPA bots that are directly executable. However,
the ontology could be extended to include at least basic and common configura-
tion options for operations to reduce the amount of required configurations after
translation.



252 M. Völker and M. Weske

This work and the presented platform with its components provide the foun-
dation for a variety of future extensions. For example, existing RPA bots could
be translated to conceptual bots using the knowledge base, i.e., by reversing
the conversion process conducted by the bot linker. Moreover, business process
models could be analyzed to generate conceptual bots, e.g., by matching the
activity labels with concepts in the ontology (similar to [19]). Regarding visual-
ization, more emphasis could be placed on an adequate representation of data
in the bot, as data plays a crucial role in RPA but is often not explicitly visual-
ized. Another important aspect, both in traditional workflow management and
in RPA, is exception handling for defining rules for how to detect and deal with
erroneous executions. Future work should investigate what potential errors and
common exception handling strategies of RPA are and how they can be incor-
porated in the ontology and modeling platform. Besides, the ontology could be
extended to include other aspects, such as the automation goal or the context
during execution.
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Abstract. MDA-based initiatives for software development have
included computation-independent models to align information system
models with business knowledge which is important in the development
process. One source of business knowledge is the business strategy, which,
traditionally, has had a long-term perspective; changes in the organisa-
tional structure and their high-level ends and means were less frequent
and arguably not relevant for software development. However, organi-
sations that aim to accelerate their software development cycles define
their business strategy and reconfigure their structure on a short-term,
continuous basis, fusing, splitting and creating as independent as possible
organisation units. These changes directly affect the business processes
and the design of software components of the organisation. Based on this
approach to business strategy, we propose Stra2Bis, a method for design-
ing strategically aligned business processes in an MDA-based context.
Stra2Bis proposes a business strategy modelling step when redesigning
business processes and three transformation guidelines to support the
analysis of the alignment of processes with the organisational structure
and the measurement of the units’ outcomes. We discussed the effect of
the guidelines on the software design with five professionals who sup-
ported the proposal’s feasibility and usefulness.

Keywords: Model-driven architecture · Business process · Business
strategy

1 Introduction

The Model-Driven Architecture (MDA) [28] approach has been used for design-
ing and developing information systems to ensure that the software products ful-
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fil the business requirements. Computation-independent models (CIM) in MDA-
based initiatives have been widely used to specify the system’s business require-
ments, mainly in terms of stakeholder’s goals, business processes and use cases
[14]. Other high-level business concepts have been included less frequently at the
CIM level [5], despite their usefulness for helping software developers make the
most of the business knowledge.

One important source of business knowledge is business strategy, which
addresses high-level organisational ends and the means to achieve them [21].
Traditionally, business strategy have had a long-term perspective. Suppose an
organisation decides to fuse two business areas. In that case, it requires a consid-
erable effort to re-design the organisational structure, processes, and systems and
several years for implementation. This drives the need for analysing competing
goals from different stakeholders across the organisation and aligning business
processes and their supporting information systems, which has been addressed
by goal modelling frameworks and included in MDA-based methods [1,5,19,22].

However, organisations whose value offer depends on software [11,16] (also
called software-centric organisations or digital enterprises) have a different app-
roach to business strategy and alignment. Forsgren et al. [11] found that inde-
pendent, cross-disciplinary organisation units or teams yield loosely coupled sys-
tems, which improve software development performance and scalability. Most of
the agile software development frameworks have adopted this approach [20,26],
which is based on the principle that organisations replicate their communication
structure to everything they design, following Conway’s Law [4]. Inverse Con-
way Manoeuvre [11] is an approach for evolving the organisational structure, so
business architecture matches the desired system architecture. Software-centric
organisations continuously reconfigure their structure to foster the independence
of their teams while carefully managing their dependencies [2]. The organisation
structure design sets requirements for the design of business processes and the
information systems that support them, which translates to more efficient soft-
ware development delivery [11]. Since organisations need to adjust the strategy
continuously, it is necessary to measure well-defined, customer-centred objectives
[6,16], which also sets requirements for business processes and information sys-
tems. Also, broadly adopted software design techniques take a strategic approach
for separating business domains [10] and for designing microservices [33].

From the above practices, we infer the need to include business strategy
information in software development methods. Particularly, we focus on infor-
mation about organisation units, their dependencies, and their associated strate-
gic objectives. While most of the cited works also address other strategic level
concerns such as portfolio managing, governance, and capability development,
they arguably do not affect the software’s requirements.

The scope of business strategy is broad, and has been mostly conceptualised
by enterprise modelling frameworks. Archimate [30], through its strategy ele-
ments, supports defining the resources, capabilities, and courses of action to
achieve the organisation’s goals, while its motivation elements permit modelling
the strategy drivers, goals, and outcomes. In the context of the alignment app-
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roach of our interest, one relevant concern that Archimate does not address is the
organisational structure. Similarly, the Business Motivation Model (BMM) [29]
addresses business strategy concepts but also lacks organisational structure con-
cepts. Importantly, BMM coincides with agile operation models [16] in address-
ing the more dynamic aspects of business strategy, e.g., defining strategies, goals,
and more detailed tactics and objectives to address external influences, leaving
more long-term concerns such as capabilities and resources out of scope.

In previous work, we proposed LiteStrat, a business strategy modelling
method designed for the specific requirements of capturing organisation structure
and strategic ends and means jointly. LiteStrat provides a modelling language
based on Archimate, BMM, and reuses and adapts concepts from i* to repre-
sent roles, organisation units, and participation relationships. LiteStrat follows
a modelling approach similar to i*, which has been widely used for the strategic
alignment in MDA-based methods [12,25,27]

This paper presents Stra2Bis, a method that integrates business strategy
and business process models following the alignment approach of software-centric
organisations. Stra2Bis proposes 1. Modelling a business strategy scenario before
business process design, and 2. Three transformation guidelines from the business
strategy model to the business process model, designed to enable the software-
centric organisation’s approach to alignment and, thus, to software design.

The expected benefits are to support the design of independent processes for
organisational units and to explicitly address the success measurement require-
ments of the strategy at the business process level. These improvements at the
CIM level are expected to help design loosely coupled and strategically aligned
systems at the PIM level, improving the efficiency of the software development
process. We conducted a first exploratory evaluation through a focus group with
software development practitioners, who confirmed the proposal’s value.

2 Related Work

Several initiatives that combine modelling languages have tackled the design
of business processes aligned with strategy. Goal modelling languages have been
used, for instance, to analyse whether business process activities (modelled using
BPMN) support organisational goals (modelled with TROPOS) [13], or to study
how business processes constraint business goals (modelled using KAOS) [22].
The Goal-Oriented Requirements Language (GRL) has been combined with Use
Case Maps to model strategically aligned processes in the last two decades [1] and
also to prioritise business processes [17]. MAP models (that define goals and the
strategies to achieve them) have been mapped directly to the business processes
elements that operationalise them [19] and also served to analyse the purpose
behind the creation, modification, and deletion of business process elements [31].
I* models have been used for transforming social dependencies into interactions
at the process level [25], validating the consistency of the process interactions
[12], and checking whether the business processes have the elements needed to
collect information to verify the goal achievement [27].
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Besides goal modelling, other initiatives have combined frameworks address-
ing business strategy concerns. Business plans (modelled in Business Motivation
Model [29]) have been used jointly with i* to add intentionality to the process of
enterprise architecture construction [32]. Business value models (modelled using
the e3Value method) have been used for generating performance requirements
for an enterprise architecture [7]. In [3], organisational capabilities, modelled
at the enterprise architecture level, are the starting point for the model-driven
development of context-adapting software systems.

Enterprise architecture frameworks aim to provide strategic alignment for
information systems. Archimate [30] covers several business strategy concepts,
and its multi-viewpoint approach supports connecting strategy with process and
information system concepts. However, it lacks organisational structure concepts,
and the links between the concepts do not address specific alignment intentions.

The above initiatives show that integrating modelling methods is a powerful
tool for strategic alignment. However, while stakeholders’ strategic goals and
actions have been the main driver of alignment, organisation units, their depen-
dencies, and their associated strategic objectives have not been addressed by
MDA approaches.

3 The Stra2Bis Method

Stra2Bis is a model-driven method for integrating business strategy information
into MDA-based software development methods. Stra2Bis was designed following
the Situational Method Engineering approach since it allows engineering meth-
ods to meet the requirements of a given situation [15]. Stra2Bis’ requirements
are inferred from the need to enable the software-centric organisations’ app-
roach to software design in MDA-based software development methods. Figure 1
presents the requirements map for the method, which are met by assembling
method parts. Particularly, Stra2Bis assembles a business strategy and a business
process modelling method. These methods are integrated by a model-to-model
transformation that guides the analyst to design strategically aligned processes,
following the approach of software-centric organisations.

The remainder of the section focuses on illustrating the method and the
guidelines’ design since the existing modelling methods are well documented. We
describe Stra2Bis through a working example as a three-step business process
improvement cycle in the following subsections. In Step 1, we present the working
example. In Step 2, we present the business strategy model. Step 3 details the
transformation guidelines and the re-designed business process model for the
example. Even though the contribution of Stra2Bis is focused on the CIM level,
we also comment on the effects of the business strategy information on the PIM
level using a microservices refactoring example1.

1 https://microservices.io/refactoring/.

https://microservices.io/refactoring/
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Fig. 1. Stra2Bis requirements map.

3.1 Step 1: Current Business Process Model (Working Example)

In this step, the current business process is modelled. The notation proposed
is from the Communication Analysis (CA) method [8]. We choose this nota-
tion because CA, in the same way as BPMN’s choreography diagram [24] is not
focused on the work performed but on the information exchange between the pro-
cess actors. Moreover, CA has been integrated into an MDA-based development
process, having theoretical consistency and technical feasibility for generating
information system models and software code [9].

Working Example: F-FOOD is a software-as-a-service company that allows
consumers to order food from restaurants, for pickup or for delivery. After
the restaurant confirms an order, the delivery orders are scheduled to the closest
available courier. F-FOOD has had exponential growth since its foundation and
most of its software development efforts have been focused on mobile applica-
tions. However, the back end is still a monolithic application.

Figure 2A presents the business process model for the current situation. In
order to later discuss the effects of the Stra2Bis guidelines on the design of
software components, we also present a class diagram of the current information
system in Fig. 2B. Please note that there is no a Delivery class in the domain
model and that scheduledelivery is a service offered by OrderService.

3.2 Step 2: Business Strategy Modelling by Strategic Scenario

This step proposes modelling the strategic scenario that drives the business
process re-design. We define a strategic scenario as a model of the business
strategy elements that are defined to react to a stimulus from the environment.
Particularly, we refer to short-term definitions that affect the design of business
processes and information systems: the strategic ends, the actions to achieve
them, and the organisational structure needed to implement the strategy. The
scenario does not consider other long-term strategic concerns such as capacity
and resource development and portfolio management.

We propose using the LiteStrat method [23] to meet the business strategy
modelling intention. LiteStrat is our previous work that proposes a business
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Fig. 2. Current situation models: A) Business process model. B) Class diagram of the
Information System. C) Business strategy model.

strategy modelling language to represent the organisational structure and strate-
gic ends and means jointly, as well as a modelling procedure to reduce the vari-
ability of models to improve their integration in MDA contexts.
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LiteStrat addresses two organisational structure concepts: the organisation
unit concept, which represents a group of social actors working together to
achieve a goal (e.g. development teams, departments) and the role concept,
which is an abstraction of a behaviour in an organisational context (similarly to
Archimate and i*). The assignment relationship addresses the hierarchical depen-
dencies. The influence relationship describes the dependency between a source
element that performs an action that affects the target element for organisa-
tion units’ dependencies representation. Regarding the organisational ends and
means, LiteStrat uses concepts from the Business Motivation Model [29], pro-
viding two concepts for high-level definitions (goal and strategy) and the more
specific tactic and objective concepts. The latter is a measurable and well-defined
desired state of affairs used to measure the strategy’s performance.

Other modelling methods can be used while they support representing: 1. The
organisation units that are affected by the strategic definitions, 2. The depen-
dencies between the organisation units generated in the strategic scenario, and
3. The measurable objectives to assess the strategy implementation. Figure 2C
presents a LiteStrat model for the strategic scenario described below. The paren-
thesis indicates the model elements associated.

Strategic Scenario: In the last quarter, the growth of consumers in F-FOOD
(0) has decreased. F-FOOD’s finds out that a new competitor, QUICKFOOD
(1), has a better order delivery service (2). Consumers claim that the F-FOOD
app lacks several features for delivery tracking and has a slow response when
putting delivery orders. F-FOOD discovers that the Order Management Area
(7) constantly gives a lower priority to new delivery features and optimisa-
tions, favouring the order management functionality. F-FOOD management has
decided that consumer satisfaction with the delivery is the top strategic goal for
the next quarter (3). To achieve this goal, the strategy is to decouple the delivery
service as an independent service (4), owned by a new cross-disciplinary team
called Order Delivery Cell (8) that is meant to release all the features demanded
by the customers (6). The Product Owner (11) will track the objective of increas-
ing consumer satisfaction with delivery by 80% (12). The Order Management
Area will have a leaner order processing, regardless of their delivery option (5)
and will depend on the Order Delivery Cell for delivering the orders (13). New
consumers are expected to increase by a 20% (10), which will be tracked by
the Order Manager (9). The implementation of the strategy seeks to offer an
improved delivery service (14) for the consumers (15).

3.3 Step 3: Business Process Modelling by Alignment-Driven
Transformation

In this step, we take as input the business strategy model from Step 2 and
apply three transformation guidelines to generate an initial version of the re-
designed business process model. A guideline is a recommendation for designing
parts of a business process model considering elements from business strategy.
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Guideline 1 deals with designing independent organisation units, Guideline 2
with organisation units’ dependencies, and Guideline 3 with measuring strategic
objectives. As with other MDA transformations at the CIM level, the guidelines
support a semi-automatic, skilled transformation process so that the analysts
can change the mapped process parts according to the real-world context.

For each guideline, we describe its motivation by referencing an alignment
practice from software-centric organisations, detailing the problem and the solu-
tion approach. Then, we describe the model-to-model transformation guideline
according to the motivation; the mappings between the metamodel elements are
shown in green in Fig. 3. Next, we describe the application of the guideline in
the working example that produces the model depicted in Fig. 4A. Finally, we
comment on the effects of the strategic scenario on the business process model,
and provide recommendations to address some variations.
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Fig. 3. Metamodel mappings for LiteStrat (LS stereotype) [23] and a simplified Com-
munication Analysis (CA stereotype) [9] metamodels. Relationships for Guidelines 1,
2, and 3 are coloured in green, orange, and yellow, respectively. (Color figure online)

Guideline 1 - Organisation Units’ Independence: Design a single busi-
ness process for each organisation unit.

Motivation: This guideline is based on the research by Forsgren et al. [11], who
found that the coupling between teams has been reported as a hindering factor
for efficient software development. The problem addressed is that teams with
multiple business processes or business processes addressed by multiple teams
increase the need for communication and collaboration between teams, and, in
the same way, the software design replicates the coupling. The solution proposed
is to design processes that are as independent as possible for each team.
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Transformation Description: For each organisation unit belonging to the
overall organisation in the business strategy model, create a new process in the
business process model. Add a start event with the unit’s name to the new
process to make the process visible in the model.

Example: In the business strategy model in Fig. 2C, “Order Management Area”
and the new “Order Delivery Cell” units originate the “Order Management” and
“Delivery Management” processes depicted as green start nodes in Fig. 4A. The
start nodes are named following the names of their respective organisational
units. The guideline proposes designing an independent business process for the
delivery service, otherwise, the new team would still be coupled to the Order
Management Area process. Although the example specifically regards the split
of an existing unit, the guideline is also helpful in analysing the creation, fusion,
or hiring of external teams for tackling new business opportunities.

Effects on the Business Process: Modelling a strategic scenario helps the
analysts to reflect on designing separate processes for orders and delivery man-
agement. Failing to do this will traduce creating a new “agile” cell that will not
be autonomous to manage their requirements at the process level and thus to
design and evolve the information system. The generated elements in the busi-
ness process model reflect the ideal separation of processes. The analyst should
assess whether this separation is feasible considering the actual context of the
problem.

Guideline 2 - Managed Strategic Dependencies: Design the interactions
between business processes to manage the organisation units’ strategic depen-
dencies.

Motivation: This guideline is based on the need for managing and reducing
the dependencies among development teams to foster their autonomy, which is
a practice followed by operational models such as the Spotify Model [2] and also
contributes to the design of autonomous teams [11,16]. Another motivation is the
Domain-Driven Design approach [10], which states that the integration between
different business contexts must be carefully designed at the information system
level. The problem addressed is that new strategic scenarios could introduce new
dependencies among units, which, if overlooked, could hinder the efficiency of
the software delivery. The solution approach is to ensure that these dependencies
are considered for designing business processes.

Transformation Description: For each influence dependency between organ-
isation units in the business strategy model, add events to the source and target
organisation units’ processes to handle the dependency. In the source unit’s pro-
cess, add an event to provide the information to satisfy the dependency, and a
receiver actor representing the target organisation units’ process. Similarly, add
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an event and a primary actor to the target unit’s process to receive information
about the dependency from an actor representing the source organisation unit.

Example: The influence relationship “16.Requests Delivery” from the organi-
sation unit “Order Management Area” to the “Order Delivery Cell” in Fig. 2C
is mapped as the events depicted in orange in Fig. 4A: an event to perform the
influencing behaviour (16.Requests Delivery), and an event to address the influ-
ence (DEL01-Handle Delivery Request). A new actor is introduced to handle the
dependency, representing the target organisation unit of the dependency (Order
Delivery Cell). The name of the events and actors follow the strategy diagram,
but the analyst can change them according to the domain information.

Effects on the Business Process: The strategic scenario helps the analyst
design the interface between the orders management area and the delivery cell
based on strategic criteria. Since the delivery cell is affected by the requests of the
order management area, the cell must provide a well-defined way to manage these
requests at the process level, and the order management area must also consider
this mechanism in its process. Failing to do this could result in designing ad-
dhoc interoperability mechanisms at the process and system levels. The guideline
assumes that the information needed for the interaction between the processes
is already known; otherwise, the analyst can add a primary actor to provide the
required information.

Guideline 3 - Strategic Objectives Measurement: Design business process
elements to collect data to measure strategic objectives.

Motivation: This guideline is based on the practice of a shared measurement
of the success of strategic initiatives, which is enforced by frameworks for digi-
tal transformation such as EDGE [16] and Objectives and Key Results (OKR)
[6]. The problem addressed is to consider in advance requirements to measure
and share the status of strategic objectives in order to enable the assessment
and continuous adjustment of the business strategy. The solution approach is
ensuring that the strategic objectives are considered in business process design.

Transformation Description: For each business strategy objective, add an
event to their respective organisation unit’s process to collect information about
the objective’s status. Add a receiver actor following the name of the objective’s
role.

Example: In the strategy diagram in Fig. 2C, the objectives “10.Consumer
growth greater than 20%” of the organisation unit “Order Management Area” is
mapped to the event “ORD06.Report Consumer Growth” in Fig. 4A, depicted in
yellow. Similarly, the objective “12.Increase consumer satisfaction with delivery
by 80%” is mapped to the event “DEL06-Report Delivery Satisfaction”. In both
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cases, the receiver actors are the roles assigned to the objectives in the strategy
diagram (Order Manager and Product Owner).

Effects of the Business Process: Mapping the strategic scenario helps the
analyst consider specifying requirements to measure consumer growth and sat-
isfaction with the delivery service. Failing to consider these requirements may
require adding them later on-demand of top executives, which may harm the sys-
tem design and performance. Similarly to guideline 2, the transformation does
not generate a primary actor to provide the information. It will not be needed
if the information is already in the system; otherwise, the analyst can add a
primary actor according to the problem domain.

3.4 Effects on the PIM Level in an MDA Context

The guidelines are expected to affect the information system model at the PIM
level. Although the integration of the business process and the information sys-
tem models is not part of this work (but has already been proposed in [9]),
we exemplify in Fig. 4B. The effects of the guidelines on the initial information
system model presented in Fig. 2B.

Regarding Guideline 1, since the two organisation units Order Management
Area and Order Delivery Cell had their separated business processes Order Man-
agement and Order Delivery Management, the Delivery domain class and ser-
vices must be disentangled in a different component. Figure 4B shows in green
the components for both processes. The new component ff-deliver-service
supports the Order Delivery Process. Some services are removed from the ini-
tial order management components (see Fig. 2B). The changes mainly con-
sist of removing the delivery-related services that were initially located in the
ff-courier-service, ff-order-service and ff-order-domain components
and moving them to the new ff-deliver-service component.

Regarding Guideline 2, the interaction between the processes is mapped
as an interface ff-deliver-service-api depicted in orange in Fig. 4B. The
interface is implemented by the component supporting the delivery process
ff-delivery-service. It allows the initial order management system to request
the services that were moved to the new ff-delivery-service.

Finally, the effects of Guideline 3 are mapped into services and attributes
to update the values for the strategic objectives collected through the pro-
cess. As highlighted in yellow in Fig. 4Bs, the Order class has a new attribute
isNewConsumer to identify whether the order is from a new consumer. This helps
track the objective “10.Consumer growth greater than 20%” objective initially
defined in the strategy model in Fig. 2C. Similarly, the Delivery class has the
attribute satisfactionLevel of the objective “12.Increase consumer satisfac-
tion with delivery by 80%”.
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Fig. 4. A) Re-designed business process model. B) Re-designed class diagram for the
information system model. (Color figure online)

4 Initial Evaluation and Discussion

We conducted an exploratory evaluation through a focus group since this tech-
nique is suitable for the “initial evaluation of potential solutions, based on the
practitioner or user feedback” [18]. The research question was, “what information
from the business strategy model is valuable for designing business processes?”.
The goal is to find whether practitioners’ insights and experience match the
Stra2Bis guidelines in terms of the information traceable from business strategy
to business process and to the information system model. We wanted to contrast
opinions from practitioners working in traditional consultancy services compa-
nies (CSC) and in Software-as-a-Service companies (SaaS), which main value
offer is based on software. The participants were five volunteers having a techni-
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cal leader or scrum master role, with between four and nine years of experience.
Participants S1, S3 work in CSC, and participants S2, S4, S5 work in a SaaS.

The activity had two parts of 30 min each. First, we presented the working
example from Fig. 2 and asked, “what information would be useful for redesigning
business processes and why”?. The participants shared and agreed on a set of
statements that the moderator publicly wrote down. In the second part, we
presented the Stra2Bis guidelines and the models from Fig. 4, and asked the
participants to comment on their usefulness and drawbacks. The analysis method
was based on pattern-matching [18] the participant’s ideas from the first part
of the focus group with the guidelines and then looking for explanations in the
discussion of the second part.

Insights for Guideline 1: In the first part, the respondents did not identify
the organisation units as an important source of information for the business
process design. After seeing the redesigned process and the guideline 1, all the
participants agreed that independent units must have independent processes.
All respondents recalled difficulties when business processes and software code
of different units were entangled. Respondent S2, from a SaaS, stated that “it
is important for us to have an independent business flow because each cell can
take the challenges and opportunities of their own process”.

Insights for Guideline 2: In the first part, all the respondents identified as rel-
evant the dependency among the organisation units. S1 and S2 agreed that
“the dependency must be clear in the business process flow”. All the participants
agreed on the value of the guideline for defining the dependency at the pro-
cess level. It is worth noting that respondents S1 and S3, from CSCs, claimed
that sometimes the flow interactions were not well defined by “business people”,
requiring “several meeting between teams to define the flow” (S1). On the other
hand, S2, from a SaaS, declared that her unit was “designed with a well-defined
contract with other organisation units” and never had this kind of problem.

Insights for Guideline 3: In the first part, just S1 identified as valuable the objec-
tives and linked them with OKR, one of the frameworks on which the guideline is
based on [6]. In the second part, all the respondents valued measuring strategic
objectives in the business process. Participants S4 and S5 commented we have
code written to measure the NPS 2. However, for the rest of the participants, the
effect on the software product was different to what we presented in Sect. 3.4,
who stated that objectives measurement are solved using external tools such as
Hotjar3 (for measuring customer satisfaction) or Google Analytics.

Considering the above results, we discuss three topics: 1. The value added
by the proposal, 2. The limitations of the method, and 3. The completeness and
possible extensions of the method. On the first topic, we believe that the par-
ticipants valued the proposal since it could help raise awareness of issues that

2 Net Promoter Score, https://hbr.org/2003/12/the-one-number-you-need-to-grow.
3 https://www.hotjar.com/.

https://hbr.org/2003/12/the-one-number-you-need-to-grow
https://www.hotjar.com/
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affect their performance. As stated by S1, “In my experience, when teams’ pro-
cesses are not independent, there is a chaotic development process.” and S5 “It
is problematic when business people have new ideas and assign them to existing
cells with non-related business flows.”. This is consistent with the outcomes pre-
dicted by agile operation models [11,16]. On the second topic, we believe that
the organisation’s characteristics may limit the proposal’s value; CSCs might not
be able to participate in their customers’ strategic definitions, as in the case of
participant S1. However, this may also occur in SaaS organisations with many
hierarchical levels: Participant S2 was part of a SaaS organisation inside a major
retail company and declared that external business people designed the business
process. These organisational characteristics are identified as problematic by one
of the works that motivated the proposal [16]. Finally, considering the value per-
ceived by the participants, we believe that the requirements of the method are
fulfilled. However, participants S1, S2, and S4 raised another issue that is out-
side the proposal’s scope but could be considered in a future extension. The issue
regards mapping how the actions assigned to an organisation unit in the strategy
model (tactics in Fig. 2C) are realised in the business process model. We believe
that we could address this by adding a new method part to the proposal, such
as the purpose analysis of the business process presented in [31].

5 Conclusions and Future Work

This article presented Stra2Bis, a method for designing strategically aligned busi-
ness processes in an MDA context. Stra2Bis proposes to align business processes
to the organisational units’ structure, dependency and goals. Stra2Bis proposes
adding a strategy modelling step to represent the organisational elements that
drive the business process re-design and three guidelines to generate an initial
version of the new business process model. We conducted an initial evaluation
through a focus group with eight software development practitioners, who sup-
ported the proposals, however, some of the effects on software design could be
different the predicted. Although the respondents’ profile, experience, and non-
model-driven context set threats to the evaluation’s validity, the activity showed
that the proposal was helpful for reasoning about the strategic alignment of
business processes. Future work focuses on applying the proposal in an indus-
trial case study and other focus groups and interviews with practitioners to foster
the proposal’s adoption.
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Abstract. Decision mining enables discovery of decision rules guiding
the control flow in processes. Existing decision mining techniques deal
with different kinds of decision rules, e.g., overlapping rules, or includ-
ing data elements, for example, time series data. Though online pro-
cess mining and monitoring are gaining traction, online decision mining
algorithms are still missing. Decision rules can be, similarly to process
models, subject to change during runtime due to, for example, changing
regulations or customer requirements. In order to address these runtime
challenges, this paper proposes an approach that i) discovers decision
rules during runtime and ii) continuously monitors and adapts discov-
ered rules to reflect changes. Furthermore, the concept of a decision rule
history is proposed, enabling (manual) identification of change patterns.
The feasibility and the applicability of the approach is evaluated based
on three synthetic datasets, BPIC12, BPIC20 and sepsis data set.

Keywords: Online decision mining · Decision rule evolution · Decision
rule monitoring · Process-aware information systems

1 Introduction

Process mining enables process discovery, conformance checking and process
enhancement [1]. An important part of process discovery is decision mining,
providing techniques to discover decision points in processes as well as the under-
lying decision rules guarding that decision based on event logs [6]. Process and
decision mining are increasingly gaining traction as transparency and standard-
ization become more and more important across different domains [5]. Existing
decision mining approaches [7,8,11,14] operate in an ex-post way, i.e., by analyz-
ing event logs after the process instances have been completed. Recent process
mining research focuses on online process mining, for example, online process
discovery [2], online sensor stream analysis [3] or online concept drift detection,
i.e. detecting control flow changes during runtime, see for example [17]. How-
ever, to the best of our knowledge, neither runtime decision mining algorithms
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nor algorithms to detect and monitor decision rule evolution, independent of con-
trol flow changes, exist. Hence, this work focuses on discovering decision rules
during runtime and updating decision rules if changes occur in the process or
the process environment. Such process or process environment changes include:

• Available data: Internal process data i.e., data attributes available in the event
log such as patient age in a medical scenario, as well as external data, that can
be mapped to process events, e.g. sensor data, has changed or additional data
has become available. Examples comprise newly installed sensors and varying
ranges of measured values in a workpiece within the specified tolerance range.
Being able to adapt existing decision rules to additional information can lead
to more comprehensive decision rules.

• Seasonal or cyclical changes: For example seasonal price adaptations in the
tourism domain that are not specified as a data element.

• Environmental changes: Decision rules reflect business or objective rules based
on, e.g., regulatory documents. The underlying rules might change over time,
e.g., new regulations occur or customers change their requirements, resulting
in an evolution of the corresponding decision rule.

If changes are not taken into account, outdated rules might drive decisions
in running process instances, no longer reflecting, for example, state of the art
parameters or current regulations.

Fig. 1. Running example: loan application (modeled using Signavio c©).

Consider the loan application process as depicted in Fig. 1. A customer
applies for a loan. There are three levels of scrutiny: simple, normal, and exten-
sive. Assume that the levels depend solely on the amount that is applied for as
reflected by the following decision rule:

IF amount loan <= 20.000 THEN Simple
IF amount loan > 20.000 AND amount loan <= 80.000 THEN Normal
IF amount loan > 80.000 THEN Extensive

During execution, regulations might change, resulting in a lower limit for an
extensive check, i.e., an amount greater than 50.000.

A comprehensive decision mining and monitoring approach would mean to i)
discover the first version of the decision rule when the loan process starts to be
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instantiated and executed based on the event stream emitted during process exe-
cution (�→ RQ1), ii) monitor and update the rule when the rule evolution comes
into effect, again based on the event stream ( �→ RQ2). In order to tackle RQ1
and RQ2, this paper proposes a novel algorithm to discover decision rules during
runtime. It takes an event stream as input and determines the current decision
rule as output. The algorithm uses windows that adapt according to the current
performance measured by the F1 score. The different versions of a decision rule
discovered during runtime are stored in a decision rule history. The decision
rule history can be exploited for further analysis, e.g., to discover patterns in
the decision rules such as seasonal variations. Three scenarios for decision rule
evolution during runtime are described and the corresponding synthetic data
sets are used for evaluating the feasibility of the approach. In addition, three
real world data sets are used to evaluate the applicability of the approach.

Section 2 describes the decision mining and monitoring algorithm, which is
evaluated in Sect. 3 and discussed in Sect. 4. An overview of related work is given
in Sect. 5 and a conclusion is provided in Sect. 6.

2 Decision Rule Mining and Monitoring

During runtime, process instances are started and executed based on a process
model that consists of control and data flow. The execution history is stored in
the associated process event trace. Each trace is signified by a unique id and
constitutes a sequence of events that reflect the execution of process tasks. The
order of the activities is reflected by timestamps in the process event log. Events
can hold additional information, i.e. data elements. An event stream contains the
same elements as an event log. However, whereas an event log is finite (i.e., no
more events are incoming) and complete (each trace has a start and end event),
an event stream constitutes a continuous flow of events produced by process
instances, with no specific start or end [17].

The decision mining and monitoring algorithm (DMMA) proposed in this
work uses an event stream as input, with new instances being executed continu-
ally. We assume a predefined decision point DP in the underlying process model.
DP could be discovered in a previous step using (online) process mining. At the
start of the DMMA, no data and no decision rule are available. Hence, a grace
period is implemented, where data is gathered, but not analyzed yet. As soon as
the grace period has finished, a decision rule for DP is mined and added to the
decision rule history which holds all discovered versions of a decision rule (cmp.
process model history as proposed in [17]), formally:

Definition 1 (Decision rule history). Let P be a process model with a deci-
sion point DP. The decision rule history RHDP :=< R0, R1, . . . Rk > for DP
constitutes a list of discovered versions Ri := (ni, pi, li) for the decision rule R
connected to DP (i ∈ N). ni denotes the number of instances active at the point
in time when Ri was discovered, pi the performance of the algorithm for Ri, and
li a link to the textual description of Ri. Rk denotes the current version of the
decision rule for DP.
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The decision rule history RHDP is updated continually, i.e., as soon as a new
decision rule version is mined. In addition to the rules itself, the history includes
the number of instances a specific rule was in place as well as the mean perfor-
mance. We opt to store the decision rules textually to enable manual analysis.
Note that in a process with multiple decisions, multiple decision rule histories
might exist, each one covering decision rule versions for a specific decision point.

In the DMMA, a decision rule version Rk is mined and continually checked
if it still aligns with new process instances. The window size determines the
point in time to check the current rule. The alignment is assessed based on
the performance, measured using the F1 Score, i.e., the ability of the rule to
accurately classify new instances. If the rule is able to achieve a high performance,
the window size is increased. If the performance drops below a certain threshold,
i.e. the remining criterion is met, we assume that either the underlying data or
the underlying rule has changed, and therefore the rule has to be remined which
is then added to the decision rule history. If the remined rule is still not able
to accurately classify new instances, the window size is decreased and increased
in parallel for the next iterations to check which leads to more performant rule
versions. The DMAA continues until no new process instances occur.

The pseudo code for DMAA is provided in Alg. 1. Input parameters are upper
limit, lower limit, increase size, threshold, and step size (all parameter values in
[0,1]). The upper limit up marks the point at which the performance of a rule
version is seen as robust. On the contrary, the lower limit low is the threshold
where the current version is not assumed to be robust anymore. The threshold
t is used when deciding if the difference in F1 Score of the current (Rk) and the
previous version (Rk−1) is significant. The increase i defines the percentage the
window size is increased by if the rule version is robust, whereas the step size
s defines the percentage by which the window is increased/decreased to find a
new appropriate window size. In addition, a maximum window size can be set to
avoid increasing the window to a size larger than the amount of incoming data,
leading to no further performance checks. Similarly, a minimum size can be set.
These mainly depend on the expected amount of data and the need to minimize
computing resources, as smaller windows lead to more computational effort.

For rule mining a CART decision tree, a standard decision mining tool [6],
is used. Any other decision mining implementation can also be used at this
point, e.g. Incremental Decision Trees [10], which are optimized for runtime
classification. Similarly, multiple metrics can be used to evaluate the performance
of a decision rule, i.e., how accurately a rule classifies instances, such as accuracy,
F1 Score, precision, recall, logloss, or AUROC. For DMAA, we choose the F1
Score, which is commonly used as performance metric for concept drift detection
[15]. The F1 Score combines recall and precision. Precision is defined as all
instances that are correctly labeled as class x, divided by all instances of class x,
and recall as all instances that are correctly labeled as class x, divided by all
instances labeled class x. Overall, an F1 Score close to 1 indicates high recall
and precision values. The F1 Score is calculated for each class separately and
then weighted according to the occurrence of the specific class in the data. For
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Algorithm 1. DMAA
Input: start window size w, increase i, threshold t, upper limit up, lower

limit low, step size s
Output: current rule version, decision rule history

1: initial = True, robust = True, w smaller = w, w bigger = w
2: create trace dictionary
3: while new event do
4: add event to trace dictionary, counter + = 1
5: if initial mining AND grace period reached then � grace period default 200
6: initial = false
7: mine decision rule, store in model
8: calculate F1 Score
9: output decision rule, add rule to decision rule history

10: end if
11: if (robust AND counter >= w) OR not robust AND
12: (counter >= w bigger OR counter >= w smaller) then
13: set w test to appropriate size � depending on if condition
14: F1 Score old = F1 Score
15: counter = 0 � not for w smaller
16: calculate F1 Score for w test and model
17: if F1 Score < F1 Score old*t then � t default 0.9
18: remine decision rule, store in model
19: calculate F1 Score
20: output decision rule, add rule to decision rule history
21: end if
22: if F1 Score > up then � up default 0.98
23: w = w test
24: if robust then
25: increase w by i � i default 1%
26: end if
27: w smaller = w test, w bigger = w test, robust = True
28: else if F1 Score < low then � low default 0.90
29: robust = False
30: w smaller = w smaller ∗ (1 − s) � s default 20%
31: w bigger = increase bigger ∗ (1 + s)
32: end if
33: end if
34: if length dictionary > w bigger then � set to biggest window size
35: remove first dictionary entry � first in, first out
36: end if
37: end while

DMMA, we calculate the F1 Score each time the window size is reached and
when a new rule version is mined. We compare the current F1 Score to the
last F1 Score. If the performance has significantly decreased, defined by a user-
defined threshold t, the remining criterion is met, a new rule version is mined.
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If a rule achieves an F1 Score of above the threshold up, we assume that it is
robust, i.e. able to adequately classify the current instances.

Checking the remining criterion for each instance is computationally ineffi-
cient, in particular in connection with a large number of instances. Therefore, we
use a window based technique, where only the most recent instances are kept in
memory. The input, in form of a process stream, where new events arrive contin-
ually, is kept in an ordered dictionary and as soon as the window size is reached,
the first instance with all respective events and data elements, is removed, i.e.
the first in, first out principle is applied. This window also defines when the
performance is checked, i.e., as soon as a complete turnover of stored instances
has taken place, the performance is checked.

The optimal window size depends on the data, the underlying rules, as well
as if and in what way the rule evolves and can impact the results significantly.
Setting it too small might result in rules not being discovered, as the available
data does not appropriately cover the rules. On the contrary, a too large size,
might lead to the inability to discover a robust rule as multiple versions are
present in the current window [15]. Therefore the goal is to find a balance dis-
covering new versions as fast as possible and keeping the ability to mine robust
and comprehensive rules, while minimizing computational complexity. The win-
dow size can be set statically or in an adaptive manner, i.e. the window size
changes during the process. In related approaches it was shown that adaptive
setting can lead to optimized results, reducing the impact of the initial size [9].
DMMA uses adaptive windows with a manually set starting size. If the last cal-
culated F1 Score is above a fixed limit up, the window size is increased by i as
we see the rule as robust. If the score is below lower limit low, the window size
should be either increased, because the algorithm is not able to discover complex
rules or the window size should be decreased to be able to discover rule changes.
As we cannot know which is the case, two windows, w smaller and w bigger,
are used in parallel, which are set by subtracting and adding a fixed step s to
the current window size. Further incoming instances are checked and the rule
remined if necessary for each of the different window sizes. If no robust rule is
achieved, the windows are further decreased and increased. As soon as a robust
rule is found, the current window size is set as w, and the process continues as
described before until no more instances arrive.

3 Evaluation

The approach is implemented in Python, using the ‘scikit-learn’ module [13]
as decision tree implementation. All data sets are preprocessed, simulating an
event stream by reading in each event in the order of timestamps. In addition to
the loan example, presented in Sect. 1, we provide a manufacturing and tourism
use case with synthetic data sets, reflecting different decision rule evolutions.
Data set characteristics are described together with the results in the following
sections. The source code, the data sets as well as the full results are available
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online1. For the synthetic data sets, the exact point of change is known, therefore
the results contain the mean number of instances from the point where the
underlying rule change happened until a new robust rule version is mined (not
including the grace period), as well as the number of transition rules, being
defined as rules mined in between changes, where the resulting rule does not
fully represent either the old or the new rule version. This is currently detected
manually.

Use Case 1 - Loan Application: A synthetic data set according to the process
shown in Fig. 1 is generated, containing 5000 instances in total. The rule change
happens at instance number 2500. After the initial grace period, a rule was
discovered that stayed consistent until the underlying rule changed at instance
2500. 241 instances later, a new rule version was successfully mined and stayed
consistent until the process finished. The overall F1 Score is 97%.

Use Case 2 - Manufacturing: This scenario consists of a simplified man-
ufacturing scenario where a workpiece is produced. The observed decision is
whether the workpiece is OK or not (NOK). In the beginning the only available
data are the diameter measurements. During production, a second data element,
the temperature is made available. The synthetic data set contains about 5000
instances, the additional sensor is added from the 2500th instance on. Before the
additional sensor was added, 16 rule versions, i.e. transition rules were mined
indicating that no robust rule was found due to lack of data. As soon as the sen-
sor was added it took 23 instances until a robust version, appropriately reflecting
the underlying rule, was discovered. The mean F1 Score is at 0.93.

Use Case 3 - Tourism: This use case describes the process of calculating a
room offer for hotel guests and can be seen in Fig. 2. The synthetic data set
contains four seasons in total, each containing 2500 instances. Depending on the
season and the occupancy rate, either a standard or a premium price is offered.
Assuming that there are more guests in winter than in summer, the premium
price is already offered at 60% capacity in winter, the summer rule version states
that a premium is offered at 90% capacity. The seasons are not logged, therefore
no respective data element exists. In total 6 rule versions are discovered during
runtime, meaning that the four seasonal rules are discovered as well as two
transition rules after changes occurred (70 − 100 instances later), containing old
as well as new versions. However, if these rules are not taken into account the
F1 Score is high with 98%, with those rules the mean F1 Score is at 0.95.

Real Life Data: The applicability is tested on three real life data sets, BPIC122,
BPIC203, and a sepsis data set4. The BPIC12 contains a loan application
1 https://github.com/bscheibel/dmma.
2 https://data.4tu.nl/articles/dataset/BPI Challenge 2012/12689204.
3 https://doi.org/10.4121/uuid:52fb97d4-4588-43c9-9d04-3604d4613b51.
4 https://data.4tu.nl/articles/dataset/Sepsis Cases - Event Log/12707639.

https://github.com/bscheibel/dmma
https://data.4tu.nl/articles/dataset/BPI_Challenge_2012/12689204
https://doi.org/10.4121/uuid:52fb97d4-4588-43c9-9d04-3604d4613b51
https://data.4tu.nl/articles/dataset/Sepsis_Cases_-_Event_Log/12707639
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Fig. 2. Use Case 3: tourism.

process similar to the running example. The observed decision is whether a
loan application was accepted or rejected. The only available data element is the
requested amount. The decision rule history discovered by the DMMA contains
64 rule versions, i.e., after each window remining was necessary due to the low F1
scores between 0.28 and 0.59. However, the discovered rule versions are similar
to the one described in [7], i.e. mostly loans are accepted when their amount is
neither too high nor too low, e.g., one of the version states that the amount has
to be between 5750 an 42000 to be accepted. The BPIC20 log contains permit
applications and declarations from a travel expense reimbursement system. The
analyzed decision determines whether an instance is marked as ‘Overspent’. The
discovered rule stays consistent over the entire runtime, with a mean F1 Score
of 0.99, leading to the assumption that the underlying rule is robust and does
not evolve. The sepsis data set contains event logs from a hospital. The decision
point whether a patient is admitted to either “Normal Care” or “Intensive Care”
is analyzed. Available data elements include lab values as well as other informa-
tion such as patient age. In total, 7 decision rule versions are discovered by the
DMMA with F1 Scores varying between 0.49 and 0.98 for the last discovered
version. The last rule version states the lactic acid values as the decisive factor.

4 Discussion

The evaluation shows that the approach is feasible and able to discover deci-
sion rules and their evolution during runtime, enabling greater transparency of
a process and its decision points. For the BPIC20 and the sepis data set we
assume that not all necessary information is available to mine robust rules, lead-
ing to frequent remining. The extracted rule versions are stored in a decision
rule history and can be used to manually analyze rule evolution, e.g., seasonal
or alternating rules.

Limitations and Threats to Validity: Several parameters have to be set
manually. In future work, guidelines on how to set these parameters based on
process characteristics, e.g., amount of expected data or frequency of expected
changes, will be developed. One window size is used to determine the amount of
stored instances, the number of instances that are used to check a rule version as
well as to the number of instances that are used to remine a rule version. Differing
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window sizes could be used for these values. However, this would increase the
complexity of the approach without a clear benefit to it.

Computational complexity and runtime of DMAA depend on the under-
lying data, the window size (also depending on the underlying data) as well
as the number of decision points in a given process. The computationally most
expensive part is the rule (re)mining. If no underlying changes occur, rule mining
happens only once. In contrast, if changes happen frequently and therefore the
rule evolves continually, the computational complexity increases. The extreme
case is that remining occurs for each window. An optimization with regards to
computational complexity is part of future work.

5 Related Work

Decision mining was introduced as a way to discover data conditions that impact
the routing of a specific instance at a decision point [14]. Multiple different deci-
sion mining algorithms exist, focusing on different aspects [6], e.g. aligning con-
trol flow and data flow to discover decision rules [7], discovering overlapping rules
[11], incorporating linear relationships between variables [8], or mining decision
rule based on time series data [16]. These algorithms are applied ex-post, i.e.,
after the process instances have finished. Recent work in online process mining
focuses on process discovery [2], conformance checking [4], drift detection [17]
and predictive process monitoring [12] during runtime. However, none of these
works focus on online decision mining, especially with regards to the generation
of textual decision rules, decision rule evolution and decision rule histories.

6 Conclusion

This paper presents DMMA, an algorithm for discovery and monitoring deci-
sion rule evolution during runtime. Decision rule evolution might become neces-
sary due to newly available data and changes in environmental conditions. The
DMMA algorithm takes as input an event stream and processes it as events
occur. The output of the DMAA algorithm is the decision rule history for a
decision point containing all versions of the decision rule connected with this
decision point. The decision rule history enables the analysis of how decision
rules evolve over time, i.e., lays the foundation for decision rule pattern analysis.
In future work, we will investigate the potential of decision rule history analy-
sis, together with root cause analysis why decision rules evolved. This provides
insights into the evolution of the process and the decision structures behind. The
decision pattern analysis will require the comparison of decision rule (versions)
and similarity measures based on decision rules.

Acknowledgments. This work has been partially supported and funded by the Aus-
trian Research Promotion Agency (FFG) via the Austrian Competence Center for
Digital Production (CDP) under the contract number 881843.
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Abstract. Performance analysis in process mining aims to provide
insights on the performance of a business process by using a process
model as a formal representation of the process. Existing techniques for
performance analysis assume that a single case notion exists in a business
process (e.g., a patient in healthcare process). However, in reality, differ-
ent objects might interact (e.g., order, delivery, and invoice in an O2C
process). In such a setting, traditional techniques may yield misleading
or even incorrect insights on performance metrics such as waiting time.
More importantly, by considering the interaction between objects, we can
define object-centric performance metrics such as synchronization time,
pooling time, and lagging time. In this work, we propose a novel app-
roach to performance analysis considering multiple case notions by using
object-centric Petri nets as formal representations of business processes.
The proposed approach correctly computes existing performance met-
rics, while supporting the derivation of newly-introduced object-centric
performance metrics. We have implemented the approach as a web appli-
cation and conducted a case study based on a real-life loan application
process.

Keywords: Performance analysis · Object-centric process mining ·
Object-centric Petri net · Actionable insights · Process improvement

1 Introduction

Process mining provides techniques to extract insights from event data recorded
by information systems, including process discovery, conformance checking, and
performance analysis [1]. Especially performance analysis provides techniques to
analyze the performance of a business process using process models as represen-
tations of the process [6].

Existing techniques for performance analysis have been developed, assum-
ing that a single case notion exists in business processes, e.g., a patient in a
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healthcare process [5,6,8,11–14]. Such a case notion correlates events of a pro-
cess instance and represents them as a single sequence, e.g., a sequence of events
of a patient. However, in real-life business processes supported by ERP systems
such as SAP and Oracle, multiple objects (i.e., multiple sequences of events)
exist in a process instance [3,7] and they share events (i.e., sequences are over-
lapping). Figure 1(a) shows a process instance in a simple blood test process as
multiple overlapping sequences. The red sequence represents the event sequence
of test T1, whereas the blue sequences indicate the event sequences of samples
S1 and S2, respectively. The objects share conduct test event (e4 ), i.e., all the
sequences overlap, and the samples share transfer samples event (e6 ), i.e., the
sample sequences overlap.

Fig. 1. A motivating example showing misleading insights from existing approaches
to performance analysis and the proposed object-centric performance analysis (Color
figure online)

The goal of object-centric performance analysis is to analyze performance
in such “object-centric” processes with multiple overlapping sequences using 1)
existing performance measures and 2) new performance measures considering
the interaction between objects. Figure 1(b)(1) visualizes existing performance
measures related to event conduct test. Waiting time of conduct test is the time
spent before conducting the test after preparing test T1 and samples S1 and S2,
while the service time is the time spent for conducting the test and sojourn time
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is the sum of waiting time and service time. Furthermore, Fig. 1(b)(2) shows
new performance measures considering the interaction between objects. First,
synchronization time is the time spent for synchronizing different objects, i.e.,
samples S1 and S2 with test T1 to conduct the test. Next, pooling time is the
time spent for pooling all objects of an object type, e.g., the pooling time of
conduct test w.r.t. sample is the time taken to pool the second sample. Third,
lagging time is the time spent due to the lag of an object type, e.g., the lagging
time of conduct test w.r.t. test is the time taken due to the lag of the second
sample. Finally, flow time is the sum of sojourn time and synchronization time.

A natural way to apply existing techniques to multiple overlapping sequences
is to flatten them into a single sequence. To this end, we select an object type(s)
as a case notion, removing events not having the object type and replicating
events with multiple objects of the selected type [3]. For instance, Fig. 1(a) is
flattened to Fig. 1(c) by using test as a case notion, to Fig. Figure 1(d) by using
sample as a case notion, and Fig. 1(e) by using both test and sample as a case
notion.

However, depending on the selection, flattening results in misleading insights.
Figure 1(f) summarizes the correctness of object-centric performance analysis on
flattened sequences. 1) Flattening on test provides a misleading waiting time,
measured as the time difference between the complete time of prepare test and
the start time of conduct test, and, thus, a misleading sojourn time. 2) Flattening
on sample results in misleading insights on the service time since two service
times are measured despite the single occurrence of the event. 3) By flattening
on both test and sample, the waiting time for take sample is measured in relation
to prepare test although they are independent events from different object types.

In this work, we suggest a novel approach to object-centric performance anal-
ysis. The approach uses an Object-Centric Event Log (OCEL) that store multiple
overlapping sequences without flattening (cf. Fig. 1(g)) as an input. Moreover, we
use Object-Centric Petri Nets (OCPNs) [3] as a formalism to represent process
models, and the object-centric performance is analyzed in the context of process
models. With formal semantics of OCPNs, we can reliably compute and interpret
performance analysis results, considering the concurrency, loops, etc. [2].

More in detail, we first discover an OCPN that formally represents a process
model from the OCEL. Next, we replay the OCEL on the discovered OCPN to
produce token visits and event occurrences. Finally, we compute object-centric
performance measures using the token visit and event occurrence. For instance,
in the proposed approach, the waiting time of Conduct test is computed as the
difference between e4 ’s start and e1 ’s complete. The synchronization time is
computed as the time difference between e3 ’s complete and e1 ’s complete.

In summary, we provide the following contributions.

– Our approach correctly calculates existing performance measures in an object-
centric setting.

– Our approach supports novel object-centric performance metrics taking the
interaction between objects into account, such as synchronization time.
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– The proposed approach has been implemented as a web application1 and
a case study with a real-life event log has been conducted to evaluate the
effectiveness of the approach.

2 Related Work

Performance analysis has been widely studied in the context of process min-
ing. Table 1 compares existing work and our proposed work in different criteria:
1) if formal semantics exist to analyze performance in the context of process
models, 2) if aggregated measures, e.g., mean and median, are supported, 3)
if frequency analysis is covered, 4) if time analysis is covered, and 5) if mul-
tiple case notions are allowed to consider the interactions of different objects.
Existing algorithms/techniques assume a single case notion, not considering the
interaction among different objects.

Table 1. Comparison of algorithms/techniques for performance analysis

Author Technique Form. Agg. Freq. Perf. Obj.

Maté et al. [13] Business Strategy Model - � � � -

Denisov et al. [8] Performance Spectrum - � � � -

Hornix [11] Petri Nets � � � � -

Rogge-Solti et al. [14] Stochastic Petri Nets � � - � -

Leemans et al. [12] Directly Follows Model � � � � -

Adriansyah et al. [6] Robust Performance � � � � -

Adriansyah [5] Alignments � � � � -

Our work Object-Centric � � � � �

Traditionally, methods in process mining have the assumption that each event
is associated with exactly one case, viewing the event log as a set of isolated
event sequences. Object-centric process mining breaks with this assumption,
allowing one event to be associated with multiple cases and, thus, having shared
events between event sequences. An event log format has been proposed to store
object-centric event logs [10], as well as a discovery technique for OCPNs [3]
and a conformance checking technique to determine precision and fitness of the
net [4]. Furthermore, Esser and Fahland [9] propose a graph database as a storage
format for object-centric event data, enabling a user to use queries to calculate
different statistics. A study on performance analysis is, so far, missing in the
literature, with only limited metrics being supported in [3] by flattening event
logs and replaying them. However, object-centric performance metrics are needed
to accurately assess performance in processes where multiple case notions occur.

1 A demo video and manuals: https://github.com/gyunamister/OPerA.

https://github.com/gyunamister/OPerA
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3 Background

Defintion 1 (Universes). Let Uei be the universe of event identifiers, Uact the
universe of activity names, Utime the universe of timestamps, Uot the universe of
object types, and Uoi the universe of object identifiers. type ∈ Uoi → Uot assigns
precisely one type to each object identifier. Uomap = {omap ∈ Uot �→ P(Uoi) |
∀ot∈dom(omap) ∀oi∈omap(ot) type(oi) = ot} is the universe of all object mappings
indicating which object identifiers are included per type. Uevent = Uei × Uact ×
Utime × Utime × Uomap is the universe of events.

Given e = (ei, act, st, ct, omap) ∈ Uevent , πei(e) = ei, πact(e) = act, πst(e) =
st, πct(e) = ct, and πomap(e) = omap, where πst(e) and πct(e) denotes start and
complete timestamps.

Defintion 2 (Object-Centric Event Log (OCEL)). An object-centric event
log is a tuple L = (E,≺E), where E ⊆ Uevent is a set of events and ≺E⊆ E × E
is a total order underlying E. UL is the set of all possible object-centric event
logs.

Figure 1(b) describes a fraction of a simple OCEL with two types of objects.
For the event in the fourth row, denoted as e4, πei(e4) = e4, πact(e4) =
conduct test, πst(e4) = 180, πct(e4) = 240, πomap(e4)(test) = {T1}, and
πomap(e4)(sample) = {S1,S2}. Note that the timestamp in the example is sim-
plified using the relative scale.

Defintion 3 (Object-Centric Petri Net (OCPN)). Let N = (P, T, F, l) be
a labeled Petri net with P the set of places, T the set of transitions, P ∩ T = ∅,
F ⊆ (P × T ) ∪ (T × P ) the flow relation, and l ∈ T �→ Uact a labeling function.
An object-centric Petri net is a tuple ON = (N, pt , Fvar ), pt ∈ P → Uot maps
places to object types, and Fvar ⊆ F is the subset of variable arcs.

Figure 2(a) depicts an OCPN, ON1 = (N, pt, Fvar) with N = (P, T, F, l)
where P = {p1, . . . , p9}, T = {t1, . . . , t6}, F = {(p1, t1), (p2, t2), . . . },
l(t1) = prepare test, etc., pt(p1) = test, pt(p2) = sample, etc., and Fvar =
{(p4, t3), (t3, p6), . . . }.

A token consists of a place and an object, e.g., (p3, T1) denotes a token of
object T1 in p3. A marking of an OCPN is a multiset of tokens. For instance,
marking M1 = [(p3, T1), (p4, S1), (p4, S2)] denotes three tokens, among which
place p3 has one token of object T1 and p4 has two tokens of objects S1 and
S2.

A binding describes the execution of a transition consuming objects from its
input places and producing objects for its output places. A binding (t, b) is a
tuple of transition t and function b mapping the object types of the surrounding
places to sets of object identifiers. For instance, (t3, b1) describes the execution of
transition t3 with b1 where b1(test) = {T1} and b1(sample) = {S1, S2}, where
test and sample are the object types of its surrounding places (i.e., p3, p4, p5,
and p6).
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A binding (t, b) is enabled in marking M if all the objects specified by b exist in
the input places of t. For instance, (t3, b1) is enabled in marking M1 since T1, S1,
and S2 exist in its input places, i.e., p3 and p4. A new marking is reached by exe-
cuting enabled binding (t, b) at M . For instance, as a result of executing (t1, b1),
T1 is removed from p3 and added to p5. Besides, S1 and S2 are removed from
p4 and added to p6, resulting in new marking M ′ = [(p5, T1), (p6, S1), (p6, S2)].

4 Object-Centric Performance Analysis

This section introduces an approach to object-centric performance analysis. In
the approach, we first discover an OCPN based on an OCEL. Next, we replay
the OCEL with timestamps on the discovered OCPN to connect events in the
OCEL to the elements of OCPN and compute event occurrences and token visits.
Finally, we measure various object-centric performance metrics based on the
event occurrence and token visit. The discovery follows the general approach
presented in [3]. In the following subsections, we focus on explaining the rest.

4.1 Replaying OCELs on OCPNs

We couple events in an OCEL to an OCPN by “playing the token game” using
the formal semantics of OCPNs. As a result, a set of event occurrences are
annotated to each visible transition, and a set of token visits are recorded for
each place. First, an event occurrence represents the occurrence of an event in
relation to a transition.

Defintion 4 (Event Occurrence). Let ON = (N, pt , Fvar ) be an object-
centric Petri net, where N = (P, T, F, l). An event occurrence eo ∈ T ×Uevent is
a tuple of a transition and an event. OON is the set of possible event occurrences
of ON .

For instance, (t3 , e4 ) ∈ OON1
indicates that transition t3 of ON 1 shown in

Fig. 2(a) is associated with event e4 .
A token visit describes “visit” of a token to the corresponding place with the

begin time of the visit, i.e., the timestamp when the token is produced, and the
end time of the visit, i.e., the timestamp when the token is consumed.

Defintion 5 (Token Visit). Let ON = (N, pt , Fvar ) be an object-centric Petri
net, where N = (P, T, F, l). QON = {(p, oi) ∈ P × Uoi | type(oi) = pt(p)} is the
set of possible tokens. A token visit tv ∈ QON × Utime × Utime is a tuple of a
token, a begin time, and an end time. VON is the set of possible token visits of
ON .

Given token visit tv = ((p, oi), bt, et), πp(tv) = p, πoi(tv) = oi, πbt(tv) = bt,
and πet(tv) = et. For instance, ((p3 ,T1 ), 15, 180) ∈ VON 1 represents that token
(p3 ,T1 ) ∈ QON 1 is produced in place p3 at 15 and consumed at 180.

Given an OCEL, a replay function produces event occurrences and token
visits of an OCPN, connecting events in the log to the model.
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Fig. 2. An example of replaying object-centric event logs on an object-centric Petri net

Defintion 6 (Replay). Let ON be an object-centric Petri net. A replay func-
tion replayON ∈ UL → P(OON ) × P(VON ) maps an event log to a set of event
occurrences and a set of token visits.

Figure 2(b) shows the result of replaying the events in L1 shown in Fig. 2(a)
on model ON1 depicted in Fig. 2(a). The dark gray boxes represent event occur-
rences O1 and the light gray boxes represent token visits V1, where replayON1

(L1)
= (O1, V1). For instance, replaying event e1 and e4 in L1 produces event occur-
rences, (t1 , e1 ) and (t3 , e4 ), respectively, and token visit ((p3 ,T1 ), 15, 180)
where 15 is the time when e1 completes and 180 is the time when e4 starts.

4.2 Measuring Object-Centric Performance Measures

We compute object-centric performance measures per event occurrence. For
instance, we compute synchronization, pooling, lagging, and waiting time of
(t3 , e4 ) that analyzes an event of conduct test. To this end, we first relate an
event occurrence to the token visits 1) associated with the event occurrence’s
transition and 2) involving the objects linked to the event occurrence’s event.

Defintion 7 (Relating An Event Occurrence to Token Visits). Let L be
an object-centric event log and ON an object-centric Petri net. Let eo = (t, e) ∈
O be an event occurrence. OI(eo) =

⋃
ot∈dom(πomap(e))

πomap(e)(ot) denotes the
set of objects related to the event occurrence. relON ∈ OON ×P(VON ) → P(VON )
is a function mapping an event occurrence and a set of token visits to the set of
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the token visits related to the event occurrence, s.t., for any eo ∈ OON and V ⊆
VON , relON (eo, V ) =

⋃
oi∈OI(eo) argmax tv∈{tv′∈V |πp(tv′)∈•t∧πoi(tv′)=oi}πbt(tv).

Figure 3(a) shows the token visits related to eo1 = (t3 , e4 ). relON 1(eo1, V1) =
{tv1 = ((p3 ,T1 ), 15, 180), tv2 = ((p4 ,S1 ), 120, 180), tv3 = ((p4 ,S2 ), 150, 180)}
since p3 , p4 ∈ •t3, {T1 ,S1 ,S2} ⊆ OI(eo1), and each token visit is with the
latest begin time among other token visits of the corresponding object, e.g., tv1
is the only (and thus the latest) token visit of T1 .

Fig. 3. An example of the token visits related to an event occurrence and object-centric
performance measures of the event occurrence.

A measurement function computes a performance measure of an event occur-
rence by using the related token visits.

Defintion 8 (Measurement). Let ON be an object-centric Petri net.
measure ∈ OON × P(VON ) → R is a function mapping an event occurrence
and its related token visits to a performance value. Um denotes the set of all
such functions.

In this paper, we introduce seven functions to compute object-centric per-
formance measures as shown in Fig. 3(c). With L an OCEL, ON an OCPN, and
(O, V ) = replayON (L), we introduce the functions with formal definitions and
examples as below:

– flow ∈ Um computes flow time. Formally, for any eo = (t, e) ∈ O, flow(eo, V )
= πct(e) − min(T ) with T = {πbt(tv) | tv ∈ relON (eo, V )}.
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– sojourn ∈ Um computes sojourn time. Formally, for any eo = (t, e) ∈ O,
sojourn(eo, V ) = πct(e) − max (T ) with T = {πbt(tv) | tv ∈ relON (eo, V )}.

– wait ∈ Um computes waiting time. Formally, for any eo = (t, e) ∈ O,
wait(eo, V ) = πst(e) − max (T ) with T = {πbt(tv) | tv ∈ relON (eo, V )}.

– service ∈ Um computes service time. Formally, for any eo = (t, e) ∈ O,
service(eo, V ) = πct(e) − πst(e).

– sync ∈ Um computes synchronization time. Formally, for any eo = (t, e) ∈ O,
sync(eo, V ) = max (T ) − min(T ) with T = {πbt(tv) | tv ∈ relON (eo, V )}.

– poolot ∈ Um computes pooling time w.r.t. object type ot . Formally, for any
eo = (t, e) ∈ O, poolot(eo, V ) = max (T ) − min(T ) with T = {πbt(tv) | tv ∈
relON (eo, V ) ∧ type(πoi(tv)) = ot}.

– lagot ∈ Um computes lagging time w.r.t. object type ot . Formally, for any
eo=(t, e) ∈ O, lagot(eo, V ) = max (T ′) − min(T ) with T = {πbt(tv) | tv ∈
relON (eo, V )} and T ′ = {πbt(tv) | tv ∈ relON (eo, V ) ∧ type(πoi(tv))�=ot} if
max (T ′) > min(T ). 0 otherwise.

5 Case Study

The approach discussed in Sect. 4 has been fully implemented as a web appli-
cation with a dedicated user interface. Using the implementation, we conduct a
case study on a real-life loan application process of a Dutch Financial Institute2.
Two object types exist in the process: application and offer. An application can
have one or more offers. First, a customer creates an application by visiting the
bank or using an online system. In the former case, submit activity is skipped.
After the completion and acceptance of the application, the bank offers loans to
the customer by sending the offer to the customer and making a call. An offer
is either accepted or canceled.

In this case study, we focus on the offers canceled due to various reasons. We
filter infrequent behaviors by selecting the ten most frequent types of process
executions. Moreover, we remove redundant activities, e.g., status updates such
as Completed after Complete application. The resulting event log, available at
Github repository, contains 20, 478 events by 1, 682 applications and 3, 573 offers.

First, we compare our approach to a traditional technique for performance
analysis based on alignments [5]. To apply the traditional technique, we first
flatten the log using the application and offer as a case notion. Figure 4(a) shows
the performance analysis results from Inductive Visual Miner in ProM frame-
work. As shown in 1©, 1, 799 applications repeat activity Send. In reality, as
shown in 1 , no repetition occurs while the activity is conducted once for each
offer except 92 offers skipping it. Furthermore, the average sojourn time for the
activity is computed as around 2 days and 23 h, whereas, in reality, it is around
15 minutes as shown in 1 .

2 doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f.

http://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
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Fig. 4. (a) Performance analysis results based on Inductive Visual Miner in ProM
framework and (b) Performance analysis results based on our proposed approach.

Furthermore, 2© shows that activity Cancel application is repeated 1891
times, but it occurs, in reality, 1, 682 times for each application, as depicted
in 2 . In addition, the average sojourn time for the activity is measured as
around 12 days and 22 h, but in fact, it is around 31 days and 22 h, as shown
in 2 .

Next, we analyze the newly-introduced object-centric performance measures,
including synchronization, lagging, and pooling time. As described in 3 , the
average synchronization time of activity Cancel application is around 4 days
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and 11 h. Moreover, the average lagging time of applications is 3 days and 15 h
and the lagging time of offers is 19 h, i.e., offers are more severely lagging
applications. Furthermore, the pooling time of offers is almost the same as the
synchronization time, indicating that the application is ready to be cancelled
almost at the same time as the first offer, and the second offer is ready in around
4 days and 11 h.

6 Conclusion

In this paper, we proposed an approach to object-centric performance analysis.
To that end, we first replay OCELs on OCPNs to couple events to process
models, producing event occurrences and token visits. Next, we measure object-
centric performance metrics per event occurrence by using the corresponding
token visits of the event occurrence. We have implemented the approach as a
web application and conducted a case study using a real-life loan application
process.

The proposed approach has several limitations. First, our approach relies on
the quality of the discovered process model. Discovering process models that
can be easily interpreted and comprehensively reflect the reality is a remaining
challenge. Second, non-conforming behavior in event data w.r.t. a process model
can lead to misleading insights. As future work, we plan to extend the approach
to support reliable performance analysis of non-conforming event logs. Moreover,
we plan to develop an approach to object-centric performance analysis based on
event data independently from process models.
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Abstract. Entity alignment is an effective solution to integrate
resources from different knowledge graphs (KGs). It aims to establish
link between entities in different KGs that refer to the same object in the
real world. Most of the existing embedding-based methods embed entities
and relations into the same vector space or utilize a graph neural network
(GNN) for nodes aggregation to learn the topology of the KG. However,
these approaches do not sufficiently distinguish the effects of different
relations on node features and ignore the dependencies between relations
and entities. Some latent semantic information hidden in the relations
is underutilized. This paper proposes a bidirectional relation attention
mechanism to jointly learn entity and relation embeddings. We employ
a graph convolutional network (GCN) to obtain the structure embed-
ding for the KGs, then the attention mechanism used in relation embed-
dings facilitates the flow of information from entities to relations and
strengthen the dependency between them. Finally the relation attention
exploited in the aggregation stage integrates both direction information
and connected relation semantics of neighborhoods that capture different
impacts of relation on the neighborhood nodes. Experiments conducted
on the DBP15K dataset validate the effectiveness of our proposed model
and show that our model outperforms the baseline methods.

Keywords: Knowledge graph · Entity alignment · Graph
convolutional neural network · Relation attention

1 Introduction

Knowledge graph (KG) is a large-scale semantic network which was first pro-
posed by Google in 2012 of which original intention is to improve the ability
of search engines. Due to the powerful semantic expression ability, it has been
also applied to the field of conceptual modeling where KG is used to assist users
in semantic search to obtain entity information [1]. However, because the data
for constructing KGs derives from different resources, the same entity may have
different representations in different KGs. Entity alignment provides a solution
to the problem above. It aims to discovery entity pairs that refer to the same
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Ralyté et al. (Eds.): ER 2022, LNCS 13607, pp. 295–309, 2022.
https://doi.org/10.1007/978-3-031-17995-2_21
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object in two knowledge graphs based on heterogeneous resources and establish
links between them.

In recent years, methods based on representation learning have been widely
used in entity alignment researches. It embeds entities into a low-dimensional
vector space and retains rich semantic information between entities at the same
time. These methods are divided into translation models and graph neural net-
work based models. Among them, most of the translation models rely on TransE
[2]. However, the limitation in dealing with complex relations restrains the effi-
ciency of TransE. To this end, based on TransE, some extended models such
as TransH [19], TransD [5], and TransR [6] have been subsequently proposed to
exploit complex relation information between entities from multiple perspectives.

In contrast, methods based on graph convolutional network (GCN) embed
an entity by aggregating the neighborhood information and utilize propagation
rules to capture the structure of the entire graph. However, GCN-based embed-
ding methods merely consider the topology of the knowledge graph while ignore
the semantic information of relations between entities, so the relation embed-
dings make little progress to entity representations. Some GCN-based models
[15,16,21,22,24,25] have tried a bunch of different approaches to represent rela-
tions, but GCN still lacks in dealing with multi-relational graphs and these
methods fail to capture the dependencies between entities and relations. On
the other hand, GCN employs a shared parameter matrix in the unified feature
transformation for all nodes, so it cannot distinguish the importance of different
relations on entity features during the neighborhood nodes aggregation. Graph
attention network (GAT) [18] boosts GCN in neighborhood information aggrega-
tion to some extent. It assigns different weights to one-hot neighbors to aggregate
information, but the calculation of attention weight is dependent on the charac-
teristics of each node. GAT ignores the relation edges that are directly connected
between nodes. In addition, the existing relation representation methods have
poor ability to deal with 1-to-N or N-to-N relationships. As shown in Fig. 1 (a),
in a 1-to-N or N-to-N relationship, an entity may have the same relation with
different entities. We cannot directly predict the tail entity according to the head
entity and the relation. Therefore, when we represent a relation, we should not
simply average the representations of head entities and tail entities related to
it but should assign different weights to the triples under the same relation. In
this case, a pair of head and tail entity that are more closely related under the
same relation will have a higher weight in the relation representation. At the
same time, most of the existing GCN-based methods for KGs alignment focus
on embedding nodes and relations in a simple undirected graph, so they cannot
capture the effect of the transmitting direction of the relation on entity features.

However, the Knowledge Graph is a graph structure with complex relations.
As shown in Fig. 1(b), each entity is connected to several neighbor nodes through
different relation edges. The information of the neighbor nodes is transmitted
along the direction from the head entity to the tail entity. In order to make
full use of relational information to improve the representation of an entity,
we need to not only learn the relation types, but also leverage the contextual
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information hidden in the direction of relations. For example, in Fig. 1, there
is a ‘succession’ relation between ‘Trump’ and ‘Biden’. We can infer that there
is also a ‘predecessor’ relation between them (labeled with dashed lines in the
figure). For the same relation triple, its contextual semantics for the head entity
and the tail entity are different.

Fig. 1. Relation examples in KG

In this paper, we put forward a novel entity alignment model BiRA-GCN
(Bidirectional Relation Attention GCN) that applies an attention mechanism
in relation edges to enhance the semantic representation of entities. Each rela-
tion embedding is the weighted summary of the attention weights of the triples
associated with it. At the same time, we improve the general GAT in which
semantic information of relation is put into the calculation of attention weight
in the neighbor nodes aggregation stage. Therefore, the feature of an entity not
only aggregates the characteristic of its neighbor nodes, but also integrates the
relation information connected to its neighbors. To extract the importance of
relational direction information in entity alignment, inspired by compGCN [17],
we introduce inverse edges to extend the relations in the KGs, which distin-
guishes the relation edges with direction features during aggregation. The main
contributions of this paper are as follows:

– Proposes a relation attention mechanism to jointly learn entity and rela-
tion embeddings based on GCN. Enhanced dependency between entities and
relations applied with relation attention in relation embedding and neighbor
aggregation improves the representations of 1-to-N or N-to-N relations and
strengthens the relation information in entity representation. Each entity not
only aggregates the features of its neighbor nodes but also directly captures
the relation semantics.

– Extends the relation attention from an undirected graph to a directed graph,
which enhances the ability of GCN to learn directional features of relations
and actually enriches the representation of an entity.
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– Experiments on the benchmark datasets validate the effectiveness of our pro-
posed model and show that our model outperforms the baselines in multiple
metrics including MRR and Hits@K.

2 Related Work

2.1 Entity Alignment Based on Translation Models

Since the TransE model was proposed, improved methods based on it has been
continuously applied in knowledge graph embedding and entity alignment. The
JE model [4] combines the loss function of TransE and entity alignment, so
that two aligned entities have similar representations in the embedding space.
Based on the JE model, JAPE [12] adds attribute embedding to extend the
semantic representation of an entity, and jointly learned the structure embedding
and attribute embedding of the knowledge graph to achieve entity alignment.
MtransE [3] embeds the structures of two knowledge graphs in different spaces
and establishes a mapping between the two embeddings. IPTransE [11] employs a
shared parameters approach to embed entities and relations in two KGs into the
same vector space, and adopts an iterative training strategy for entity alignment.
BootEA [13] proposes a bootstrapping iterative strategy to add possible aligned
entities to the training data for further optimizing knowledge graph embedding.

2.2 Entity Alignment Based on GCN

Benefiting from the excellent performance in modeling graph data, graph con-
volutional neural networks (GCN) and its extensions have been widely used in
recent entity alignment research. GCN-Align [20] first proposes to apply GCN
for entity alignment technique, assuming that the equivalent entities may have
similar neighborhood structures so their embeddings are closed to each other.
NAEA [26] combines with neighborhood subgraph-level information of entities
and employs an attention mechanism to exploit different impacts of their neigh-
bors’ representations. NMN [23] also learns the neighborhood structure of enti-
ties on the basis of GCN, then uses a sampling strategy for neighbor nodes to
calculate the similarity of neighbor subgraphs so that the similarity between
two entities can be transformed into the similarity of their neighbor subgraphs.
Wu et al. [21] proposes a relation-sensitive dual graph convolutional neural net-
works (RDGCN) that integrates relation information through the close interac-
tion between the original graph and its dual relational graph and further cap-
tures adjacent structures to learn a better entity representation. RAGA [27]
takes account of multiple relations between two entities, which inspires us to
explore the representations of 1-to-N and N-to-N relations and further improve
the representations of complex relations in different situations. But it does not
exploit the latent direction information hidden in an inverse relation. RE-GCN
[25] considers the direction of relations. It constructs a triadic graph that rep-
resents the primal relation triples in KGs. But RE-GCN ignores the reverse
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relations in primal KGs so that the direction information only deliver from the
primal head entity to the tail. HGCN [22] proposes a joint relation embedding
and entity embedding learning framework for entity alignment. It firstly approxi-
mates the representation of each relation by the head and tail entity in the triple,
and then employs a set of joint pre-aligned entities and relations to optimize the
embedding of an entity. MRAEA [8] designs a meta relation aware representa-
tion to exploit the meta semantics of relations for entities, which inspires us to
incorporate relation semantics in the neighborhood information aggregation.

3 Methodology

In this section, we introduce our proposed BiRA-GCN model. We will first define
the problem formulation of knowledge graph and then illustrate the component
of BiRA-GCN in detail. The framework of BiRA-GCN is shown in Fig. 2.

3.1 Problem Formulation

The knowledge graph can be defined as G = (E,R, T ) and E,R, T represent
entity set, relation set and triple set respectively. Each triple can be described as
{(u, r, v)|u, v ∈ E, r ∈ R, (u, r, v) ∈ T}, where u and v represent the head entity
and tail entity respectively, and r is the relation between u and v. To introduce
an inverse relation, we need to extend the triples in G. For each triple (u, r, v) in
G, there is a reverse relation r−1 and a reverse triple (v, u, r−1), we respectively
expand R and T to R′ and T ′, where R′ = R ∪ R−1 , R−1 = {r−1

∣
∣ r ∈ R},

T ′ = T ∪ { (u,r−1, v)
∣
∣ (u, r, v) ∈ T}.

For two different knowledge graphs G1 = (E1, R1, T1) and G2 = (E2, R2, T2),
we define some already aligned entities as seed set S = {(e1, e2)|e1 ∈ E1, e2 ∈
E2), where (e1, e2) is a pair of equivalent entities that represent the same object
in the real world. The task of entity alignment is to find more equivalent entity
pairs in G1 and G2 given a pre-aligned entity seed set S.

3.2 Model Architecture

Based on GCN, the BiRA-GCN model incorporates bidirectional relation atten-
tion to learn the representation of relations and entities, which makes full use of
the dependency between entities and relations to enhance their feature represen-
tations. As shown in Fig. 2, our model from left to right are GCN-based structure
embedding module, relation embedding module, bidirectional relation-attention-
based aggregation module and entity alignment module respectively.

First, we input the knowledge graph into GCN to learn the neighborhood
structure of nodes. Then BiRA-GCN employs the attention mechanism to cal-
culate the attention weight of each triple (u, r, v) about r and generate the final
relation representation. After introducing the inverse relation r−1, aggregation
module employs the relation attention mechanism to focus on the incoming and
outgoing directions of the relation and calculates the attention weight for each
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edge which is connected to the entity. The joint embedding based on bidirectional
relation attention not only aggregates local relation semantics at the neighbor-
hood level, but also learns the latent contextual information from relational
directions. Finally, the entity features aggregated with relation information are
used as the final vector representation and are input to the entity alignment
module for training.

Fig. 2. The components of BiRA-GCN from left to right are respectively the KG
structure embedding module, the relation embedding module, the aggregation module
and the alignment module.

3.3 KG Structure Embedding Based on GCN

For the basic neighborhood structure of each node in the knowledge graph,
we firstly initialize the entity representation with pre-trained word embeddings,
and then input all triples in the two KGs into GCN to obtain the structural
features. This module consists of multiple GCN layers that utilize a forward
propagation to update the node features. The input of each layer of GCN is
a representation matrix Xinit = {x1, x2, ..., xn|xi ∈ Rd}, where d represents
the embedding dimension of the entity. The forward propagation between GCN
layers is shown in Eq. (1):

X(l+1) = σ(D̃− 1
2 ÃD̃− 1

2X(l)W (l)) (1)

where Ã represents the Laplacian matrix converted from the adjacency matrix
of knowledge graph G and D̃ is the degree matrix.

In order to reduce the influence of noise propagation between layers of GCN
on the neighborhood information aggregation, similar to the previous work [9,
22], we apply a highway gates mechanism [10] in the GCN, as shown in (2) and
(3):

T (X(l)) = σ(X(l)WT
(l) + b

(l)
T )) (2)

X(l+1) = T (X(l)) · X(l+1) + X(l) · (1 − T (X(l))) (3)
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where X(l) is the input of the l + 1 layer; σ is the sigmoid function; · represents
element-wise multiplication; WT

(l) and b
(l)
T respectively represent the bias vector

of the weight matrix and the transform gate T (X(l)).

3.4 Relation Embedding

In a knowledge graph, the relation between entities is represented by triples, but
GCN is insensitive to relation information. In order to improve the representation
of 1-to-N or N-to-N relations, we introduce an attention mechanism to assign
different weights to each triple associated with the same relation, so we can
exploit those pairs of head and tail entities that are more closely related under
the same relation.

For each relation rk, this module takes the set Sk = {(eh1, et1), ..., (ehn, etn)}
as input, which includes the head and tail entities of triples associated with
the relation rk, where n is the number of triples corresponding to rk. We first
take r0k, the average summation of the head entity and the tail entity, as the
initial vector representation of the relation rk. Then the attention mechanism is
introduced to focus on the head entity eh and the tail entity et connected by rk.
Since the feature dimensions of entities and relations are different, it is necessary
to operate a linear transformation for the feature vectors after concatenating the
head entity and the tail entity. The concatenating feature vector will be operated
with the attention to calculate the attention weight for each triple (ei, rk, ej) with
respect to rk. So the output vector routk of relation rk can be represented as an
attention weighted summation of the triples:

r0k =

n∑

i=1

ehi + eti

n
(4)

mh,t = LeakyRelu(vT [r0k,W
r[xi, xj ]]) (5)

αijk = softmax(mij) =
exp(mij)

∑

ei,rk,ej)∈Tk
exp(mij)

(6)

routk = Re lu(r0k +
∑

(ei,rk,ej)∈Tk

αijkW
r[xi, xj ]) (7)

where Tk represents the triple set of relation rk; vT ∈ R2dr is a specific shared
weight vector; W r ∈ R2de×dr is a linear transfer matrix that maps head and
tail entities from entity feature space to relation feature space; [, ] indicates the
concatenating operation for the vectors.

3.5 Bidirectional Relation Aggregation

In the graph neural network (GNN), the representation of each node is imple-
mented by the aggregation operation. But GNN is not able to distinguish the
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importance of different neighborhoods to the nodes. Although the graph atten-
tion network (GAT) pays attention to the neighbors’ characteristics to calculate
the attention coefficient, it ignores the useful relation information. So we propose
that in the aggregation stage, neighborhood features should be combined with
those relative relations that expand the latent semantic information for entities.

We utilize the relation embeddings learned in Sect. 4.4 to compute the atten-
tion coefficients of each relation rk for the entity ei through relation attention
mechanism, so the relation features of rk and its corresponding neighbor nodes
ej would be aggregated into the entity representation of ei. Taking into account
the direction of the relation edge, we introduce the directional weight matrix
W (dir) of the relation r during aggregation, which is used to learn the incoming
and outcoming relation direction:

αijk =
exp(Leak Re lu(aT [Wdir(r)rk, xj ]))

∑

rk∈Rij
exp(Leak Re lu(aT [Wdir(r)rk, xj ]))

(8)

xout
i = Re lu(

∑

rk∈Rij

αijk[Wdirrk, xj ]) (9)

Wdir(r) =
{

Wout, r ∈ rout
Win, r ∈ rin

(10)

αijk represents the attention weight of neighbor node ej connected to the entity
ei through the relation rk; v′T ∈ Rdr+de is another specific shared vector for
attention weight; Rij represents the set of relations between ei and neighbor
nodes and xj is the representation of neighbor node ej corresponding to the rela-
tion rk. For each entity ei, its relation in the knowledge graph can be divided into
two types according to the direction. When ei is the head entity, it is interpreted
as active relation rout and the connected node ej is called the outgoing neighbor;
otherwise, when ei is the tail entity, it is interpreted as passive relation rin and
the corresponding neighbor node is called the incoming neighbor. Therefore, we
can choose different direction weight matrices W (dir) according to the direction
of rk.

3.6 Entity Alignment

After aggregating the neighborhood information, the final output feature matrix
of the nodes can be represented as Xout = {xout

1 , xout
2 , ..., xout

n |xout
i ∈ Rd}. Then

entity alignment is implemented by measuring the distance between the two enti-
ties in the embedding space. The distance for two entities ei and ej is computed
as follows:

dis(ei, ej) = ||xout
i − xout

j ||L1 (11)

In the training stage, the entities and relations in the two knowledge graphs have
been embedded into the same continuous low-dimensional vector space, and a set
of pre-aligned entity seeds are input as training data. The training goal of entity
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alignment is to force the embedding distance between two equivalent entities
to be as close as possible while those non-equivalent entities should be far away
from each other. Therefore, this paper uses a loss function based on edge ranking
for training:

∑

(p,q)∈S

∑

(p′,q′)∈S,)

max{0, d(p, q) − d(p′, q′) + γ} (12)

γ > 0 represents the margin hyperparameter; S represents the pre-aligned seed
set, and S′ is the set of negative sample entities selected according to the nearest
neighbor sampling method.

4 Experiments

4.1 Datasets

We conduct experiment on the DBP15K [12] dataset. DBP15K is a cross-lingual
entity alignment dataset constructed from DBpedia that refers to four languages:
Chinese, English, Japanese and French. It contains three subsets including zh-
en (Chinese-English), ja-en (Japanese-English) and fr-en (French-English). Each
subset contains 15000 pairs of pre-aligned entities. The statistics in the three
datasets are shown in Table 1. For experiments, we follow the previous researches
and use 30% of the pre-aligned entity pairs as training data and 70% for testing.

Table 1. Statistic of DBP15K Dataset.

Dataset Ents Rels Triples

zh-en Chinese 66,469 2,830 153,929

English 98,125 2,317 237,674

ja-en Japanese 65,744 2,043 164,373

English 95,680 2,096 233,319

fr-en French 66,858 1,379 192,191

English 105,889 2,209 278,590

4.2 Experimental Settings

Evaluation Metrics. In accordance with the previous researches, Hits@k and
mean reciprocal rank (MRR) are used for the evaluation metrics in our exper-
iment. Hits@k represents the proportion of correctly aligned entities appearing
in the top k list. MRR calculates the mean of the reciprocal rank values of all
correctly aligned entities. The higher Hits@k and MRR, the better performance
of the entity alignment model.
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Parameter Settings. The hyper-parameters used in our experiments are set
as followed: the depth of GCNs l = 2, the dimension of relation dr = 100, margin
γ = 3, the learning rate is 0.001 and we sample K = 10 negative pairs every 10
epochs.

Baselines. For comparable models, our experiments choose some classical and
recent methods as the baselines, which can be divided into the following two
categories:

– translation-based methods: MTransE [3] embeds the structure of two KGs
in different spaces and learns a transition. IPTransE [11] utilizes the sharing
parameters to encode entities and relations in the two KGs into the same vec-
tor space. JAPE [12] adds attribute embedding to extend the semantic repre-
sentation of entities. BootEA [13] uses a bootstrapping strategy in training.
TransEdge [14] proposes an edge-centric embedding model to capture fine-
grained relation semantics.

– GCN-based methods: GCN-Align [20] combines entity and relation embed-
ding with additional attribute embedding. RDGCN [21] constructs a dual
relation graph for interactive learning of entity and relation embeddings.
HGCN-JE [22] integrates entity alignment with relation alignment during
the training process. NMN [23] utilizes a graph sampling method to extract a
discriminative neighborhood for each entity. MRAEA [8] models the meta
semantics embedded in relations. AttrGNN [7] uses an attributed value
encoder to model the various types of attribute triples for enhanced entity
representations.

4.3 Main Results

As can be seen from Table 2, compared with other methods, our model BiRA-
GCN that integrates bidirectional relation attention mechanism gets a perfor-
mance improvement on the ja-en and fr-en datasets. Specifically, on those two
datasets BiRA-GCN achieves at least 5.15% and 1.23% respectively on Hits@1.
Although on the zh-en dataset our model is merely 0.2% higher on Hits@1 than
AttrGCN, it still outperforms the rest of the comparable models.

In Table 2, the models are divided into two categories according to their
embedding fashions. We conclude that there is no obvious difference between the
two methods in learning knowledge graph embeddings. GCN has advantages in
learning the global structure of KG while variant TransE models are proficient
in capturing local semantics so some of them have comparable performances.
Among translation-based methods, TransEdge obtains the best performance
on Hits@1 and Hits@10. That is because TransEdge represents relations with
contextualized embeddings and interprets the edge embeddings as translations
between entities to preserve KG structure. This enables it to have superiority
in modeling complex relational structures and outperform other translaiton-
based methods. BootEA’s performance ranks second among the translaiton-
based methods, which explains the effectiveness of the bootstrapping strategy
to add possible pre-aligned entities for training.
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Table 2. Comparatie experiment results

zh-en ja-en fr-en

H@1 H@10 MRR H@1 H@10 MRR H@1 H@10 MRR

MTransE 30.83 61.41 0.364 27.86 57.45 0.349 24.41 55.55 0.335

IPTransE 40.60 73.50 0.516 36.70 69.30 0.474 33.30 68.50 0.451

JAPE 41.18 74.46 0.490 36.25 68.50 0.476 32.39 66.68 0.430

BootEA 62.94 84.75 0.703 62.23 85.39 0.701 65.30 87.44 0.731

TransEdge 73.50 91.90 0.801 71.90 93.20 0.795 71.0 94.10 0.796

GCN-Align 41.25 74.38 0.549 39.31 74.46 0.546 37.29 74.49 0.532

RDGCN 70.75 84.55 0.746 76.74 89.54 0.813 88.64 95.72 0.917

HGCN-JE 72.03 85.70 0.768 76.62 89.73 0.813 89.16 96.11 0.917

NMN 73.30 86.90 0.781 78.50 91.20 0.827 90.20 96.70 0.924

MRAEA 75,70 92.98 0.827 75.78 93.38 0.826 78.04 94.81 0.849

AttrGNN 79.60 92.93 0.845 78.33 92.08 0.834 91.85 97.77 0.910

Ours 79.70 91.45 0.841 83.65 93.97 0.875 93.08 97.85 0.949

Among GCN-based methods, AttrGNN obtains the best results on DBP15K
dataset. The primary reason for its performance is the usage of additional
attributes and values that partition the KG into subgraphs according to dif-
ferent types of attribute triples. Nevertheless, we find that the remaining GCN-
based methods (RDGCN, HGCN-JE, NMN and MRAEA) which ignore the
additional attribute information also obtain good results. All of them outper-
form the translation-based methods except TransEdge on Hits@1, Hits@10 and
MRR. Their competitive performances demonstrate neighborhood features is
essential for the entity alignment accuracy.

Although the current GCN-based methods have made significant progress
compared with those classical methods above, our model still represents a more
competitive performance. In the same case of without extra attribute infor-
mation, our model obtains remarkable improvement on the DBP15K with an
average increase of 4.14% on Hits@1 and 3.40% on MRR compared with other
GCN-based models(RDGCN, HGCN-JE, NMN and MRAEA). Even compared
to the AttrGNN model, our model outperforms it on the ja-en and fr-en dataset
with a higher alignment accuracy. We believe that is because our bidirectional
realtion attention that has never been used in other GCN-based methods plays a
vital role in the neighborhood informaiton aggregation. This enables the GCN to
overcome the weakness in learning semantic information in relations and enables
our model to preserve global structure and local semantic information of KGs,
which exactly strengthens the representaion of an entity and improve the align-
ment accuracy.
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4.4 Ablation Experiment

In order to verify the effect of incorporating the bidirectional relational attention
mechanism on the representation of entity features, we conduct ablation exper-
iments based on HGCN, and design different model configurations to verify the
effectiveness of the method proposed in this paper. The results of the ablation
experiments are shown in Table 3.

Table 3. Ablation experiment results

zh-en ja-en fr-en

H@1 H@10 MRR H@1 H@10 MRR H@1 H@10 MRR

HGCN-Based 67.21 80.33 0.719 73.87 85.69 0.782 88.24 94.32 0.905

HGCN-GAT 77.28 89.75 0.818 81.55 92.56 0.856 91.85 97.27 0.940

HGCN-RGAT 79.14 91.17 0.836 83.48 93.57 0.873 92.71 97.72 0.946

BiRA-GCN 79.70 91.45 0.841 83.65 93.97 0.875 93.08 97.85 0.949

Model Variants. We design the following model variants for the ablation exper-
iments:

– HGCN-Based: Representing the initial structure embedding model designed
in Sect. 3.3, which adds a highway gate mechanism on the basic of GCN layer.

– HGCN-GAT: Integrating the ordinary graph attention network to aggregate
neighborhood information on the basic of HGCN-Based. Notice that in order
to distinguish from relation attention mechanism, the HGCN-GAT here does
not aggregate the relation semantics between entities and their neighborhood
nodes.

– HGCN–RGAT: The ordinary graph attention network is replaced with rela-
tion attention and the semantics of relations from neighborhood nodes are
integrated into the entity features.

– BiRA-GCN: Expanding the edges in the KGs to bidirectional and integrating
the directional features of the edges during aggregation.

As illustrated in the Table 3, on the basis of HGCN, all the metrics(Hits@1,
Hits@10 and MRR) of entity alignment have been consistently improved after
incorporating graph attention, relation attention and bidirectional relation atten-
tion in turn. Among them, the BiRA-GCN achieves the best result on the three
metrics.

Compared with HGCN-Based, HGCN-GAT has an average increase of 7.12%
on Hits@1 and 6.41% on Hits@10 in the DBP15K dataset, which obviously
demonstrates the advantages of the graph attention network in aggregating the
entity neighborhood structure. After replacing the ordinary graph attention with
the relation attention, the performance of entity alignment further improves as
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the Hit@1 and Hit@10 increase by an average of 1.55% and 0.96% respectively.
The improvement of HGCN-RGAT verifies the effectiveness of relational seman-
tics in the neighborhood information aggregation. BiRA-GCN further expands
the direction of relations in KGs so that it achieves an average increase of 0.37%
on Hits@1 and 0.27% on Hits@10 compared with HGCN-GAT. Although the
improvement is not significant, we find that all the metrics of BIRA-GCN are
always higher than those of HGCN-GAT on the three datasets. This indicates
that in addition to the type of relations, the direction information also plays a
certain role in modeling relation semantics for entity alignment.

5 Conclusion

This paper proposes a graph convolutional network (GCN) entity alignment
model cooperated with bidirectional relation attention mechanism. The model
uses graph convolutional neural network to embed entities and relations in knowl-
edge graph to learn the global structure of KGs. In order to enhance the ability of
GCN to learn relational semantics, we enrich the neighborhood features of enti-
ties by introducing relation attention mechanism to focus on the edges connected
among entities. The model also extends the direction of the edges in KGs thus
incorporating the relations with directional characteristics and expanding the
hidden semantic expression in relations. Experiments on the DBP15K dataset
demonstrates the model proposed in this paper represents a more competitive
performance than the current entity alignment methods and different model
variants designed in the ablation experiments validate the effectiveness of bidi-
rectional relation attention mechanism.
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Abstract. Existing approaches for evaluating data quality were established for
settings where user requirements regarding data use could be explicitly gathered.
Currently, however, users are often faced with new, unfamiliar, and repurposed
datasets where they have not been involved in the data collection and creation
processes. Furthermore, there is evidence that despite various standardisation ini-
tiatives, supporting information or metadata for such datasets is provided in a
variety of ways or even lacking altogether. Yet, users need to evaluate the quality
of such data to determine if it is suitable for their intended purposes. In this regard,
there is limited understanding of the role of metadata in evaluating the quality of
repurposed datasets. Thus, in this paper, we aim to investigate how users engage
with metadata during data repurposing tasks. In particular, we gather multi-modal
user behaviour data through a lab experiment, using eye-tracking techniques and
cued-retrospective think-aloud analysis to explore when, how and why users use
metadata in such tasks. The results of our study shed light on the critical role meta-
data plays in evaluating repurposed data, highlight the existence of relationships
between data quality error type and metadata, and identify a number of metadata
usage patterns relative to the task. This bears implications for the design of systems
or tools related to data quality discovery and evaluation.

Keywords: Metadata · Data repurposing · Data quality assessment ·
Eye-tracking · Think-aloud

1 Introduction

Data is recognised as a valuable asset for governments and organisations [1]. However,
poor data quality is detrimental to business and decision-making [2]. Naturally, the
study of data quality has gained substantial attention from the industry and academic
community [3],withinwhich data quality assessment is a large subset due to the extensive
need to evaluate data quality and prepare data for subsequent analytical purposes [4].
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Data quality (DQ) assessment follows a top-down approach in the most general
case, which includes determining user requirements, data quality measurement, data
cleaning, and continuous quality monitoring [5]. However, as data accessibility and
sharing increase, these existing DQ assessment approaches are being challenged. This
challenge is in particular evident in the context of data repurposing, which refers to
when data originally collected for a purpose, is used by different users for a different
purpose. In this case, the new users have no or little knowledge of the data and its quality
characteristics. Existing DQ assessment approaches require metadata, e.g. in the form of
conceptual models, data catalogues or database schemas, as a prerequisite, which is often
unavailable or at least incomplete for repurposed datasets [5]. As a result, predetermined
user requirements and traditional DQ assessment approaches are not sufficient to address
the challenge.

Indeed, there is a critical research gap in assessing the quality of repurposed data
[6], and recent studies have begun to respond to this need. For instance, [7] proposed a
“bottom-up” approach to discover DQ problems for repurposed datasets. Machine learn-
ing techniques have also been exploited to conduct data profiling and data preparation
tasks at scale [8]. However, full automation of DQ assessment for repurposed data is not
feasible because human judgement plays an essential role in monitoring and managing
various fitness-for-purpose issues, as well as issues relating to bias, transparency and
fairness [9]. To assist human judgement, metadata has been studied and integrated in DQ
assessment as a fundamental artifact, often in the form of a conceptual model, to support
the evaluation of the quality and fitness of a dataset [10]. For example, prior studies on
metadata usage in DQ assessment have shown that metadata can change the outcomes
and efficiency in the decision of data usage [11]. Although integrating metadata into the
decision process requires additional cognitive load from users, providing relevant and
timely metadata generally outweighs these negative impacts [12].

Accordingly, there is a need to understand how users engage with metadata when
evaluating repurposed datasets. Understanding this phenomenon is central to developing
design guidelines for tools that assist the effective use of repurposed data. For example,
open data portals often display minimal metadata (e.g., the creator, number of down-
loads), which does not effectively support data users’ understanding towards the fitness-
for-(re)purpose of such a dataset. As a result, data users may spend excessive amounts
of time analysing the data only to find that the quality is insufficient and not fit for their
purpose. To provide an in-depth understanding of how data users engage with metadata
when evaluating the quality of repurposed datasets, this exploratory study adopts an
empirical lens. Specifically, we carry out an empirical study assisted by eye-tracking
technology and a cued retrospective think-aloud protocol [13] to:

1. Observe user attention on the metadata artefact considering diverse groups of users,
different data quality issues and different analytical tasks.

2. Gather insights on the performance, benefits and challenges associated with the
metadata artifact in a data repurposing setting.

3. Identify common strategies of metadata use in data quality evaluation tasks.

In the remainder of this paper, we first provide prior studies on the role of metadata
in data quality evaluation. We subsequently illustrate the study design and results of our
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experiment. We conclude the paper with a summary of contributions and an outlook for
future research.

2 Related Work

Data quality has been extensively studied for more than four decades [14] by various
research communities, including Information Systems, Computer Science, Statistics,
etc. To enable measurement and management of data quality, substantial effort has gone
into classifying DQ dimensions, which can be used as a basis to assess data quality and
discover data quality problems. Recent research offers a consolidation of the various
classifications of DQ dimensions and identifies eight classes, namely: Completeness,
Accuracy, Validity, Consistency, Currency, Availability and Accessibility, Reliability
and Credibility, and Usability and Interpretability and 33 dimensions overall [15].

A variety ofDQassessmentmethodologies exist, such as TotalDataQualityManage-
ment Methodology (TDQM) [16], and Data Quality Assessment Framework (DQAF)
[17]. Common activities in data quality assessment include data analysis, measurement
and profiling, DQ requirements analysis, and identification of priorities [18]. Data profil-
ing is extensively used in practice as it can producemetadata in the formofmeasurements
for various DQ dimensions, that can in turn be used to evaluate the quality and fitness
of data [19]. For example, data users make judgements about data quality by reviewing
the percentage of null values in their target columns, the number of distinct values in a
column, or themost frequent patterns of data values [19].Metadata is broadly recognised
as a fundamental artifact in supporting the human judgement in evaluating the quality
and fitness of a dataset for a given purpose [20].

Historically, metadata is known as “data about data” and is generally classified
into three types: descriptive, structural and administrative [21]. In our work, we adopt
this classification on the basis of the following understanding: a) Descriptive metadata:
describes data related to discovery purposes; b) Administrative metadata: describes the
collection, licence, and access for data, such as statistics produced from data profiling; c)
Structural metadata: describes the storage, conceptual model, and structure information
of data.

Researchers have highlighted the benefits of having high-quality and well-
documented metadata in helping data users evaluate data [18]. Whereas this may be
the case in traditional Information System settings, through the availability of data cata-
logues and dictionaries, such metadata is generally lacking in data repurposing settings
[7] (e.g. current (big) data analytics settings), where users are often repurposing the
data and are confronted with datasets that they have little or no knowledge of. In these
settings, a lack of high-quality metadata, or even any metadata, is a common problem.

Despite notable recent works to automate data profiling [10], DQ assessment cur-
rently cannot be fully automated due to its highly contextual nature and the need for
human judgement [9]. Current practice is predominantly manual and ad-hoc in nature
[25], causing inefficiencies and redundancy in the data evaluation processes as well as
the potential of the creation of analytics solutions and decision making based on flawed
data. In our previous study [23], we conducted a qualitative study with data practitioners
to understand the role of metadata in human judgement in evaluating the quality of repur-
posed data, which reveals key challenges, preferences and approaches in practice. The
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study confirmed that metadata is a fundamental artefact to support human judgement in
evaluating the quality of repurposed data and that metadata has been commonly used as
a proxy to evaluate data quality in practice. Yet, there is a paucity of research on when,
how, and why metadata is used to evaluate the quality of repurposed data. In this paper,
we address this gap through a study conducted to understand the behaviour of users in
metadata use during data repurposing tasks.

3 Study Design

Given the aims of our study, our study design is based on a lab experimentwith a purpose-
designed platform to understand the impact ofmetadata on the participants’ performance
and behaviour while evaluating the quality of repurposed datasets. During the experi-
ment, we collect behaviour log data, eye-tracking data (using Tobii Pro TX300 eye
tracker1) and qualitative verbal data through a cued-retrospective think-aloud method.
Prior research has shown the value of thesemethods in gaining an understanding of users’
interaction behaviour [24]. Eye-tracking allows direct collection of eye movement data
and measurement of objective metrics such as fixation2 durations [25] on a specific area
of interest (AOI), that can identify the exact area that draws the attention of the par-
ticipant, allowing researchers to track users’ eye gaze and movement while interacting
with external stimuli. To gain a deeper understanding of user behaviour, i.e., how users
perceive and why they interact with the metadata, we adopt cued-retrospective think-
aloud method. Specifically, participants are instructed to report retrospectively based
on a recording replay of their eye movements during the problem-solving process. This
method allows us to overcome a shortcoming of concurrent think-aloud methods, which
may limit users’ ability to report their thoughts in high-demand situations [13]. The
combination of eye-tracking and the think-aloud method is commonly used to observe
and gain an understanding of humans’ cognitive processes [26].

The participants are students from two Australian universities. There is no prior
knowledge required, given that data users can be the general public without specific
data analytics experience. Participation is voluntary, with a $45 voucher offered for
attendance. In total, 20 students participated in this experiment, resulting in 19 usable
responses (one unusable due to a poor level of eye tracker data), which is considered an
adequate sample size in similar studies [26]. On average, the experiment lasted 81 min,
within which 41 min were taken on average to complete the tasks.

The overall experiment design is summarised in Fig. 1. In the preparation stage,
each participant was asked to complete a pre-experiment questionnaire about their back-
ground information and prior knowledge of data quality. An eye-tracking calibrationwas
implemented to ensure the correctness of the eye-tracking data collection. Afterwards,
a tutorial was conducted to provide explanations and examples of data quality issues:
missing, inconsistent, non-unique, the web-based platform and the overall experiment
process. There was no time limit on the tutorial and the practice, and participants could
start the experiment at their discretion.

1 For more specifications of the eye tracker, please visit: https://www.tobiipro.com/product-lis
ting/tobii-pro-tx300/, last accessed 2022/04/19.

2 A fixation is the time span when the eye remains still at a specific position of the stimulus.

https://www.tobiipro.com/product-listing/tobii-pro-tx300/
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The Execution Stage commenceswhen participants beginwork on the first task in the
experiment. Participants received three tasks (see Sect. 3.2), presented in a random order
to each participant to ensure robustness and to mitigate potential learning effects. Eye
movement and log data (i.e., mouse clicks and keyboard strokes) were collected during
the experiment to understand the interaction with the platform interface (see Sect. 3.1).
Upon completion of our experiment, each participant was asked to complete a post-
experiment surveywhereweusedNASA-TLX[27] to ask about perceived cognitive load.
Finally, we conducted a cued-retrospective think-aloud session with each participant,
during which we replayed the recording of the task completion process, showing eye
gaze movement, and asked the following questions to better understand their reasoning
in line with our objectives of the study: (1) Did you use the information in the Detailed
Information panel to help you complete this task? Which specific information did you
use? (2) When and for what reason did you look at the Detailed Information panel? Did
you find it helpful to complete the task?

Fig. 1. Experiment process

3.1 Platform Design

Given that data users generally view data profiling as a common strategy to estimate data
quality and that they prefer to see important metadata elements without having to switch
contexts [23, 28], we designed our platform by incorporating both aspects in the same
interfacewindow. Inspired by existing data quality exploration platforms (e.g., Ataccama
One3), open data portals (e.g., U.S. Government’s open data portal4), and data analytics
software (e.g., RapidMiner5) that display metadata on the right side [28], we designed
our platform UI as three panels (Fig. 2): on the left panel, we allow participants to select
the dataset among different versions; on the middle panel, the participants undertake
the experiment task, and on the right panel, we provide various forms of metadata.
The metadata shown on the right panel is grouped into basic information and detailed
information, which is shown in two tabs. In the basic information tab, participants can
obtain administrative information, such as creation date and sample data (first ten rows

3 https://www.ataccama.com/platform/data-quality, last accessed 2022/04/19.
4 https://data.gov/, last accessed 2022/04/19.
5 https://rapidminer.com, last accessed 2022/04/19.

https://www.ataccama.com/platform/data-quality
https://data.gov/
https://rapidminer.com
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in the dataset), etc. In the detailed information tab, we provide statistical metadata for
both table-level and column-level. The choice of the displayed metadata elements was
based on a mapping between data quality issues and metadata in the context of data
quality assessment extracted from [29]. This includes missing values and distinct values
at table-level, andmissing, distinct, common value patterns at column-level. Participants
can click the tabs to switch and view the information they are interested in. They can
also download the raw data (i.e., spreadsheet) from the platform if they want to explore
information in the source data file.

Fig. 2. Experiment platform with three panels. Note the annotation of areas of interest (AOIs) is
relevant to the eye-tracking software.

3.2 Task Design

The dataset used in our experiment is the New York City Crime dataset that can be
publicly downloaded from the New York City Open Data Portal, which is treated as the
original version of the working dataset. It includes all valid felony, misdemeanour, and
violation crimes reported to the New York City Police Department (NYPD), containing
more than 320,000 rows and 36 columns, and has been used for various (re)purposes
such as studying the relationship between obesity and a set of neighbourhood factors
includingNYC crime statistics [30].We used all records (323,817 rows) and ten columns
(with irrelevant and administrative columns excluded).

In our experiment, we focus on these three types of errors based on their high preva-
lence [31], namely Missing (The value of a specific attribute does not contain a valid
value, including invalid semantic information), Inconsistent (Data values are not con-
sistent, or data formats are not consistently used), and Non-unique (Different records
identified by the same key). These errors can also be found in the source dataset as shown
in Fig. 3, e.g., missing values shown as NULL or UNKNOWN. For each type of error,
we create three variations of the original dataset by systematically injecting errors (e.g.,
by removing or changing values – see Table 1 for an example). The variation is set at
5% to allow for version discernability based on our pilot studies as well as typical error
distributions in open datasets such as the NYC Crime dataset.
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Fig. 3. Sample of the NYC crime dataset. Source: https://data.cityofnewyork.us/Public-Safety/
NYPD-Complaint-Data-Current-Year-To-Date-/5uac-w243, last accessed 2022/01/10

Table 1. Data quality errors in three variations in column “SUSP_AGE_GROUP”

Dataset # Data quality error in this column Compared to the original dataset

Dataset #1 The value of 19.4% records is empty,
the value of 36.7% records is
“UNKNOWN”

This is the original dataset

Dataset #2 The value of 24.4% records is empty,
the value of 36.7% records is
“UNKNOWN”

5% increase of empty cells, no change to
value “UNKNOWN”

Dataset #3 The value of 29.4% records is empty,
the value of 36.7% records is
“UNKNOWN”

10% increase of empty cells, no change
to value “UNKNOWN”

Because data quality issues generally exist in multiple columns, we design three
tasks in total to mitigate learning effects. In our design, participants are faced with a
different analytical purpose in each task. Each task is focused on one DQ issue: missing,
inconsistent or non-unique. Users are then presented with three versions of a given
dataset, each with a different level of errors that exist not just in the relevant column(s)
but also in other columns (i.e., 5 percent tweak in each variation). During the experiment,
the order of the tasks, and the order of dataset variations within each task is randomized
to reduce any learning effects and maintain robustness in the design.

An example of the analytical task that participants see is:

Your team is investigating the effect of unemployment on the crime status in dif-
ferent age groups and identifying which age group is the most affected. There are
three NYPD datasets found online (provided on the left panel), containing similar
information. Which one of the NYPD crime datasets is the best dataset you would
choose for this task? (Rank 1 being the best fit-for-purpose dataset)

Participants can use the metadata on the platform to decide the most desired dataset
and provide their answers on the platform, i.e., the ranking of the datasets, justification
for the ranking, the level of confidence (on a scale of 1–10) and the level of importance
on the use of metadata in their decision making (on a scale of 1–10).

Due to space limitations, the full protocol of the experiment task design is omitted
from the paper and is available online6, together with related dataset variations and data
quality errors injection procedures.

6 https://www.dropbox.com/sh/5417f2qdcwelngw/AABsU9JdbMgrA6pKDQF1xSM5a?dl=0.

https://data.cityofnewyork.us/Public-Safety/NYPD-Complaint-Data-Current-Year-To-Date-/5uac-w243
https://www.dropbox.com/sh/5417f2qdcwelngw/AABsU9JdbMgrA6pKDQF1xSM5a?dl=0
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4 Results

In this section,we report on our findings from the analysis of thefive datasetswe collected
in the experiment, namely pre/post-questionnaires, eye-tracking, log, and think-aloud
data. We first provide an analysis of task performance and identify three groups, i.e.,
high, medium, and low performers. We then present further analysis of the behaviour
within and between these groups on the role of metadata and respective strategies, with
the support of the insights extracted from the think-aloud data7.

4.1 Task Performance

The ranking of the datasets provides the measure of the correctness of participants’
answers. We use Kendall’s τ correlation coefficient [33] to measure the ranking correla-
tion between the rankings produced by the participants and the ground truth. The value
of τ ranges from –1 (perfect negative correlation) through 0 (un-correlated) to 1 (perfect
positive correlation). We average this score across all tasks for each participant as their
overall performance in our experiment and subsequently use the K-means clustering
algorithm [34] to cluster participants based on their performance. To determine the opti-
mal value of k, we apply the popular Elbow method [35] to conduct clustering analysis
with different k ranging from 2 to 15. The results show the optimal value being k = 3,
and thus, we cluster the participants into three groups: high performers (6 participants,
mean τ = 1.00), medium performers (9 participants, mean τ = 0.76), low performers (4
participants, mean τ= 0.46). Further one-way analysis of variance (ANOVA) confirmed
the differences between groups are indeed significant (p< 0.05 for each pair of the three
groups).

The data collected from the pre-experiment questionnaire allows us to partition par-
ticipants’ backgrounds into various levels of data quality awareness. We follow [36] to
measure DQ awareness based on participants’ responses to four DQ related questions8,
by which we defined participants as having full data quality awareness if they answered
four questions correctly, medium quality awareness if answered 2 or 3 questions cor-
rectly, otherwise no prior data quality awareness. By running the Kruskal-Wallis test, we
conclude that there is no significant difference in the level of prior data quality awareness
across high, medium and low performers, and thus prior DQ knowledge does not imply
a higher level of performance. Similarly, we did not find differences in time efficiency,
i.e. spending more time does not guarantee better performance or self-reported confi-
dence (p > 0.05). We further investigated the performance relative to the type of data
quality error, as displayed in Table 2. For missing, the correctness of both high (mean
= 1) and medium performers (mean = 1) is significantly higher than low performers
group (mean = 0.63), with p = 0.001 and p = 0.000. For inconsistent, the correctness
of both high (mean = 1) and medium performers (mean = 0.27) is significantly higher

7 We extracted the subjective insights from the transcripts using Nvivo 12, following a
methodology to develop recurring aspects and group them into categories [32].

8 1). How do you define missing data in the data quality context? 2). Can you please give one
example of missing data? 3). Can you please mention some data quality dimensions/attributes?
4). Can you please explain what is meant by data quality dimensions/attributes?
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than low performers group (mean= 0.04), with p= 0.000 and p= 0.004. However, the
difference across three clusters for non-unique is not significant.

Table 2. Mean correctness for tasks (missing, inconsistent, non-unique) across three performance
groups: high, medium, and low performers

Group Task: missing Task: inconsistent Task: non-unique

High Mean = 1.00, SD = 0.00 Mean = 1.00, SD = 0.00 Mean = 1.00, SD = 0.00

Medium Mean = 1.00, SD = 0.00 Mean = 0.28, SD = 0.22 Mean = 1.00, SD = 0.00

Low Mean = 0.64, SD = 0.06 Mean = 0.04, SD = 0.08 Mean = 0.75, SD = 0.50

4.2 Metadata and Task Performance

To investigate the role metadata played with regard to participants’ performance, we
examine the eye fixation duration on the platform. To this end, we analyse the time
duration that each participant spent fixated on a particular AOI on the platform.

Experiment-Level Analysis. Attention to themetadata AOI throughout the experiment
is determined by the percentage of fixation on metadata compared to the overall fixation
on the platform for all the tasks. In this way, we were able to use this normalised
fixation as the measure of reflecting the attention on themetadataAOI. We observe high
performers (mean = 0.621) spent more time looking at the metadata AOI compared to
medium (0.468), and low performers (mean= 0.363). We conclude that the normalised
fixation on metadata of high performers is significantly higher than medium and low
performers (using ANOVA, p= 0.043, p= 0.006). This indicates that time focusing on
metadata is a possible indicator of better performance.

The think-alouddata also confirms this observation, as our participants recognised the
importance of metadata, and they made decisions by relying on the metadata provided.
AsP1 (from the high performers group)mentioned, “I can find information in the detailed
information panel to answer the question, if the dataset has a higher rate of missing,
then it means they don’t have enough information. So, I rank them based on the ratio of
the missing values”.

Task-Level Analysis. Next, we break down the fixation duration data by each type of
data quality error (i.e., missing, inconsistent, non-unique). Our results show that the
normalised fixation duration onmetadataAOI of high performers is significantly higher
than the low performers in each of the three tasks, using ANOVA with p = 0.049 for
missing, p = 0.033 for inconsistent, and p = 0.032 for non-unique. Thus, consistent
with experiment-level analysis, high performers spent significantly more time focusing
on metadata than low performers in each task. We can also see that the means of the
durations are consistently higher across the performance levels (Fig. 4).

We note that the correctness of non-unique for low performers is not significantly
lower than high performers (as shown in Fig. 4.), despite low performers spending
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Fig. 4. Normalised fixation duration on metadata area AOI in three tasks (missing, inconsistent,
non-unique) across three clusters: high, medium and low performers

significantly less time on metadata. In fact, the correctness of non-unique is the highest
of the three issues among low performers, indicating this is the most straightforward
question for them. However, this result is not consistent with earlier findings [28] that
indicate non-unique is one of the most challenging data quality errors to identify. A
possible explanation from the qualitative analysis for the think-aloud data indicates
that participants relied on knowledge from the tutorial and obtained vital information
to evaluate the data quality from the platform: “I think the first column should be the
primary key for this table, and as the tutorial mentioned, it should contain unique values.
Then I choose the dataset with the least duplication on this column to be the first rank.”
(P13, clustered in low performers). This is consistent with existing research showing
that data quality education and training is essential to assist people with the full benefits
of integrating metadata in their decision-making processes [11].

Additionally,we observe normalisedfixation onmetadata for task inconsistent shares
similar trends compared to the other two tasks; however, the correctness of this task is the
lowest across three tasks formedium and lowperformers (see Sect. 4.1 andTable 2), indi-
cating inconsistent is the most challenging task in this experiment, despite participants
having used a similar processing strategy to focus onmetadata. For the inconsistent task,
participants are expected to use the common values provided for each column to identify
there are inconsistency errors (i.e., there are two values for the same district: “BKLYN”,
and “Brooklyn”) under column “BORO_NM” which is describing the district where the
crime originally occurred. The statistical information of the number of distinct values
and the table displaying common values with their corresponding frequency are the
metadata provided for this data quality error. However, some participants were unable to
see the relevance of the metadata provided, and thus were unable to provide the correct
answer for this task. As reported by P8 (clustered in the low performers group), who has
spent time looking at the metadata area but was unable to identify the useful information:
“I didn’t notice any useful information regarding the format inconsistency error in this
task, I couldn’t find the information to help me answer this task.” Data inconsistency is
a challenging problem [37], and our findings shed further light on the importance and
the need of relevance mapping between data quality errors and associated metadata.

4.3 Strategies of Metadata Use

To understand the patterns and common strategies of metadata usage in our experiment,
we investigate eye-tracking data to extract participants’ information scanning behaviour.
We aggregate the gaze positions based on eachAOI (see Fig. 2) as we focus on high-level
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interaction patterns with different AOIs during task completion. We further analysed
transition frequency between different AOIs and identified two dominant gaze position
transition patterns (i.e., the behaviour of fixating at one AOI and then switching fixa-
tion to a different AOI): 1) between data selection and metadata area, and 2) between
question and metadata area. In the transition between data selection and metadata area,
participants need to compare different datasets regarding the corresponding metadata.
The think-aloud data shows that most participants mentioned this pattern, for instance,
P5:“When I notice some errors in one dataset, I will go back and forth to check each
dataset on the same column in order to identify the difference in this error, so I can make
the decision which dataset is the best to use”. In the transition between question and
metadata area, participants need to either refer to the given question or provide their
answers by looking at metadata. P6 elaborated on this experience: “I will carefully look
at the Detailed Information panel to find some errors such as missing values, and the
statistical information there can help me decide which dataset is the best to use for the
task”.

Given this observation, we focus on these two types of gaze transition behaviours
and study how these transition patterns change over time. To this end, we normalise the
frequency of transitions for each participant. Figure 5(a)(b) shows the (mean) relative
frequency of the two transitions divided by all transitions that have been made by each
participant, and Fig. 5(c) shows the (mean) frequency of all transitions for three groups
respectively. We find that high performers make more gaze transitions between the data
selection and the metadata AOIs when they perform the first task (Fig. 5a and 5c). This
shows that high performers exhibit a good interaction with the metadata to assist them in
making comparisons between different datasets. Furthermore, we observed an increased
number of transitions between the question andmetadata area for high performers as they
progress in tasks, while medium and low performers do not exhibit such a clear trend of
the increased transitions between these two areas (see Fig. 5b).Additionally,mediumand
low performers have more interactions between data selection andmetadata area, while
high performers do not necessarily increase such interactions when they perform their
last task in the experiment (Fig. 5a). One possible explanation is that high performers
have developed task completion strategies of searching relevant information from the
metadata area to assist them in tasks, and thus, they can be more focused on which
part or metadata to look at and reduce the unnecessary transitions, among other AOIs.
P12 (clustered in the high performer group) shared this experience of performing the
same procedure throughout the experiment: “I generally use a similar procedure; I will
check the question first and go through all the information from Basic Information and
Detailed Information and see if there’s any information about some data quality issues
… And after the first question, I directly look at Detailed Information to look for missing
or duplication.”

By contrast, medium and low performers have increased the number of transitions
between the data selection and metadata AOIs as they progress in tasks. This shows a
learning effect - they performmore interactionswith themetadata andmore comparisons
between different datasets as they answer more questions. Too many interactions, how-
ever, may also suggest that they may have difficulties in identifying useful information.
The think-aloud data confirms that some participants appreciate the detailed metadata
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but also find that too much information makes it difficult for them. For example, P14
(clustered in the low performer group) shared: the opinion that the metadata provided is
causing a mental overload, “I was paying attention to the Detailed Information panel,
and I can find some support there to answer some of the tasks, but sometimes I am
not really sure about some of the number (metadata) provided the Detailed Informa-
tion panel … I am not sure about the actual meaning of some statistics, and I become
frustrated at some point”.

Progress of experiment Progress of experiment           progress of experiment
(a) (b) (c)

20.00%
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task 1 task 2 task 3
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Fig. 5. The two most frequent transitions relating to the progress of the experiment are (a) tran-
sition frequency between data selection and metadata area relating to time, and (b) transition
frequency between question and metadata area relating to time. The total number of transitions
between different AOIs: (c) Total count of transitions between different AOIs relating to time.

5 Limitations

While our study is an initial step to understand metadata use when evaluating the quality
of repurposed data, a topic that suffers from a paucity of empirical evidence, it is not
without limitations. In the following, we discuss the main threats to validity.

Our study involved twenty participants, which is in line with the number of partici-
pants in other similar studies [26]. While we controlled for background homogeneity in
the recruitment, as with any human study, the background knowledge of participantsmay
have a confounding effect on the study results, and a study with more participants might
also lead to the identification of further insights. In addition, the participant group in our
study consisted of university students as a proxy for data users in the general public.
While using students as proxies is an accepted practise, it remains the focus of research.
In our case, because we were not focused on studying experienced professionals using
repurposed data, we consider a student cohort acceptable.

We also acknowledge that a different setting for the task, dataset, or type/level of
errors may provide different results. For this reason, our choice and design of the repur-
posing tasks and dataset was based on input of data practitioners with experience in
repurposing data [23]. The measures used to analyse the results can cause a threat to
validity if not correctly implemented. To reduce this threat, the findings from the eye-
tracking data analysis were supported by the think-aloud qualitative data collection to
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offer triangulation and deeper insight. The inclusion of the think-aloud aspect of our
study exposed it to limitations inherent to analysing think-aloud datasets in that the
qualitative analysis may be impacted by subjectivity. To reduce this effect, we have
followed well-accepted mitigation strategies based on dual coder approaches [38].

6 Conclusions

Metadata is a foundational form of conceptual models [39]. This study is a step towards
gaining an in-depth understanding of user behaviours when engaging with metadata in
data quality evaluation tasks for repurposed data. By exploiting the eye-tracking tech-
nique and think-aloud method, we were able to delineate the behaviours in identifying
DQ errors (i.e., missing, inconsistent, non-unique) in the repurposed data and evaluat-
ing multiple datasets based on the quality evaluation. Our results show that participants
with higher task correctness spent relatively more time focusing on the metadata area
on the platform, irrespective of the type of data quality error. Additionally, we note the
importance of data quality training and the relevance of metadata, and their respective
impact on user behaviour and performance. Our findings also identify successful strate-
gies for the use of metadata as well as challenges that result in user frustration or lower
performance. Collectively the results of this study advance our understanding of user
behaviour, perceptions, and strategies for the effective use of metadata during analytical
tasks on repurposed data, thereby contributing to the body of knowledge on the role
of conceptual models in these new settings. Additionally, the findings can assist in the
improved design of DQ assessment tools or data curation systems, and in particular on
how and when metadata is presented in such tools and systems.

Overall, the insights of this exploratory study contribute to the current research on the
role metadata played in evaluating repurposed data. We also foresee a number of future
extensions of this work. In this study, we studied three common DQ errors; however,
there are several additional problematic DQ issues. Metadata is critical to assessing the
DQ issues, and we hope to conduct more comprehensive studies on other DQ errors.
We also recognise that mental workload is a critical factor in such tasks. Further studies
can help decide the right amount of information (i.e., metadata) provided to adequately
undertake the tasks while avoiding the information overload effect, including the study
of design strategies, such as cues and flags, to reduce cognitive load.
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Abstract. The importance of context for data quality (DQ) has been
shown decades ago and is widely accepted. Early approaches and surveys
defined DQ as fitness for use and showed the influence of context on DQ.
However, very few proposals for context modeling can be found in DQ
literature. This paper reviews many context components suggested in the
literature and proposes a context model tailored for DQ management.
Through a running example, and relying on the literature reviewed, we
illustrate the applicability of the model.

Keywords: Data quality · Context model · Context components

1 Introduction

Taking into account the fitness for use concept [15], for studying the quality of
a specific dataset, it is necessary to consider the context of such dataset. The
notions of good or poor quality of data cannot be separated from the context
in which the data is produced or used [2]. However, there is no consensus on
a single definition of context for Data Quality Management (DQM). According
to the Systematic Literature Review (SLR) carried out in [11], there are some
convergences about what components make up the context of data (such as the
task at hand or DQ requirements) [12]. In fact, there are very few works that
propose a context definition and formalize it.

DQM deal with the monitoring and improvement of data quality, perform-
ing activities such as analysis of DQ requirements, data profiling, DQ model
definition (where DQ metrics are defined to assess how well DQ requirements
are satisfied), DQ measurement, DQ evaluation and DQ improvement. In these
activities context is generally considered as an abstract element. In despite of
this lack, many authors claim that context includes several components [11].
Therefore, defining context implies determining such components, which are the
ones that actually influence DQ. This means that context components influence
the design of DQ models, when selecting DQ dimensions and DQ factors, as well
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J. Ralyté et al. (Eds.): ER 2022, LNCS 13607, pp. 325–335, 2022.
https://doi.org/10.1007/978-3-031-17995-2_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17995-2_23&domain=pdf
http://orcid.org/0000-0001-8588-798X
http://orcid.org/0000-0002-9236-9088
http://orcid.org/0000-0001-6547-466X
http://orcid.org/0000-0003-3171-1174
https://doi.org/10.1007/978-3-031-17995-2_23


326 F. Serra et al.

as when defining DQ metrics. The proposed context model is intended for DQM,
especially for the three DQ activities most addressed by literature: DQ model
definition, DQ measurement, and DQ evaluation.

DQ experts need more than a definition of context. A model of the context
(and of its components) is necessary, since a DQ expert needs conceptual tools
to consider or manipulate data context, not only to design a DQ model but also
throughout the DQM process. In addition, as we mentioned before, DQ literature
presents the need to standardize the concept of context and its components.

Our contribution is a context model that gives support to the DQ expert
throughout the different activities involved by the DQM process. Addition-
ally, the proposed model is generic, since the set of context components can
be adapted to the application domain. For instance, in a domain of Health, clin-
ical histories, medical records or standards of the area such as snomed ct1, can be
taken into account as components of the context. Finally, we emphasize that this
context model is consensual since it is created based on the needs and proposals
present in the most relevant bibliography reported by the DQ community.

The paper is organized as follows: Sect. 2 analyzes related work. Section 3
presents the context model for DQM and illustrates it with. At the end, in
Sect. 4, we conclude and present our future work.

2 Related Work

The influence of context on DQM have been stated decades ago [15] and still
attracts attention in the DQ community. Indeed, a SLR [11] brought out 58
recent papers dealing with the use of context in DQM, and in a variety of appli-
cation domains. Most of them describe some context components, while half
of them propose a representation for such components, and only 6 formalize
it. However, and despite the existence of operational definitions of context and
context-aware computing [4], context representation is neglected in DQM. In
particular, the literature only offers partial representations of context, each pro-
posal dealing with very few context components, and having few intersections
with other proposals. In this section, we review the context components that
have been highlighted as relevant for DQM, mentioning the main works that
describe them.

Many articles suggest that DQ requirements must be considered for an effi-
cient DQM. In particular, DQ evaluation is carried out based on DQ require-
ments. For instance, in [16] the authors point out that a DQ framework needs
to be capable of representing user DQ requirements (e.g. the level of precision
or the rate of syntactic errors). Data filtering needs are also requirements on
data that are stated, generally implied or obligatory [6], and these typically
express concrete data needs for a specific task. System requirements should also
be considered, especially in domains with special characteristics. For instance,
traditional activities and concerns of DQ assurance do not take into account

1 https://www.snomed.org/.

https://www.snomed.org/
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the characteristics of Big Data Systems, so their special network and storage
requirements should be considered [3].

Data at hand are conditioned by the application domain, one of the main
context components. In fact, each application domain may pose specific require-
ments, either in terms of quality, data or system (as we pointed out before for
the Big Data domain). Business rules (constraints defined over data) also give
context to data [9], by typically expressing conditions that data must satisfy in
order to ensure consistency [6]. In turn, the task performed by the user plays
an important role when defining the context. It is strongly domain-dependent
and determines the usage of data at hand. Wang and Strong [15] underline that
DQ must be considered within the context of the task at hand. Some works go
further and not only consider the user’s task, but also users characteristics, for
example user profile [1,13] or user demographic characteristics [10].

Often the quality of the contextualized data is evaluated based on other data
[2,8], i.e. data disjoint to the contextualized data. For example, in healthcare,
contextualized data could be a patient’s data, while other data could be a health
standard. This standard would give context to the patient’s data and support
DQ experts in decision making. DQ metadata are a special metadata type that
are also proposed to contextualize other DQ values [7]. In turn, other metadata
are considered context components too. In particular, the connection between
this kind of metadata (count of rows, count of nulls, or count of value patterns)
and DQ problems is investigated in [14].

According to the literature review [11], context components, and the rela-
tionship among them, vary depending on how data are used, who uses them,
and for what purpose. Furthermore, there is no global proposal considering the
various perspectives of context for DQM, let alone a conceptual model describing
them together and highlighting their relationship. We claim that context defined
in terms of the different identified components and their inter-relationships will
help the development of efficient DQM solutions, supporting DQ experts in the
DQM process.

3 Context Model for Data Quality Management

In this section we propose a conceptual model representing context- and data
quality-related concepts and their relationships. Firstly, we introduce a running
example that allows us to represent each of the proposed concepts. Later, we
describe separately some model parts, concerning specifically the proposed con-
text and DQ models. Finally, we highlight how the context model influences DQ
modeling.

3.1 Running Example

This example is inspired by a real case study proposed for the Digital Gov-
ernment domain2. We consider the Citizen Complaints System (CCS), over a
2 Research project for the e-Government Agency and Information and Knowledge

Society (AGESIC) in Uruguay, https://www.gub.uy/agencia-gobierno-electronico-
sociedad-informacion-conocimiento/.

https://www.gub.uy/agencia-gobierno-electronico-sociedad-informacion-conocimiento/
https://www.gub.uy/agencia-gobierno-electronico-sociedad-informacion-conocimiento/
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Table 1. Work scenario for the running example.

Element types Elements identified

Business processes Complaints Management

Organizations Municipality of the city of Montevideo, in Uruguay

Directorate of Civil Identification of Montevideo

Data collections Relational database of Municipality of Montevideo

Relational database of the Directorate of Civil Identification

Users roles Citizen, Public official

Business rule BR: Complaints must be done by citizens with legal age

DQ Requirement RQ: Names of citizens must be real

relational database, where citizens, who are the end users of the CCS, register
complaints, and public officials manage these complaints.

Table 1 presents the most relevant elements for our running example. We con-
sider two data collections, the database of the Municipality and the database of
the Directorate of Civil Identification. The former contains data about the citi-
zens who register complaints (Complaints table). The latter contains information
on the entire population of Uruguay (Population table).

3.2 Context

We present the context defined as a set of components, their representation
(green classes) and the relationships among them are shown in the Fig. 1. We
consider as a starting point the ten context components identified in the SLR
[11] and briefly described in Sect. 2.

Some components are generalized. Firstly, we identify three disjoint subtypes
of requirements: DQ, data filtering and system ones. Second, for metadata we
distinguish DQ metadata from other metadata. Indeed, as argued in Sect. 2,
DQ metadata have a particular role, as DQ measures (e.g. for data accuracy,
completeness or freshness) can be aggregated to generate new DQ values. On
the other hand, other metadata specifically represent data profile. In addition,
we represent relationships among components. In particular, the task at hand
and business rules are strongly linked to the application domain. All types of
requirements (DQ, data filtering or system ones) and business rules are also
generally established according to the application domain.

We remark that non-contextualized data (i.e. other data that are not the
evaluated data) are of interest as context components. For example, in the health
domain, we could verify the correctness of patient data using data from the civil
identification area as part of the context. Finally, we underline that, for a specific
work scenario, all these components may not be necessary. Contrarily, the user
may choose and instantiate the ones that are considered relevant.
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Identifying the Context in the Running Example. According to the sys-
tem described in Subsect. 3.1 and the Table 1, we define the context of the data
at hand (i.e. data in the Municipality database). The context components iden-
tified (highlighted in italics) in the CCS are the following: (i) the application
domain, this context component is well established, since the CCS is intended
for Digital Government, (ii) users characteristics, the user roles are identified by
the CCS, (iii) tasks at hand carried out in the CCS are the register of complaints
(performed by citizens) and the management of such complaints (performed by
public officials), (iv) a business rule (complaints can only be made by citizens
of legal age) conditions the data at hand, (v) a DQ requirement is established
by the public officials. Since, they require that the names entered correspond to
real citizens, and (vi) other data (data in the Civil Identification database), used
to validate that the data at hand verify the DQ requirement called RQ.

3.3 Data Quality

Historically “data accuracy”, DQ is well established as a multifaceted con-
cept, for which different DQ dimensions are defined. Some DQ dimensions are
accuracy, completeness, consistency and freshness [15]. In turn, DQ dimensions
address DQ problems such as outdated data, incomplete information, inconsis-
tent data, etc. Possible DQ problems are represented by different aspects of each
DQ dimension, namely DQ factors. In turn, each DQ factor is measured by
applying DQ metrics, and they are implemented through DQ methods.

A DQ model is mainly composed of the 4 concepts mentioned above: DQ
dimension, DQ factor, DQ metric and DQ method. In this subsection we present
these concepts. We consider and adapt part of the DQ metamodel proposed in
[5]. All these concepts are shown in Fig. 1 (represented by orange classes), and
described below:

– DQ dimension: It captures a high-level facet of quality. Traditionally, DQ is
characterized via multiple dimensions, however, not all existing DQ dimen-
sions are of interest. Since, for a particular work scenario and for a particular
dataset we have to select the relevant ones (as many as necessary).

– DQ factor: It represents a particular aspect of a DQ dimension. For instance,
data accuracy involves semantic accuracy, syntactic accuracy and precision
of data. There might be several DQ factors for the same DQ dimension, since
each DQ factor best suites a particular problem or type of system.

– DQ metric: It is an instrument to measure a certain DQ factor. For example,
the ratio of system data that match real-world data is a DQ metric for the DQ
factor called semantic accuracy. There might be several DQ metrics for the
same DQ factor. Metrics have an associated granularity (e.g. in the relational
model, it could be table, attribute, tuple or value) and a result domain (e.g.
Boolean or [0,1]). Types of parameters can also be specified (e.g. a consistency
metric, checking the satisfaction of a functional dependency, should take a
dependency as input).
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Table 2. DQ metric and DQ method for measuring syntactic accuracy.

DQ metric

Metric name SynAcc dictionary check

Description It evaluates if a data item is syntactically correct
by checking against a dictionary.

<influenced by> Ctx. comp. RQ (Names of citizens must be real)
<influenced by> Ctx. comp. Other metadata (data collection type)
Granularity Value
Result domain {0, 1}
Parameter types attribute, dictionary
Applied DQ metric

<influenced by> Ctx. comp. Other metadata (data collection type)
Parameter values citizenName, attribute of the Population table
DQ method

Method name Check value

Description It evaluates the syntactic accuracy of a string
<data> by checking against a set of correct value

<influenced by> Ctx. comp. Other metadata (data collection type)
Parameter types string <data>, attribute of a relational table
(Meas.) Applied DQ method

<influenced by> Ctx. comp. Other data (Population table)
Parameter values data of the citizenName attribute,

attribute of the Population table
Algorithm Check value(data, attribute) {

Return isInCollection(data, attribute) }

– Applied DQ metric: Metrics can be applied for assessing the quality of differ-
ent datasets, by providing appropriate names, and parameters. For example,
the consistency metric checking the satisfaction of a functional dependency,
when applied to geographical data, could check that city code determines
state.

– DQ method: It is a process that implements a DQ metric. In this case, types
of parameters can also be specified. There might be several DQ methods to
implement the same DQ metric.

– Applied DQ method: Methods can be applied for assessing the quality of dif-
ferent datasets, by providing appropriate names, parameters and algorithms.
In addition, two types of applied DQ methods are defined: (i) measurement
DQ methods, which compute the quality of an object by directly measuring
it (e.g. counting the number of null values in a tuple), and (ii) aggregation
DQ methods, which compute the quality of a composed object by aggregating
quality values of object parts (e.g. computing precision of a table by averag-
ing the precision of its tuples). In this case, a description of the semantics of
the aggregation is recorded.
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Defining a DQ Model in the Running Example: In this subsection we
focus on the DQ model definition, while in the next subsection we will delve
into the influence of the context on this DQ model. We illustrate the model for
a single dimension, accuracy, and one of their DQ factors, syntactic accuracy.
According to this, in Table 2 we present the definition of a DQ metric and a
DQ method that implements it. The former is associated to several applied DQ
metrics (we illustrate only one), and the latter is associated to several applied
DQ methods (we illustrate only one, in this case, measurement type). We present
each of the concepts used in the definitions, considering the model in Fig. 1:

– DQ metric defined for the selected DQ factor: the granularity of this DQ
metric is value, because we measure the quality of a data item. The domain
of each obtained result in the measurement is 0 or 1. In addition, the DQ
metric receives two parameters of type attribute and dictionary.

– Applied DQ metric associated to the DQ metric: the parameters values are the
attribute citizenName of the Complaints table, and the dictionary represented
by the attribute with people names of the Population table, i.e. the set of
syntactically correct names.

– DQ method that implements the DQ metric: the type of the parameters that
it receives is a string, because each evaluated name is a sequence of characters
(i.e. a data), and a attribute of a relational table.

– Applied DQ method associated to the DQ method: it receives the values for
these parameters: a citizen name and a attribute of the Population table. The
algorithm seeks the citizen name among the dictionary entries and returns
1 whether it founds it, otherwise it returns 0. These are all its attributes,
because it is a measurement DQ method type.

3.4 Influence of the Context Model on DQ Modeling

DQ model definition is influenced by the context components. We present the
relationships between the context components and the DQ model in Fig. 1.
Firstly, when defining a specific DQ model, the selection of DQ dimensions,
and their respective DQ factors, is influenced by the context components. For
instance, the existence of business rules in the context of data suggests the analy-
sis of data consistency. Moreover, the context components influence and support
the definition of the DQ metrics and DQ methods. For example, the granularity
of DQ metrics could be set based on DQ requirements (e.g. DQ requirements for
a relational table or for a tuple), and parameter types of DQ methods could be
set differently depending on the task at hand (e.g. a task requires alphanumeric
codes, while another task requires numeric codes).

Regarding applied DQ metrics and applied DQ methods, they are also influ-
enced by context components. For instance, applied DQ metrics may take param-
eters values from filtering needs (e.g. data recorded from the year 2000), business
rules (e.g. all clients of legal age) or metadata (e.g. amount of null values). In
turn, applied DQ methods could include (in the algorithm) conditions given by
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quality thresholds imposed by DQ requirements (e.g. 90% of names must be syn-
tactically correct), or temporal limits (e.g. data are recent if they were recorded
after today noon) required by the application domain or the task at hand. Also
DQ metadata obtained in preliminary measurements, can be used for defin-
ing aggregation DQ methods, while in the case of other metadata, such as the
amount of nulls in a relational table, they can be used for analyzing data com-
pleteness. In our conceptual model (see Fig. 1), we include other classes (white
colored) that, although not belonging to context nor DQ models, are relevant for
the interaction between them. For example, users have characteristics that are
part of the context, express requirements and perform the task at hand. In turn,
DQ metrics are applied on data schemas, which have metadata and involve busi-
ness rules and requirements. We assess the quality of the data at hand, through
the execution of applied DQ methods (aggregation or measurement DQ method).
Execution results containing a DQ value, the date and time in which they were
obtained, can be used as DQ metadata. Moreover, this information allows to
analyze the evolution of DQ and supports decision-making.

DQ Influenced by the Context in the Running Example. According to
the Table 2, we describe which context components influence DQ modeling:

– Context components that influence the DQ metric: they are RQ and metadata
(in particular, other metadata) about the data collection. The former implies
syntactic accuracy assessment of the citizens names, and the latter provides
information about the type of the database containing the evaluated data.
In Table 1, the database of the Municipality is relational, and this conditions
the type of one of the parameters, that it is an attribute.

– Context components that influence the applied DQ metric: metadata also
influences the applied DQ metric because the dictionary proposed in the
DQ metric is implemented using an attribute of the relational table called
Population.

– Context components that influence the DQ method: metadata about the data
collection also influences the DQ method. The dictionary is implemented by
an attribute in a relational table. In this case, it is not necessary to specify
any particular relational table, since the defined DQ method could receive
any attribute.

– Context components that influence the applied DQ metric: other data (in the
Civil Identification database), influence the returned results by the algorithm
in the measurement DQ method, because if the dictionary (i.e. the attribute of
the Population table) changes, the results of the measurement could change.

In an indirect way, user characteristics (user role) also influence the DQ
model, since RQ is expressed by the public officials. Therefore, if we were con-
sidering another user role (instead of public officials), the DQ requirement could
change. For instance, a user with a department manager role might be more
interested in complete data, rather than exact data. Then, the entire DQ model
would change, since instead (or in addition to) of considering data accuracy, we
would consider data completeness.
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4 Conclusions

Literature demonstrates the importance of data context in DQ activities, espe-
cially in DQ model definition, DQ measurement and DQ assessment. The latter
is carried out based on DQ metadata, and it is totally subjective, since such DQ
metadata might be acceptable for one task but not for another. Interestingly,
while many works point out the importance of the context in DQ, this concept
is rarely formally specified and no consensual definition has yet been proposed.

In this paper, we address this lack and give a definition of context in terms
of context components. We propose a consensual and generic context model for
DQM, and show its impact on the definition of a DQ model. This context model
is consensual in the sense that it follows from a comprehensive and systematic
literature review. Moreover, the model is generic because the set of context com-
ponents can be adapted to the application domain. This context model supports
DQ experts not only in the specification of the DQ model, but also in the devel-
opment of different DQ activities present in the DQM process. Additionally, we
showcase the model usefulness thought a running example.

As future work, we will apply the context model in a whole DQM process.
This will allow us to make an evaluation of the proposed model in a complete
and real case study, obtaining feedback of the application domain experts, which
will allow us to validate the modeling decisions.
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Abstract. Graph databases are an emerging technology with the poten-
tial to support complex data-intensive applications. Existing works on
designing graph models often take an intuitive approach. In this paper,
we discuss why this can easily lead to performance degradation for
application-specific queries, and illustrate this with the example of
dynamic taxi ride-sharing. Our findings call for more sophisticated data
modeling approaches. We propose a new filter-based graph model for
dynamic taxi ride-sharing based on a thorough analysis of an existing
intuitive graph model. In particular, we suggest a new modeling rule
using filter nodes to improve the performance of mission-critical queries.
We evaluate our proposed graph model using simulations with real-world
data. The results demonstrate that our proposed filter-based model out-
performs the intuitive graph model in terms of query performance.

Keywords: Graph database · Data modeling · Taxi ride sharing

1 Introduction

In the era of big data, data-intensive applications are used in various domains
to solve complex data-intensive problems. To effectively solve such problems we
need to manage not only a big volume of data but also information about rela-
tionships among the data. With the increasing volume of data in data-intensive
problems, the relationships among data are getting more and more complex. A
typical example is dynamic taxi ride-sharing [8] where customers are allocated
to taxis and taxi routes are determined to serve customers best possible, while
the cost for operating the taxis as well as customer inconvenience caused by the
waiting time or detours from the shortest possible route should be minimized
[1]. Dynamic taxi ride-sharing is NP-hard [15]. A major challenge in practice is
that solutions must be determined in real-time, so that a trade-off between the
solution quality and computation time is needed.

To efficiently find solutions for data-intensive problems, the quality of the
database schema used for storing and managing data and relationships plays a
crucial role to met quality requirements in practice like performance or scalability
[6,16]. Though relational databases are still most widely used for data-intensive
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Ralyté et al. (Eds.): ER 2022, LNCS 13607, pp. 336–346, 2022.
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applications, they are not efficient for evaluating queries that involve expen-
sive joins on interconnected data. To avoid expensive joins, graph databases can
be used to store interconnected data, which can then be efficiently retrieved.
A graph database consists of nodes representing objects and relationships rep-
resenting relations between objects. Retrieving related objects from a graph
database is more efficient since native support is provided not only for data but
also for relationships between data [14,18].

To take advantage of graph databases an adequate modeling of intercon-
nected data plays an important role to design a high-quality database schema for
evaluating queries efficiently. However, since the emergence of graph databases,
there is limited research work on data modeling for graph databases [2]. In prac-
tice, data is often modeled in an ad hoc way or based on best practice recommen-
dations [16]. There are no common rules regarding how to model interconnected
data and abstract them as nodes and edges in a graph database. An intuitive
graph model is proposed in [17] for dynamic taxi ride-sharing. However, it may
not be able to handle complex queries efficiently when there is a large number
of requests and the size of the road network is too big. Further, dynamic taxi
ride-sharing is a dynamic problem for which the current state of the relevant
application data are changing dynamically. To find solutions in real-time, it is
inefficient to search the entire data stored about the current state.

The overall aim of this paper is to investigate the modeling of data for
dynamic taxi ride-sharing so that mission-critical application-specific queries can
be answered efficiently. The major contributions of this paper are the following:

– We propose a filter-based graph model, for dynamic taxi ride-sharing that
provides more efficient support of mission-critical tasks such as finding taxi
routes, and allocating customers to taxis.

– We evaluate the efficiency of our proposed graph model using simulations
with real-world data of dynamic taxi ride-sharing.

– We generalize our approach for improving graph models and propose a general
modeling rule that helps database designers to increase the performance of
answering mission-critical queries in a graph database.

Organization. This paper is organized as follows. Section 2 outlines cur-
rent data modeling approaches for graph databases, and recalls mission-critical
application-specific queries and an intuitive graph model for dynamic taxi ride-
sharing. In Sect. 3, we critically discuss this model with respect to the perfor-
mance of answering the mission-critical queries. In Sect. 4, we propose a modifi-
cation of the intuitive graph model, and apply it to obtain a filter-based graph
model. In Sect. 5, we report on the simulations conducted to compare the new
graph model against the intuitive one. Section 6 discusses related work, and
Sect. 7 gives conclusions and an outlook on future work.

2 Preliminaries

A graph model is a data model for graph database. In this paper, we use the
labeled property graph model. Data modeling for graph databases has not yet
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attracted the same attention in research and practice as data modeling for rela-
tional databases. Most often an intuitive modeling approach was taken, i.e.,
based on intuitions about the objects in the application domain, cf. [16]. This is
quite natural since the data to be managed in the database often already exists
in some graph-like structure which is often the motivation for using a graph
database. On their website, Neo4j gives some examples for data modeling in the
so-called GraphGists list [11], and provides a few more complicated examples
for popular use cases [10]. Intuitive graph modeling was utilized in application
domains such as healthcare [12], biology [7], security [5], or transportation [17].

Dynamic Taxi Ride-sharing has attracted much interest, see [8,9,15] for a
survey. Customers can call a taxi to pick them up from their origin and take
them to their destination. Travel requests from customers are serviced by a
number of taxis that are available in a city or some other area of interest. Taxis
usually have multiple seats so that they can be shared by customers. The overall
goal is to satisfy the travel requests in best possible quality (which is measured
by the travel request execution time) while at the same time restricting the
cost of operation (which is measured by the travel distance of the taxis). The
workload of travel requests to be executed is dynamic and unknown beforehand,
i.e., requests occur on the fly and must be executed in real-time. It is common
to proceed in two steps: 1) customers are allocated to taxis, and 2) the driving
schedule for the individual taxis is sequenced. When a customer issues a travel
request, then a nearby taxi is identified that can serve the customer, i.e., there
must be a spare seat, the requirements of the customer must be satisfied as
well as the requirements of other customers served by the same taxi. If this is
positively assessed, the request is allocated to this taxi, and the taxi’s schedule
is updated to reflect the detour and waiting time needed to pick up the new
customer. Note that identifying the best candidate taxi for a customer depends
on which updates of the taxi route it causes, i.e., the allocation of customers to
taxis and the sequencing of taxi schedules are not independent.

In [17], an intuitive graph model for dynamic taxi ride-sharing was
proposed, see Fig. 1. It was designed solely with the goal to meet the data needs
of the following queries that are fundamental for the allocation of customers to
taxis and the sequencing of taxi schedules, cf. [8,9,15].

Task 1. Retrieve the minimum travel time between the pickup and dropoff loca-
tion for a specified travel request.

Task 2. Retrieve suitable candidate taxis that can reach the pickup location of
a request in a specified timeframe.

Task 3. Retrieve the remaining capacity and the remaining slack time at a spec-
ified point in the taxi schedule.

As explained in [17], these tasks are mission-critical for dynamic taxi ride-
sharing. Task 1 evaluates the graph database to determine the minimum travel
time of a request. This is the basis of calculating the maximum detour time
for this request. Using the minimum travel time together with the time when
a request is issued and the maximum detour time, the latest arrival time of a
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Fig. 1. An intuitive graph model for dynamic taxi ride-sharing [17].

request is determined. This is essential to determine whether a candidate taxi
can arrive in time at the pickup location. Task 2 evaluates the graph database to
determine suitable taxis for a travel request which is essential for allocating cus-
tomers to taxis. Task 3 evaluates the graph database to determine the maximum
slack time of involved trips and the empty seats in a taxi are used when checking
if a request can be inserted into the schedule of a taxi. Then the best candidate
taxi is determined, i.e., with smallest increase of the overall travel distance.

Travel requests from customers are shown as nodes with label TravelRe-
quest. Their properties are datetime, passenger count and maximum slack time.
Relationships with types is_picked_up_at and is_dropped_off_at connect
them to two road points for the pickup and dropoff location, respectively. Road
points are shown as nodes with label RoadPoint. Their properties are latitude
and longitude. Relationships with type road_segment connect a road point
to the subsequent one in the road network. Road segments have property travel
time. Taxis are shown as nodes with the label TaxiShift representing the shift of
a taxi driver. Their properties are passenger capacity, shift start and shift end.
The schedule of a taxi is modeled as a set of taxi states. Relationships with type
is_scheduled_by connect a taxi to its taxi states. Taxi states are shown as
nodes with label TaxiState representing the stay of a taxi in a road point. Their
properties are the number of passengers, period start, period end and is stop. A
relationship with type is_located_at connects a taxi state to its road point.
A relationships with type is_before connects a taxi state to the previous taxi
state (if existent) in the same taxi shift. The period start of a taxi state and the
period end of the previous taxi state just differ by the travel time between the
respective road points. The property is stop indicates whether this taxi state is
a taxi stop where a customer is picked up or dropped off. Taxi stops have higher
relevance than other taxi states since they must be passed while other taxi states
connecting the stops can be replaced by different routes. Relationships with type
is_before_stop connect a taxi stop to the previous stop (if existent).
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Trips are shown as nodes with label Trip. Their sole property is the remaining
slack time. A relationship with type is_initialized_by connects a trip to the
travel request for which it occurred. Relationships with type is_scheduled_
by connect a trip to the taxi states of the taxi that was allocated to this trip.

3 Critical Discussion of Intuitive Graph Modeling

The graph model in Fig. 1 is very intuitive and can be directly used to develop a
graph database and solve the tasks. However, this graph model as well as other
graph models that were designed using an intuitive modeling approach are likely
to suffer performance and scalability issues due to the complexity of the queries
to be evaluated and the way how the interconnected data is stored in the data
structures of the graph database. That is, it may take a long execution time to
select the best taxi and compute its new schedule after receiving a travel request.
It depends on how efficient the mission-critical tasks can be solved, which again
depends on how well they are supported by the graph database.

The technical implementation of graph traversals depends on the
graph database implementation. Native graph databases [13, p. 149] are defined
as graph databases with index-free adjacency, i.e., each node maintains direct
references to its adjacent nodes. Thus, each node acts as a microindex of its
neighbors. Therefore, query times are independent of the total size of the graph,
but depend on the valency of the nodes, i.e., the number of neighbors.

Neo4j uses separate files to store nodes, relationships, and other information.
The file stores for nodes and relationships use a fixed-length record structure,
which enables fast lookup. Figure 2 illustrates the record structure used for nodes
and relationships. For node traversals, the identifier nextRelId of each node is
essential. When searching for a relationship, this identifier is the first to look up.

Relationships are connected with one another by two doubly-linked lists.
Figure 2 illustrates the essential identifiers between nodes and relationships with
dashed lines. The first list maintains the relationships for the starting node
through the identifiers firstPrevRelId and firstNextRelId. The second list main-
tains the relationships for the ending node through the identifiers secondPre-
vRelId and secondNextRelId. The identifier relationshipType refers to an entry
in the relationship type store. Thus, relationships can be filtered by their type.
However, the entire list of relationships must be parsed.

Hence, all outgoing and incoming relationships of a node are stored together
in a doubly-linked list. To retrieve a part of this list with any specific character-
istic, the entire list must be scanned. This has implications for the complexity.
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(a) Node store record structure (id for the first relationship highlighted)
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nextRelId
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labels extra
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(b) Relationship store record structure (id’s linking to other relationships highlighted)

Relationship (34 bytes)
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firstNode
secondNode

relationshipType
firstPrevRelId
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secondNextRelId
nextPropId

firstInChainMarker

1 5 9 13 17 21 25 29 33

(c) Dashed arrows illustrating id’s that connect nodes and relationships

first
Node

second
Node

Fig. 2. Node and relationship store record structure used in Neo4j [13, p. 153]. Essential
identifiers for the list of relationships at each node are highlighted.

Theorem 1. When using the intuitive graph model in Fig. 1, the worst-case
complexity for Task 1 is O(|E|+ |S|+ |R|+(|V |+ |S|+ |R|) · log(|V |+ |S|+ |R|)).
The same holds for Task 2. For Task 3, however, it is only almost O(1). In
summary, the travel request execution time (which involves all three tasks) is
O(|E| + |S| + |R| + (|V | + |S| + |R|) · log(|V | + |S| + |R|)).
Sketch of proof. Firstly, let us look at Task 1. Every request node has three
adjacent nodes. Thus, finding the pickup and dropoff road points of a request
takes constant time. The computation of the shortest path depends on the par-
ticular algorithm used, but can be approximated by the complexity of Dijkstra’s
algorithm which is O(|E′| + |V ′| log(|V ′|)), cf. [3]. Herein, V ′ and E′ denote the
sets of considered nodes and relationships, respectively. These are not only road
points and segments, but each node or relationship in the graph database that is
looked at during the search, including taxi states and travel requests.

Secondly, let us look at Task 2. For finding the taxi states nearby to the
pickup location of the customer, it is efficient to use Dijkstra’s algorithm with a
maximum path weight instead of a single destination.

Thirdly, let us look at Task 3. To compute the remaining seat capacity only
the taxi state node itself and the respective taxi node must be accessed. The
current passenger number is stored as an aggregated property in the taxi state
node, while the total capacity is stored as a property in the taxi node. This
needs constant time. The number of adjacent nodes of a taxi state is limited,
since with at least one customer per request the number of connected trips is
not larger than the taxi capacity. The current maximum slack time of a given
taxi state, however, is dependent on the trips that are connected to this state
or any future state. Any delay at this state affects the remaining schedule. Trips
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connected to any future taxi state are also connected to at least one future taxi
stop. This is because the customers have to enter or leave the taxi at some point.
Hence, iterating over future taxi stops is sufficient to collect trips affecting the
current maximum slack time. The number of future taxi stops is at most equal
to the number of current and two times the number of future connected trips.
These are limited by the taxi capacity and the initial maximum request slack
time. Hence, the complexity of this task is almost constant. ��
From a performance-point of view, the intuitive graph model in Fig. 1 is already
good for Task 3. For the other two tasks, however, this is not the case. Both
are sensitive to an increase of the number of travel requests |R| and the overall
number of taxi states |S|, while an increase of the number of road points |V | and
road segments E is not really a threat in the considered time frame.

When the number of travel requests |R| increases, then this will dramatically
hamper the performance of query evaluation in practice. The same holds when
the overall number of taxi states increases. Here the situation is even more
severe as this number is expected to grow over time. We conclude that from a
performance-point of view for Task 1 it would be much better when the travel
requests and the taxi states are not directly connected to the road points.

Moreover, we also observe that future taxi states σh ∈ S that are connected
to those road points scanned by Dijkstra’s algorithm are taken into account to
find candidate taxis for Task 2. Hence, additionally to addressing the issue about
the connection to travel requests and taxi states, we can infer that a separation
of past and future taxi states in respect to the current time would be better.

We can conclude that Tasks 1 and 2 cannot be performed efficiently using
the intuitive graph model in Fig. 1. This is only possible for Task 3. As all three
tasks are mission-critical, the travel request execution time will be high when
using the intuitive graph model.

4 Towards a Filter-Based Graph Model

The discussion above motivates a modification of the graph model in Fig. 1. A
weakness for Task 2 was the missing distinction between past and future taxi
states. Intuitively, taxi states can be separated by two different relationship
types, say was_located_at and will_located_at. However, it becomes
clear that this is not very effective because the graph database stores all outgoing
and incoming relationships of a node together in a doubly-linked list, see Sect. 3.
It would be necessary to scan through all (!) was_located_at relationships
when looking for will_located_at relationships to get future schedule states
at a road point. The separation by relationship type only prevents the loading
of past taxi states, but nothing more.

To ensure the scalability of Dijkstra’s algorithm used for Tasks 1 and 2, it
is crucial to enforce a limited number of relationships at each road point. Using
the intuitive graph model in Fig. 1, however, this aim cannot be achieved. At
each road point there is a potentially unlimited number of past and future taxi
states. To overcome this concern we propose a modification of the graph model:
we introduce two additional nodes that collect and encapsulate past and future
schedules, respectively. We give these two auxiliary nodes the labels TaxiHistory
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Fig. 3. Filter-based graph model obtained by applying our proposed modification.

and TaxiFuture, respectively. Their purpose is to “hide” the taxi states from the
road point behind a single (!) relationship. Therefore, we call them filtering nodes.
Using this modification, the major advantage is that there is only one additional
node traversal from the road point to the taxi future to retrieve all future taxi
states. This single extra traversal can be neglected, as it is easily accessed. Every
past taxi state hidden behind the taxi history is completely ignored and the two
relationships for the new nodes at each road point are not significantly affecting
the performance when looking for the shortest path in Task 1.

We apply our proposed modification to the road points in the intuitive graph
model in Fig. 1. Both, travel requests and taxi states should be hidden behind
filtering nodes. Because we also want to distinguish taxi states between past and
future states, one filtering node for each of both sets of states is inserted.

When running Dijkstra’s algorithm for Tasks 1 and 2, travel requests should
not be accessed from a road point. Therefore we group them behind a single
filtering node. We give this auxiliary node the label Location. Figure 3 shows the
graph model after inserting the new filtering nodes. We call this the filter-based
graph model. Only road segments and relationships to filtering nodes remain
at each road point in this model. Thus, the number of relationships is limited,
which greatly improves the performance of Dijkstra’s algorithm.

Our proposed modeling technique can be generalized to a new modeling
rule: Consider a node vA with label A that has a one-to-many connection to
a set of n nodes v1, . . . , vn with label B while also maintaining connections to
other nodes. If there is an important task that utilizes the later connection, there
needs to be a new node vC with label C connected to node vA and to all nodes
v1, . . . , vn replacing the connections between vA and nodes v1, . . . , vn.
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Note, that this rule can be extended to many-to-many connections. The
many-to-many connection is simply viewed as one-to-many connections from
both sides and, therefore, a filtering node for each node of each side of the
connection is inserted. This results in two additional node traversals that again
are not significant, but it limits the number of relationships at the original nodes.

5 Experimental Evaluation

To evaluate the performance of our proposed approach, we implemented a ride-
sharing simulator using real-world data of New York City (NYC) as in [17], i.e.,
historic taxi trip data from the NYC Taxi & Limousine Commission and road
network data from Open Street Map (OSM). The simulator accesses a graph
database consisting of 605,828 road points and 694,102 road segments as well
as 319,081 dynamic travel requests in January 2016. After preprocessing and
cleaning the data, 328,643 travel requests were generated from the original taxi
trips. Following the discussion in [17], we used 500 taxis for our simulation.

We evaluated the performance (in terms of the travel request execution time)
of finding solutions using our proposed filter-based graph model in comparison
to the intuitive one [17]. That is, two graph databases were implemented, with
one based on our proposed filter-based model and the other based on the intu-
itive graph model in [17]. Two simulations were conducted on each of the two
graph databases. Since real-world datasets were considered, the number of travel
requests will naturally vary throughout the day and week and, consequently, the
workload of the taxis. This may lead to increased execution time for a single
travel request in those hours with a higher number of requests due to e.g. the
possibly higher number of future taxi states to be considered. To produce a com-
parable output, we look at the average request execution time. It displays the
average time of handling a single request of a customer in the respective hour.

Figure 4 shows the average request execution time on the filter-based graph
model compared to the intuitive one. It indicates that the average request execu-
tion time on the filter-based graph model is near constant and depends primarily
on the respective workload of the taxis. For the intuitive graph model, however,
it suggests that the average request execution time increases linearly.

The average request execution time on the filter-based model is consistently
lower after the first hour. The higher execution time on the filter-based graph
model during the first hour can be explained by the difference in the data struc-
ture. Using filter nodes comes with a very small overhead because there are a
few extra nodes that need to be traversed. However, these filter nodes are the
reason that the execution time is dramatically smaller later on and stays almost
stable. The payoff of using filter nodes increases considerably over time.

In summary, it can be stated that the filter-based data model is obviously
more suitable for the application-specific requirements.
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Fig. 4. Average request execution times for our filter-based graph model versus the
intuitive graph model for each of the hours of January 4, 2016. (The lower the better.)

6 Related Work

Research work on data modeling for graph databases is limited and often for a
specific domain. To support efficient query processing, query optimization tech-
niques on graph databases were proposed. For example, [7] proposes a query
tuning method by using the explain and profile commands to analyze the query
execution plan. There are very few works on a design methodology for graph
databases. In [4] a model-driven methodology for the design of graph databases
based on an Entity-Relationship (ER) schema is proposed, to minimize the num-
ber of data accesses and therefore to improve the efficiency of data retrieval.
However, the proposed methodology does not consider any application-specific
requirements and therefore cannot work well for dynamic taxi ride-sharing.
To incorporate domain-specific requirements [19] introduces a scenario-based
design, which first designs a domain model using common strategies of object-
oriented design for scenarios of the domain. The domain model is transformed
into a graph model based on some rules. Evaluations are conducted by apply-
ing the modeling approach to the problem of route tracking in a criminal net-
work analysis system. However, the graph model cannot be used to capture the
domain-specific requirements of dynamic taxi ride-sharing. [16] proposes a pro-
cess to convert a ER schema into a logical schema for a graph database. A set of
mapping rules is defined for conceptual-to-logical scheme conversion. However,
there is neither a discussion on how to design the ER schema nor attention to
query performance.

In summary, research on data modeling for graph databases is still in its
early stages. There is very limited work on data modeling of graph databases to
support efficient queries by incorporating application-specific requirements.

7 Conclusions and Future Work

In this paper, we proposed a filter-based graph model for dynamic taxi ride-
sharing so that mission-critical tasks can be performed efficiently. Simulations
using real-world data demonstrate that our proposed filter-based graph model
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outperforms an exiting intuitive graph model. Our proposed modeling rule
turned out to be very beneficial in tuning graph models to support data-intensive
applications. In future work, we will investigate the utilization of our modeling
rule in further application domains.
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Abstract. An important question in database schema design concerns the effort
required to maintain data consistency under updates. Similarly, an important
question in database security concerns the effort required to maintain data confi-
dentiality under inference attacks. Previous work has addressed these questions
for the popular class of functional dependencies. In this paper, we will extend
solutions to the more expressive class of multivalued dependencies. In particular,
we will show that schemata in Fourth Normal Form with a unique minimal key
require very little effort to maintain data consistency, and can guarantee confiden-
tiality under inference attacks by access control only.
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1 Introduction

The design of relational databases is a classical topic in database research. The over-
arching goal is to organize data in tables on which future update and query operations
can be performed effectively and efficiently. In particular, schema normalization is con-
cerned with minimizing the effort required to maintain consistency while processing
update operations. Data redundancy, as caused by integrity constraints such as func-
tional, multivalued and join dependencies (FDs, MVDs, JDs), slows down updates since
redundant values need to be updated wherever they occur in the relation. Hence, during
normalization tables are decomposed by transforming redundancy-causing data depen-
dencies into keys that prevent data redundancy. For example, schemata in Boyce-Codd
Normal Form (BCNF) only exhibit relations in which no data redundancy caused by
FDs can ever occur [12,33]. Fourth and Fifth Normal Form (4NF, 5NF) achieve the
same but for MVDs and JDs, respectively [16,32]. Since JDs extend MVDs and MVDs
extend FDs, schemata in 5NF are also in 4NF, and schemata in 4NF are also in BCNF,
but not vice versa [17]. There is evidence that schemata in practice are often in BCNF,
but not in higher normal forms, such as 4NF [37].

Biskup showed [2] that BCNF is equivalent to schemata in weak object normal
form, where the left-hand side of any left-reduced FD of the schema forms a so-called
weak object. The latter are attribute sets that are unique and weakly independent. That
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J. Ralyté et al. (Eds.): ER 2022, LNCS 13607, pp. 349–364, 2022.
https://doi.org/10.1007/978-3-031-17995-2_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17995-2_25&domain=pdf
http://orcid.org/0000-0002-1816-2863
https://doi.org/10.1007/978-3-031-17995-2_25


350 S. Link

is, any relation has unique projections to weak objects, and inserting new combinations
of values on attributes of the weak object ensures that these values can be completed
with some values on the remaining attributes such that the updated relation will satisfy
all constraints. Biskup also introduced objects as attribute subsets that are unique and
strongly independent. Here, inserting new combinations of values on attributes of the
object ensures that these values can be completed with any values on the remaining
attributes such that the updated relation will satisfy all constraints. Object Normal Form
(ONF) means that the left-hand sides of any left-reduced FD of the schema are objects,
and Biskup showed that schemata are in ONF if and only if they are in BCNF with
a unique minimal key [2] (there is only one key that is minimal with respect to set
inclusion of attribute subsets). BCNF ensures that one will never need to worry about
any non-key values when updating records in the database. However, one still needs to
worry about the uniqueness of value combinations on all minimal keys. In ONF, one
only needs to worry about the uniqueness of value combinations on the minimal key.

The theory of object normal forms has been limited to functional, inclusion and
exclusion dependencies so far [2,7]. As the following example illustrates, it would be
interesting to extend the theory to more expressive dependencies, in particular tuple-
generating dependencies such as multivalued dependencies.

Example 1. Consider the simple example where relation schema MEET collects infor-
mation about project meetings, where members of projects meet on a date. An example
relation over MEET is given as follows.

Project Date Member

Green Goddess 19/12/2021 Clyde

Green Goddess 19/12/2021 Bonnie

Since all project members should be present during all meetings of the same project,
we specify the MVD P � M . In addition, team members can only attend one project
meeting on any given day, and therefore we have the FD DM → P . It follows that
R = PDM with P � M and DM → P has the unique minimal key DM . This
means that the schema is in BCNF and has only one minimal key. That is, the schema
is in ONF for the given FDs. However, the schema is not in 4NF since P � M is a
non-trivial MVD where P is not a key.

In fact, the left-hand side attribute P of the MVD P � M does not satisfy the
uniqueness property: the relation r satisfies the constraints, but the two different tuples
of r have the same value on P . While DM is strongly independent with respect to
the FD, it is not strongly independent with respect to the MVD. Indeed, while tuple
t = (P:Green Goddess,D:02/12/2021,M:Bonnie) has a projection on DM that does
not occur in r, r ∪ {t} violates the MVD P � M . ��

Hence, our first objective is to generalize the concept of Object Normal Form from
FDs to MVDs. We will show that 4NF is equivalent to Weak Object Normal Form, and
Object Normal Form is equivalent to 4NF with a unique minimal key.
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As a second contribution, we will show an application of our new results in database
security. An important goal of security is confidentiality. In general, enforcing confiden-
tiality requires costly dynamic inference control. In practice, security administrators
often only use efficient access control based on static access rights. This, however, lays
the burden on administrators to properly set access rights such that access to data must
never allow users to infer information that is meant to be confidential. We illustrate the
intrinsic difficulty of inference control on our example from before.

Example 2. Consider the relation r from Example 1. Suppose a user wants to keep the
following combination of specific values confidential: (D:19/12/2021,M:Bonnie). That
is, an answer to a query such as (∃P )MEET(P, 19/12/2021,Bonnie) must be refused
since it would reveal the confidential combination of values. This appears to be no prob-
lem at first glance. However, given the constraints from Example 1, a user may bypass
access control by issuing the queries (∃M)MEET(Green Goddess, 19/12/2021,M) and
(∃D)MEET(Green Goddess,D,Bonnie). None of the two queries reveals the confiden-
tial combination of values. However, applying the MVD P � M to the answers of the
two queries results in the inferred tuple (P:Green Goddess, D:19/12/2021,M: Bonnie),
which reveals the confidential combination of values. Such an inference is not possible
with the given FD only. ��

As we will show, combining schemata in Object Normal Form with a restriction of
potential secrets to attribute sets that are so-called facts, ensures that costly inference
control can be reduced to efficient access control while retaining confidentiality. Since
facts are based on the constraints of the schema, an extension to MVDs ensures that
administrators can declare a richer set of potential secrets as well.

Main Contributions. (1) We generalize object normal forms from the single class of
FDs to the combined class of FDs and MVDs. For such constraints sets, we show that i)
schemata are in weak ONF if and only if they are in 4NF, and ii) schemata are in ONF
if and only if they are in 4NF and exhibit a unique minimal key. (2) For potential secrets
that are defined over facts, we show that confidentiality can be guaranteed efficiently
by access control whenever the underlying schemata are in ONF. Hence, we do not
only provide insight on the effort required to retain data consistency under updates, but
also on the effort required to guarantee confidentiality under inference attacks. Next we
illustrate how the problems from Examples 1 and 2 are resolved by schemata in ONF.

Example 3. Consider the following relation over the schema MEET from Example 1.

Project Date Member

Green Goddess 19/12/2021 Clyde

Green Goddess 02/12/2021 Bonnie

Green Goddess 19/12/2021 Bonnie

Green Goddess 02/12/2021 Clyde

We may decompose MEET into the three schemata (PD, {PD}), (PM, {PM})
and (DM, {DM}) without loss of information. This is done following a 4NF
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decomposition with respect to the MVD P � M resulting in (PD, {PD}) and
(PM, {PM}). The final schema (DM, {DM}) is added to preserve the minimal key
DM and therefore the FD DM → P . Indeed, each of the schemata is in Object Normal
Form with respect to the input set of FDs and MVDs. Using the decomposition, the
relation above is decomposed into the following relations as well.

Project Date
Green Goddess 19/12/2021
Green Goddess 02/12/2021

Project Member
Green Goddess Clyde
Green Goddess Bonnie

Date Member
19/12/2021 Clyde
02/12/2021 Bonnie
19/12/2021 Bonnie
02/12/2021 Clyde

Potential secrets over these schemata are restricted to entire tuples in each of the three
relations. Access control is sufficient to guarantee confidentiality under inferences. ��
Outline. We discuss previous work in Sect. 2. Preliminary definitions are given in
Sect. 3. Weak objects, weak ONF, and its equivalence to 4NF are discussed in Sects. 4
and 5, respectively. Objects, ONF, and its equivalence to 4NF with a unique minimal
key are established in Sects. 6 and 7, respectively. The application to database security
is detailed in Sect. 8. Section 9 concludes and discusses future work.

2 Related Work

Logical schema design for relational databases has been studied in great depth. Indeed,
normal forms and database schema normalization are classical topics of introductory
database textbooks [15]. Third [6], Boyce-Codd [12], and Fourth Normal Form [16]
are well-known, and their achievements and limitations have been surveyed [3]. Biskup
introduced Object Normal Forms for functional dependencies [2], and generalized them
later to inclusion and exclusion dependencies [7]. Hence, the first contribution of the
current paper addresses a shortcoming of relational database theory by extending Object
Normal Form to MVDs. This is important since MVDs provide a sufficient and nec-
essary condition for relations to be decomposable into two of its projections without
loss of information, providing a strong basis for database normalization [16,23]. Many
database schemata in practice that are in BCNF actually violate 4NF [37].

Likewise, the guarantee of confidentiality is a fundamental topic in information
security [18,30]. Here, inference control is necessary to guarantee confidentiality but
costly to implement, while access control is easy to implement but cannot guaran-
tee confidentiality under inference attacks. Many textbooks on computer security [19]
explain the main concepts of access control. Farkas and Jajodia give a general overview
of the inference problem in databases [18]. Lunt et al. [26] propose a formal security
model for mandatory access control in the context of relational databases. Subsequent
work studies how to consistently declare the classifications of structured objects that
are bound to constraints, in order to prevent unwanted inferences, e.g., see Olivier
and von Solms [29], Cuppens and Gabillon [13], Dawson et al. [14], Wang and
Liu [35], and Brodsky et al. [10]. Controlled query evaluation is rooted in the papers of
Sicherman et al. [30] and Bonatti et al. [9]. Biskup and Bonatti propose a unified
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framework and analyze controlled query evaluation for closed queries in complete
databases [4,5]. Biskup et al. [8] have shown that inference control reduces to access
control for schemata in Object Normal Form when potential secrets are specified on
attribute sets that form left-hand side reduced functional dependencies with a single-
ton right-hand side attribute. Our second contribution extends these results to Object
Normal Forms for multivalued dependencies, and even more expressive classes of con-
straints.

Schema design is essential to every data model, which means that the work on
schema design in the context of relational databases influences schema design on any
extensions of the relational model. It is therefore no surprise that schema design has
been deeply investigated in other data models as well, including conceptual mod-
els [11], SQL data models [20,22], nested data models [28,34], object-relational mod-
els [31], temporal models [21], Web models such as XML and JSON [1,27], and
models for uncertain data [24]. No matter which data model is used, the design of
a database schema will always determine how well updates and queries can be pro-
cessed on database instances [25]. In view of data quality, normalization reduces data
redundancy which is the source of data inconsistency and update inefficiency. Hence,
eliminating data redundancy can lead to better data quality and make data-driven deci-
sion making more effective. Recent work has also started to extend classical database
normalization to design for data quality [36].

3 Preliminaries

In the real world we ascribe two properties to an object: 1) It is unique within its domain,
and 2) It can emerge and exist independently of the current environment. We will for-
malize these properties for relational databases with different classes of data dependen-
cies, including functional and multivalued dependencies.

A relation schema R is a finite set of attributes that denote the column names of a
table. Every attribute A ∈ R is associate with a domain dom(A) that contains the set of
possible values that may occur in column A. A tuple t over R assigns to every attribute
A ∈ r some value t(A) ∈ dom(A). A relation r over R is a finite set of tuples over R.
For an attribute subset X ⊆ R, we use t(X) to denote the projection of tuple t over R
onto the attribute set X .

A relation schema R typically comes with a set Σ of data dependencies from a
given class, such as the class of functional dependencies or multivalued dependencies. A
functional dependency (FD) is a statement X → Y with X,Y ⊆ R, and a multivalued
dependency (MVD) is a statementX � Y withX,Y ⊆ R. The FDX → Y is satisfied
by a relation r over R whenever every pair of tuples with matching values on all the
attributes of X have also matching values on all the attributes of Y . The MVD X � Y
is satisfied by a relation r overRwhenever for every pair of tuples in r that has matching
values on all the attributes of X there is some tuple in r that has matching values with
the first tuple on all the attributes in XY and matching values with the second tuple
on all the attributes in R − XY , respectively. For a given class of data dependencies,
and for a given set Σ of data dependencies from that class, we denote by Σ+ the set
of dependencies from that class implied by Σ, that is, the set of all dependencies from
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that class that are satisfied by every relation that already satisfies all the dependencies
in Σ. For example, every FD X → Y implies the MVD X � Y , but not vice versa.
Trivial dependencies are those satisfied by every relation. For instance, an FD X → Y
is trivial iff Y ⊆ X , and an MVD X � Y is trivial iff Y ⊆ X or XY = R.

We say that (R,Σ) is in Boyce-Codd Normal Form (BCNF) if and only if for every
non-trivial FD X → Y ∈ Σ+, X → R ∈ Σ+ holds. That is, every left-hand side X of
a non-trivial FD functionally determines all the attributes of the schema. In other words,
X is a key. That means no relation that satisfies a key X can have different tuples with
matching values on all the attributes of X .

Similarly, we say that (R,Σ) is in Fourth Normal Form (4NF) if and only if for
every non-trivial MVD X � Y ∈ Σ+, X → R ∈ Σ+ holds.

Example 1 shows a relation that satisfies the set Σ = {P � M,DM → P}. While
(MEET, Σ) is in BCNF, it is not in 4NF. For example, the given relation violates the FD
P → D, which means that P is not a key. Consequently, for the MVD P � M ∈ Σ+,
P → R /∈ Σ+.

4 Weak Objects

The aim of the next two sections is to recall the concepts of weak objects and weak
ONF, and to show that schemata are in weak ONF if and only if they are in 4NF.

We recall the definition of weak objects. While Biskup [2] only considered FDs, we
assume Σ may contain other types of data dependencies as well, such as MVDs.

Definition 1 (weak object). Let (R,Σ) denote a relation schema R together with a set
Σ of data dependencies over R. An attribute subset X of R is said to be a weak object
if and only if the following hold:

– (Uniqueness) For all relations r over R that satisfy Σ, for all t ∈ r, t(X) is unique.
That is, there is no t′ ∈ r − {t} such that t(X) = t′(X).

– (Weak independence) For all R-relations r that satisfy Σ, for all μ ∈ dom(X) such
that μ /∈ r(X), there is some ν ∈ dom(R − X) such that r ∪ {μν} satisfies Σ. ��
In Example 1, the attribute set DM is a weak object while P is not. The first prop-

erty shows that keys satisfying weak independence are actually minimal keys.

Proposition 1. Let X be a key over (R,Σ). If weak independence holds for X , then
Y → R /∈ Σ+ for all Y ⊂ X .

Proof. Let t denote a tuple over R. The relation r = {t} satisfies Σ. Now, let t′ be
a tuple over R such that t′(Y ) = t(Y ) and t′(X − Y ) 
= t(X − Y ). It follows that
μ := t′(X) /∈ r(X). Due to weak independence there is some ν ∈ dom(R − X) such
that r′ = r ∪ {μν} satisfies Σ. It follows that r′ does not satisfy Y → R. ��

The second property shows that minimal keys of schemata in 4NF satisfy weak
independence.

Proposition 2. Let X be a key over (R,Σ). If X is a minimal key and (R,Σ) is in
Fourth Normal Form, then the weak independence property holds for X .
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Proof. Let r denote a relation over R that satisfies Σ. Let μ ∈ dom(X) such that
μ /∈ r(X). As there are infinitely many constants, we can find a tuple ν ∈ dom(R−X)
such that ν(A) /∈ r(A) for all A ∈ R−X , that is, ν is composed of values not occurring
in the projection of r onto R − X . We claim that r ∪ {μiν} is a relation over R that
satisfies Σ. For consider Y � Z ∈ Σ+ with Z 
⊆ Y and Z 
⊆ R − Y and assume
t′ := μν and some t ∈ r violates Y � Z. In particular, t′(Y ) = t(Y ) must hold and,
by the construction of ν, Y ⊂ X (Y is a proper subset of X). Due to the minimality of
the key X for R, we have Y → R /∈ Σ+. This, however, violates the hypothesis that
(R,Σ) is in 4NF. Consequently, our assumption that r ∪ {μν} violates Y � Z must
have been wrong. This shows that the weak independence property for X . ��

5 Weak Object Normal Form

We will now define when a schema is in weak ONF, and prove that weak ONF and 4NF
are equivalent. Here we extend the previous definition [2] from FDs to MVDs.

Definition 2. Let (R,Σ) be a relation schema and

LHS = {X ⊆ R | ∃Y ⊆ R(Y 
⊆ X ∧ XY 
= R ∧ (X � Y ∈ Σ+))
with minimal X or minimal key X for (R,Σ)}.

The relation schema (R,Σ) is in Weak Object Normal Form if and only if for every
left-hand side X ∈ LHS, X is a weak object over (R,Σ). ��

In Example 1, P ∈ LHS but P is not a weak object. Consequently, (Meet, Σ) is
not in weak ONF. Evidently, it is also not in 4NF.

Theorem 1. Let Σ denote a set of FDs over relation schema R. Then (R,Σ) is in Weak
Object Normal Form if and only if (R,Σ) is in Fourth Normal Form.

Proof. (If). Let X ∈ LHS. Since (R,Σ) is in 4NF, X must satisfy the uniqueness
property. Proposition 2 implies the weak independence property. Consequently, X is a
weak object, and (R,Σ) is in Weak Object Normal Form.

(Only if). Let Y � V ∈ Σ+ such that V 
⊆ Y and Y V 
= R. Consider any minimal
Z ⊆ Y such that Z � U ∈ Σ+ where U 
⊆ V and ZU 
= R. Then Z ∈ LHS,
and thus, by assumption, Z is a weak object. It follows that Z → R ∈ Σ+, and, in
particular, Y → R ∈ Σ+. Hence, (R,Σ) is in Fourth Normal Form. ��

6 Objects

We will now recall the concepts of objects and ONF, and prove that ONF is equivalent
to 4NF with a unique minimal key.

Definition 3 (object). Let (R,Σ) denote a relation schema R together with a set Σ of
FDs and MVDs over R. An attribute subset X of R is an object iff the following hold:

– (Uniqueness) For all relations r over R that satisfy Σ, for all t ∈ r, t(X) is unique.
That is, there is no t′ ∈ r − {t} such that t(X) = t′(X).
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– (Independence) For all relations r over R that satisfy Σ, for all μ ∈ dom(X) such
that μ /∈ r(X), for all ν ∈ dom(R − X), r ∪ {μν} satisfies Σ. ��
Our running example illustrates the definition of independence.

Example 4. Let Σ = {P � D,DM → P} be a set of FDs and MVDs over R =
PDM . In particular, (R,Σ) is not in 4NF since the only minimal key is DM . For
instance, consider the following relation r = {t, t′}.

Project Date Member

Green Goddess 19/12/2021 Clyde

Green Goddess 19/12/2021 Bonnie

P is not an object since the relation satisfies Σ but violates uniqueness on P since
t(P ) = t′(P ). Indeed, the attribute subset DM is also not an object since it does not
satisfy independence as we show now. Let t′′ := (Green Goddess, 02/12/2021,Bonnie)
where (02/12/2021,Bonnie) /∈ r[DM ]. Then r ∪{t′′} does not satisfy P � D. Hence,
DM is not an object. ��
Example 5. Let Σ = {P � D,PD → L,PL → D} be a set of FDs and MVDs over
MEET-LEAD = PDL where L denotes the lead for the project on the day. In particular,
(R,Σ) is in 4NF with the unique minimal key P . For instance, consider the following
relation r = {t}.

Project Date Lead

Green Goddess 19/12/2021 Bonnie

Let t′ := (Passion Pop, 19/12/2021,Bonnie) where Passion Pop /∈ r(P ). Then r ∪
{t′} satisfies Σ. In fact, P is an object. ��

The next result shows that a key satisfies the independence property if and only if
the underlying schema is in 4NF and the key is the only minimal key.

Proposition 3. Let X denote some key over (R,Σ). Then X satisfies the independence
property if and only if all of the following hold:

1. X is a minimal key for (R,Σ).
2. If Z denotes some minimal key for (R,Σ), then Z = X .
3. (R,Σ) is in Fourth Normal Form.

Proof. We show first that the three conditions are sufficient for the independence prop-
erty for X to hold.

Let r denote a relation over R that satisfies Σ, let μ ∈ dom(X) such that μ /∈ r(X).
Let ν ∈ dom(R − X). We claim that r′ = r ∪ {t′} satisfies Σ for t′ = μν. For
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consider Y � V ∈ Σ+ such that V 
⊆ Y and Y V 
= R, and assume that r′ violates
Y � V . In particular, t(Y ) = t′(Y ) for some t ∈ r. The 4NF condition (3) implies
that Y → R ∈ Σ+. Hence, Y is a key for (R,Σ). If Y is even a minimal key, then by
(1) and (2), Y = X . If Y is not a minimal key, then Y is a superset of some minimal
key, and by (1) and (2), X ⊆ Y . Consequently, t′(X) = t(X) ∈ r[X], which is a
contradiction. That means our assumption that r′ violates Y � V must have been
wrong, which means that r′ satisfies Σ. This proves the independence property for X .

We show now that the independence property for X is sufficient for (1), (2), and (3)
to hold.

Firstly, since the independence property forX implies the weak independence prop-
erty for X , Proposition 1 implies (1).

We are now going to show that (2) holds as well. Assume there is some other min-
imal key Z, different from X . We then know that X − Z 
= ∅ and Z − X 
= ∅ holds.
Let r := {t} with any tuple t over R. It follows that r satisfies Σ. We now define a
tuple t′ over R such that t′(X − Z) 
= t(X − Z) and t′(Z − X) = t(Z − X), and
t′(R − X) = t(R − X). In particular, we have t′(X) /∈ r(X). Due to the indepen-
dence property for X it follows that r′ := r ∪ {t′} satisfies Σ. However, it follows that
t′(Z) = t(Z), which means that r does not satisfy Z → R ∈ Σ+, a contradiction to
the assumption that Z is another minimal key. Consequently, (2) must hold.

It remains to show (3). For consider Y � V ∈ Σ+ such that V 
⊆ Y and Y V 
= R.
We distinguish between two cases.

Case 1: X ⊆ Y . Since X is a key for (R,Σ) we have Y → R ∈ Σ+.
Case 2: There is some A ∈ X − Y . We will show that this case cannot occur.

Indeed, let r := {t} be some relation over R. Then r satisfies Σ. Define a tuple t′ over
R such that, t′(Y ∩ X) := t(Y ∩ X), t′(Y − X) := t(Y − X), for all B ∈ X − Y ,
t′(B) 
= t(B), and for all B ∈ R − Y , t′(B) 
= t(B). It follows that t′(X) /∈ r(X). By
the independence property for X we conclude that r′ := r ∪ {t′} satisfies Σ. However,
by construction of t′, we have t′(Y ) = t(Y ) and, since V − Y 
= ∅ and R − V Y 
= ∅,
r′ does not satisfy Y � V since there is no t′′ ∈ r such that t′′(Y V ) = t(Y V ) and
t′′(R − Y V ) = t′(R − Y V ). This is a contradiction, and Case 2 cannot occur. ��

7 Object Normal Form

We can now recall the definition of ONF and show that it is equivalent to 4NF with a
unique minimal key.

Definition 4. The relation schema (R,Σ) is in object normal form if and only if for
every left-hand side X ∈ LHS, X is an object over (R,Σ). ��
Theorem 2. Let Σ denote a set of FDs and MVDs over relation schema R. (R,Σ) is
in Object Normal Form if and only if (R,Σ) is in Fourth Normal Form and there is one
minimal key.

Proof. (If). Let X ∈ LHS. Since (R,Σ) is in 4NF, X must satisfy the uniqueness
property. Due to Proposition 3, X satisfies the independence property and is, therefore,
an object. Consequently, (R,Σ) is in Object Normal Form.
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(Only if). Let X � Y ∈ Σ+ such that Y 
⊆ X and XY 
= R. Since (R,Σ) is in
object normal form, it follows that there is some minimal key Z for (R,Σ) such that
Z ⊆ X and Z is an object. Proposition 3 then yields the assertion that (R,Σ) is in
Fourth Normal Form and Z is the only minimal key. ��

Our running example illustrates the difference between 4NF and ONF.

Example 6. Let Σ = {P � D,D � P, PD → L,PL → D,DL → P} be a set of
FDs and MVDs over R = PDL. In particular, (R,Σ) is in 4NF with minimal key P
and minimal key D. For instance, consider the following relation r = {t}.

Project Date Lead

Green Goddess 19/12/2021 Bonnie

Let t′ := (Passion Pop, 19/12/2021,Clyde) where Passion Pop /∈ r[P ]. Then r ∪
{t′} violates D � P . Hence, P is not an object. However, for t̄′ := (Passion Pop,
02/12/2021,Clyde) where Passion Pop /∈ r[P ], r ∪ {t̄′} does satisfy Σ. Indeed, P is a
weak object.

Similarly, let t′′ := (Green Goddess, 02/12/2021,Clyde) where 02/12/2021 /∈
r[D]. Then r ∪ {t′′} violates P � D. Hence, D is not an object. However, for
t̄′ := (Passion Pop, 02/12/2021,Clyde) where 02/12/2021 /∈ r[D], r ∪{t̄′} does satisfy
Σ. Indeed, D is a weak object.

We conclude that the schema is in weak ONF but not in ONF. ��

8 Application to Database Security

We report on a showcase of our new results in the area of database security, in particular
the ability to reduce inference control to access control for schemata that are in object
normal form.

8.1 Motivating Example

An important goal of security in information systems is confidentiality. In general,
enforcing confidentiality requires costly dynamic inference control. In practice, secu-
rity administrators often only use efficient access control based on static access rights.
This, however, lays the burden on the administrator to properly set access rights so that
permitted data accesses may never allow users to infer information to be kept secret.

Illustrating the difficulties arising in this context, imagine an application that asso-
ciates the fee for some insurance policy and the name of some beneficiary.
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Policy Name Fee

JF759 James Muller 125.60

Now assume the beneficiary wants to keep the combination of his name with
the fee confidential. Consequently, a security administrator will need to protect the
combination (James Muller, 125.60) by specifying access rights appropriately. With-
out further consideration, protecting only the critical information itself suffices to
preserve unwanted disclosures. However, suppose that the data is governed by the
functional dependencies Policy → Name, Policy → Fee, Name → Policy and
Name → Fee. In this case, the protection can be bypassed by querying the combi-
nations (P:JFY759,F:125.60) and (P:JFY759,N:James Muller), both unprotected, and
joining the results to associate James Muller with the fee 125.60.

In response, Biskup et al. [8] identified a common situation guaranteed to meet, for
any discretionary assignment of access rights, the goals of inference control. Essentially,
this situation is given by a relational database schema in Object Normal Form with
respect to a given set of FDs, and restricting the confidentiality policy to the protection
of certain parts of a tuple, called facts. Hence, when a security administrator can declare
access rights in a content-dependent way, the system can guarantee confidentiality and
easily perform inspections by a simple lookup of access rights.

8.2 Reducing Inference to Access Control on Schemata in ONF

In the context of [8], queries are expressed in a fragment of relational calculus. Let Var
denote a set of variables. The query language LQ is the set of all closed formulae of
the form (∃X1) · · · (∃Xl)R(v1, . . . , vn) with 0 ≤ l ≤ n, Xi ∈ Var, vi ∈ Const ∪ Var,
{X1, . . . , Xn} ⊆ {v1, . . . , vn}, and vi, vj ∈ Var and i 
= j. Let Φ ∈ LQ be a query and
r a relation over R. The ordinary evaluation of closed queries is defined by

eval(Φ)(r) := if |=r Φ then Φ else ¬Φ.

Biskup and Bonatti [4] developed controlled query evaluation (CQE).We briefly outline
their approach in terms of our framework. A potential secret Ψ is a formula of a given
language. If 
|=r Ψ for a relation r, the database user may learn that Ψ is false in the
relation; however, if |=r Ψ , it needs to be kept secret that Ψ is actually true. The set
pot sec ⊆ LQ denotes a confidentiality policy being known to the database user, and
log0 ⊆ LQ ∪ Σ is the a priori user knowledge with |=r log0 and log0 
|= Ψ for every
Ψ ∈ pot sec, that is, log0 is actually true and none of the potential secrets is known to
the user in advance. Finally, let a query sequence be given by Q = 〈Φ1, Φ2, . . .〉 with
φi ∈ LQ. The CQE for known potential secrets enforced by refusal (that is, the answer
is refused by returning the constant mum) is defined by

cqe(Q, log0)(r, pot sec) := 〈(ans1, log1), (ans2, log2), . . .〉.
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The values of the returned answers ansi and the representation of the current user
knowledge logi are determined subject to a censor function [5]:

censor(pot sec, log, Φ) := (∃Ψ)[Ψ ∈ pot sec∧
((log ∪ {Φ} |= Ψ) ∨ (log ∪ {¬Φ} |= Ψ))]

ansi := if logi |= eval(Φi)(r) then eval(Φi)(r) else
if censor(pot sec, logi−1, Φi) then mum else
eval(Φi)(r)

logi := if censor(pot sec, logi−1, Φi) then logi−1 else
logi−1 ∪ {ansi}.

A CQE is secure for pot sec if for every finite prefix Q′ of Q the following holds:
For every Ψ ∈ pot sec, for every relation r1, and for every log0 with |=r1 log0
there is some relation r2 with |=r1 log0 and (1) cqe(Q′, log0)(r1, pot sec) =
cqe(Q′, log0)(r2, pot sec) and (2) eval(Ψ)(r2) = ¬Ψ . A CQE is secure if it is secure
for all possible confidentiality policies, and cqe is secure in the sense of this definition.

Biskup et al. [8] showed how schemata in ONF with respect to FDs alone, in com-
bination with restricting the confidentiality policy pot sec to so-called facts avoids non-
trivial inferences. Let lhs(σ) denote the set of attributes that appears on the left-hand
side of an FD σ ∈ Σ, which we have assumed to be a minimal cover. Given a schema
in Boyce-Codd Normal Form, we are interested in those attribute sets that might be
considered as domains of basic meaningful subtuples. We call these facts. Formally, we
define the set of facts of a BCNF schema by

fact(R) := {X ⊆ R | ∃σ ∈ Σ(lhs(σ) = X)∪{XA | A ∈ R∧∃σ ∈ Σ(lhs(σ) = X)}.

For example, when R = PNF and Σ = {P → N,P → F,N → P,N → F}, then
fact(R) = {P,N, PF, PN,NF}. A confidentiality policy pot sec is restricted to the
facts of R if for every potential secret Ψ ∈ pot sec the set of attributes instantiated with
some constants in Ψ is an element of fact(R).

Biskup et al. [8][Theorem 3] were then able to show the following.

Theorem 3. Let (R,Σ) denote a relation schema that is in Object Normal Form for the
given set of FDs over R and pot sec be restricted to the facts of R. Consider a query
Φi and the user knowledge logi−1 and assume that logi−1 
|= eval(Φi)(r)1. Then the
censor of cqe returns true if and only if Φ directly implies a potential secret Ψ , that
is, if Φi |= Ψ .

Consequently, the answer needs to be refused only if the user asks for a formula
directly implying a potential secret. In this case, however, there is no more need for
inference control, but access control is sufficient to preserve confidentiality by protect-
ing exactly the elements from pot sec. This leads to access control mechanisms gen-
erating a single label per potential secret (for each of them there can be at most one
tuple).

1 Note that the censor function is not computed at all whenever logi−1 |= eval(Φ)(r).
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8.3 Tigthness of the Conditions

Note that the conditions in Theorem 3 cannot be easily generalized.

Example 7. In our motivating example, the relation schema R consists of the attributes
P , N , and F , and the set Σ of FDs consists of P → N , P → F , N → P and N → F .
Consequently, (R,Σ) is in BCNF but not in ONF since it has two minimal keys P
and N . Indeed, access to the potential secret (∃P )R(P, James Muller, 125.60) can be
bypassed by the queries

(∃N)R(JFY759, N, 125.60) and (∃F )R(JFY759, James Muller, F ).

Note that the potential secret is limited to the fact {N,F}. ��
Example 8. Similarly, suppose that Σ′ = {P → N,P → F}. Then (R,Σ′) is in
Object Normal Form. Suppose we want to protect the potential secret

(∃P )R(P, James Muller, 125.60),

which is not a fact of (R,Σ′). We can issue the queries (∃N)R(JFY759, N, 125.60)
and (∃F )R(JFY759, James Muller, F ), allowing inference of (JFY279, James Muller,
125.60). ��
Example 9. Finally, suppose that Σ′′ = {P → N,N → F} such that R has the unique
minimal key P but is not in BCNF. Suppose we want to protect the potential secret
(∃P )R(P, James Muller, 125.60), which is a fact of (R,Σ′′). Here, we can issue the
queries (∃N)R(JFY759, N, 125.60) and (∃F )R(JFY759, James Muller, F ), allowing
inference of (JFY279, James Muller, 125.60) which uncovers the potential secret. ��

8.4 Extension to Multivalued Dependencies

Multivalued dependencies occur frequently in database practice. Indeed, FDs X → Y
that are satisfied by a relation r, provide a sufficient condition for r to be the lossless join
of r[XY ] and r[X(R −Y )]. However, MVDs X � Y that are satisfied by a relation r,
provide a sufficient and necessary condition for r to be the lossless join of r[XY ] and
r[X(R −Y )]. Wu [37] conducted a practical study identifying that approximately 20%
of database schemata in practice satisfy BCNF, but not 4NF. Hence, it is important to
consider MVDs.

Theorem 3 can be generalized to schemata that are in ONF for a given set of FDs
and MVDs. The reason is that every FD and MVD in a given set over a schema in 4NF
are implied by some minimal key.

Proposition 4. For a schema (R,Σ) that is in 4NF there is an FD set Σ′ that is a
minimal cover of Σ and where (R,Σ′) is in BCNF.

Proof. Since (R,Σ) is in 4NF, every constraint implied by Σ is implied by a minimal
key. Let K1, . . . ,Kn denote the set of minimal keys for (R,Σ). Then the set Σ′ =
{Ki → R − Ki}ni=1 forms a minimal cover of Σ, which is obviously in BCNF. ��
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Consequently, we can guarantee confidentiality by access control for schemata in
ONF, even if the constraint set includes multivalued dependencies.

Theorem 4. In a relation schema in ONF, controlled query evaluation with pot sec
protecting only facts can be replaced by access control generating a single label per
element of pot sec. The resulting system is still secure.

Proof. For a given schema (R,Σ) that is in ONF for a set of FDs and MVDs, there is a
minimal cover Σ′ of Σ that consists of FDs only. Consequently, (R,Σ′) is in ONF for
the FD set Σ′. The theorem follows from Theorem 3. ��

Similar to Theorem 3, the conditions of Theorem 4 cannot be easily generalized. In
Example 7 the minimal FD cover Σ might be represented in the form Σm = {P �
N,N � P, PN → F, PF → N,NF → P}. Then (PNF,Σm) is in 4NF and
has the minimal keys P and N . Indeed, P � N implies P � PN , and P � PN
and PN → F imply P → F . Similarly, P � N implies P � F andP � PF ,
and P � PF and PF → N imply P → N . Similarly, we can infer N → P and
N → F .Vice versa, all elements of Σm are implied by Σ. Consequently, Example 7
shows how access control based on Σm can be bypassed.

In Example 8 the minimal FD cover Σ′ might be represented in the form Σ′
m =

{P � N,PN → F, PF → N}. Then (PNF,Σ′
m) is in 4NF and has the minimal key

P . Consequently, Example 8 shows how access control based on Σ′
m can be bypassed.

In Example 9 the minimal FD cover Σ′′ might be represented in the form Σ′′
m =

{P � N,N � F, PN → F, PF → N}. Then (PNF,Σ′′
m) has the minimal key P ,

but is not in 4NF. Consequently, Example 9 shows how access control based on Σ′′
m can

be bypassed.

9 Conclusion and Future Work

We have provided further insight into the effort required to i) maintain data consistency
under updates, and ii) guarantee data confidentiality under inference attacks. Firstly,
we found that updates over schemata in 4NF with a unique minimal key only require
attention to values on attributes of the key when inserts happen. Secondly, we found that
schemata in 4NF with a unique minimal key can guarantee confidentiality by simple
means of access control, as long as potential secrets are declared over facts.

In future work it would be interesting to understand the effort required for data
consistency and confidentiality when schemata are in less restrictive normal forms, such
as 3NF, BCNF, or 4NF with a fixed number of keys. The properties of uniqueness and
independence appear to be interesting subjects of study in richer data models, including
incomplete, inaccurate, and uncertain data.
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Ítalo Oliveira1(B), Tiago Prince Sales1, Riccardo Baratella1,
Mattia Fumagalli1, and Giancarlo Guizzardi1,2

1 Conceptual and Cognitive Modeling Research Group (CORE),
Free University of Bozen-Bolzano, Bolzano, Italy

{idasilvaoliveira,tprincesales,rbaratella,mfumagalli,gguizzardi}@unibz.it
2 Services and Cybersecurity Group, University of Twente,

Enschede, The Netherlands

Abstract. In Risk Management, security issues arise from complex rela-
tions among objects and agents, their capabilities and vulnerabilities,
the events they are involved in, and the value and risk they ensue to
the stakeholders at hand. Further, there are patterns involving these
relations that crosscut many domains, ranging from information security
to public safety. Understanding and forming a shared conceptualization
and vocabulary about these notions and their relations is fundamen-
tal for modeling the corresponding scenarios, so that proper security
countermeasures can be devised. Ontologies are instruments developed
to address these conceptual clarification and terminological systematiza-
tion issues. Over the years, several ontologies have been proposed in Risk
Management and Security Engineering. However, as shown in recent lit-
erature, they fall short in many respects, including generality and expres-
sivity - the latter impacting on their interoperability with related mod-
els. We propose a Reference Ontology for Security Engineering (ROSE)
from a Risk Treatment perspective. Our proposal leverages on two exist-
ing Reference Ontologies: the Common Ontology of Value and Risk and
a Reference Ontology of Prevention, both of which are grounded on the
Unified Foundational Ontology (UFO). ROSE is employed for model-
ing and analysing some cases, in particular providing clarification to the
semantically overloaded notion of Security Mechanism.

Keywords: Risk Management · Security Engineering · Ontology

1 Introduction

In Risk Management, security issues arise from complex relations among objects
and agents, their capabilities and vulnerabilities, the events they participate in,
and the value and risk they ensue to the stakeholders at hand. Moreover, there
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are patterns involving these relations that crosscut many domains, including avi-
ation, information systems, chemical industry, public safety, and national defence
[16]. Understanding the details and having a shared conceptualization and vocab-
ulary about those notions and their relations is fundamental for modeling and
analysing the corresponding scenarios, so that proper security countermeasures
can be devised. Once this conceptualization task is done in a proper way, it is
possible to model and reason about actual and possible scenarios to assess and
counter the risks through security mechanisms.

Models representing risk and security scenarios play an important role in
the understanding, analysis, communication, and training in Risk Management.
They provide guidance regarding what questions should be asked, and the type
of data that should be collected; they establish relations between pieces of infor-
mation and help giving meaning to data; they define the ways risks can be
treated; they provide a shared conceptual framework among stakeholders which
support communication and training [19]. Ontologies are instruments developed
in many domains to address the tasks related to conceptual clarification and
terminological systematization. Indeed, the need of a general security ontology
was already noticed in [9] as a way of rigorously organizing the knowledge about
security of information systems, helping to report incidents more effectively,
share data and information across organizations. Then, several ontologies have
been proposed in Risk Management and Security Engineering to offer support
for many conceptual problems and applications. For example, risk and security
assessment [23]; data integration and interoperability [7]; simulation of threats
to corporate assets [11]. In parallel, domain-specific modeling languages, such
as CORAS [20], Bowtie Diagrams [27], and the risk and security overlay of the
ArchiMate language [3], implicitly assume an ontology of risk and security in
their modeling constructs. An adequate reference ontology of this domain would
be able to analyse, (re)design, and integrate languages like these, improving their
modeling capabilities, in way analogous to how the Common Ontology of Value
and Risk (COVER) [24] has been used to redesign Archimate w.r.t. risk and
value modeling (e.g., [25]).

Existing proposals for conceptualizing risk and security - counting current
security core ontologies and the metamodels of domain-specific modeling lan-
guages - fall short in many respects, including generality (e.g., they tend to
suffer from premature domain optimization) and expressivity (e.g., they tend to
be represented through ontologically neutral modeling languages, missing onto-
logical distinctions) - the latter impacting on their interoperability with related
models. Often, these problems come from the fact that these models are designed
as lightweight ontologies (i.e., focused on computational aspects) as opposed to
Reference ontologies (i.e., focused on ontological precision and conceptual ade-
quacy). For example, although CORAS language, Bowtie diagrams and Archi-
Mate language show an appropriate degree of generality for representing differ-
ent scenarios, they are informal languages which, in ontological terms, conflate
the object, its capability, and the associated event and situation with regard to
security mechanisms. On the other hand, security core ontologies presented in
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computational logic languages, such as OWL, are often narrow by having spe-
cific applications in mind, missing at least the desirable generality. In fact, these
core ontologies of security even fall short w.r.t. the FAIR principles, i.e., basic
management standards for scientific artifacts (as shown by [22]).

To address these limitations, we employ an Ontology-Driven Conceptual
Modeling approach [28] to propose a Reference Ontology for Security Engineering
(ROSE) from a Risk Management perspective. The primary purpose of ROSE
is to support activities related to ISO 31000 so-calls Risk Treatment process
[16]. Alternatively, one could refer to this as security engineering of cybersocial
systems, because of the nature and pervasiveness of the problem of devising
mechanisms for controlling and preventing the risks in cyber-physical and social
systems (e.g., woody gates, circuit breakers, antivirus software, lockdown norms).
Our proposal leverages on two existing Reference Ontologies, namely, the Com-
mon Ontology of Value and Risk and a Reference Ontology of Prevention, both
of which are grounded on the Unified Foundational Ontology (UFO). ROSE is
employed for modeling and analysing some cases, in particular providing clarifi-
cation to the semantically overloaded notion of Security Mechanism.

In what follows, Sect. 2 presents the requirements we expect ROSE to fulfil.
Section 3 presents the foundations on which our proposal is based, that is, the Uni-
fied Foundational Ontology, in particular its conceptualization of the phenomenon
of prevention. Section 4 presents our main contribution, the reference ontology of
security termed ROSE, reusing an extended and reinterpreted version of COVER.
Section 5 shows how ROSE satisfies the proposed requirements. Section 6 discusses
the main related works. Section 7 marks our final considerations.

2 Requirements for a Reference Ontology of Security

ISO 31000 [16] defines that the process of Risk Management involves communica-
tion and consultation about the risks, risk assessment, risk treatment, recording
and reporting, and monitoring and review. In this view, the purpose of risk
treatment is to select and implement options for addressing risk. Risk treatment
involves an iterative process of: “(a) formulating and selecting risk treatment
options; (b) planning and implementing risk treatment; (c) assessing the effec-
tiveness of that treatment; (d) deciding whether the remaining risk is accept-
able; (e) if not acceptable, taking further treatment” [16]. ISO 31000 states
that selecting the most appropriate risk treatment option(s) involves balancing
the potential benefits derived in relation to the achievement of the objectives
against costs, effort or disadvantages of implementation. Risk treatment options
include: “(a) avoiding the risk by deciding not to start or continue with the
activity that gives rise to the risk; (b) taking or increasing the risk in order to
pursue an opportunity; (c) removing the risk source; (d) changing the likelihood;
(e) changing the consequences; (f) sharing the risk with another party or parties
(including contracts and risk financing); and (g) retaining the risk by informed
decision” [16]. ROSE can be seen as a way of ontologically unpacking [15] this
notion of risk treatment, according to the risk treatment options, through an
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ontological analysis based on the Unified Foundational Ontology (UFO) and its
general-purpose conceptual modeling language OntoUML [12].

Taking these tasks into account, we distinguish three types of requirements
that ROSE shall satisfy:

Analysis Requirements (AR): domain-specific capabilities associated to the
tasks the ontology should help to realize:

1. Since security engineering requires risk assessment as a previous step in the
risk management process, ROSE shall support the identification and assess-
ment of risks;

2. ROSE shall support activities associated with security engineering in multiple
domains.

Ontological Requirements (OR): domain-specific concepts and relations the
ontology should have in order to realistically represent its domain of interest and
thus support what it is intended to support:

1. ROSE shall support the task of representing the risk treatment options (a)–
(g), which are directly connected to the AR2;

2. ROSE shall include both risk and security concepts, explaining explicitly
how they interact with one another, including the ones mapped in [22] as the
most common in security core ontologies: Vulnerability, Risk, Asset, Attacker,
Threat, Control, Countermeasure, Stakeholder, Attack, Consequence;

3. ROSE shall be able to distinguish intentional and non-intentional threats,
because this distinction impacts the risk treatment options.

Quality Requirements (QR): domain-independent characteristics the ontol-
ogy is expected to possess, so it becomes a better artifact:

1. Domain appropriateness [12] - ROSE shall capture the relevant entities and
relations of the domain through an ontological analysis;

2. Generality - Since security crosses multiple different areas, a security reference
ontology should represent the most general concepts of the domain;

3. FAIR principles - ROSE should be Findable, Acessible, Interoperable and
Reusable [17].

3 Ontological Foundations of Prevention

Our strategy to address the requirements described in Sect. 2 is to employ the
Unified Foundational Ontology (UFO) - in particular, a module that covers the
phenomenon of prevention. ROSE will be represented through the UFO-based
modeling language OntoUML [12]. We are interested in UFO’s conceptualization
of prevention (presented in [4]), which involves multiple ways of stopping or fore-
stalling certain types of events, because this sort of dynamics plays a fundamental
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role in the domain of security. In Sect. 4, we build ROSE as an extension and rein-
terpretation of the Common Ontology of Value and Risk (COVER), applying the
theory of prevention. COVER was chosen, because it includes several concepts
and relations about value and risk that are crucial for a reference ontology of
security. Indeed, COVER was used to evaluate and redesign ArchiMate language
regarding to value and risk [25,26]. Additionally, COVER has been successfully
applied for modeling different domains, such as trust [2], software anomalies [10],
among others. However, COVER assumes specific future events are entities of
its domain of discourse [24], an assumption that is inconsistent with UFO the-
ory of events, which claims that particular events are immutable entities in the
past or that are happening [14]. We adopt UFO assumption with the support
of higher-order types to represent future events as types of events, and review
some cardinality constraints in COVER.

UFO [12] distinguishes individuals and types: objects, dispositions, events,
situations instantiate object types, disposition types, event types, and situation
types, respectively. The same type-token distinction applies to relations. Types
can be more or less saturated, depending on the presence of individual concepts in
the type definition, provided the type can be instantiated by multiple individuals.
A fully unsaturated type is defined only by general properties (e.g., the type
“Physical Object” is defined by general properties such as spatial extension,
weight, color). Individual concepts (e.g., the concept of “Facebook”), on the
other hand, are fully saturated, i.e., they are instantiated by only one individual
and always the same individual. A semi-saturated type is defined by general
properties as well as individual concepts. For instance, the type “cyberattack
against Facebook” includes the general type “cyberattack” and the individual
concept “Facebook”, but it can be instantiated by multiple events.

According to UFO [4,14], events are manifestations of interacting objects’
dispositions, which are activated by certain situations. For example, the event of
a lion attack on customers in a given zoo is the result of manifestations of capa-
bilities of the lion and the vulnerabilities of customers, when these dispositions
meet each other in the right situations that activate them. In this example, the
vulnerabilities and the capabilities bear a mutual activation partnership relation
among each other. If an event E1 brings about a situation S that activates the
dispositions that are manifested as event E2, then we say that S triggers E2, and
that E1 directly causes E2; if E1 directly causes E2, and E2 directly causes E3,
then E1 causes E3, where causes is a strict partial order relation [14]. So causes
is the transitive closure of directly causes. Furthermore, likelihood or probability
can be ascribed to events of certain types, as described in [24] and incorporated
in UFO theory of prevention [4] in the following way: Triggering Likelihood
inheres in a Situation Type, and it refers to how likely a Situation Type will trig-
ger an Event Type once a situation of this type is brought about by an event;
the Causal Likelihood inheres in an Event Type, and it means the chances
of an event causing, directly or indirectly, another one of a certain type.

This theory about the relations between situations, objects, their disposi-
tions, and events implies that certain types of events can prevent other types of
events due to some effect on dispositions, their partner dispositions, or the situ-
ation that could activate the dispositions. For instance, caging the lion prevents
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Fig. 1. Theory of prevention in UFO (adapted from [4]). Notice we added the relations
incompatible with, triggering, and causation to the original diagram.

the formation of a situation in which capacities of the lion and the vulnerabil-
ities of the customers could meet; sedating the lion would remove some of its
threatening capabilities; in both cases, the (semi-saturated) type of event of the
lion attack in the zoo would be prevented. In general, prevention of events of
type ET that are manifestations of dispositions of type DT occurs when an event
of type E′

T brings about a situation of a type S′
T that is incompatible with the

situations required to activate instances of DT [4]. This incompatibility means
these situations cannot obtain concurrently, and, on the type-level, incompat-
ible(ST ,S′

T ) implies that there are no two instances of these two types that
obtain in overlapping time intervals. These situation types are semi-saturated,
that is, they must share some relevant dispositions or objects. E.g., a situation
with updated software is compatible with a situation that contains a different
outdated software, even if the two situations temporally overlap, though they
would be incompatible if the referred software was the same individual in both
situations.

Prevention can then be defined as a relation between two types of events: pre-
vention(ET ,E′

T ) implies that the occurrence of events of type ET brings about
situations that are incompatible with the conditions required for the occurrence
of events of type E′

T . Again, these event and situation types are semi-saturated
in the proper way, i.e., guaranteeing the presence (co-reference) of the same
disposition and bearer. For example, it is the event of Humidifying object x
that prevents an event of Catching on Fire of object x. Obviously, humidifying
flammable objects, in general, does not prevent other flammable objects from
catching on fire. Besides, notice an event (or a type of event) cannot hold a
prevention relation with a specific event, which is always an immutable exist-
ing entity, but an event can prevent a type of event, therefore precluding the
occurrence of instances of this type.



An Ontology of Security from a Risk Treatment Perspective 371

Given this definition, there is a sense in drawing a distinction between two
types of indirect prevention. One way of producing indirect prevention is if an
event e causes an event e’, and e’ prevents events of type ET , so we say e
indirectly prevents ET . Another way of producing indirect prevention is if an
event e prevents events of type ET , which is causally connected to E′

T , so we say
e indirectly prevents E′

T . For example, an event my car engine failure causes the
event my car stops in the traffic, which prevents the events of (semi-saturated)
type me attending the job interview ; if I had attended the job interview, I would
have gotten the job - a type of event that is historically dependent on the events
of type me attending the job interview. Indirect prevention plays an important
role in security engineering, because Security Mechanisms (a) may produce a
chain of events that eventually prevents directly the desired type of event or (b)
may block a causal chain of undesired types of events.

UFO theory of prevention also defines a concept of Countermeasures [4]. In
general, given a disposition d whose manifestations are of type ET , countermea-
sures are designed interventions that endow a setting containing d with other
dispositions {d1, ..., dn}, whose manifestations prevent any instance of ET . More
specifically, Countermeasure Mechanisms are designed such that: they contain
dispositions of type DT , and given the situations of type ST that would trigger
events that would (directly or indirectly) cause instances of ET , the instances of
ST instead activate the instances DT whose associated event type prevent ET .
For example, a circuit break contains a disposition to close the circuit in a sit-
uation where there is a current above a certain threshold. The manifestation of
that disposition of the circuit breaker thus prevents the event of an overcurrent.

This analysis makes explicit several ways in which countermeasures can be
designed [4]: (i) removing the disposition d whose manifestation we want to avoid
(this can be done by removing the object with that disposition from the setting
at hand); (ii) removing from the scene required activation partners (e.g., produce
a vacuum to prevent fires); (iii) including in that setting a disposition that is
incompatible with a mutual activation partner (e.g., humidifying a flammable
object, removing dryness as a required property); (iv) designing countermeasure
mechanisms surrounding the bearer of d, which have the capacity of preventing
the manifestation of d. The theory of prevention is summarized in Fig. 1.

4 A Reference Ontology for Security Engineering (ROSE)

Our approach is to understand the domain of security as the intersection between
the domain of value and risk, understood under the terms of COVER [24], and
the theory of prevention [4]. In this sense, security mechanism creates value pro-
tecting certain goals from risk events. In COVER, Value is a relational property
that emerges from the relations between capacities of certain objects and the
goals of an agent. The manifestations of these capacities are events that bring
about a situation that impacts or satisfies the goal of a given agent - the goal
is simply the propositional content of an intention [13]. Risk is the anti-value:
risk events are the manifestations of capacities, vulnerabilities and, sometimes,
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intentions that inhere in an agent; these events bring about a situation that
hurts the goal of a given agent. Like value, security is a relational property that
emerges from the relations between capabilities of objects and goals of an agent;
the manifestations of these capabilities bring about a situation that impacts the
goal of an agent in a very specific way: preventing risk events. In what follows we
develop this conceptualization, firstly by extending COVER, then by presenting
an ontology of security.

4.1 Extending the Common Ontology of Value and Risk

In COVER, Risk Event is the result of the manifestations of Threat Capa-
bility of Threat Object and Vulnerability of Object at Risk or of
Risk Enabler. A Threat Event is one with the potential of causing a Loss
Event, which brings about a Loss Situation that hurts an Intention of an
Agent called Risk Subject [24].

The assumption that a Threat Event can be intentional is implicit in
COVER, so we make it explicit specializing it through the class Attack, an
Action caused by an Intention of an Agent called Attacker, which spe-
cializes Threat Object. Traditionally, the presence or not of intention in a
Threat Event is raised to set the difference between security and safety,
respectively [5], though in both cases the goal is the prevention of the Loss
Event.

An important addition to COVER is the understanding that Threat Capa-
bility, Vulnerability and, sometimes, Intention are dispositions associated
to types whose instances maintain a mutual activation partnership to each other:
a Threat Object can only manifest its Threat Capability if a Vulnera-
bility can be exploited; if the Threat Object creates an Attack, then the
Intention is also required. Analogously, a Vulnerability is only manifested
in the presence of a Threat Capability. This generic dependence relation
among these entities determines some ways by which Security Measures can
work: the removal of any of them from the situation that could activate them
all together implies the prevention of the associated Risk Event.

We need to mention briefly the notions of Value Ascription and Risk
Assessment in COVER, because they are able to represent the quantification
of value and risk [24]. In a nutshell, an Agent, called Value Assessor or Risk
Assessor, evaluates her value and risk experience, considering the satisfaction
or dissatisfaction of her goals by the manifestation of dispositions of certain
objects. This judgment is then a reified relational entity to which a quality can
be assigned - for example, like in the severity scale of risk matrix with discrete
or continuous values (e.g., 〈Low,Medium,High〉).

Our extension of COVER is represented in OntoUML language in Fig. 2. The
colors used signal the corresponding UFO categories: object types are represented
in pink, intrinsic aspect types in light blue, situation types in orange, event types
in yellow, higher-order types in a darker blue.
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Fig. 2. COVER extension concerning risk concepts and relations.

4.2 Unpacking the Notion of Security Mechanism

A Security Mechanism is always designed by an Agent called the Secu-
rity Designer to be a countermeasure to events of certain type (Risk Event
Type). The Agent creating a Security Mechanism is not necessarily the
one who is protected by its proper functioning, i.e., the Protected Subject.
Both agents, nonetheless, have intentions that are positively impacted by
this proper functioning. For example, the government designs policies for public
safety, the functioning of such policies satisfies some goal the government had
when it designed them, but also satisfies the goal of people who want to be safe.
Sometimes, the Protected Subject is the same Agent as the Security
Designer, like when a person builds a wall for their own house.

An Intention can be generic or specific, according to how specific the situ-
ation that satisfies it is. For example, in aerospace domain some goals related to
the costs of the mission are generic, because they can be satisfied by more fund-
ing or an assurance; even goals related to replaceable engineering parts can be
satisfied by other parts of the same type. However, the completion of the mission
is a specific goal that can only be satisfied by a specific situation. This distinction
is important, because certain security mechanisms only work for generic goals.
For instance, a space company that transfers some of its risks to an insurance
company can be protected from financial loss, but not from the losses cased
by the explosion of a space shuttle. Ultimately, Generic Intention can only
be impacted by a setting with generic Value Objects (money, for example),
but the Specific Intention may be satisfied by a specific setting with generic
Value Objects (say, the need for money under a deadline of bankruptcy).

A Security Mechanism is an object, which may be a simple physical object
like a wall, a high-tech air defense system like the Israeli Iron Dome, an Agent



374 Í. Oliveira et al.

like a policeman, a social entity like a security standard or anti-COVID-19 rules,
that bears dispositions called Control Capability. The manifestation of this
kind of disposition is a Protection Event, specialized in Control Chain
Event and Control Event, where the former can cause the latter. The Con-
trol Event is of a type (Control Event Type) that prevents, directly or
indirectly, events of certain type (Risk Event Type). This is so because the
control events bring about a Controlled Situation, which is of a type that
is incompatible with the situations of the type that triggers risk events of certain
types. Since risk events are specialized in Threat Event and Loss Event, the
Controlled Situation Type is incompatible with the Threatening Situ-
ation Type or with the Loss Triggering Situation Type. Figure 3 shows
this ontological unpacking of the notion of Security Mechanism.

Consider an antivirus software (Security Mechanism) in Anna’s com-
puter (Anna is a Protected Subject, but also a Risk Subject). It was
designed by a software company (Security Designer) that has its own inter-
est in seeing the antivirus capability (Control Capability), under the right
settings (Protection Trigger), working properly (manifesting the Protec-
tion Event). Under the right settings (Protection Trigger), the antivirus
searches for malware (the very search can be considered a Control Chain
Event of the causal chain, while the malware as a software is a Threat
Object). Suppose Anna’s computer is infected by a malware, which was a
Threat Event in the process of causing a Loss Event (say, erasing Anna’s
files in her computer, where her files are the Object at Risk). This event
of infection (an Attack) was only possible due to the conjunction of mali-
cious Intention of someone (an Attacker), the Threat Capability of this
person, and the Vulnerability of Anna or her computer (Risk Enabler).
However, before the manifestation of the Loss Event, as the antivirus software
is running, an event in the control chain causes a Control Event of a type
that is incompatible with the Loss Triggering Situation Type (say, the
situations that activate the execution of malware’s code to delete Anna’s files),
therefore preventing the Loss Event of certain type (the loss of Anna’s files)
that would have hurt Anna’s goals. Instead, a Controlled Situation (say,
Anna’s computer free from the referred malware) became a fact brought about
by the Control Event (say, interrupting the malware running process and
deleting it), impacting positively Anna’s goals.

Notice that both kinds of indirect prevention play an important role in secu-
rity: (1) when a Control Chain Event indirectly prevents a Risk Event
Type through the causation of a Control Event, which prevents directly a
Risk Event Type; and (2) when the Control Event prevents indirectly
the Loss Event Type that is causally connected to the directly prevented
Threat Event Type. In the next section we show how ROSE, which includes
the extended ontology of value and risk from COVER as well as the ontology of
security represented in Fig. 3, satisfies the requirements proposed in Sect. 2.
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Fig. 3. Unfolding security mechanism.

5 Evaluation

ROSE incorporates a modified extended version of COVER, hence capturing risk
and value concepts that are necessary for supporting the activity of risk identifi-
cation and assessment. Indeed, by the notions of Triggering Likelihood and
Causal Likelihood ascribed to types of situations and events, ROSE is able
to support probabilistic assessment of value, risk, and security happenings. By
the Value Ascription and Risk Assessment inherited from COVER, ROSE
is able to support comparison of choices involving values, risks, and security,
so supporting decision-making process, since in Risk Management the chances
as well as the impact of risky and valuable options should be considered. This
machinery allows for the representation of risk treatment options (a) and (b) of
ISO 31000: the first case regards to the case that, from the point of view of the
experience of the same Agent that is Value Assessor and Risk Assessor,
the risk is assessed as higher than the expected ascribed value; in this scenario,
considering the chances of the respective events, the Agent may choose not to
start or to continue the activity; the second case is the opposite, when all things
considered, the possible success of the endeavor is assessed by the Agent as
more valuable than its associated risks; in this scenario, the Agent may choose
to pursue an opportunity, despite of the risks.

ROSE shows the ambiguity of the risk treatment option (c) “removing the
risk source” of ISO 31000, since there are multiple interacting entities that can be
considered the “risk source”: instances of Threat Object, Object at Risk,
Risk Enabler, Threat Capability, Intention, and Vulnerability. It is
possible to remove the Threat Capability without removing the Threat
Object, though removing the latter implies the removal of the former due to
the existential dependence of dispositions on their bearers. For example, a caged
lion in a zoo is in such a situation, brought about by a caging event, such that its
Threat Capability and the Vulnerability of the visitors cannot be present
in the same situation, though both dispositions remain untouched. However, if
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the lion escapes and it is sedated by a dart gun shot, the lion, while unconscious,
loses its Threat Capability.

ROSE also shows the risk treatment options (c), (d) and (e) of ISO 31000 are
interconnected. Since the Protection Event is an instance of Event Type
that has its associated Triggering Likelihood and Causal Likelihood, the
effect of prevention happens with a given likelihood. This means the chances of
risks events of a certain type happening are different before and after the intro-
duction of the Security Mechanism. The “consequences” of risk treatment
option (e) is simply the loss events of certain types, but a Loss Event can be
the Threat Event that causes another Loss Event - for example, a fire in
the university office is a Loss Event for the university, but it is a Threat
Event that can potentially harm the lives of employees.

Risk treatment option (f) of ISO 31000, “sharing the risk with another party
or parties (including contracts and risk financing)”, was already described as a
Security Mechanism that is only applicable to protect Generic Intention
by the dispositions of interchangeable Value Objects. In this case, the money
or the replaceable object may be lost, but, once the equivalent reposition takes
place, the events of the type associated to the initial loss are prevented. So the
initial loss is both a Loss Event (the loss of money) and a Threat Event for
future losses (the consequences of that).

The last risk treatment option of ISO 31000 concerns to retaining the risk
by informed decision, that is, the decision to be taken about residual risks [18],
the risks left after the treatments. This option is a combination of the previous
ones: it says that, once options (c), (d), (e), and (f) are implemented, we return
to the options (a) and (b) in an iterative decision process, as described in the
standard [16]. Again, ROSE can inform such decision-making process by repre-
senting scenarios involving value, risk, and security. Residual risks is known to
be difficult to assess [18], but ROSE offers a precise picture about the scenario
before and after the security mechanism implementation.

ROSE includes all concepts mapped in [22] as the most common in security
core ontologies, as requested by OR2. Indeed, ROSE ontologically unpacks them
and explains their interactions in details, also distinguishing between intentional
and non-intentional threats, and how this matters for security. It is worth not-
ing that ROSE allows for the representation of redundancy and multiple layers
of protection in security engineering, as different security mechanisms can be
designed to be countermeasures of the same type of Risk Event.

Concerning the quality requirements, ROSE has shown a rich set of onto-
logical distinctions, thanks to the support of UFO and COVER, maintaining
generality, which is noted, for example, by the fact the Security Mechanism
can be an object of different kinds, including physical and social objects. ROSE
reuses COVER with some modifications, showing a level of interoperability with
a close domain (value and risk), which can be further exploited through connec-
tion to other UFO-based ontologies. As UFO and OntoUML are formally defined
in First-Order Logic, having support for an OWL implementation1 , ROSE ben-

1 See: https://purl.org/nemo/gufo.

https://purl.org/nemo/gufo
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efits from that, in terms of formality and capacities, since it is expressed in
OntoUML, making the use of ROSE for supporting formal reasoning easier.
Finally, to make ROSE findable and accessible [17], we provide it publicly in a
repository with related information2.

6 Related Work

The closest related works to ours are proposals of reference ontologies of secu-
rity based on some foundational ontology. In a recent literature review [22], only
four with this approach were found, while nearly all the 57 selected security core
ontologies miss every FAIR principle. In [6] the authors propose an ISO-based
information security domain ontology, represented in OWL and designed under
the principles of the Basic Formal Ontology (BFO), to facilitate the manage-
ment of standards-related documents and compliance in an Information Security
Management System. [21] uses the upper ontology DOLCE to combine two other
ontologies to support the activity of modeling security requirements, represent-
ing the proposed ontology in the Extended Backus-Naur Format. In [23], based
on DOLCE, the authors continue a previous work presenting human factors in
this ontology for cyber security operations. To the best of our knowledge, none of
them is publicly available besides what can be found inside each corresponding
paper. Moreover, they present a limited scope concerning security, given their
respective specific aims.

There exist UFO-based ontologies addressing security or related concepts. In
[29], the authors propose an ontology to support hazard identification using some
UFO categories, though presenting the ontology in UML, instead of OntoUML.
Specific security aspects are not addressed therein. The proposal of [1] is more
related to ours: based on UFO, but represented in UML, a “Combined Security
Ontology” (CSO) that could be aligned with other ontologies. In CSO, coun-
termeasure is an Action and asset is a Kind. In ROSE, we take a different
ontological interpretation of these notions. Regarding the former, an Action
may be the manifestation of a Control Capability of a Security Mech-
anism, countermeasures are Objects, not necessarily agents, e.g., a software
firewall. Regarding the latter, the type Asset cannot be a Kind, because being an
asset depends on the relations the object has with other entities: firstly, nothing
is necessarily an asset, but only to the extent the thing’s dispositions, when mani-
fested, satisfy someone’s goals; moreover, entities of different kinds can be assets.
Thus, this notion would be better modelled as role mixin in OntoUML/UFO.
So CSO does not seem to commit to UFO in its full extent. The Dysfunctional
Analysis Ontology (DAO) [8] continues the Goal-Oriented Safety Management
Ontology (GOSMO) and aims at providing a systematization of the goal-oriented
dysfunctional analysis through a terminological clarification in order to prevent
hazards. They are represented in UML and OWL, making the same (in our view,
mistaken) choice of interpreting Safety Measures as an Actions.

2 See: https://github.com/unibz-core/security-ontology.

https://github.com/unibz-core/security-ontology
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7 Final Considerations

We have presented an ontological analysis of security mechanism, making explicit
the relations among objects and agents, their capabilities and vulnerabilities, the
events they participate and that affect them, and the value and risk they ensue
to the stakeholders at hand. The result of this analysis was a concrete artifact
called Reference Ontology of Security Engineering (ROSE), filling a gap left
by the Common Ontology of Value and Risk (COVER) that lacked security-
related concepts. With the support of the theory of prevention from the Unified
Foundational Ontology, our ontology shows the different generals ways by which
a security mechanism works. In the future, we intend to combine ROSE with
other UFO-based ontologies, in particular to address legal aspects, and to employ
ROSE in the process of evaluating and (re)designing ArchiMate language.
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Abstract. The legal domain has challenging aspects. One is that leg-
islation is written to regulate an unpredictable number of cases and,
therefore, the language of the law is made of open texture and ambiguous
terms. Another peculiarity is that each country has its own legislation,
often using the common legal expressions but with different meanings.
This results in difficulty in understanding supranational cases and in the
interoperability of knowledge bases as well. For example, cybercrimes, in
particular, image-based sexual abuses (also known as “revenge porn” or
non-consensual pornography) are on the rise globally. Several countries
are responding to this social issue by adopting dedicated regulations.
However, these regulations are still fragmented, do not share a common
conceptualization. In this work, we face these challenges by proposing
the application of an ontology-based conceptual modeling to represent
a set of concepts and legal relations in cybercrime law. To evaluate the
model built, we analyzed the subdomain of cybercrimes, in particular,
cases of non-consensual pornography on digital platforms. The result is a
conceptualization capable of being shared with other models, increasing
the interoperability and clarity of the meaning of common terms and
relations found in the various laws studied.

Keywords: Cybercrime · Non-consensual pornography · Legal
knowledge representation · UFO-L · Legal ontology

1 Introduction

Non-consensual pornography is a recent crime1. It consists of sharing in digital
platforms nude photos or videos without the consent of the individuals depicted
1 We point out that, even if the terms “non-consensual pornography” and “revenge

pornography” have been used in the literature, official documents, and news, the
term pornography appears not properly used, because it refers to a particular adult
content, legitimate and for mass consumption [32]. We encourage the use of the
following terms Non-Consensual Intimate Images (NCII) abuse [29] and Image-
based Sexual Abuse [12] notwithstanding the general public’s unfamiliarity with these
terms. In this paper, we use the cited terms interchangeably in order to make the
content of the article as accessible as possible to all readers.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Ralyté et al. (Eds.): ER 2022, LNCS 13607, pp. 380–394, 2022.
https://doi.org/10.1007/978-3-031-17995-2_27
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or recorded [9]. Colloquially, this phenomenon is known as “revenge porn”, a
highly misleading expression, usually used in the news, with many stigmatis-
ing implications for the victim. Sharing intimate images without the consent of
the person depicted aims at shaming and humiliating someone, while publicly
exposing the most intimate and private sphere of life, obtained in several ways,
or digitally generated (deepfake).

Unfortunately, data confirms the global reach of the phenomenon and the
urgency for providing effective solutions. According to the Italian law enforce-
ment agency [24], only last year there were more than 500 complaints with over
1.400 people accused. This represents an increase of almost 80% as compared
to the previous year. Northern countries display even more dramatic figures.
According to the UK Police data, in the same year there were 1,185 cases of
private multimedia content illegally shared online, while in Germany, the crime
of violation of the personal realm by pictures counted 9.233 cases only in 2020
[4]. The UK press suggests that, due to the current pandemic, cases of revenge
pornography raised by 329% only in London [34].

Although non-consensual pornography phenomenon is a global concern and
several countries have regulated this conduct in their legal systems as crime
(e.g. Italy, Germany, France, Denmark, Spain, UK, Australia, Canada, Japan), a
shared and portable common knowledge has not been formalized yet. In fact, the
phenomenon per se is well defined, but semantic differences arise from different
legislation.

A possible solution to the semantic problem in different legislations is the
ontological analysis of each one of them and its representation using a common
well-founded ontological modeling language. A next step would be the applica-
tion of some approach of ontology matching, alignment, or correspondence [35].
In this paper, we present the beginning of this process by proposing an ontologi-
cal conceptualization of the crime. We analyzed the main concepts and relations
existing in the non-consensual pornography struggled by legislation of different
countries. Then, we applied a well-grounded legal core ontology (UFO-L) [15] to
build a domain ontology for the phenomenon of non-consensual pornography.

Once the effects of cybercrimes go beyond the jurisdiction of a country, it is
appropriate that information systems of different countries can interact and use
the same set of concepts and relations to represent the same phenomenon. This
work contributes to extending the body of knowledge by proposing a common
conceptualization for the mentioned phenomenon. We believe that this is the first
step towards enabling the interoperability of information systems in cybercrime
cases.

The paper is organized as follows: Sect. 2 presents a brief summary of the
main works on legal ontologies found in the literature; Sect. 3 presents the onto-
logical analysis of the selected cybercrime, emphasizing fragments of legislation
from five countries. Based on this ontological analysis, it is presented the onto-
logical representation of the scenario of the non-consensual pornography crime,
from the content generation phase, passing through the preparatory actions, and
culminating with the crime realization. The preliminary results are presented in
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Sect. 5 with the application of the model to three real cases. In Sect. 6, we discuss
the main results and limitations followed by the final considerations and future
works.

2 Related Work

Legal knowledge is usually modeled using ontologies. As reported in [21], ontolo-
gies can be seen as explicit specifications of conceptualisations and as repre-
sentations of terminological legal knowledge. As any other domain, the legal
knowledge can also be represented at different levels of abstraction. For instance,
Core legal ontologies are devoted to formalizing the general aspects of the legal
domain, with the main aim of reasoning and inference on general legal concepts.
As pointed out in [14], over the previous decades, the field of legal ontologies
had seen an increase in the number of papers. The literature on legal ontologies
now covers a wide variety of topics and research approaches. One of these topics
is represented by legal core ontologies, which had received significant attention
since the 1990s.s. However, the heterogeneity of the legal domain has led to the
construction of content description models of miscellaneous ontological types.
Indeed, at a lower level of abstraction, we find several domain legal ontologies.
These are devoted at formalizing concepts and relations featuring a single domain
such as civil law, commercial law, data protection and copyrights, international
law, European law, public law and criminal law. Legal domain ontologies aim
mainly at i) understanding the domain [16], ii) organizing and structuring infor-
mation for applications/system [6], iii) semantic indexing and information search
[7]. The criminal domain has been modeled in several ontologies, but usually with
only a national-based and domestic point of view [10].

2.1 National Criminal Law Ontologies in the Literature

Regarding the criminal domain, several works have been proposed in different
countries. Further details about the mentioned works are described in [10].

The Netherlands. In [2], the authors present the use of various ontologies for
the information management of documents produced inside the criminal trial
hearings. These ontologies are used in the e-COURT project and cover the Dutch
criminal law by following the structure of the LRI-Core ontology [3]. The main
aim of this work is to support information retrieval by tagging and annotating
the hearing documents.

India. A semantic web-based recommendation system is presented in [30]. The
proposed OWL ontology helps legal expert users in extracting court decisions
from a case law repository with respect to similar cases. The authors report that
the ontology is designed exclusively for that purpose. Indeed, the knowledge
represented derives from the Indian Penal Code and an application on murder
cases is proposed.
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Lebanon. In [13] a criminal ontology defining Lebanese criminal law is formalized
in Semantic Web Rule Language (SWRL). Authors modeled this ontology for
constructing a legal rule-based decision support system for the criminal domain
named CORBS. The system supports legal decision-making with the use of a
rule-based reasoning approach. The rule-based decision system contains a set of
logic rules composed of atoms, which are defined based on the ontology elements
and formalized using SWRL. Authors report that SWRL is used because it is
better suited to express deductive knowledge by rules composed of atoms.

USA. [11] presents an ontology engineering methodology and a semi-automated
approach of legal ontology generation, both derived from a collection of legal
documents. Their model represents semantic information about the USA crimi-
nal law. The generation approach also includes legal rules to provide reasoning
support to an automatic legal question answering system.

Italy. In [1] an Italian criminal law ontology is described. A UML ontology,
based on the Italian crime law, used as a support tool for the judges’ activity
in the criminal field, is here presented. The ontology formalizes the difference
between the criminal behaviours with respect to the offences and to the interests
protected by the law, presenting the crime structure as follows: an offender, a
behaviour, a penalty and optionally, an event and a coercion.

Tunisia. In [22], the CrimAr ontology for Arabic criminal law is presented.
CrimAr is based on the top-levels of LRI-Core ontology [3] and represents all
the relevant knowledge in the Arabic legal domain, especially in the criminal
matter.

South Korea. [31] presents an ontology for the South Korean criminal law. In
particular, this work discusses an ontology-based legal knowledge representation
first, and then a logic-based legal rule design methodology, with an application
tested on the Korean anti-graft act.

3 Ontological Analysis

The ontological analysis started with the study of legislation, followed by the
study of real cases. In general, diffusion of personal data is forbidden by data
protection regulations. However, these regulations do not always introduce a
criminal punishment. Differently, to consider non-consensual pornography as a
criminal activity, the introduction of a dedicated criminal law is necessary.

From real-cases, we noticed that media object are usually i) self-taken, i.e.
created or shared between partners during a relationship, or ii) stealth-taken, i.e.
stolen, obtained without authorization or extorted. The criminal action consists
in uploading - and making public - these media on one or more digital platforms,
with the intention of diffusing the intimate imagery and abusing the victim.

Analysing the existing criminal legislation we identified three main phases,
namely, 1) Content Generation, i.e., the creation of the intimate private media
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object; 2) Preparatory Action, i.e., the uploading of the intimate private media
object; and 3) Crime Realization, i.e., the visualization of these media objects
by third parties. This last phase is when the crime is consummated To be more
precise, uploading intimate content online, for example, in a chat group, could
already be relevant from a criminal perspective. Indeed, this fact can be rec-
ognized as an offensive preparation for the crime. On the contrary, uploading
an intimate media content on an empty chat group or on a deprecated web-
site, might be realized only a potential offence, maybe irrelevant from a (pure)
criminal perspective, but possibly sanctioned with civil law remedies.

According to the European Network of Legal Experts on Gender Equal-
ity and Non-discrimination of the European Commission, in 2021 eleven states
(Belgium, France, Ireland, Italy, Malta, Netherlands, Poland, Portugal, Spain,
Sweden, United Kingdom) have specifically criminalised the non-consensual dis-
semination/publication/disclosure of intimate/private/sexual images [28]. In the
USA, according to a study of the Center for Internet and Society, most of the
states have a dedicated legislation. Moreover, Canada, Australia, Israel, New
Zealand and Japan have also specifically criminalised the phenomenon. For the
sake of space, we mention here some excerpts from the legislation collected2.

Belgium. The Article 371/1 of the Belgian Criminal Code, as reported in [25]
states that whoever [...] made or caused to be made a visual or audio recording of
a person: (i) directly or by technical or other means; (ii) without that person’s
authorization or without his or her knowledge; (iii) while the person was nude
or engaged in explicit sexual activity; and (iv) in circumstances in which the
person could reasonably be expected not to invade his or her privacy showed,
made accessible or disseminated images or the visual or audio recording
of a person who is nude or engaged in explicit sexual activity, without his or her
consent or without his or her knowledge, even if that person has consented to
their production will be punished [...].

Brazil. 218-C of the Penal Code [26] establishes that it is a crime to offer,
exchange, make available, transmit, sell or exhibit for sale, distribute, pub-
lish or disseminate, by any means, including through mass communication
or computer or telematics system, photography, video or other audiovi-
sual record that contains a scene of rape or rape of a vulnerable person or that
makes incitement or induces its practice, or, without the consent of the vic-
tim, sex scene, nudity or pornography, setting the penalty of imprisonment
from one to five years.

Italy. As pointed out in [5] the Article 612 ter of the Italian Criminal Code states
that [...] a person who, after having made or stolen them, sends, delivers,
transfers, publishes or disseminates images or videos containing sexually
explicit materials, intended to remain private, without the consent of the
persons depicted, is liable to be punished [...].
2 The full content can be accessed at the link https://github.com/mf-thesquare/

NCP legislation.

https://github.com/mf-thesquare/NCP_legislation
https://github.com/mf-thesquare/NCP_legislation
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Malta. Article 208E of the Maltese Criminal Code was introduced in 2016 and
it punishes whoever, with an intent to cause distress, emotional harm or harm
of any nature, discloses a private sexual photograph or film without the
consent of the person or persons displayed or depicted in such photograph
or film shall on conviction be liable to imprisonment [...] [8].

3.1 Problem Statement

Even if many states have attempted to use existing statutes or created new
ones to combat non-consensual pornography, there is no consistent approach,
which has led to variable results among states [27]. The legal literature confirms
that, for protecting victims efficiently and response with efficacy to this vicious
phenomenon, “the need for a consistent approach is obvious, especially given
the borderless nature of the crime”. To move direction consistency, we noticed
that legislators are using different terms to express very similar or identical
concepts. Examples are the terms photography, video, audiovisual, image, visual,
audio, film, recordings for expressing a media content, or nude, explicit sexual
activity, pornographic, sexually explicit material, private sexual, sex scene to
express the concept of intimate media content. With our knowledge model, we
try to systematize the criminal knowledge.

4 Model

Analysing the legislation and real-case applications emerging in the literature
and in the news, we identified concepts, roles, events and relations. Some con-
cepts were named following the legal literature or the text of the studied laws (e.g.
Depicted Person, Perpetrator, Private Intimate Media Object). Others, however,
we harmonize to converge the different terms found in the analyzed laws (e.g.
Depicter Person, Publisher, Content Consumer). Finally, following the UFO-L
patterns, we elaborated four main relations, namely i) Right to Privacy of an
Intimate Media and ii) Uploading of the Private Media Object, iii) Accessing
of the Private Intimate Media and iv) Violation of the Right to Privacy of an
Intimate Media. To model these relations, we applied UFO/OntoUML [17] and
UFO-L P1-RD-LR legal relator pattern [15]. As we used the OntoUML plugin
for Visual Paradigm, colours are set by default according to the stereotypes. For
instance, the colour rose for role; green for relator ; blue for mode.

4.1 Legal Roles

We identified several legal roles modeling non-consensual pornography phe-
nomenon. Usually, in sex offenses, the involved subjects are natural persons
(see Fig. 1).

Depicted Person in Intimacy: is a person depicted in an intimate media (e.g.
photo, video), recognizable from the face or other unique characteristics.
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Fig. 1. Legal Roles Taxonomy

Depicted Person with Privacy Violated: is a natural person who has his/her
privacy violated by means of the uploading or publishing of the media in which
s/he is in intimacy.

Constraint 1:Depicted Person with Privacy Violated may not play the role
of Depicter Person in the same relation because, in this case, it would be a
self-action and, hence, no crime would have occurred.

Depicter Person: is a person able to upload and publish an intimate media.
Depicter Person has the duty to keep the privacy of the Depicted Person’s inti-
mate media.

Constraint 2: Depicter Person may not play the role of Depicted Person with
Privacy Violated in the same relation.

Publisher: the Depicter Person, being in possession of intimate media, becomes
a Publisher after uploading it to an Accessible Digital Platform.

Perpetrator: Publisher becomes a Perpetrator with the access to private media
by the Content Consumer and the violation of the depicted person’s right to
privacy.
Constraint 3: In a same relation of Right-Duty to Keep the Intimate Media
Object Privately, Perpetrator may not be Depicted Person in Intimacy.

Content Consumer: is one or more third-parties accessing and consuming the
private, intimate media content uploaded. If one or more Content Consumer(s)
re-upload the private intimate media content, they may become publisher(s) and
potentially perpetrator(s).

Constraint 4: in a same relation, Content Consumer may not be Depicted
Person with Privacy Violated.

4.2 Right to Privacy of an Intimate Media

The legal position right to privacy is represented by applying the legal rela-
tor pattern right-duty to an action between Depicted Person in Intimacy and
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Depicter Person after the publication and entry into force of the criminal law.
In the model, Depicted Person in Intimacy is entitled with the right to privacy
after the effective publication of the criminal law as well as Depicter Person has
the duty to keep Intimate Media Object Privately (see Fig. 2).

Fig. 2. Right-Duty to Privacy

Effective Publication of the Criminal Law: is the event, (usually the date) when
the legislation that criminalizes the conducts of non-consensual diffusion of inti-
mate imagery is officially published and entries into force. We precise that before
the introduction of the criminal law, in some countries, the non-consensual pub-
lication of intimate imagery could be forbidden or sanctioned by non-criminal
legislation or case law.

Private Intimate Media Object: is any image, videos, or audio with intimate
content, both self-created by or stealth-obtained, representing sexual activities,
genital regions or female breast. This subkind specializes Media object in terms
of content.

Right to Privacy of Intimate Media Object: is the right that Depicted Person in
Intimacy may exercise against Depicter Person. Even if there exists a general
right to privacy, recognized by various data protection legislation, proper crim-
inal protection against illicit publication comes to light with the Publication of
the Criminal Law.



388 M. Falduti and C. Griffo

Duty to Keep the Intimate Media Object Privately: is the duty of Depicter Person
to keep an intimate media private. This duty comes to light with the Publication
of the Criminal Law.

Right-duty to Keep the Intimate Media Object Privately: is the legal relation
between Depicted Person in Intimacy and Depicter Person. It is composed by
the legal positions Right to Privacy of Intimate Media Object and Duty to Keep
the Intimate Media Object Privately, each one inherent in the respective legal
roles.

4.3 Uploading a Protected Private Media Online

The uploading of the protected private media on a digital platform is the prelim-
inary action before the violation of the right to keep the intimate media private.
In our model, Depicter Person is in possession of an intimate private media
(e.g. messaging app, an image or a video) and uploads it on an accessible digital
platform (e.g. hosting website, or a social media) as shown in Fig. 3. We decided
apply the stereotype role to Uploaded Private Intimate Media Object without
Consent instead of phase because the UFO-L pattern is built using roles, but
we understand that in this case Private Intimate Media Object can have phases
(e.g. uploaded media, accessed media, with consent or without consent). In the
moment of media uploading, Depicter Person becomes Publisher.

Notwithstanding the crime being consummated with third-party access to
uploaded media, the attempt event is also punishable (e.g. to upload the photos,
but due to an event beyond the publisher’s control, they are not accessible).

Fig. 3. Uploading of a private intimate media online
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Accessible Digital Platform: is the Digital Platform where the media content
can be uploaded or posted and accessed, such as messaging apps, social media,
image or video hosting websites and forums.

Private Media Object’s Uploading: is the ternary relation between Publisher,
Accessible Digital Platform, and the intimate media uploaded without the con-
sent of the Depicted Person. The event Upload Private Media Object to the
Digital Platform is run by Publisher and grounds the described relation.

Uploaded Private Intimate Media Object without Consent: is the Private Inti-
mate Media Object without Consent after the end of the uploading event made
by Publisher on a Accessible Digital Platform.

4.4 Violation of Depicted Person’s Right to Privacy

After the uploading, the private intimate media is potentially accessible and
visualized by one or more content consumers. This is the first moment when
the realization of the crime of non-consensual pornography is complete and,
consequently, the right to privacy of the depicted person is violated according
to criminal law (Fig. 4). At this moment, Publisher becomes Perpetrator.

Private Intimate Media Accessing: is the intimate media accessed by third-
parties on an Accessible Digital Platform.

Violation of the Depicted Person’s Right to Privacy: when an intimate media
has been uploaded and accessed/visualized, the privacy of Depicted Person is
violated. Therefore, there is a relation between a person, who had the duty to
keep private the intimate media and violated it; and the person, who had the
right to privacy violated. Both Violated Right to Privacy of an Intimate Media
and Violated Duty to Keep Private an Intimate Media, are aspects inherent in
Depicted Person with Privacy Violated and Perpetrator respectively.

Accessed Private Intimate Media Object: is the Uploaded Private Intimate Media
Object without Consent accessed and visualized by one or more Content Con-
sumer on an Accessible Digital Platform.

5 Preliminary Evaluation

We evaluate our model with real cases reported in the news and literature. More
in particular, involving two criminal law experts, we ask them to analyse cases
and classify the facts. We tested the instantiation of these cases in our model,
and we compare the facts’ classification performed by the expert and by the
model.
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Fig. 4. Violation of Depicted Person Right to Privacy

5.1 Real Cases

Tiziana Cantone. This case was extensively reported in the Italian news [33]
and in the criminal literature [5]. The 31-year-old woman caught the public
attention due to the viral dissemination of videos of her performing sexual acts,
found online from April 2015 on several porn websites, and circulated on the
messaging application like WhatsApp. There were also dedicated Facebook pages
and groups, and a phrase recorded in the video became a so-called “meme”. Non-
consensual pornography became a specific criminal offence in Italy in August
2019.

Chrissy Chambers. This case has also been largely reported in the UK news [20]
and in the literature [36]. Chrissy Chambers, a famous YouTuber and activist,
discovered that people around her received a message saying literally “Did you
know that Chrissy has a porn video on RedTube? [...]” Chambers googled her-
self and discovered that her ex-boyfriend uploaded between December 2009 and
January 2012 seven videos of them having sex to dozens of porn sites, and people
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had left comments underneath the video. Non-consensual pornography became
a specific criminal offence in England in Wales in April 2015.

John Duffin. This case has also been reported in several UK news [18] and dis-
cussed in the literature [19]. As described and reported, the John Duffin in 2015
saved an intimate picture of his ex-girlfriend and set it as his WhatsApp profile
picture, which allowed all his contacts to view it. Non-consensual pornography
became a specific criminal offence in England in Wales in April 2015.

5.2 Experts Analysis

The criminal law experts analysed the narratives of the facts. They report that
the cases have many facts in common, namely, a female victim, a broken rela-
tionship, a perpetrator, an intimate video of the victim, the publication of this
video committed by the ex-boyfriend, and the access of these videos by an unde-
fined set of people. However, the first two cases are not relevant from a pure
criminal perspective because they occurred before the introduction of criminal
legislation. In contrast, the last case occurred after the publication of the leg-
islation criminalizing non-consensual pornography in the UK and therefore, it
is recognizable as a crime. Having this expert-based facts classification, we aim
at making legal interpretation machine-readable by instantiating roles, concepts
and relations, performing a preliminary model classification and comparing it
with the expert-based classification.

5.3 Model Instantiation and Facts Classification

We instantiated our model with the information extracted (see a fragment in
Fig. 5). Considering that the crime of non-consensual pornography is consum-
mated if all events and the roles modeled occur, we first instantiate the events
and roles, and then we compared the model and the expert classification of the
facts. More in particular, as presented in Fig. 1, the crime phases present differ-
ent roles of the Natural Person. For example, if the crime is consumed and the
ex-partner 1) has taken the picture (is the Depicter Person), 2) has published
the picture online (is the Publisher) and 3) has made it available for the public
(is the Perpetrator), following the path of the crime, it is possible to instantiate
each role with the ex-partner. Differently, if the crime does not reach its last
phase or the three action described above are committed by different agents,
it is possible to instantiate the model accordingly. Similarly, Private Intimate
Media Object assumes the last role of Accessed Private Intimate Media Object
(see Fig. 4) when the crime is consumed. With this approach, it is possible to
formalize the different phases of the crime and identify each legal roles during
the crime evolution, which is mapped through the events.

6 Final Considerations

In this paper, we presented a preliminary ontological analysis of non-consensual
pornography cases. With this work, we aim at presenting the first step for the
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Fig. 5. Model Instantiation and Facts Classification (fragment)

process of interoperability of information systems on cybercrimes, in particular,
on non-consensual pornography crime. With the proposed conceptualization, we
aim also at encouraging effective multinational solutions and cooperation.

The benefits of our approach range from the possibility of representing the
dynamics of roles and their respective interactions over time. Also, it is possible
with this approach to clearly identify the intrinsic aspects of each role in each
relation, making it possible to identify the legal positions of each person in each
role during the path of crime. This is relevant in the criminal law, as the penalty
dosimetry depends on the role each agent played in the crime.

At the same time, we recognize the limits of our approach. Our model does
not represent the geographical and temporal evolution of the law. We decided
to leave the model temporal and national-agnostic, but we also plan to model
the dynamic aspects of the criminal evolution in future works. Furthermore,
non-consensual pornography evolves with different and new conducts, such as
sextortion, i.e. the threat to distribute intimate materials unless a victim com-
plies with specific demands [23] and cyberflashing, i.e. the act of sending non-
requested obscene images or videos [12]. These conducts present peculiarities
that have not been modeled in this preliminary formalization and will also be
part of our future work. Moreover, we plan to add to this first representation the
knowledge concerning the initial steps of the access to justice, such as victims
reports, police investigations, and formal allegations.
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Abstract. Achieving real-time agility and adaptation with respect to
changing requirements in existing IT infrastructure can pose a complex
challenge. We explore a goal-oriented approach to managing this com-
plexity. We argue that a goal-oriented perspective can form an effective
basis for devising and deploying responses to changed requirements in
real-time. We offer an extended vocabulary of goal types, specifically by
presenting two novel conceptions: differential goals and integral goals,
which we formalize in both linear-time and branching-time settings. We
then illustrate the working of the approach by presenting a detailed sce-
nario of adaptation in a Kubernetes setting, in the face of a DDoS attack.
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1 Introduction

Managing complex information systems deployed on cloud platforms remains
a challenge in dynamic environments where systems must respond to changes
in demand, failures, attacks, or evolving organizational requirements. Despite
automated monitoring and adaptation mechanisms provided by cloud platforms
such as Kubernetes, oversight of the adaptation remains a human responsibility
necessitating a high degree of situational awareness [13].

Situational awareness [10] is an emergent property resulting from system
interactions with the environment and provides the environmental context for
making optimal decisions regarding system adaptations to meet operational
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goals. Similarly, the human operator’s situational awareness arises from know-
ing how the system’s automated adaptations to the changing environment are
performing with respect to goals. This is often impeded by the overwhelming
volume of detail collected in dashboards visualizing sensor information, such as
resource utilization and event statistics. Enhancing situational awareness of both
autonomous agents and human operators to support effective decision-making
requires an understanding of how changes in the environment (manifested in
low-level sensor readings) impact higher-level system goals.

We hypothesize that a goal-oriented lens provides the appropriate set of
abstractions to improve situational awareness and resulting human/computer
decision making that can be layered over the top of existing complex systems, for
example, to facilitate the management of monitoring and adaptation of complex
IT infrastructure deployments. We offer a goal-oriented approach to present-
ing system state and controlling system adaptation, offering the advantage that
goals are well-suited for human understanding while leveraging well-established
reasoning mechanisms to transform higher-level goals into executable adaptation
plans [1,17]. We use goals in two modes: goal-level sensing, i.e., using goal-based
abstractions (probes) for building situation awareness models; and goal-based
actuation planning, i.e., refining overall adaptation goals into executable plans
for achieving the targeted adaptation (via effectors). To this end, we extend the
repertoire of available goal types discussed in the literature with two new cat-
egories (differential and integral goals) and show how goals can be refined into
executable adaptations using probes and effectors as abstractions to the under-
lying Kubernetes platform. The resulting goal-driven approach is illustrated on
a case study drawn from the cybersecurity domain.

This paper is organized as follows. The motivating case study on cybersecu-
rity is introduced in Sect. 2. A discussion of related work is provided in Sect. 3,
followed by the introduction of differential and integral goals in Sect. 4. The case
study exemplifying the goal model and reasoning is presented in Sect. 5, and we
conclude in Sect. 6.

2 Case Study: Cybersecurity

In this paper, we use the cybersecurity context to illustrate goal-based adap-
tation with proactive situational awareness. For example, consider an aim to
be providing responsive and reliable web services to as many users as possible,
without making unnecessary or expensive demands on resources.

Ideally, these goals are achieved by applying a management policy that
dynamically scales (up or down) the services in response to actual or pre-
dicted demand. To maintain reliability, new instances are created or services
are restarted in response to failures, and requests are rerouted to alternatives
during the fail-over period. Under normal usage conditions, such a policy would
appear to meet our goals, where demand scales predictably and failures are
infrequent. However, during anomalous events such as a Distributed Denial of
Service (DDoS) attack, the scale-up response to the increased load could become
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detrimental to the system. Since resources are finite, the scale-up will eventually
stop, the DDoS having overwhelmed the available capacity, ultimately leading
to total system failure. Such a scenario may incur a pair of undesirable possibil-
ities: uncontrolled scale-up may put additional load on infrastructure resources
as new service instances are created, hampering the ability of existing instances
to respond to requests and leading to catastrophic failure, while a sudden return
to “business as usual” may be difficult to monitor and would not allow system
administrators to investigate if any systems, data, etc., were compromised dur-
ing the attack. Both situations require constraints over time to support ‘gradual’
adjustments.

Additionally, we desire the system to have the capability to recognize the
anomalous event and autonomously change its policies in response. That is,
once an attack is detected, the policy change prioritizes the goal of protecting
the integrity of the system over the goal of reliably serving users’ requests. This
may be achieved by the system adapting to filter some of the adversarial requests
aiming to compromise the system (e.g., by changing network policies to block
regions, sequester services, etc.). While services are being restored, other policies
allow the systems to gradually return to “business as usual”.

3 Related Work

Goal-modeling is used in a variety of frameworks for different purposes, such
as requirements engineering. However, we are particularly interested in goal-
modeling for runtime frameworks such as those used by self-adaptive systems,
as the proposed goal types are particularly applicable in such situations.

Goal-Oriented Frameworks: There have been many goal-oriented frame-
works and methodologies proposed in the past. Notably, most of the goal-related
work assumes that goals are used for requirements specification and are mainly
design-time artifacts, with the Tropos4AS and GoalD approaches being the
exception. Like these two approaches, our approach retains goal models and
instances in the runtime environment.

Tropos for Adaptive Systems (Tropos4AS) is an agent-oriented framework
for engineering adaptive systems based on i* and following the Tropos engineer-
ing methodology [15]. The Tropos4AS modeling language features an extended
goal model with runtime satisfaction criteria, an environment model representing
external elements which affect goal satisfaction, and a failure model, represent-
ing unwanted states and associated recovery plans. While our approach shares
many modeling similarities, unlike Tropos4AS, we do not use an explicit sepa-
rate category of failure models, instead dealing with failure as an outcome of goal
reasoning. In particular, we define new types of differential and integral goals
supported by contexts, which generalize the notion of failure models. Also, the
Tropos4AS implementation focuses on code generation for prototype implemen-
tation while we are aiming at a service interface to provide adaptive capabilities
to an existing deployed system.



400 R. Morgan et al.

The KAOS goal-driven specification methodology has been extended with
runtime event-monitoring for reconciling system requirements and runtime
behavior [11]. Similar to our approach, a goal modeling language is proposed
which allows specifying reconciliation tactics like shifting to an alternative sys-
tem design. However, this is a design-time approach, whereas our approach is
applicable at runtime to an existing system such as Kubernetes. Later work [12]
applied a goal-driven approach for system reliability and security which is closely
related to our example, though still looking at a design-time perspective. In the
latest iteration [5], goals have been extended to operating as runtime entities
that are monitored, predicting goal satisfaction rates, and adapting the goal
model to adjust to the varying obstacle probabilities to maximize these success
rates. Detailed probabilistic obstacle models in a formalism mirroring the goal
models are used for success estimates and applying countermeasures for improv-
ing the overall success rate. Our notion of contexts can also capture obstacles in
addition to modeling other situations that are considered part of typical system
operations; while the monitoring aspects could be applied, mutatis mutandis, to
our approach.

Dalpiaz et al. [7] address adaptation challenges in open systems through
emphasizing interactions between agents, and modeling agent interactions in
terms of commitments. This approach focuses on agent interactions, selection,
and operationalization of adaptation strategies. Our approach instead aims
at reasoning about adaptation strategies in response to variability in require-
ments. GAAM [18] assumes self-adaptive software using a goal-based model,
but focuses specifically on the decision-making problem of action selection at
runtime, whereas our approach focuses on the capability enhancement of goal
models to help in effectively abstracting and characterising the behavior of a
system.

Similar principles have been applied to so-called Awareness Requirements in
the body of work leading to [3,4,19]. Our approach also considers adaptations as
a response to variability in requirements. In our approach, the new differential
and integral goal types are used to represent variability as a requirement similar
to fuzzy goals as described in [4], rather than variation parameters applied to
requirements as in [19]. In the Awareness Requirements approaches, adaptation
strategies are enacted through reactive changes made to a live goal model based
on current operating conditions [4], through the application of rules generated
from qualitative models based on user experience [19], or quantitative models
generated from previous system behavior [3]. In comparison, we use a unified
goal model to enable adaptation even within a single highly structured domain
process that may be subject to multiple iterations of goal and action adaptations
within a single problem instance. As such, we extend the kinds of goals that
can be expressed. While there is overlap between what can be expressed in
our two approaches, neither subsumes the other, and our approach could be
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combined with such goal success/adaptation monitoring approaches described
above. Our approach provides the capacity for explicit representation of the
runtime environment through the introduction of contexts, goal probes and goal
effectors, variability requirements in the form of the new goal types, and potential
adaptation strategies as part of a single live goal model.

Applications in Service Environments: Pereira et al. [16] proposed the
ATMOSPHERE/TMA platform implementing the MAPE-K control loop for
cloud systems and supported by a distributed monitoring system. The MAPE-K
components are designed as microservices deployable in container-based systems,
e.g., Kubernetes. The usage example focuses on maintaining trustworthiness
w.r.t. system/service performance scores, but mention is made that TMA can be
used with other metrics, such as dependability, privacy, and security. In contrast
to our work, it does not address how goals are incorporated or can evolve over
time to address a changing environment. Alkhabbas et al.’s [2] work on deploying
self-adaptive IoT systems focuses on environments which are (partly) unknown,
e.g., it could be a cloud, edge, or hybrid edge-cloud model. It is not clear to
which extent the work can deal with changes at runtime.

Other Goal-Driven Adaptation Frameworks: Sykes et al. [20] proposed a
3-layer model for adaptable software architecture which focuses on task synthesis
from high-level goals. In the Goal Management layer, reactive plans are gener-
ated from domain models and goals expressed in temporal logic. These plans are
interpreted and component configurations are generated in the Change Manage-
ment layer, with the configuration changes applied in the Component layer. This
approach is limited in the ability to express structural constraints, e.g., resource
competition, and did not support dynamic replanning or feedback loops. Men-
donça et al. [14] propose a modeling and analysis framework for contextual
failures and dependable system requirements, aligning concepts of dependability
and failure classification to the requirements of a Contextual Goal Model (CGM).
This approach can be coupled with self-adaptation mechanisms at design time
to support the use of dependability criteria. Rodrigues et al. [17] describe GoalD,
a goal-driven framework for autonomous resource deployment in heterogeneous
computing environments, operating in two stages: offline activities performed
in preparation for deployment, and online deployment adaptation activities for
the runtime environment. The latter are performed by a MAPE-K based man-
ager. GoalD incorporates a runtime framework and algorithms for synthesizing
and updating system goal models. In contrast to our approach, GoalD does not
support the reconfiguration of already deployed systems.
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4 Goals for Change and Aggregation

The Kubernetes use case motivates a novel taxonomy of goals. These new goal
types are not currently supported even in sophisticated temporal logics such as
CTL and LTL or by the most sophisticated model checkers on offer (includ-
ing probabilistic model checkers such as PRISM). The two new goal types are
Differential goals and Integral goals.

Differential Goals. A number of the use case scenarios involve goals that
involve gradual ramping down or ramping up provisioning. All of these are state-
ments about differentials or rates of change. In terms of the underlying semantics
of this extension to the goal language, on every path, between some specified
lower and upper bound (specified using the UNTIL and UNLESS temporal oper-
ators, as one possibility), the rate of change of some numeric variable should be
equal to, no more than, or no less than some value. This will permit the spec-
ification of the rate at which we want to ramp up or ramp down provisioning.
In other words, we are making the notion of “gradually” changing something
concrete by qualifying it with numbers.

We use D(F, start, end) op k to denote that the rate of change of function F
satisfies the inequality op with constant k at the end of the interval between the
first state where the condition start is true and the first state where condition
end is true. Furthermore, if the rate of change of F holds unconditionally, we
omit references to start and end. As an example, consider the requirement that
storage capacity is restored at a rate no faster than 2 GB permin. This would
be formalized as:

D(StorageCapacity, attackMitigated∧reducedStorage∧now−2min, now) ≤ 2

Integral Goals. In a similar spirit to specifying goals in terms of differentials,
we will also want to specify goals in terms of definite integrals, e.g., the total
duration of downtime between some lower and upper bound, should be equal to
(or no less than or no greater than) some value. The semantics over paths would
be similar, i.e., we would count the number of states satisfying a given property.

We use I(F, start, end) op k to denote that the definite integral of the function
F satisfies the inequality op with constant k in all states between the first state
where the condition start is true and the first state where condition end is true.
As an example, consider the requirement that the total downtime for the IP-
Telephony service should not exceed 2 h between the point when a DOS attack
is detected and the point where full restoration of normal operations occurs. We
use the boolean state variable notAvailable(IPTelephony) to denote the non-
availability of the IP-Telephony service. We assume that state transitions are
uniformly spaced over time. The start condition is denoted by attackDetected.
The end condition is denoted by operationsRestored. The property would then
be formalized as:
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I(notAvailable(IPTelephony), attackDetected, operationsRestored) ≤ 2

Extensions. In the following, we present an intuitive formalization in a linear
time setting as an extension to LTL (henceforth referred to as Ext-LTL), and
then a formalization in a branching time setting as an extension to CTL (hence-
forth referred to as Ext-CTL). We consider Ext-LTL first. Let H be the state
history. Given si in H, let sm and sn be states in that history such that m ≤ i ≤ n
such that sm is the first state where start is true, sn is the first state after si
where end is true. Then (H, si) |= D(F, start, end) op k iff | Fn−Fm | / | n−m |
op k. (Here we use Fj to denote the value of F at state sj , for any j.)

Also, (H, si) |= I(F, start, end) op k iff #SF op k where #SF represents the
count of the number of states between the start and end conditions where F is
true. Alternatively #SF = |{sj ∈ H | m ≤ j ≤ n, sj |= F}|

Note that, for simplicity, this considers only boolean variables, states are
observed at each time increment, and the constraints are defined with a corre-
sponding time unit. If there is not a one-to-one correspondence then the formal-
ization is more involved but, ultimately, straightforward. Similarly, the formal-
ization can be extended to non-boolean variables.

Ext-CTL expressions for integral and differential goals would involve append-
ing A and E in front of the corresponding Ext-LTL expressions, with the
usual semantics involving universal and existential quantification over paths.
Variations on the general categories of differential and integral goals can also
be posed. One variation of the general formulation of the differential and
integral goals discussed above is the category of sliding-window differential
and integral goals. Building on the integral goal example above, consider a
goal where we want to ensure that the total service downtime should not
exceed 2 h in the preceding 24 h. The property would then be formalized as
I−(notAvailable(IPTelephony), 24) ≤ 2 (where the dash superscript denotes
the sliding window version of the integral goal and here we are counting the
number of times when notAvailable(IPTelephony) is true). In general, a sliding-
window integral goal is written as I−(F,w) op k and is equivalent to the integral
goal I(F, t0 −w, t0) op k where the sliding window has width w time units end-
ing at time t0 (often taken to be now). Here, we have extended the concept of
condition from being only associated with system states to also include events,
including the passage of time. Sliding differential goals are defined similarly:
D−(F,w) op k means D(F, t0 − w, t0) op k.

For simplicity, we assume the window width is given in integer units of time -
in our example, hours - matching the state interval; again, if there is not a 1-to-1
correspondence then the formalization is more involved but straightforward.

5 Cybersecurity Use Case and Goal Model

We now return to the cybersecurity use case. The basic policies, such as
those provided by Kubernetes, for dynamically scaling (up or down) services in
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response to actual or predicted demand are suitable only for normal conditions.
During anomalous events, such as Distributed Denial of Service (DDoS) attacks,
the same policies are no longer appropriate. In our example application of IT
infrastructure deployments, we apply goal-based management on top of exist-
ing systems like Kubernetes to enhance their capabilities in dealing with such
anomalous situations and improve their resilience. We first discuss the Kuber-
netes environment, the setting for the example. The concrete goals and other
entities making up the goal model will be described in Sect. 5.2.

5.1 The Kubernetes Framework

Kubernetes manages clusters of nodes on which applications are deployed and
run1. Nodes may be physical or virtual machines and comprise several pods
that it manages. Each pod is a collection of containers, where each container
is a running application defined by a container image providing the packaged
software, its dependencies, and core configuration – i.e., everything necessary
for the application to run. Containers within a pod can communicate with one
another via a loopback network, but cannot communicate with containers in
other pods (unless enabled through configuration).

Kubernetes supports basic self-healing, i.e., restarting failed containers and
rescheduling pods on new nodes if a node fails, manual and automatic (resource-
based) scaling, managed upgrades and rollbacks of applications/containers. How-
ever, the information and decision-making is low-level, so we raise the basic func-
tionality into a goal-based framework through probes that can query Kubernetes
state, monitoring, etc., and effectors, which can take actions on the Kubernetes
configuration. Raising the information and decision-making to the goal level pro-
vides additional control over the framework based on the higher-level goals and
situational awareness.

5.2 Goal Model

The goal model is based on well-established notions of goal decomposition fol-
lowing the i* framework [21], complemented by dependency and inhibition rela-
tionships among goals as defined in Tropos4AS [15]. To account for situational
goals which may apply in one context but not another, we employ and extend
the notion of a goal life cycle, introduced in [9], with the goal model providing an
explicit context structure. Three major categories of goals are available. Achieve-
goals are satisfied once, in specified conditions, Maintain-goals are satisfied when
specified conditions are maintained over a period of time, while Perform-goals
(or Manual Goals) are satisfied through execution of associated activities. Goal
relationships are expressed in terms of goal sequence and inhibition, expressing
runtime precedence between goals.

The goal life cycle we have chosen, which differs somewhat from [9], centers
on the Active state, with the Suspended state permitting the goal to be tem-
porarily removed from consideration to be later reactivated, and the Dropped
1 https://kubernetes.io/docs/.

https://kubernetes.io/docs/
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Fig. 1. Goal Meta-model: core i* in white, Tropos4AS extensions in blue, and this
work’s extensions including Contexts, Differential and Integral Goals at the bottom in
orange. (Color figure online)

state represents the goal being discarded. The trigger relationship results in the
achievement of a goal initiating the transition to a different context. In each
context, a different set of goals may apply. Upon transition, goals can be re-
activated, suspended, or dropped, and maintenance goals can be carried over
to the target context (unless they are dropped). Goals can be equipped with
domain-specific attributes representing, e.g., costs and delays associated with
the goal. For clarity of presentation, we omit the details of cost and temporal
consideration in the goal reasoning of the following scenario. We rely on the
notion of probes for sensing system state and effectors for manipulating system
state [6]. Probes and effectors at the goal level facilitate the reasoning process,
while their concrete implementation is conceptually represented by the invoca-
tion of platform services.

A sketch of the goal meta-model is shown in Fig. 1 in the context of i* con-
cepts (specifically iStar 2.0 [8]), shown in white, and which incorporates aspects
of the Tropos4AS methodology which relate to the environmental context (shown
in blue). The proposed extensions (shown in orange) are predominantly refine-
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ments of the i* goal concept, covering the three major categories of goal as
described in the previous section. In addition, Goal Probes and Goal Effectors,
which measure properties of or actuate behaviors in the internal world and the
external world, respectively, are associated with the Artifact concept from Tro-
pos4AS, which represents the non-autonomous things, states, etc., of the world
that do not possess autonomous behavior. Artifacts are separated into internal
and external artifacts, the latter comprising the External World. We extend this
representation with a general representation of Internal World, vis-á-vis Exter-
nal World, and an overall World being the composition of an External World
and a multitude of Internal Worlds (possibly representing each Actor’s inter-
nal state, for example). It is the totality of the world that is then projected
onto the environmental Context under which the goals operate as the contexts
required for situational awareness and adaptation of decision making may cross
boundaries, factoring in not only the external state but also the internal states
of autonomous agents (at minimum, the agent performing the goal reasoning).

We show the use of the novel differential- and integral goals in a cyber-
situational awareness scenario where a system is affected by a DDoS attack and
must respond. The response is governed by general cybersecurity response plans,
which in this case include five phases: normal, where the system performs nor-
mally; analysis, where the nature and effects of a detected attack are analyzed;
mitigation, where the response measures are taken to mitigate the effects of
the attack; learning, where the outcomes of the defense measures are assessed;
and restoration, where the system attack has been mitigated and the system is
returned to normal operations. The different phases map directly to contexts in
the goal model.

In each context, different goals are relevant, which is shown in Fig. 2 includ-
ing the goals, their decomposition, and relations. Table 1 lists the goals in brief.
Achievement and maintenance goals are represented as green shapes: optional
adornments identify differential and integral goals. Probes and effectors are pur-
ple subgoals. Subgoals whose achievement establishes the preconditions for their
parent goals are annotated with a yellow precondition symbol.

In the normal operations context, the system is concerned with monitoring
and maintaining its ability to deliver services (goal G1). This integral goal mea-
sures the services functioning as expected (as assessed by probing or measuring
service response times) over a period and takes remedial action if services are
thought to be affected in terms of their ability to respond within a set time
threshold, in which case the system can restart failed instances or spawn addi-
tional instances to increase the capacity of the system. At the same time, goal
G2 ensures that costs are maintained within a pre-set budget profile by reducing
provisioned resources and preventing the spawning of new instances. This inte-
gral goal aggregates the resource usage over a period and takes remedial action
if the number (or equivalently, cost) of resources exceeds acceptable thresholds.
Differential goal G3 ensures that the rate of change in resource provisioning
remains at acceptable levels to avoid catastrophic downscaling and undesirable
upscaling due to mispredictions of resource demand. This goal constrains the
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Fig. 2. Goal Model for DDoS Scenario
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actions triggered by G1 and G2. The system shall detect DDoS attacks and
trigger an appropriate response (goal G4). We abstract from the details of the
detection mechanisms for G4 and instead rely on intrusion detection and mon-
itoring systems (IDSs) to detect potential attacks. Once an attack has been
detected, the response is initiated, and the system exits the normal context and
enters the analysis context.

In the Analysis Context, the goal of analyzing the nature of the attack (G5) is
added to the active goals. These activities are predominantly manual tasks aim-
ing to identify the nature of the attack, its sources, and its impacts on the system.
Here, the goal model can provide situational awareness about the progress of
these tasks to the team, and support activities through collecting and extracting
relevant information. These technical support tasks are not shown in the goal
model for brevity. Once the nature of the attack is understood, the response
context is triggered. For discussion purposes, it is assumed that the attack is a
request flood, where the system is overloaded by a huge number of requests from
external sources.

Upon entering the Response Context, goal G1 is suspended to prevent uncon-
trolled growth of resources to serve the spurious requests. Goal G6 is initiated,
which aims to implement measures to mitigate the effects of the attack. We
consider three possible measures: implementing network-level filters to remove
as many bogus requests as possible (G6.1), disabling automatic fail-over mecha-
nisms that can degrade the system performance further due to many restarts of
assumed failed services (G6.2), and implementing monitoring tasks to assess if
any other attacks may be masked by the DDoS attack (G6.3). Once mitigation
activities are implemented, the learning phase of the response protocol begins.

The Learning Context involves predominantly manually controlled activities
to assess the success of the response measures and to confirm that the attack has
been mitigated (G7). Akin to the analysis phase, the technical monitoring and
information collection tasks initiated by the goal model are omitted for brevity.
Once the attack has subsided, the system enters the restoration phase to return
it to normal operations.

In the Restoration Context, goal G1 is reinstated, and the actions taken
during mitigation must be undone. Goal G8 is activated to govern the gradual
return to normality. This differential goal ensures that parts of the system are
made available incrementally (for example by service, by data center, or by zone)
by controlling the rate at which services are reinstated. As services need to return
to normal operation, goals G6.2 and G6.3 are dropped, preventing goal conflicts
and allowing G6 to be achieved—Goals G6 and G6.1 were already achieved upon
executing the filtering with the maintenance of G6.2 and G6.3 transferring to
G7. Once G8 is achieved, the system reenters the normal context and resumes
operation.

5.3 Goal Reasoner Implementation

To demonstrate our approach we have developed a prototype implementation of
a goal reasoner that utilizes the novel differential and integral goals to reason
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about the new goal states of our automated system. The goal reasoner takes as
input an instantiated goal model, i.e. a goal model for which goal states have
been assigned to each goal, and a state history, a set of state variables and their
corresponding values at particular points in time. The values of state variables
are extracted from the environment using probes, which are an element in the
goal model. The goal reasoner returns a new instance of the goal model for
which the goal states and the active contexts have been updated given the state
histories. The implementation has been made available.2

The new goal model also encodes information on which effectors to activate
or suspend, consequently providing information on how the automated system
utilizing the goal reasoner should act on the environment in which it is operating.
The model similarly provides information on which probes to activate or suspend
so that state variable measurements can be recorded for the subsequent reasoning
cycle.

In the implementation, the values of state variables at particular points in
time take the form of logical predicates at(Predicate,Time) where Predicate
is the predicate containing the state variable and its value, and Time is the time
at which the predicate was recorded.

For each differential or integral goal, several attributes must be provided
to define the goal within the goal reasoner: stateVar specifies the predicate
which contains a goal’s relevant state variable. start specifies the starting time
at which the state variable’s value becomes relevant to the goal (setting this
to -inf specifies that the values are relevant immediately). finish specifies
the final time which a value is relevant to the goal (this can be set to inf to
specify that it is a maintenance goal going on forever). intervalSize specifies
the window size for summing states or measuring rates of change (this can be
set to inf to specify a goal that has a static window). atLeast specifies the
lower bound on the rate of change or aggregation value being computed. atMost
specifies the upper bound on the computed value, frequency specifies how often
the value of a state variable must be known. In this paper, we have assumed
evenly distributed time steps and assume that state variable values are known
in each state, so frequency does not affect our example in this paper; we have
included it for generality.

Each time the goal reasoner is called, it checks each goal to see if its sat-
isfaction of failure condition has been reached given the known values of state
variables at each time step. This information is used to update the goal states of
each goal, which then triggers the context phase. The context phase determines
which contexts should be activated given the new goal states in the goal model.
Once new contexts have been activated, goal states are updated again given the
new contexts. Finally, the new goal model is returned.

2 https://github.com/DSL-UOW/ER2022-Differential-Integral-Goal-Reasoner.

https://github.com/DSL-UOW/ER2022-Differential-Integral-Goal-Reasoner
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6 Conclusions

We presented a goal-oriented approach to IT infrastructure agility in the con-
text of the Kubernetes cloud platform and showed that the goal-based approach
can help maintain situational awareness of intended and actual system opera-
tions through high-level goals aligned with human abstractions. We introduced
differential and integral goals to capture goals related to the rate of evolution
and aggregate measurements derived from the system operations over time and
showed how these goals can inform the goal reasoning and goal refinement pro-
cess. Mappings of elements in the goal models to elements in the underlying
execution platform facilitated the synthesis of concrete executable adaptation
and monitoring activities. For future work, we intend to study the characteris-
tics of the approach in more detail in additional case studies on the Kubernetes
platform. This will involve the abstraction of requirements of a real-world system
into a goal model which utilizes our novel differential and integral goals to reason
about how the system states change over time and how this impacts goal fulfill-
ment. We will extend the prototype implementation through the development of
an integrated goal modeling environment that can probe the environment, rea-
son about goals, and act on the environment autonomously. This implementation
will be executed on a real system to provide a basis for end-user evaluation.
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as represented by the Defence Science and Technology Group of the Department of
Defence and the Defence Artificial Intelligence Research Network (DAIRNet), an ini-
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Abstract. At the beginning of a project, an organisation may define
very abstract goals. These high-level goals describe organisation charac-
teristics that all projects must fulfil. Due to the very generic and abstract
nature of these goals, it is sometimes not easy to break them down into
more concrete goals and to decide who should be responsible for what.
For many years, goal modelling approaches have proposed frameworks
for eliciting and defining stakeholders’ goals in an organisation. In the
context of an aeronautical company, we conducted an application on a
case of study of a goal modelling method. From high-level goals, we have
supported business experts in eliciting more concrete goals, assigning
them to the right actors and identifying possible organisational needs.
For this, we started from an existing method that we have adapted to
fit our purposes.

Keywords: Goal modeling · Requirements engineering

1 Introduction

Goals are widely studied in the context of Goal-Oriented Requirements Engi-
neering (GORE) [8,10,14]. Unlike a requirement, a goal is not mandatory, it
is more a prescriptive statement. Goals express the objectives that the system
should achieve [9]. Interactions between goals and interactions among goals and
other elements like actors or resources are finely studied in GORE frameworks
such as Non-Functional Requirements (NFR) [3,13], iStar [4,16] or KAOS [5].

Goals are generally quite concrete objectives whose responsibilities are clearly
defined, even if they are used in the preliminary phases of projects. Knowing
which goal is under whose responsibility is a crucial organisational element.
In practice, a growing number of organisations are incorporating very abstract
goals, namely high-level goals, whose assignment and translation into require-
ments are not trivial. Moreover, these high-level goals are often derived from the
activity the company wants to conduct and the value the company is driven by
and wants to convey in its products. Take the basic example of a watch manu-
facturer, whose activity is to create watches and who may choose to reflect the
value of modernity or, on the contrary, of tradition. In one case, the creation of
the watches will be driven by goals to show that they are at the cutting edge of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Ralyté et al. (Eds.): ER 2022, LNCS 13607, pp. 413–422, 2022.
https://doi.org/10.1007/978-3-031-17995-2_29
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innovation, while in the other the emphasis will be on historical continuity or a
heritage of craftsmanship.

We were approached by an industrial firm, an aircraft manufacturer, who has
developed a value repository. These values are not only applied to aircraft, but
also to the company itself, whether it is on manufacturing, operational services
or maintenance operations. The notion of value used here is the same as the
one used in psychology, as it is generally the case for companies [7,12]: values
are “concepts or beliefs, about desirable end states or behaviors, that transcend
specific situations, guide selection or evaluation of behavior and events, and are
ordered by relative importance” [15]. When the aircraft manufacturer contacted
us, high-level goals were already derived from the company values and its activ-
ity1. The problem for the company was how to elicit more concrete goals from
these high-level goals and assigning these concrete goals to the right actor who
has the skills to ensure their satisfaction.

The contribution of this article is to present an adaptation of an existing
GORE methodology to address a real industrial problem. As presented in Sect. 2,
we have searched through the research literature an existing methodology using
refinement and delegation through actors to obtain a satisfying set of goals from
a global objective. Then, we introduce an adaptation of an existing method
to suit our problem in Sect. 3. Section 4 is dedicated to the application of our
approach to three aircraft manufacturer high-level goals. Based on this, we draw
some observations and conclude in Sect. 5.

2 Looking for a Methodology

Several works address the problem of goal elicitation and goal refinement. How-
ever, very few focus on the refinement of very abstract goals into more concrete
goals assigned to actors.

The refinement calculus CaRE proposes a tool to build a consistent, complete
and realisable set of requirements (specifications) from an initial and incomplete
one given by stakeholders [6]. Each requirement can be discarded or modified
as long as there is an acceptable chain of arguments for this. The chain consists
in an alternation between defects of the requirements and proposals for their
resolution in the form of requirements refinement named operators. This method
is mainly oriented to obtain a coherent set of requirements, avoiding conflicting or
inconsistent ones. Finding a solution to satisfy the initial set of goals is therefore
not a priority, nor defining a set of actors who can satisfy the refined goals. This
is why the method is not completely suited to our study situation.

The method presented in [11] allows to elicit satisfiable subgoals from an
initial goal and to distribute them to agents able to satisfy them. Goals are
expressed with modal logic and each agent can control and monitor some vari-
ables. An agent can satisfy a goal only if it has control on the goal variables.
Because some goals may not be realisable, the authors present tactics (i.e.
1 How high-level goals are derived from values and activities is a point that deserves

much investigation, but this is out of the scope of this article.
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schemes) for refining them into satisfiable subgoals. These tactics consist in a
guideline to resolve the issue for each condition for which a goal is unrealisable.
In our context, the main restriction for applying this method is the fact that
goals are expressed with variables and temporal operators. The high-level goals
we use cannot be described in such details, either because they are too abstract
or because their description would involve too many variables. Moreover, we are
not interested in how each goal is satisfied but only in who is responsible for its
satisfaction.

Bryl, Giorgini and Mylopoulos present a method to find an optimal set of
actors’ actions that satisfy an initial set of goals [1,2]. They use predicate logic to
describe goals, actors’ properties, and relations between actors. The actors have
some autonomy and personal objectives. As the defection of one actor could
be prejudicial to the achievement of the initial objectives, the method tries to
ensure actors’ collaboration by computing stable solutions.

Each actor is described through its capacities to execute actions and their
assumption about the other actors’ capacities.

A special actor, namely the manager, starts the process. It refines high-level
objectives into subgoals and delegates them to other actors. Then, steps are
iterated until a stop-criterion is reached (e.g. time limit). At each step, actors
explore alternatives to achieve all goals that have been assigned to them and
select the best alternative according to their criteria. For each goal, an actor can
choose between three actions: satisfy it, refine it into subgoals or delegate it to
another actor. Refinement can be AND-type, to divide goals in simpler ones,
or OR-type, to elicit then choose the favourite alternative. Delegating allows
an actor who has a goal it cannot, or decide to not, satisfy itself, to give it to
another actor. A stable solution is reached when no actor is willing or able to
change any of its actions.

3 Our Approach

Several elements of Bryl et al. approach are close to our problem while others
need adjustments.

Firstly, the combination of refining and delegating actions are a way for actors
to work together to achieve a global goal and to ensure their collaboration. The
whole process is based on the knowledge of the actors on how to meet a goal. This
is particularly relevant in situations where the actors have specific and dedicated
know-how as ours. Therefore, we keep the refining and delegating actions. Actors
personal objectives are out of scope of our problem, i.e. we only consider the
company’s high-level goals satisfaction. Thus, we are no longer looking for a
stable solution from which the actors do not want to deviate, but a solution in
which each goal is assigned to an actor that can satisfy it.

Secondly, goals refinement can be stopped as soon as an actor is able to
satisfy the goal. Thus, actors may have a great autonomy on how achieve their
goals without harming the global objectives. However, the solution obtained
is dependent on actors initial description, in particular of how they can refine
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and to whom they can delegate, which makes the first method step, i.e. the
manager step, quite crucial. In that respect, the method could end in a final
situation where an actor can neither satisfy a goal assigned to it, nor delegate
it to another actor. In order to avoid this issue, we add a set of unsatisfiable
goals named Unknown. As detailed later, this set is made up of goals that the
company does not yet know how to satisfy or to assign to.

Finally, in Bryl et al., actors choose the actions they perform. We focus on
elicitation and not a multi-agent decision elicitation system. So, we use a common
pool of knowledge (who can satisfy what) and allow all possible delegations. A
central entity decides what actions are performed. This is made possible by the
fact that no actor wants to deviate from the solution and by the addition of the
Unknown set that models all potential new ways to satisfy unsatisfiable goals.

Key Concepts. The key concepts of our adaptation can be described as follows.
High-level goals are the main input of our approach. They correspond to abstract
objectives, whose achievement is not obvious. High-level goals are linked to a
value and an activity, which are out of the scope of our method. Actors we
consider can be a person or a group of persons (seen as a single entity). A goal
is an objective that should be satisfied and can be assigned to an actor. In the
first step of the method, a goal is derived from each high-level goal. All actors
have skills and skills are required to satisfy goals. If an actor possesses all the
skills required to satisfy a goal assigned to it, the latter is a satisfiable goal. If
no actor possesses -even partially- the required skills to satisfy the goal, it is
an unsatisfiable goal. Otherwise, the goal can be refined into subgoals or can
be delegated to another actor. A goal is satisfied if it is a satisfiable goal or if
all its subgoals are satisfied. The concept of Unknown set corresponds to a set
where unsatisfiable goals are stored. Therefore, all unsatisfiable goals are de facto
delegated to the Unknown set.

Method. The inputs of our algorithm are the company’s high-level goals HG and
the set of actors A. The set of goals handled by the approach is denoted G and
the set of skills required for satisfying a goal g ∈ G is denoted skills (g). Note
that set G is built iteratively by the algorithm. For each actor a ∈ A, skills (a)
denotes the set of skills of a. We also consider three functions, satisfy , delegate
and refine, that correspond to actions that can be performed by actors. The
result of applying the refine function on an actor a ∈ A and a goal g ∈ G is a
pair of goals (g′, g′′) such that: 1. the satisfaction of subgoals g′ and g′′ implies
the satisfaction g, 2. g′ is satisfiable by a (skills (g′) = skills (g) ∩ skills (a)) and
3. g′′ is not satisfiable by a, even partially (skills (g′′) = skills (g)\skills (a)).

The output of our algorithm is, for each actor a ∈ A, the set of its satisfiable
goals Ga and the Unknown set of unsatisfiable goals U .

At the beginning of our algorithm, U is empty. Each high-level goal in HG is
refined into a goal g that is assigned to an actor a such that a can, even partially,
satisfy it (skills (a) ∩ skills (g) �= ∅). We assume that this initialisation is always
possible.
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Our algorithm is then a loop that ends when all goals are either satisfied or
assigned to U . As long as there exists an actor a with a goal g assigned to it and
that is not satisfied yet, if skills (g) ⊆ skills (a) then g is satisfied and added to
the set of satisfiable goals of a (Ga becomes {g} ∪ Ga). Otherwise, the function
refine is performed to obtain the subgoals g′ and g′′ as described earlier, and
g′ is satisfied and added to Ga. Regarding g′′, if there exists an actor a′ in A
that can, even partially satisfy it (∃a′ ∈ A, skills (a′) ∩ skills (g′′) �= ∅) then g′′ is
assigned to a′ else g′ is added to U .

4 Application to Our Industrial Problem

In this section we present the application of our method in an industrial context
and give the lessons learned from our case of study application.

4.1 Modus Operandi

We have worked with an aircraft manufacturer who has developed a value repos-
itory, along with their associated high-level goals. During the whole case study
application, we have worked with three company high-level goals.

First, we have the high-level goal Aircraft Deliverability derived from the
value Deliverability and the activity Producing the aircraft. The value Deliver-
ability means the capacity of the system to deliver as expected. So this high-level
goal is the ability to deliver the aircraft to customers when they are needed at the
desired rate. Second, we have the high-level goal Industrial System Deliverability
derived from the value Deliverability and the activity Producing the industrial
system. This high-level goal is the ability to produce the factories, assembly lines
and infrastructures needed to manufacture the aircraft. Third, we have the high-
level goal Industrial System Performance derived from the value Performance
and the activity Producing the industrial system. The value Performance means
the capacity of the system to work as expected. So this high-level goal is the
ability of the industrial system to perform according to production criteria.

The application was conducted with two aircraft manufacturer experts. The
first one is specialised in the architecture aircraft design, the second in methods
and digital solutions for design and manufacturing. Both of them have been
involved for many years in company projects aiming at linking the design of the
aircraft with the design of the means of production. Prior to our work, the two
experts had some notions in goal modelling, especially concerning the notion of
actors and goals, but had never used any refinement methods.

We have first organised a three-hours long session dedicated to our method
presentation. To do so, we worked on a simple example of high-level goals refine-
ment and actor assignment. Then, for each high-level goal, we have worked with
the experts during two three-hour sessions. The objective of the first session
was to apply the method. At the beginning of the session, we identified a set
of potential actors and then applied our algorithm. As there were some actors
that we had not thought of until we reached a certain stage in the process, we



418 A. Chan et al.

repeated algorithm application several times. At the end of the session, a first
model was obtained. The second session took place a week later and its purpose
was to amend and improve the model collectively. Between the two sessions, we
reviewed the model and identified issues to be fixed with the experts. An issue
could be, for example, that we did not understand the description of a goal, or
that a goal delegated once to an actor, was delegated again to the initial actor
without being refined.

Finally, two months later, three one hour long sessions allowed us to finalise
the model by working on specific issues like language issues or actor description.

4.2 Goal Elicitation and Assignation

Figure 1 describes the application of our method to the high-level goals Aircraft
Deliverability and Industrial System Deliverability. These two high-level goals
become respectively the goals D1 and D2 and were assigned by the experts to
two actors: the Industrial System Operator, in charge of operating the industrial
system to produce aircrafts on a daily basis, and the Industrial System Developer,
in charge of the design of the industrial system and its development.

The Industrial System Operator cannot completely satisfy the goal D1 , so
the goal is refined into two goals: one related to the supply chain (goal D1a), the
other related to the line balancing (goal D1b). Because this actor is in charge
of logistics, the D1a goal is her responsibility. Goal D1b, on the other hand, is
not her competence. Line balancing consists of scheduling the assembly tasks
in order to obtain the best production rate. D1b is therefore not a goal that
depends on the operational aspect, but on the design of the assembly line. So
D1b is delegated to the Assembly Line Developer actor. D1b is in turn refined
into four goals. Two are not in the actor competence scope: D1bc which is a goal
for the daily operations and D1ba which aims at setting the assembly tasks. Goal
D1ba is the responsibility of a new actor the Aircraft Architect, the actor who
is in charge of the aircraft design. Indeed, the assembly actions depend directly
on the design choices made by the Aircraft Architect and therefore they can
influence these choices depending on the complexity of the tasks to be performed.
However, the tasks at the architectural level are too abstract, they need to be
refined to a more basic level, the actions performed by the workers. Therefore,
D1ba cannot be completely satisfied by the Aircraft Architect, so the goal is
refined into two goals: one is to provide the aircraft design (goal D1baa), which
implies defining the assembly tasks at the architectural level, and another one
is to define the detailed assembly tasks (goal D1bab). Because it belongs to the
work of the line workers, this latter goal is assigned to the Industrial System
Operator actor.

Now let’s look at the goal D2. Through the refinements of this goal, we see
three goals that belong to the actor, D2cb, D2ab and D2ac, and two goals that are
transferred to the Assembly Line Developer actor. In fact, goals D2cb, D2ab and
D2ac deal with the ability to build and evolve infrastructures such as buildings,
roads, etc., while goals D2ca and D2b deal with assembly line tools and their
possible evolution. Goal Design the aircraft parts transport infrastructure (goal
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D2aa) is particularly interesting. The means of transport, as well as their size
and therefore routes they take (air, land or sea), depend greatly on the aircraft
elements to be conveyed. We find this dependency on the D2aa decomposition,
where the goal is first delegated to the Aircraft Architect, since the aircraft design
is her responsibility, and then decomposed into two goals. The first, D2aaa,
consists of choosing the transport means. The second one, D2aab, is for the actor
in charge of the industrial system design. Although D2aab can be achieved by
the Industrial System Developer, D2aaa can only be satisfied by a combination of
interrelated skills from the Aircraft Architect and another actor. As the experts
couldn’t define a clear-cut between the part of this goal satisfiable by the Aircraft
Architect and the one not satisfiable, D2aaa is delegated to the Unknown set.

Aircraft
Architect

Industrial
System

Operator

Industrial
System

Developer

Unknown

P2: The industrial system is
performant

P2b:The operation of
the industrial system
guarantees the rate

P2bb: The industrial
system is able to
operate the rate

P2a: The operation of
the industrial system is

rate-flexible

P2bc: The supply
chain guarantees

the rate

P2aa: The
industrial system

is rate-flexible

P2aa: The
industrial system

is rate-flexible

P2cb: The operation
of the industrial

system is mature

P2ba: The product allows
getting the targeted rate

P2ba: The product allows
getting the targeted rate

P2baa: The aircraft
design does not have
any blocking points to

reach the rate

P2bab: The build
principles are in

accordance with the
targeted rate

P2bab: The build
principles are in

accordance with the
targeted rate

P2c: The operation of the
industrial system guarantees the

evolution from starting rate to
targeted rate in the given time 

P2ca: Aircraft definition
is stable once delivered

to the manufacturing

P2ca: Aircraft definition is
stable once delivered to

the manufacturing

P2bb: The industrial
system is able to
operate the rate

D

D

D

D

Industrial System
Performance

P2ab The supply
chain is rate-flexibleP2cc: The supply

chain guarantees the
rate ramp-up

D

Fig. 2. Application for the high-level goal Industrial System Performance

In the same way, we applied our method to the high-level goal Industrial Sys-
tem Performance. The result is illustrated in Fig. 2. The high-level goal is refined
into the goal P2 and assigned to the actor Industrial System Operator. In this
example too, we can notice the presence of a goal that is not assigned to any
actor: P2bab. This goal is related to the production rate and more specifically
to the fact that the aircraft design should not be an obstacle to its manufac-
ture. By using our method, we see that the performance of the industrial system
involves, among other things, the ability of the system to hold the desired rate.
This implies that the aircraft is designed to achieve the rate. An example of a
bottleneck would be the use of technology, like a special alloy, that is too time
consuming on the assembly line. This goal is not the responsibility of the Indus-
trial System Operator, but rather of the Aircraft Architect. The Aircraft Architect
is in turn blocked because solving this goal requires mixed knowledge, from air-
craft design and production. So the goal P2bab is assigned to the Unknown
set.
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5 Conclusion

Following this work, we have discussed our results with the two experts and with
a third architect specialist in product/production relationships. The methodol-
ogy was well received. They particularly appreciated having a precise and repro-
ducible method to clearly set everyone’s goals, and the ability to bring out the
need to create new actors to manage the goals derived from the high-level goals.
From this first experiment, we can draw some observation.

Firstly, in our algorithm, the refinement of one goal leads to two goals, not
more. In our use case, we frequently violated this rule. It is not clear whether this
deviation comes from our method being too restrictive or whether we skipped
intermediate steps in the refinement during the experiment. Secondly, sometimes
we had an abundance of information and it was difficult to capture all of it. We
sometimes got lost in the rich expert knowledge: they know so many details
about their domains that we had a hard time going back to an abstract level.
Thirdly, it was also difficult to express the goals in terms of wording directly
from the first session. Even if the experts had a good vision of what needed to
be done to achieve a goal, it was often in the form of actions or process (i.e.
sequences of actions) which was very difficult to formulate as goals. A rewording
of the goals often happened in the second session. Finally, some goals are indeed
delegated to the Unknown set. In this use case, they are nobody’s responsibility
because the experts could not decide which actor could satisfy them. Practically
speaking, such goals require an indivisible combination of different actors skills,
who therefore have to actively cooperate. This raises the question of creating
within the company these new actors able to act as a bridge among the different
actors.

Regarding future work, we plan to investigate further the preliminary lessons
learned in order to improve the method. Then, we need to extend it in order to
give solutions to the user for the goals delegated to the Unknown set. It could
be a way to identify missing important actors in the company or to define the
need for strong cooperation between existing actors. We also need to examine
goals of the actors which are not elicited through the method but still important
for the actors and the company. We will have to understand the meaning of
their absence from any high-level goal refinements for the company. In addition,
we would like to join this method with traditional GORE approaches. The idea
would be to use the resulting elicitation of goals and actors as an input for further
goals refinement and dependencies elicitation. Finally, we could also investigate
the derivation of high-level goals from values, in order to procure traceability
between company values and goals assigned to actors.
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Abstract. As Artificial Intelligence (AI) algorithms become
widespread, concerns rise regarding their potential discrimination using
protected attributes such as race, sex, or age among others. Fairness is
a quality highly desired by society, however, it can be really difficult to
achieve. Identifying protected attributes and trying to maintain fairness
is both an important as well as a challenging task. In this paper, we pro-
pose a dynamic framework that considers the project context together
with law modeling in order to identify protected attributes that threaten
the fairness of AI models. This leads to a conscious evaluation of both
the accuracy and fairness of the AI solutions developed. To this aim, we
propose to model legal requirements by using Nòmos 3, which allows us
to capture the legal requirements that should be fulfilled into legal con-
texts that can be loaded into our framework. By following our proposal
we (i) map the duties in legal requirements to attributes in the used
dataset, identifying protected attributes and providing traceability, (ii)
help users in the selection of the definition of fairness that best suits the
context at hand, (iii) represent the output of AI models visually in order
to allow users to interpret how correct and fair are the decisions achieved
by the model. To show the applicability of our proposal, we exemplify
its application through a illustrative use case.

Keywords: Artificial Intelligence · Fairness · Legal requirements ·
Law modeling · Machine learning

1 Introduction

The use of Artificial Intelligence (AI) algorithms has become widespread, with
multiple predictive applications such as credit grant, recidivism, or employabil-
ity among others. At the same time Artificial Intelligence becomes a common
practice, multiple scandals derived from racist, sexist. In general, biased Artifi-
cial Intelligence outputs demand a closer analysis of the process involved in the
definition and training of AI algorithms.
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AI systems learn primarily from observing data. If that data is laden with
stereotypical concepts of gender, the resulting application of the technology will
perpetuate this bias [12]. The same situation applies to biases derived from
race, religion, or any other sensitive aspect of individuals (we will refer to these
aspects as protected attributes). As [2] asserts, testing for whether there is bias
in AI applications is an absolutely relevant and challenging topic, not only for
practitioners and researchers, but also for the benefit of having a fairer society.

Given the potential severity of the situation, the European Commission has
presented ethical guidelines for a trustworthy AI [1], which describes how a
trustworthy AI should be: lawful, ethical and robust Therefore, it is essential
to ensure that the decisions made by AI solutions do not reflect discriminatory
behavior and comply with the norms established in laws.

However, although fairness is a quality highly desired by society, it can be
really difficult to achieve in practice [13]. Multiple definitions of fairness exist and
there is no clear agreement on which one apply in each situation [17]. Moreover,
the detailed differences between multiple definitions are difficult to grasp. The
underneath question in order to guarantee the fairness in AI processes is to be
able to clearly locate the main variables that may cause unfairness, and therefore,
to properly manage them throughout the whole learning process.

Thereby, in this paper, we propose a dynamic framework that identifies pro-
tected attributes which threaten the fairness of AI models by considering the
project context together with law modeling. The main advantage of our proposal
is that it helps to discover protected attributes that are present in legal require-
ments and it should be taken into account. Furthermore, it helps to choose and
measure fairness of Artificial Intelligence systems decisions in an easy manner
and from different perspectives.

2 Related Work

Bias can appear in many forms. Depending in which phase we find the bias,
different techniques will be applied. Authors in [14] groups them into three cate-
gories: (1) Understanding bias: Helping to understand how bias is created in the
society and how it forms the input of our technological systems. (2) Mitigating
bias: Addressing bias at different stages of Artificial Intelligence decision-making
systems (3) Accounting for bias: Realizing bias proactively, through bias-aware
data collection, or retroactively, by explaining AI decisions in human terms.

Several works have focused on a try to identify biases in the data. In [10] an
approach is proposed to automatically detect the existence of biases in datasets
through an algorithm and generates a series of visualizations to represent the
bias. In [16] a transparent model distillation approach is presented to detect bias
in Black-box risk scoring models.

Other works are focused on the explainability of machine learning models
[4], this could be linked to our work as it provides a way to assess the degree of
fairness that a model has in the context of Law.

On the other hand, several techniques are focused in modifying the dataset
according to protected data in order to mitigate bias, mainly based on rebalancing
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techniques [11,15]. [9] try to identify bias in the labels and proposes amethod based
on the re-weighting of the elements in the dataset to mitigate such bias.

However, even if bias was detected and mitigated, fairness can be really dif-
ficult to achieve in practice [13]. As [17] argues, there is no clear agreement on
which definition to apply in each situation. Moreover, the detailed differences
between multiple definitions are difficult to grasp. Therefore, it can be com-
plicated to choose the most appropriate fairness definition for each particular
case.

Additionally, different contexts may arise containing different protected
attributes which may be affected by fairness. Frameworks such as Nòmos 3 [6]
help us to represent legal knowledge in requirements engineering. However, to
the best of our knowledge, none of the approaches provide a way to extract
protected attributes from Legal Requirements and assist in the definition and
interpretation of Fairness in AI models.

Therefore, we propose a dynamic framework that considers the project con-
text together with law modeling to identify protected attributes that threaten
the fairness of AI models. Moreover, it helps to choose and measure fairness
definitions of AI systems in an easy manner and from different perspectives.

3 How Fairly Meet Legal Requirements in Artificial
Intelligence Algorithms

As previously-argued, Artificial Intelligence algorithms are being used in high-
risk decisions where they can show discriminatory behavior towards certain
groups. However, identifying protected attributes and trying to maintain fairness
is both an important as well as a challenging task.

Figure 1 represents an overview of our framework, the left side represents
the Legal Requirements Modeling by using Nòmos 3 [6], while the right side
represents the Fairness Elicitation and Interpretation Process. The users involved
in our framework will be AI experts, who will extract information from the
company’s personnel to define its requirements.

On the left side, we can see as our framework supports several Requirements
Models where requirements from AI projects are modeled. These models should
follow different laws established in the context of an application. Therefore, by
following our proposal, it is possible to reuse a set of the legal components (Legal
Models) since different contexts may be affected by the same laws.

In order to formalize the laws we have follow Nòmos 3 [6], a framework aimed
to ensure compliance of requirements to a given law. Once the laws have been
established and the norms that each law should follow have been specified, it
is possible discover protected attributes that may be presented in legal require-
ments and it should be taken into account.

Following the Fairness Elicitation and Interpretation Process (right side), it
will be possible to match if the dataset contains any of the protected attributes
exacted from the laws. In case that the dataset contains protected attributes,
we provide a set of guidelines to help users to choose and measure fairness of AI
systems decisions in an easy manner and from different perspectives.
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Fig. 1. Proposed framework overview.

In the following sections, we further describe the different steps of our pro-
posal. Our proposal is applicable to any AI system, however it is important to
take it into account in systems related to public services, selection systems, bank
loans, access to education, etc. For the sake of the comprehension, we describe
every step by applying it in a illustrative use case based on a German bank’s
credit granting. We assume that this bank must follow the “Organic Law 3/2007,
of March 22, for the effective equality of women and men [8]”.

3.1 Dataset Description

The dataset that we have chosen in order to apply our approach is Statlog (Ger-
man Credit Data) dataset published in the UCI Machine Learning Repository
[5]. This dataset is related to credit risk assessment; it contains information
about 1000 loan applicants, including if they were suitable for a credit or not,
i.e., whether the individual will be able to return the credit correctly or not.

3.2 Modeling Legal Requirements by Using Nòmos 3

The first step of our proposal is to capture the legal requirements that should be
fulfilled into our use case. To this aim, we have used Nòmos 3 [6], a framework
widely accepted for representing legal knowledge in requirements engineering.

Figure 2 represents the Legal Requirements Model associated to the Role of
a Bank operating in Germany that must follow the “Organic Law 3/2007, of
March 22 [8]”. The concepts and relationships used to model laws were pro-
posed in [6,7]. Concepts are briefly described as: Goal : a requirement that the
Social Role wants to achieve. Norm (Duty): the conditions, which are given
by laws or other regulations, that the system should comply with. Situation:
the conditions that make a Norm applicable/satisfied. Role: two types of roles.
Legal Role is responsible for make happen the Duties, is the role that the law
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Fig. 2. Legal requirements model using Nòmos 3.

addresses as being the holder of the duty and Social Role, who wants to achieve
the Goals defined in the requirements model.

The relationships are defined as: Coplay : Social Roles have to comply with
the Norms for whom the Legal Role is responsible. Hold : relation from Legal
Role to Norms. It represents that the Role is responsible for the Situations in
the consequent of those Norms. Satisfy : relationships between Situations and
Norms, when the Situation is satisfied the Norm is satisfied. Want : represents
the Goals that a Role want to achieve. And : something is fulfilled if all the
sources of the relationships fulfills it.

In this case, the model (Fig. 2) is used to evaluate the compliance of the Bank
goals following certain duties established in the “Organic Law 3/2007, of March
22 [8]”. As seen in Fig. 2, the model is discomposed into two models. The left
side represents the legal duties that should be complied with, while the right
side represents the system goals and requirements.

Starting from the right side of Fig. 2, the Social Role of the Bank wants
to grant credit. To satisfy this goal it should comply with the situations “The
prediction does not directly discriminate between different genders”, “Gender
attribute has no relation to the made decision” and “The distribution between
men and women should be between 40% and 60%”. This specific Situations help
us to detect which are the protected attributes that arise in this context. The
Duties established in the “Organic Law 3/2007, of March 22 [8]” are grouped.
This will help users to reuse this package of duties when the same law affect
them in another context. Moreover, other laws can be decomposed into Duties
in order to take into account all the laws that affects the Legal Role.
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3.3 Fairness Elicitation and Interpretation Process

Taking the information detailed in the Legal Requirements Model (Fig. 2) as
input, we propose the Fairness Elicitation and Interpretation Process which is
represented in Fig. 3. For the sake of simplicity, in this illustrative example we
focus on the “Organic Law 3/2007, of March 22” [8]. In a complete AI scenario
multiple laws may be modeled, defining several protected attributes. The process
is composed by the following steps:

Protected Attribute Definition. Firstly, the Protected Attribute/s are
defined using the information from the Legal Requirements Model (Fig. 2).
According to the Situations, Gender has been selected as protected attribute.

Mapping Dataset Attributes/Values. As Gender has been defined as a
Protected Attribute, the next step is to find in the dataset whether any attribute
or value is related to the protected attribute. In this case the, attribute Personal
status and sex have been detected.

Fairness. Since protected attributes have been detected in the dataset, the next
step in our process is to establish how to measure the fairness. In this case, as
detailed in the Legal Requirements Model (Fig. 2), there are two roles, the Legal
Role and Social Role, and they may pursue different definitions of fairness.

Protected
Attribute

Data Source

mapping (attributes/values) Attribute 9: Personal status and sex
 A91 : male : divorced/separated
A92 : female : divorced/separated/married
A93 : male : single
 A94 : male : married/widowed
 A95 : female : single

Dataset

Model Results
Interpretation

Artificial
Intelligence

Model

Gender

Legal
Requirements

Models

Fairness
Definition flowchart

Process

Attribute

Protected
Attribute

Legend

Fairness

Protected 
Attributes?

No

Fairness

Legal Role Social Role

Yes

Fig. 3. Fairness elicitation and interpretation process.
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Multiple definitions of fairness exist and it can be unclear which is the most
appropriate for each particular case. Hence, with the aim of making the fair-
ness definitions more understandable and help users in the selection of the best
metrics for each particular case, we have proposed Table 1. It contains the defini-
tions of the most common group fairness metrics, along with a brief description
in a language that the different roles could understand. There are more specific
metrics related to fairness at individual or subgroup level [17], but the metrics
presented in the Table are already enough to quantify the degree of fairness, so
they are omitted.

In the case of the bank acting as Legal Role, it should hold the “Organic Law
3/2007, of March 22 [8]” and its Duties established in Fig. 2. For this reason,
it choose Equal Opportunity to measure the fairness. According to the Law, it
should be maximized the grant of credit to worthy individuals.

On the other hand, the bank acting as Social Role has the goal of grant credit.
However it should minimize the granting of credit to non-worthy individuals as
the bank always wishes to minimize the number of individuals that will not
return the credit. For this reason, it choose Predictive Equality.

Artificial Intelligence Model Training. In order to predict whether an indi-
vidual is worthy of a grant or not, the CatBoost classifier [3] with default hyper-
parameters will be used. 80% of the data will be used for training, and the

Table 1. Group fairness definitions.

Equalized odds Worthy and non-worthy

individuals should be

treated equally

independently of its sex

Groups within protected

attributes have the same

rate of true and false

positives

Equal Opportunity +

Predictive Equality

Equal

opportunity

The frequency of

classifying a worthy

individual as worthy

should be maximized and

equal for both sexes

Same true positive (or

false positive) rates

TPR =
TP

TP + FN

Predictive

equality

The frequency of

incorrectly classifying a

non-worthy individual as

worthy should be

minimized and equal for

both sexes

Same false positive (or

true negative) rates

FPR =
FP

TN + FP

Predictive parity The ratio of correctly

predicted worthy

individuals by the model

should be the same for

both sexes

Same precision across all

groups

Pr =
TP

TP + FP

Conditional

demographic

parity

If two individuals have

the same creditability

level, treat them equally,

independently of its sex

Given a set of legitimate

factors L, the probability

is the same across all

groups within protected

attributes

P (Y |L = l, A = 0) =

P (Y |L = l, A = 1)
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remaining 20% will be used for evaluation purposes. An accuracy of 77.5% was
obtained, i.e. it has enough performance to continue with the framework. For
further details, code and dataset can be found at: https://gitlab.com/lucentia/
bias-in-ai/-/tree/main/ER2022.

Model Results Interpretation. Finally, the last step of the framework is to
assess the fairness of the model according to the fairness metrics chosen from
Table 1, namely Equal Opportunity (from the Legal Role standpoint) and Pre-
dictive Equality (from the Social Role standpoint). The confusion matrices can
be seen in Fig. 4, which contains all the information that will be used to compute
the chosen fairness metrics, i.e. the True Negatives (TN), False Positives (FP),
False Negatives (FN) and True Positives (TP), reading the matrix left-to-right
then top-to-bottom, separated by the different values of the protected attribute,
in this case, the sex. By using the confusion matrices and the formulas of Table 1,
we can quantify the degree of Equal Opportunity and Predictive Equality as the
difference in absolute value of the TPR and FPR of both sexes, respectively.
Therefore, a value closer to zero means a higher degree of fairness.

The results are presented in Table 2. As it can be seen, the TPRs for both
sexes are considerably high, i.e., the majority of worthy individuals for both sexes
will receive grants. As the TPRs are also similar, the value of Equal Opportunity
is 0.020, close to zero, so it can be affirmed that fairness is achieved from the Legal
role standpoint, as the fairness metric selected following Table 1 is achieved.

On the other side, the FPRs differ considerably between both sexes: 61%
for men, while women is around 38%, resulting in a 22.3% deviation from the
perfect predictive equality. In other words, it is more likely to give a grant to a
non-worthy male than to a non-worthy female, thus Predictive Equality is not
achieved and fairness is not completely achieved from the Social role standpoint.

Regarding the Situation “the distribution between men and women should
be between 40% and 60%” indicated in Fig. 2, it can also be shown that, of all
individuals predicted by the algorithm as worthy of a grant, only the 28.3% are
women, so this Situation is not satisfied.

Fig. 4. Confusion matrices of the predictions given by the model for both sexes.

https://gitlab.com/lucentia/bias-in-ai/-/tree/main/ER2022
https://gitlab.com/lucentia/bias-in-ai/-/tree/main/ER2022
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Table 2. Values obtained for the chosen fairness metrics, less is better, except on TPR.

TPR Equal opportunity FPR Predictive equality

Men 0.907 0.020 0.610 0.223

Women 0.927 0.381

4 Conclusions and Future Work

Throughout the paper, we have described the relevance of guaranteeing the
fairness of Artificial Intelligence (AI) systems. One of the main difficulties for
achieving fairness is to detect critical variables that may affect the fairness,
choose the fairness type more suitable for each context and measure it.

Thus, in this paper we have presented a dynamic framework that considers
the project context together with law modeling in order to identify protected
attributes that threaten the fairness of AI models. Our proposal (i) maps legal
requirements to dataset attributes identifying protected attributes, (ii) helps
users to choose the most appropriate fairness definition and (iii) represents the
output of AI models visually in order to interpret how correct and fair are the
decisions achieved by the model.

To show the applicability of our proposal, we have exemplified its application
through an illustrative use case based on a German bank credit grant. We have
shown that the model trained treats worthy individuals equally disregarding
their sex. However, it tends to overestimate non-worthy men in comparison to
non-worthy women when predicting their creditability for a grant. Furthermore,
we have also shown that of all individuals predicted by the algorithm as worthy
of a grant, only the 28.3% were women.

As part of our future work we are studying how to link protected attributes
through semantic analysis and taking into account the user feedback. Further-
more, we are trying to define how to deal with conflicting laws, rules that depend
on other rules and changing requirements.

Acknowledgements. This work has been co-funded by the AETHER-UA project
(PID 2020-112540RB-C43), funded by Spanish Ministry of Science and Innovation.
And the BALLADEER (PROMETEO/2021/088) project, funded by the Conselleria
de Innovación, Universidades, Ciencia y Sociedad Digital (Generalitat Valenciana).

References

1. Commission, E.: Ethics guidelines for trustworthy AI (2021). https://digital-
strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai

2. Davenport, T., Guha, A., Grewal, D., Bressgott, T.: How artificial intelligence will
change the future of marketing. J. Acad. Mark. Sci. 48(1), 24–42 (2019). https://
doi.org/10.1007/s11747-019-00696-0

3. Dorogush, A.V., Ershov, V., Gulin, A.: Catboost: gradient boosting with categor-
ical features support. arXiv preprint arXiv:1810.11363 (2018)

https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://doi.org/10.1007/s11747-019-00696-0
https://doi.org/10.1007/s11747-019-00696-0
http://arxiv.org/abs/1810.11363


432 A. Lavalle et al.
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