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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical to
the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 24th International Conference on Human-Computer Interaction, HCI
International 2022 (HCII 2022), was planned to be held at the Gothia Towers Hotel
and Swedish Exhibition & Congress Centre, Göteborg, Sweden, during June 26 to
July 1, 2022. Due to the COVID-19 pandemic and with everyone’s health and safety in
mind, HCII 2022 was organized and run as a virtual conference. It incorporated the 21
thematic areas and affiliated conferences listed on the following page.

A total of 5583 individuals from academia, research institutes, industry, and
governmental agencies from 88 countries submitted contributions, and 1276 papers
and 275 posters were included in the proceedings that were published just before the
start of the conference. Additionally, 296 papers and 181 posters are included in the
volumes of the proceedings published after the conference, as “Late Breaking Work”.
The contributions thoroughly cover the entire field of human-computer interaction,
addressing major advances in knowledge and effective use of computers in a variety
of application areas. These papers provide academics, researchers, engineers, scientists,
practitioners, and students with state-of-the-art information on the most recent advances
in HCI. The volumes constituting the full set of the HCII 2022 conference proceedings
are listed in the following pages.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution and
support towards the highest scientific quality and overall success of the HCI
International 2022 conference; they have helped in so many ways, including session
organization, paper reviewing (single-blind review process, with a minimum of two
reviews per submission) and, more generally, acting as good-will ambassadors for the
HCII conference.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, Founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

July 2022 Constantine Stephanidis
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HCI International 2023

The 25th International Conference on Human-Computer Interaction, HCI International
2023, will be held jointly with the affiliated conferences at the AC Bella Sky Hotel
and Bella Center, Copenhagen, Denmark, 23–28 July 2023. It will cover a broad
spectrum of themes related to human-computer interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as
novel interaction techniques, interfaces, and applications. The proceedings will
be published by Springer. More information will be available on the conference
website: http://2023.hci.international/

General Chair
Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2023.org

http://2023.hci.international/ 
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Abstract. In recent years, studies have found that patients with mild cognitive
impairment (MCI) display lower functioning in instrumental activities of daily liv-
ing (IADLs) compared to healthy subjects.We have used virtual reality (VR) tech-
nology as a means to test IADLs in virtual space (VR-IADLs). Previous research
has focused on motion primitives, which are the smallest units of motion in a VR-
IADL task, and has developed techniques for screening for MCI based on their
frequency of occurrence. As a result, this presented the possibility of screening
for MCI using motion frequency analysis. However, there remains a problem in
extracting motion primitives related to the characteristics of the elderly and MCI
patients. The purpose of this study is to develop a model capable of identifying
the motion primitives necessary for extracting motion primitives by analyzing
the characteristics of the elderly and MCI patients. As a result of this evaluation,
which uses the confusion matrix, it was possible to identify motion primitives
with 75.5% accuracy. In the future, we plan to select feature quantities to improve
recognition accuracy.

Keywords: Mild cognitive impairment · Virtual reality ·Motion primitives ·
Machine learning

1 Introduction

1.1 Association Between IADL and MCI

Detecting mild cognitive impairment (MCI) as early as possible is important. MCI
patients have been shown to experience a slight functional decline in instrumental activ-
ities of daily living (IADLs) [1]. IADLs are more complex and higher-level activities
than activities of daily living (ADLs). IADLs include activities such as meal preparation,
shopping, and cleaning.

In their study evaluating IADL performance, Giovannetti et al. reported a signifi-
cant difference in the frequency of human errors during IADL tasks [1]. In a subjective
evaluation of IADL performance, Fabiana et al. also identified a significant difference

© Springer Nature Switzerland AG 2022
V. G. Duffy et al. (Eds.): HCII 2022, LNCS 13521, pp. 3–12, 2022.
https://doi.org/10.1007/978-3-031-17902-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17902-0_1&domain=pdf
https://doi.org/10.1007/978-3-031-17902-0_1


4 T. Ando et al.

in questionnaire scores for family members and caregivers [2]. Therefore, existing stud-
ies have highlighted the importance of focusing on behavioral function in addition to
conventional cognitive function assessment.

TheNaturalisticActionTest (NAT) is designed to evaluate the performance of IADLs
[3]. For the NAT, subjects are required to complete the following three tasks: 1) Prepare
toast with butter and jam. 2) Wrap a present. 3) Prepare a lunch box with sandwiches,
snacks, and drinks and pack them in a school bag. The bread, jam, and other items needed
to complete the task are arranged on a U-shaped table. NAT scores are independent of an
individual’s educational level, gender, and mobility impairment [3], and they have been
shown to be significantly associated with caregiver reports of ADLs [4]. However, the
NAT has several problems: 1) It is not suitable for mass screening. 2) A heavy burden is
placed on examiners (clinical psychologists, etc.). 3) The food used in the experiment
must be discarded.

1.2 Virtual Kitchen Challenge System

We developed an assessment tool for evaluating meal preparation using virtual reality
(VR) technology [5]. This system is called the Virtual Kitchen Challenge (VKC) system,
and it solves the problem of performing IADL tasks in real space. The VKC includes
two types of tasks: the toast and Coffee task, which simulates preparing breakfast, and
the lunchbox task, which simulates preparing lunch (Fig. 1).

Fig. 1. Toast and coffee task screenshot

The VKC also contains objects that are unrelated to the task. In the VKC, actions
such as moving objects and opening a lid in real space are transformed into interactions
such as dragging and touching items.

It has been shown that there is a positive correlation between the VKC and the
frequency of human error in the real environment [5] (Fig. 2).

For this study, the minimum unit of operation in the VKC is defined as a motion
primitive.
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Fig. 2. Screenshot of the lunchbox task

2 Previous Research

First, this paper reviews existing studies that have examined motion primitives in the
VKC context. In one study, the authors focused on motion primitives only when the
screen was touched; in another study, the authors focused on motion primitives with and
without a screen.

2.1 Clustering Motion Primitives Using Topic Models

In a study by Shirotori et al. focusing on the frequency of motion primitives in VKC,
the authors examined whether there was a difference in the occurrence probability of
motion primitives among healthy university students, elderly people, and MCI patients
[6]. The author’s research method consisted of two steps. First, the authors determined

Fig. 3. Flow from creation of frequency data to topic model
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the frequency data of motion primitives, such as touch and drag, using data obtained
from lunchbox tasks performed by healthy university students, elderly people, and MCI
patients. Next, the authors clustered the frequency data of the motion primitives using a
topic model (Fig. 3).

Subsequently, healthy university students and MCI patients were divided into inde-
pendent topics; however, topics specific to the elderly could not be identified, suggest-
ing that the elderly possess characteristics typical of both university students and MCI
patients.

This study suggests the possibility of screening MCI patients according to the
frequency analysis of motion primitives in the VKC.

2.2 Identification Model of Motion Primitives

One problem with the above study by Shirotori et al. is that because the classification
of motion primitives was performed by an observer while analyzing the moving image,
the observer’s subjectivity may have influenced the results.

To solve this issue, Iwashita et al. developed a model for automatically classifying
motion primitives [7]. They conducted an experiment using the VKC with university
students, and theymeasured the 3Dposition coordinates andmoving images of study par-
ticipants’ fingertips. Subsequently, they calculated time-series data for fingertip speed.
They segmented the data into motion primitives and defined motion primitives for each
segmented segment. Iwashita et al. considered that motion in the VKC could be per-
formed by a combination of four actions: 1) pointing, 2) resting, 3) clicking or releasing,
and 4) dragging. Ensemble learning was used to model the average and variance of the
velocity of each segment. As a result, it was possible to classify motion primitives with
considerable accuracy.

3 Method

In this study, we used the dataset obtained by Giovannetti et al. [5]. The obtained data
consisted of 3D position coordinates of the subject’s fingertips and the moving images
obtained during the experiment.

The objective of this study is to develop a technology that can screen MCI patients
viamotion frequency analysis. In this study, we aimed to develop a recognitionmodel for
motion primitives in VR-IADL by examining the motion characteristics of the elderly
and MCI patients.

3.1 Subjects

This study used the dataset obtained by Giovannetti et al. [5]. There were 29 subjects:
10 males and 19 females. The mean age was 37.1 years (SD = 25.9). Among the
participants, 20 were university students, five were healthy elderly adults, and four were
MCI patients.
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3.2 Lunchbox Task

The lunchbox task consists of threemain tasks (the sandwich task, cookie task, andwater
bottle task) and the subtasks required to accomplish the main tasks. The main tasks and
subtasks are described in detail below.

(1) Sandwich Task

The sandwich task consists of eight subtasks:

1. Place a piece of bread on a sheet of aluminum foil.
2. Uncover the peanut butter.
3. Scoop the peanut butter with a knife and spread it on the bread.
4. Open the lid of the blueberry jam.
5. Scoop the blueberry jam with a knife and spread it on the bread.
6. Place another slice of bread on top of the peanut butter and jam.
7. Wrap the sandwich in aluminum foil.
8. Put the wrapped sandwich into the lunchbox.

(2) Cookie Task

The cookie task consists of three subtasks:

1. Place three cookies on a sheet of aluminum foil.
2. Wrap the three cookies in aluminum foil.
3. Place the wrapped cookies in a lunchbox.

(3) Water Bottle Task

The water bottle task consists of five subtasks:

1. Open the lid of the juice container.
2. Pour the juice into a water bottle.
3. Close the inner lid of the water bottle.
4. Close the lid of the water bottle.
5. Put the water bottle in the lunchbox.

Finally, press the end button in the upper right-hand corner of the screen to end the
task.

3.3 Human Cognitive Models

In this study, we utilized a human cognitive model to analyze the motion primitives of
the elderly and MCI patients. The human cognitive model is shown in Fig. 4 [8].
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Fig. 4. Human cognitive model (modification of figure from [8])

As shown in Fig. 4, humans receive information via their sensory organs. Among the
information received, humans filter out all but the necessary information; subsequently,
they interpret this information based on past memories, make judgments, and then act.

Atance et al. define planning as the ability to consider several actions and their
consequences and then implement actions in a sequence [9]. Based on Atance et al.’s
definition, we defined motion planning as the action that occurs prior to task execution
in this study.

It has been shown that when working memory, which is included in motion plan-
ning, malfunctions, the function and planning abilities necessary for executing IADLs
deteriorate.

In this study, we defined new motion primitives at the stages of motion planning
and task execution. We believe that defining motion primitives in this way enables us to
consider the motion characteristics of the elderly and MCI patients.

3.4 Motion Primitives

In this study,wedefinedmotionprimitives at the stages ofmotionplanning and execution.
Figure 5 shows the motion primitives.

Remaining stationary and wandering are the stages of motion planning. Wandering
is the act of wandering during a task before deciding what action to take next. This action
was more common among the elderly and MCI patients than among university students.

The execution steps include pointing, making screen contact, releasing, and commit-
ting a micro-error (ME). ME is one of the errors of IADL tasks [10]. ME is defined as
stopping when touching an object or touching an object and releasing it without doing
anything. It has been shown that the respective incidence rates of ME among healthy
adults and MCI patients are significantly different [10].

Screen contact refers to the act of touching a screen.
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Fig. 5. Motion primitives

3.5 Segmentation of the Motion Primitives

In this study, we segmented fingertip speed time-series data into units of motion primi-
tives using a two-step process similar to the method employed by Iwashita et al. Specifi-
cally, the segmentation was performed at zero acceleration intersection in the first stage.
This method uses machine learning to rectify any incorrect segmentation that occurs
during the first segmentation in the second stage. For the segment points obtained in the
first stage of segmentation, a data set was created from the teacher data that was used to
determine whether to subtract segments and the feature quantities of segment segments,
and this was implemented via machine learning. After segmentation in the first stage,
an error occurred whereby segment boundaries were drawn where segments were not
needed.

3.6 Segmentation Results

In this study, segments in the inner screen and in the non-screen contact section of all
the time-series data were used, and other data were excluded via preprocessing. Screen
contact sections were not included in the dataset because they can be segmented as a
single motion primitive.

The accuracy of segmentationwas evaluated using a confusionmatrix. The confusion
matrix is shown in Fig. 6.

In this study, seven dimensional features, including segment interval time and seg-
ment velocity, were extracted.We created data to determinewhether to subtract segments
as teacher data. A data set was created from these data. In total, there were 2,370 data
sets.
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Fig. 6. Segmentation evaluation by confusion matrix

Using a decision tree, a segmentation accuracy of 97% was achieved. These results
suggest that we have developed a motion segmentation model that accounts for the
motion characteristics of the elderly and MCI patients.

3.7 Safe-Level SMOTE Data Augmentation

In this study, we defined motion primitives as data obtained by segmenting fingertip
speed time-series data into units of motion primitives.

We extended the motion primitive data using the safe-level SMOTE method. Safe-
level SMOTE is a data extension method used in the unbalanced classification problem
[11].

In this study, we extended the data for micro-errors, releasing, and wandering opera-
tions, which had less data than the other three motion primitives. This extension allowed
us to achieve a similar amount of data for all six motion primitives.

3.8 Results of Motion Primitives Recognition

In this study, we extracted five dimensional feature values, including the maximum and
minimum velocity values for each segment interval. The total number of data sets was
5,764. Ensemble learning was used to model the data set.

The recognition accuracy of the motion primitives was evaluated using a confusion
matrix; the results are shown in Fig. 7. The overall recognition accuracy was 75.5%.

Recognition accuracy by category was 69.2% for pointing, 86% for screen contact,
72.5% for stationary, 85.7% for wandering, 62% for ME, and 78% for releasing.
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Fig. 7. Result of recognition of motion primitives by confusion matrix

The recognition result of a motion primitive depends on the segmentation result
for each motion primitive. Therefore, although the accuracy of the segmentation
model developed in this study was 97%, there are segments that could not be cor-
rectly segmented. We believe that this influenced the recognition results of the motion
primitives.

4 Conclusion

In this study, we developed a recognition model of motion primitives in VR-IADL by
considering the motion characteristics of elderly people and MCI patients using the
data set obtained by Giovannetti et al. We successfully developed a model capable of
recognizing motion primitives with 75.5% accuracy. We used data from five elderly
patients and four MCI patients. Therefore, it cannot be claimed that this model perfectly
accounts for the movement characteristics of all elderly people and MCI patients. In the
future, we plan to review the features and develop more accurate models by increasing
the number of subjects.
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Abstract. Sleep is one of the most important bodily functions for main-
taining a healthy lifestyle, especially for teenagers and young adults.
Though general guidelines for healthy sleeping habits for this age group
are well documented, it is often difficult to know exactly what bed time,
wake time, and total amount of sleep is best for a given individual based
on their personal biological needs. Given this shortcoming in current
sleep research, our goal is to create an algorithm that reliably classi-
fies EEG sleep data in order to predict the optimal sleep schedule for
an individual, specifically for a college student. In addition to this, we
address the shortcomings of current sleep data by developing our own
dataset of over 300 h of full night recordings for a single individual. Using
this dataset, we implement and compare various ML models, and discuss
limitations and areas of future work for prediction of optimal sleep.

Keywords: Machine learning · Supervised learning ·
Electroencephalogram (EEG) · Sleep research · Sleep data ·
Individualized healthcare · Optimal sleep duration

1 Introduction

1.1 Problem Statement

Sleep is a highly-important bodily function that helps maintain the health and
general well-being of the human body. Additionally, sleep plays a major role in
the development and well being of teens and young adults, a concept that has
become significantly more recognized with the advancements in sleep research
and analysis. For example, it has been observed that proper sleep provides var-
ious benefits, such as promoting growth, learning, and cognitive development,
strengthening the immune system, and decreasing the chances of illnesses such
as heart disease [6]. These benefits corroborate research which shows a strong
correlation between high sleep quality and better academic performance, a fac-
tor which is without a doubt of great importance to many college students [23].
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The lack of sleep, on the other hand, is tied to various health concerns such as
increased risk of obesity, increased probability of taking risk-taking behaviors,
and overall detrimental effects to mental health [37]. Because of the importance
of proper sleeping habits for teenagers and young adults, and especially for col-
lege students, it is necessary to determine what types of sleeping patterns are
best for this specific demographic.

Plenty of research has already been done on this topic[1,2,8,16,21,24,32,33,
35,36]. For instance, Chaput et al. [7] reports that young adults need more sleep
than older adults. However, while these findings generally outline the optimal
sleeping habits for teens and young adults, the specific needs for individuals
vary depending on a large variety of biological factors as well as lifestyles. Addi-
tionally, since people naturally lead varying lifestyles, it is impossible for many
individuals to follow the sleeping recommendations proposed for their demo-
graphic. College students notably fall under this category, since college life often
encourages staying up to extreme hours to finish assignments and spend time
with friends [12]. For the above reasons, it is necessary to devise a system that
can diagnose the specific optimal sleeping patterns of an individual. Because of
the usefulness such a system would provide to college students in particular, this
study attempts to develop an algorithm to help college students determine their
personalized optimal sleeping schedule.

1.2 Literature Review

When reviewing currently available sleep-related literature, it is apparent that
such an algorithm to obtain individualized data for optimal sleep would be novel.
This is seemingly the case because there is limited data available for the long-
term study of an individual’s sleeping patterns compared to other types of sleep-
ing data. For instance, epidemiological data has shown chronically inadequate
sleep in the general population, with various experts claiming the core sleep
duration needed to be of 6 h [9]. This number has varied over the years, with
a general consensus of 6 to 9 h of sleep needed by an individual [13]. However,
there exists a lack of studies done on the specific sleep needs of individuals.

A sample of papers cited in Roy [32] and Craik [8] find that most sleep-
ing studies use datasets consisting of various people whose sleep patterns are
monitored for a shorter period of time. Studies such as Arnal et al. [5], Giri et
al. [11], and Hou et al. [14] (and many others) have been done on sleep stage
classification, the process of determining whether a person is either awake, in
non-rapid eye movement sleep (NREM), or in rapid eye movement sleep (REM)
at any given point during their sleep. These studies generally use Electroen-
cephalography (EEG) technology coupled with deep learning (DL) algorithms
to determine the sleep phase. Ansari et al. [4]. dives further into sleep stage
classification, using EEG technology specifically with infants to help optimize
their brain development during sleep. Additionally, Kemp et al. [17]. uses EEG
technology to quantify how deep one’s sleep is. However, because each of these
studies utilize various participants with each participant studied for a shorter
period of time, it is difficult to repurpose these datasets to draw conclusions
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pertaining to a single individual. In other words, there simply is not enough
data available on any given individual to analyze their personal sleep patterns
sufficiently.

Moreover, while there are a limited number of datasets available that include
sufficient data for the individual to train an ML algorithm, these data sets
are largely unusable for the purposes of this study. For one, because wearing
EEG headsets for extended periods of time can be uncomfortable, these exist-
ing datasets are usually composed of individuals who are in critical condition
and are being monitored for extended periods of time by hospital staff. Since
these individuals have underlying health conditions and are generally not in
the teenage and young adult demographic, their data cannot be used to train
algorithms intended for the average healthy college student. Secondly, extensive
data revealing a single-individual’s sleeping patterns can be subject to privacy
and ethical concerns. Ultimately, to the best of our knowledge, there currently
exists no study which focuses on a long-term analysis of an individual, with
the longest individual sleep recording from the aforementioned studies being of
3 weeks. We also reviewed the machine learning and deep learning algorithms for
EEG classification to analyze our experimental data better [8,18,19,27,29,32].

1.3 Purpose of Study

For this reason, the purpose of the study is to generate long-term sleep data of
a college student using a comfortable and non-intrusive EEG headset, and ulti-
mately use the data to train a ML algorithm that can diagnose the college stu-
dent’s optimal sleeping patterns. If successful, the study would attempt to refine
the algorithm such that it could be applied to other healthy college students to
find their optimal sleeping patterns. As alluded to above, this study could be
extremely beneficial to college students, since the knowledge of one’s sleeping
schedule can pay dividends on an individual’s physical and mental health.

1.4 Research Question

Thus, the research question we intend to answer is: How can we use ML models
and EEG technology to accurately detect an individual college student’s optimal
sleeping schedule?

2 Method

2.1 Dataset

The dataset used for this study contains 41 full nights of sleep data and was
provided by an undergraduate college student (who will remain anonymous for
privacy concerns). The college student is a 19 year-old Caucasian male from the
United States, and is a generally healthy individual who maintains a healthy
diet, drinks a sufficient amount of water, and frequently exercises. In additional
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to the clinical experimental devices [8,20,28], there are several consumer-grade
non-invasive EEG headsets available at the time of the experiment [15,25,34].
The subject used a Muse S (Generation 2) headband for recording sleep sessions
(see Fig. 1). The dataset includes a number of metrics for each of the 41 nights
of sleep data. Specifically, bed time, wake time, time in bed, time asleep, sleep
stages, sleep position, sleep intensity, heart rate, stillness, and a value of 1–100
representing the overall quality of a given night’s sleep were recorded. Bedtime
and wake time refer to the times at which the subject fell asleep and woke up
for any given session, with time in bed being the difference between these two
metrics and sleep duration being the amount of total time the subject was asleep.
The sleep stage metric recorded the total amount of time the subject spent in
each of the four sleep stages: awake, rapid eye movement (REM), light sleep,
and deep. Sleep position refers to the amount of time the subject spent sleeping
on each their left side, right side, back, and front. Sleep intensity measured the
relative intensity of a given night’s sleep. Stillness was determined by the total
amount of time the subject was “active” and “relaxed” throughout the night.
Lastly, the dataset includes a single statistic summarizing the quality of the
subject’s sleep for any given night, with a score of 75 translating roughly to an
average night’s sleep for the average person. This value is determined by the
Muse headset’s software, and is trusted to be a reasonably accurate numerical
representation of the quality of a given session.

Fig. 1. Diagram of Muse S and sensors.

2.2 Note on Exportation of Dataset

When collecting data using the Muse S headset, the subject synced the headset
with the official Muse mobile application, which provides an interface for viewing
logged sleep sessions. In recent years, Muse removed the capability to export raw
EEG files from the application, and provides no alternate method for recovering
the raw EEG files. For this reason, the data that was presented in the Muse
application was manually entered into a spreadsheet in .xlsx format. Thus, it
should be noted that the data is preprocessed by the official Muse application.
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2.3 Accessing the Dataset

For ease of reproducibility, the study’s official GitHub page details the process of
downloading the dataset. The page is available at https://github.com/ztgillette/
optimal-sleep-algorithm.

2.4 Overview of Experimental Design

Using the set of an individual’s sleep data, the intention of the experiment is
to create a model that predicts the aspects of an optional night’s sleep for that
person. As described in the dataset section, bed time, wake time, time in bed,
time asleep, sleep stages, sleep position, sleep intensity, heart rate, stillness, and
a value of 1–100 representing the overall quality of a given night’s sleep were
recorded for a set of nights. Since a metric that represents the overall quality
of sleep is provided, it is possible to apply machine learning algorithms to learn
to classify certain ranges of sleep metrics with their corresponding sleep scores.
In other words, machine learning can be utilized to learn what values for each
of the sleep metrics correspond with better nights of sleep. Since these sets of
values are determined to result in a better night’s sleep, they are considered the
desirable metrics that subjects would intend to emulate each night in practi-
cal use. However, given that certain metrics such as average heart rate, sleep
intensity, and stillness are usually out of one’s control during sleep, we are most
interested in the relationship between bed time, wake time, and sleep duration
and their corresponding sleep scores, since these metrics can be easily controlled
by the subject. We are interested in aspects of the data that subject can control
because the model can then be used as a tool to aid subjects in determining their
best sleep practices. Thus, by analyzing the set of bed times, wake times, and
sleep duration times that correspond to higher sleep scores, we can determine
the bed times, wake times, and sleep duration that are most beneficial for the
subject based on their given data.

2.5 Comparison of Algorithms

EEG data is a type of personalized time-series data [8,19,26]. In order to per-
form the experiment, the appropriate algorithm has to be selected to accurately
determine which types of sleep data correspond with high sleep scores. Because
the experiment requires selecting a known class for a collection of data, a super-
vised classification algorithm is ideal. A number of algorithms meet this criteria,
including K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Lin-
ear Discriminant Analysis (LDA), and Decision Tree Classifiers, among others
[18,29,30]. Two of the most common and widely discussed algorithms used when
processing EEG signals are KNN and SVM. More specifically, both KNN and
SVM have been extensively used and analyzed in previous work in relation to
EEG signals, with a range of results from different studies. For example, Mousa
et al. [22] demonstrates a relative higher accuracy and fidelity in the KNN model

https://github.com/ztgillette/optimal-sleep-algorithm.
https://github.com/ztgillette/optimal-sleep-algorithm.
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when used for EEG signals compared to the SVM model. However, Amancio et
al. [3] shows a greater accuracy of SVM models in comparison to KNN models.

Generally speaking, the KNN Machine learning model takes a predefined
number of K samples closest to a point and predicts the label from these. The
number of K samples can be user defined and a constant, or can vary based on
density of points. The distance between points is usually measured in Euclidean
distance. As a supervised model, KNN first computes the K nearest neighbors
through training, and then uses that training to predict the nearest neighbors
for a given dataset, hence categorizing data points into the predetermined labels
(see Fig. 1). While SVMs are also supervised machine learning models, their
implementation varies from that of KNNs. SVMs work by projecting non-linear
data onto higher dimension space (also known as the kernel trick). In doing so,
SVMs make it easier to classify data. Through this process, an optimal bound-
ary between possible output can be found. This allows the algorithm to figure
out how to separate or classify the data based on defined labels or outputs (see
Fig. 2). Additionally, LDA is a statistical model for topic modeling. Although
this topic modeling algorithm is usually used as an unsupervised form of classi-
fication, often used for preprocessing of data, it can also be used as a supervised
form of classification. More specifically, LDA uses matrix factorization to solve
classification problems. LDA is especially useful when needing to reduce features
of a higher dimensional space onto a lower dimensional space. Hence, it is able
to reduce both resources and dimensional costs (see Fig. 3). Finally, a Decision
Tree Classifier (DTC) is a tree-structured classifier, where internal nodes repre-
sent the features of a dataset, branches represent the decision rules and each leaf
node represents the outcome. There exists two main types of DTCs, those which
have a continuous target variable - Continuous variable decision trees - and those
which have a categorical target variable - Categorical variable decision trees (see
Fig. 4). Hence, this study focuses on how EEG data can be precisely categorized
by comparing all four of the aforementioned ML algorithms in order to assess
the best approach for further research in determining optimal sleep schedules.

2.6 Implementation of the Machine Learning Algorithms

We implement SVM, KNN, LDA, and DTC models for this study. All four of
the ML models are implemented using the scikit-learn machine learning library,
as noted in the provided repository. Additionally, some of the ML models are
implemented using specific parameters. For instance, for the SVM algorithm,
we implement a SVM model using a linear kernel, creating a single hyperplane
to categorize sleep data into two categories: accurate and not accurate. Due to
only needing one kernel for the two categories, we can maximize scalability and
practicality in using a linear SVM as opposed to a non-linear SVM algorithm.
Another specific parameter that we use is for the KNN algorithm, for which we
implement a KNN model using K = 5 as the K value.

We implement all four of the ML algorithms using a train-test split of 80/20
(see Fig. 2). We run each model 100,000 times, each iteration with a new train-
test set of data, and use the mean accuracy rate to determine the algorithm
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performance. The accuracy rate of a given algorithm is determined by comparing
the predicted overall quality score with the actual overall quality score. If the
predicted overall quality value is within a certain window, we deem the given
prediction accurate. We coin this term the correctness window. For instance,
a predicted sleep quality score of 83 with an actual sleep quality score of 85
would fit within a correctness window of 5, as 83 is less than 5 over or under the
actual score of 85 (see Fig. 3). In order to analyze and test the four ML models,
we utilize a correctness window of 7.5, deeming a predicted score within that
window accurate.

Fig. 2. The pie chart represents an 80/20 train-test split with over 300 h of sleep
collected.

Fig. 3. Diagram of correctness window. A predicted sleep quality score of 83 with an
actual score of 85 fits within a correctness window of 5. Hence, the predicted score is
deemed accurate.
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2.7 Effectiveness of the Machine Learning Algorithms

As indicated by Fig. 4, SVM is shown to be the most effective classification
algorithm for our task with an accuracy rate of over 65%. The other algorithms
follow in accuracy in descending order: KNN, DTC, and LDA, respectively. It
is worth noting that neither ML model demonstrates a relatively high accuracy,
being evident of a need for future research and the possible limitations of this
study. This is further discussed in the Discussion and Conclusion. However, due
to being the algorithm with the highest accuracy, SVM is used in the second
part of this study.

2.8 Applying SVM

Given that SVM is shown to be the most effective classification algorithm for our
task with an accuracy rate of over 65%, we select it for the task of determining
the relationship between sleep metrics and their overall sleep scores. With the
algorithm already trained from the previous phase of comparing the effectiveness
of the algorithms on the dataset, the SVM algorithm is then used to generate
the bed times, wake times, and sleep duration times that correspond to desirable
sleep scores. Here, we consider “desirable” to be any sleep score that meets or
exceeds a certain threshold determined by the user. In our results, we set this
mark as a sleep score of 90, meaning that only bed times, wake times, and sleep
duration times that resulted in a score of 90 or more would be considered in the
final output.

Fig. 4. Average accuracy of ML models based on a correctness window of 7.5; 100,000
total iterations.
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To determine these sleep times, we first generated a set of 100,000 sample
nights of sleep. Each sample night was set with data that was generated randomly
using realistic values from the dataset. Specifically, for each category of data for
any given sample night, a random value between the minimum and maximum for
that value in the dataset was selected. By creating these 100,000 sample nights,
we then could apply the trained SVM algorithm to determine which of the nights
would be expected to yield a score of 90 or more. We filtered out sample nights
of data that were not expected to reach an overall sleep score of 90, leaving
only data that was expected to yield “desirable” scores. From this subset, we
then considered only the bed times, wake times, and sleep duration values, and
calculated their mean and median values. Presented in the figure below are the
Sleep Prediction Results that were determined from the median values for each
bed time, wake time, and sleep duration. Note, the results include a window of
15 min to provide a more logistically-attainable bed, wake, and sleep duration
time.

3 Result

The predicted sleep schedule for the subject is as follows: 9 h and 30 min of sleep,
with a bedtime of 1:00am with a precision of up to 15 min, and a wake time of
10:04 am with a precision of up to 15 min (see Table 1).

Table 1. Optimal sleep prediction results using a SVM classification model; 1000
iterations.

Sleep prediction results

Optimal bedtime 1:00 AM + / – 15 min

Optimal wake time 10:04 AM + / – 15 min

Optimal sleep duration 9 h 30 min + / – 15 min

4 Discussion and Future Work

Based on the reasonable nature of our results given our dataset, as well as their
correspondence with general sleep recommendations for teenagers and young
adults, we believe that our algorithm is generally effective in predicting the
optimal sleep schedules for teenagers and young adults. This can be compared
to studies by Richards et al. [31] as well as Gillen-O’Neel et al. [10], which show
that teenagers and young adults need approximately a little over 9 h of sleep.

However, we also believe that three specific improvements to our dataset
would greatly improve the accuracy. Firstly, it would be greatly beneficial to
collect additional nights of sleep data, since this would improve the ability of
the SVM algorithm to accurately classify the sleep data with its overall sleep
score. Specifically, we would like to curate upwards of 100 nights of sleep data.
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On that front, a significant increase in the number of nights of data would make
it possible to apply a deep learning algorithm such as CNN or RNN to the
dataset. We refrained from implementing deep learning algorithms during this
initial stage of research, since deep learning algorithms tend to require large
amounts of data to be effective. In addition to opening the door to deep learning
algorithms, adding additional nights of sleep data would also create the possi-
bility that another machine learning algorithm (KNN, LDA, etc.) exceed SVM
in accuracy. This is due to the general trait of machine learning algorithms of
having varying accuracy rates depending on the size of the datasets. Secondly,
it would be optimal to recruit additional subjects to partake in the study. An
inherent limitation to the study as it has currently been performed is that only
one subject was utilized. While our algorithm proved effective for our single
subject, there is no evidence to say that such an algorithm would be effective
if applied to an alternate set of sleep data from a different subject. For this
reason, we intend in our future work to recruit 10–15 additional college-aged
individuals so that the algorithm can be trained to be effective for generally for
college students rather than for the single subject that was used in this initial
stage of the experiment. Thirdly, we recognize that manually creating a dataset
using preprocessed data from the Muse mobile application is neither a desired
nor logistically sustainable approach for the future work of this study. For this
reason, we have recently begun advising that our subject use a third-party appli-
cation called Mind Monitor to record their nights of sleep, since the application
allows for the raw EEG data from the Muse headset to be collected in DropBox
and exported in a variety of file types.

In addition to the limitations posed by our dataset, we also want to address
some potential limitations in our future work so that they can be avoided. We
expect our primary limitation to be our ability to recruit additional subjects to
partake in the study. One reason for this is due to the inconvenience of wearing
the Muse headset while sleeping. While the Muse S headset is significantly more
comfortable than other EEG-collecting head trackers, it is still an instrument
that can be uncomfortable while sleeping. Additionally, since the Muse S is
powered by rechargeable batteries, charging and/or battery issues often result
in the headset not being fully charged when the subject desires to go to bed.
Moreover, in order to get the most accurate EEG readings, it is necessary for
the headset to maintain direct contact with the skin on one’s head. This means
that individuals with hair on the sides of their head may have significant trouble
creating a sufficient connection between the headset and their skin, meaning
that a close-cut haircut or a significant amount of nightly hair manipulation is
necessary. In addition to inconveniences regarding the Muse headset, we also
expect the length of the study to deter potential subjects. As noted in our
discussion of the dataset, we plan to collect over 100 nights of sleep for each
subject to ensure that the machine learning algorithms have sufficient data to
train. Given that 100 nights is well over 3 months of commitment, we find it
unlikely that college students would be willing to participate. An alternative
that we have considered is using smart watches to track sleep data. This solution
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would provide a more comfortable and less invasive alternative to wearing Muse
headsets. Additionally, smart watches tend to have longer and more consistent
battery lives than the Muse headsets, meaning that charging-related issues would
not pose as much of a barrier. Finally, due to their comfortable and easy-to-use
design, it is more likely that college students would be willing to commit to
months or potentially years of nightly data collection.

5 Conclusion

Given the importance of sleep in maintaining a healthy lifestyle, especially for
teenagers and young adults, our research was focused on devising an algorithm
to optimize sleep schedules on an individualized level. We created a dataset of
over 300 h of sleep data for a single subject, and used that dataset to train four
machine learning algorithms. We found that SVM proved most accurate in clas-
sifying our sleep data, and selected it as our algorithm of choice for determining
the optimal bed times, wake times, and sleep duration times for the subject.
Using SVM, we determined that based on the collected dataset, the subject’s
ideal bedtime was about 1:00am and ideal wake time was about 10:00am, with
their ideal total sleep duration being around 9.5 h. While these results appear
reasonable based on the dataset, we expect that a number of adjustments in our
dataset would lead to increased precision. In our future work, we would like to
record additional nights of data in our dataset, recruit 10–15 subjects to record
nightly data, and use raw EEG data rather than preprocessed data. Ultimately,
we hope that with this study we are able to provide a foundation for future
work towards more accurate results, and towards more individualized sleep data
collection and healthcare.
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Abstract. In the UK, NHS Blood and Transplant (NHSBT) adminis-
ters the blood and transplantation service to National Health Service
(NHS), overseeing blood collection in England and transplant facilities
in the United Kingdom. This research focuses on improving blood com-
ponent donations by using an information system. This paper presents
system analysis and user interface design of an information system for
blood component donations to improve the current process. The soft-
ware system requirements were gathered via a focus group consisting of
employees from a Blood Donation Centre in the UK. The problem space
in the component donation process was analysed and human factors has
been explored for potential users of the component donation information
system. Both low-fidelity and high-fidelity designs have been designed
where interactive user interfaces have been made on Adobe XD tool.
Usability evaluation has been performed with potential users from the
focus group using a cognitive walk through to examine usability concerns
and user experience of the design prototype. Conclusions and future work
have been presented for potential further research opportunities.

Keywords: User experience · Usability · Component donation ·
Information system design · Blood component donations information
system · System analysis

1 Introduction

The demand for blood and its components is increasing in many countries due
to several reasons such as the rising number of trauma patients, including those
involved in road traffic accidents, cancer chemotherapy, patients requiring long-
term blood therapy, such as sickle cell anaemia, etc. [1]. In the UK, NHS Blood
and Transplant (NHSBT) administers the blood and transplantation service to
National Health Service (NHS), overseeing blood collection in England and trans-
plant facilities in the United Kingdom.

Our research focuses on improving blood component donations in the UK
by introducing a new information system to the existing process. Although,
there are studies in the literature regarding the blood donation process and its
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improvement [2–7], component donation is slightly different and not covered
much in the existing studies so there are limited research about it in the context
of information systems. We focus on the component donation process in the UK,
but the terms are similar in other developed countries [8,9]. However, it is diffi-
cult to say that there is a common standard for all countries. WHO recommends
that all blood donation activities should be coordinated at the national level
through effective organization and integrated supply networks, but only 73% of
the reporting countries, or 125 out of 171, had a national blood policy according
to 2018 data [10].

As it is known, human blood is a complex mixture of various components such
as plasma, red blood cells, white blood cells and platelets [11]. When centrifu-
gal force is applied, distinct blood components with different relative density,
sediment rate, and scale can be differentiated [12]. Since each blood component
has an individual purpose, the component isolation has increased the utility of
a single whole blood unit. For therapeutic effectiveness, different blood com-
ponents need different storage conditions and temperatures. Alternatively, to
collect specific blood components from the donors, apheresis blood donations
can be performed. Apheresis is the process of separating blood components from
whole blood by using special equipment [13], hence the process is also known as
component donation.

NHSBT involves managing blood, organ, skin, bone marrow, and stem cell
donation, storage, and transplantation, as well as exploring alternative thera-
pies and processes. According to the NHSBT Statistical Reports [14], there are
416,381 new registrations and 131,825 new donations in 2019-2020. The numbers
show that NHSBT should cope with a large amount of data and information
without compromising blood safety and donor safety. Due to high volume of
data, there are issues and challenges during the donation process such as the
potential inconsistent or wrong data if donor data and records were manually
recorded [15]. Besides, when donor information is not stored properly or data
is not well-structured, then it becomes difficult to use the data in the future as
well as it affects the document’s legibility.

Using information technologies in the management of component donations
can support effective organization and tracking with streamlining the donation
process. However, information of the donors should be confidential and blood
safety is a crucial factor [15]. Using technologies such as barcodes in the compo-
nent donation operations can enhance patient safety and ensure quality control.
A reliable and secure information system is highly beneficial to users in data
management and decision making by helping with effective management of the
activities and digitally recording them. Furthermore, NHSBT Board Meeting in
2019 [14] has highlighted the need for future innovations to perform the compo-
nent donation operations like electronic component day sheet, electronic donor
health check, and electronic component donor procedure notes. The report also
stated that there are various financial and non-financial benefits such as increas-
ing the blood donation safety by reducing the number of errors, facilitating
the management of data, improving the donation process, reducing the donor
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journey time, improving donor satisfaction, increasing front line staff morale,
and enabling the future innovations [14]. In conclusion, there is a need for an
information system to perform the component donations safely and securely to
enhance donor safety and satisfaction.

This paper presents system analysis and user interface design of an informa-
tion system for blood component donations to improve the current process. This
research aims to digitally transform all operational activities for the component
donation process and digitise the paper-based component donation records. The
data collected from the participants were obtained from an online questionnaire.
Personas and user empathy mapping facilitated understanding the user needs
and behaviours, which allowed the creation of low fidelity wire frames. High
fidelity designs and user interactions are created using Adobe XD tool. The
design prototype has been evaluated by usability testing and collecting feedback
from potential users.

The remaining of the paper is structured as follows: Next section presents the
literature review and related work. Research methods are explained in Sect. 3.
Problem space contextualisation and requirements analysis are given in Sect. 4.
Design process and evaluation of the study are presented in Sect. 5 and 6 respec-
tively. Finally, conclusions and potential future work are provided.

2 Literature Review

National Health Service Blood and Transplant (NHSBT) is responsible for var-
ious blood and transplantation services, including promoting tissue donation,
delivering life-saving therapeutic apheresis, and managing patient blood. NHSBT
is a special health authority, and it is responsible for saving and enhancing lives
by supplying blood and supporting the supply of organs and tissues to the NHS,
as well as overseeing blood donation services in England and transplant services
throughout the UK [16].

NHSBT was founded in 2005 to combine the functions of two different NHS
organisations: UK Transplant and the National Blood Service [16]. Since then,
there are now more than 25 million people on the NHS Organ Donor Register,
representing 38% of the population. Currently, NHSBT have five operational
responsibilities including: (1) Blood donation and supply (2) Patient blood man-
agement (3) Organ donation and transplantation (4) Tissue and eye donation
and (5) Therapeutic apheresis.

Therapeutic apheresis services of NHSBT use specialised equipment to
exchange, remove, or collect particular components within the blood to give
life-saving and life-enhancing therapies. Harris and McKeown [16] stated that
NHSBT had treated over 1,200 adults and children each year from designated
treatment units located around the UK.

In this study, our main focus is on the component donations. Blood donations
are most commonly classified into two types which are whole blood donations
and apheresis donations [17]. During the whole blood donation, one unit of blood
is extracted from a donor; it will be separated into its constituent components
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in the lab later. However, apheresis donations, a.k.a component donations, allow
the donor to maximise their contribution and donate specific blood components
based on their blood type. The unique aspect of these donations is that only
required blood components can be donated, with the rest can be given back to
the donor.

Healthcare providers may face multiple operational challenges to get the
blood and blood components according to their therapeutic requirement. Knight
et al. [18] highlighted some challenges in the blood donation process.

– High demand : To meet the needs of hospitals, NHSBT must collect the proper
combination of blood types and blood components daily. NHSBT has to
recruit over 100K new donors each year to replace those who cannot donate
for various reasons.

– Donor satisfaction: Donors are healthy volunteers and good donor experience
is crucial to keep the existing donors and recruit new ones. Staff should be
professional and ensure that the donor is comfortable during the process. At
the same time, they must guarantee that the blood donation process is easy.

– Component availability : Hospitals should assist in preserving blood dona-
tions for those who genuinely require it, ensuring that the appropriate blood
component is accessible for the appropriate patient at the appropriate time.
Platelets are especially sensitive because of their limited shelf life.

– Communication: Information flow and communication plays an important
role in the daily operations of the blood donation process because NHSBT is
a nationwide organisation with geographically distributed donation centres.

2.1 Component Donation Process

Component donation is more flexible to donate various blood components than
a whole blood donation, but it needs more time which may be up to two hours.
Component separation is performed by special equipment that separates the
blood components obtained from the donor by centrifuging, stacking them by
weight and separating them from the liquid [17]. The device may then take out
the necessary blood components and store them in a sterile bag. For employ-
ees performing component donation operations, a complete training program
is offered in the donor management, donation process and procedures, and the
apheresis equipment. It allows to maximise component donations based on par-
ticular component and blood type needs. In the literature, it is suggested that
component donations are to be performed in the static blood donation centres
but not in the mobile blood donation units [19]. NHS Give Blood had created a
short video to provide an overview of the component donation process, and the
outline of the process is illustrated in Fig. 1. Component donation process starts
with welcoming the donor, and then donor completes the health questionnaire.
The donor should be in good health. A qualified clinical professional must do
the health screening of the donors. Donors who undergo component donation
procedures may be subject to additional or separate criteria compared to whole
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Fig. 1. Component donation process overview.

blood donors. If the eligibility criteria is satisfied, then component donation is
done, and next appointment may be booked.

Various organisations regulate the blood donation centers to offer the best
quality of blood products and service. For example, NHSBT is required to com-
ply with the Blood Safety and Quality Regulations as well as follow the donor
selection guidelines of the Joint UK Blood Transfusion and Tissue Transplan-
tation Services Professional Advisory Committee. Those guidelines specify the
criteria for determining whether or not a person is qualified to donate blood.
In addition, Medicines and Healthcare Products Regulatory Agency (MHRA)
conducts inspections to check the process, procedures and protocols [19].

2.2 Related Work

In the literature, there are studies regarding the blood donation process and its
improvement [2–7]. HL7 (Health Level Seven) specification includes fields for
blood component specification and a few blood banks utilize software including
component management features [20]. However, these studies do not fully cover
the blood component donations, e.g. platelets donation. There is limited research
in the field of information system support for component donations.

All NHSBT staff are responsible and accountable for entering data and ensure
that data entry is complete and legible. NHSBT uses the PULSE software system
that empowers the blood donation life cycle. All elements of blood donation and
processing are handled by this management system and it is in use for many
years [21]. PULSE system helps to enrol donors and manage the laboratory
activities such as testing, labelling, stock tracking, supply and delivery of blood
to hospitals and medical research facilities.

A new system called as ‘Session Solutions’ has been introduced to have a more
efficient donation procedure [18], especially focusing on mobile blood donation
centres which require portable handheld devices to track a donor’s progress dur-
ing the session. These devices offer real-time data exchange among the NHSBT
and streamline the donation process. The new system is expected to enhance
donor safety and donor experience by improving ineffective working practices
[14]. Existing system offers some partial operational and database support for
the component donations, but this is limited. Currently, staff perform the compo-
nent donor recruitment, donation documentation, and future donation appoint-
ments manually. Digital transformation of the component donations strives to
improve donor experience as pleasant as possible. However, there are many chal-
lenges to the change. The component donation process should enhance aspects
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of donor experience like scheduling, processing time, and apparent effects, as
well as reduce the cost and effort.

There are different parameters that drive or discourage people from donat-
ing blood [22]. To advertise, encourage, attract, and retain blood donors, several
approaches have been investigated using ICT and smart devices. Donor motiva-
tion for blood donation can be effected by altruism, self-interest, and responsive-
ness to direct or societal influence. In this regard, the introduction and expanding
usage of digital collaboration platforms may be an effective tool for increasing
blood donation, particularly among the younger generation [22].

NHSBT is looking to secure the systems by bringing in the latest and cutting-
edge technologies like cloud services to provide resilience, scalability, and flexi-
ble solutions to integrate standard operating procedures of blood donation. For
example, ‘DonorPath’ app is launched to transform risk assessment operations
in organ donation to make it easier for nurses to fill in the risk profile.

The digital transformation of the component donations process should involve
a multidisciplinary team to gather the requirements and design a system to
enhance the donor experience and support new donor recruitment. The success of
the digital transformation depends on the system compliance with the regulatory
procedures. The ongoing registration of new donors and concurrently preserving
previous donor records, i.e. launching a new system while maintaining the legacy
one, is a challenge due to the critical nature of the process.

To the best of our knowledge, while there are systems in use for whole blood
donations, research about IT support for blood component donations is limited.
Our research focuses on improving blood component donations by introducing
a new information system to the existing process and aim to fill in the gap in
information system support for component donation process and operations.

3 Research Methods

In this study, we used Checkland’s Soft Systems Methodology (SSM) as applying
SSM in health domain is a proven approach and used in the literature commonly
[23,24]. Checkland points out that it is useful to consider potential users’ aspi-
rations and include them at various stages of the analysis and design.

We did a qualitative study and used various methods including focus group,
interviews, usability testing, etc. The software system requirements were gath-
ered via a focus group consisting of employees from a Blood Donation Centre
in the UK. The problem space in the component donation process was anal-
ysed and human factors has been explored for potential users of the component
donation system. Both low-fidelity and high-fidelity designs has been designed
where interactive user interfaces have been made on Adobe XD tool. Usability
evaluation has been performed with potential users from the focus group using a
cognitive walk through to examine usability concerns and user experience (UX)
of the design prototype.

Interviews are one of the most effective ways to acquire system requirements
from the potential users and domain experts. However, due to the Covid19 pan-
demic and social distancing measures during the research, the researcher has
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chosen online questionnaires to collect data from the participants. The question-
naires aim to collect targeted data of functional, non-functional and user require-
ments about the application early in the designing process. The user insights may
support the design thinking process and drive the research to achieve the ratio-
nale. Component donors are not included in the study’s target participants due
to the time constraints but included as a future work. Participants are chosen
from the staff members in donation centres, specifically employees from Poole
Donor Centre in the UK have joined this study.

The online questionnaire was created using the Microsoft forms tool, with
the sections of the participant information sheet, participant consent form and
over 25 questions regarding the functional, non-functional and user requirements.
Participants were contacted through social media and the online questionnaire
was open from 20/04/2021 to 30/04/2021. The participants were selected and
invited from those with working experience and knowledge of the component
donation process. Eleven participants have participated in the online question-
naire from Poole Donor Centre who have various roles.

The data was analysed with Microsoft forms tool. The critical findings based
on the participants’ responses are summarised below:

– 91% of the participants required a barcode scanning feature in the system.
– 82% of the participants recommended the system should generate reconcilia-

tion reports.
– 82% of the participants suggested that signature fields should be embedded

in the forms.
– 91% of the participants agreed that the system must comply with GRPD and

data protection guidelines.
– 64% of the participants agreed that the system should not navigate the next

screen without fulfilling mandatory fields and must display required fields.
– 64% of the participants required the blood group management feature.

while only,

– 55% of the participants required the detection of donor signatures mismatch
in the donor consent form and donor health check questionnaire.

– 55% of the participants required an electronic donor health check form.
– 55% of the participants agreed that the system should be interoperable.
– 45% of the participants required a validation alert feature.
– 36% of the participants agreed to restrict the number of concurrent users.
– 36% of the participants wanted to have an aesthetic look.

The primary purpose of the online questionnaire is to gather some of the
system requirements from the potential users to design an information system
that can digitally transform component donations. The results from the online
questionnaire have shown the significant importance of an information system
that supports the component donation process because major features scored
high 80% percentage or higher. According to the results, we identified that the
staff prioritises facilitation of core functionality and easy to use system over
advanced features or decision support because desirable features scored average
55% percentage or lower.
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4 Problem Space Contextualisation and Analysis

4.1 Problem Analysis

The digital transformation of component donations and designing a new infor-
mation system to support component donations is a challenging task and require
a thorough analysis of the problem space. When dealing with complicated issues
and enhancing project activities, driver diagrams can help to find a solution to
the problem [25]. Driver diagrams, a.k.a tree diagrams, can provide what mod-
ifications are most likely to result in the desired outcomes and attainment of
the aim. This problem analysis technique is suitable to get insights for designing
an information system. Creating driver diagrams is beneficial during the initial
phases of the study, but they should also be used throughout the study. Three
stages are depicted in basic driver diagrams (aim, primary drivers and actions).
Driver diagrams for more complicated goals include more layers, so each princi-
pal driver has its own set of supporting elements. Table 1 presents the analysis
of the problem space.

Table 1. Driver diagram for problem analysis.

Aim Primary drivers Actions

Improve donor Decrease in waiting time Appointment management

Experience Smooth journey of donors Pre-booked appointments

Efficient blood collection planning Robust IT system

Best use of resources

Reduce the errors Training for staff Using IT

Collaboration between the staff Signature validation

Mitigation of preventable errors Barcode technology

Improve the process Paper-based donor records
Storage

Digital donor library

System usage by
donors and staff

Donor health check Electronic donation records

Consent forms Accessible to all parties

Procedure notes

Reduce the workload Manual documentation process Donor management

Data Protection Blood group management

As mentioned before, currently, staff perform the component donor recruit-
ment, donation documentation, and future donation appointments manually.
The proposed system can help to overcome the challenges of accountability in
the component donations within blood donation centres. It can also help to
reduce the financial burden for printing weekly Donor Health Check Forms and
the storage and retrieval charges for the forms [14]. Especially, such an infor-
mation system can overcome the inconsistency issues and dependencies of the
paper-based donor records.
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4.2 System Requirements

During the early iteration process, system requirements are gathered from the
users using online questionnaires. The potential users of the system can be Donor
Carers, Donor Centre Supervisors, Donor Carer Administrators, Session Nurses,
Component Donors and Blood Donation Centre Managers. The system should
mainly provide a digital library or repository for component donors’ records
and donations as well as help to manage appointments. The MoSCoW model
prioritises system needs to determine needs for system design. Table 2 presents
the major system requirements according to the MoSCoW model.

Table 2. System requirements.

Must The system must perform appointment management

The system must have a barcode scanning feature

The system must perform session reconciliation

The system must generate an Electronic Donor Health Check record

The system must validate the donor’s signatures

The system must provide a signature field where required

The system must generate an electronic donor number record

The system must generate an electronic donation day sheet

The system must have a blood group management feature

The system must comply with GDPR and Data Protection Act

The system must provide user login authentication

The system must back up the data automatically

The system must be available all the time

The system must not proceed without fulfilling mandatory fields

The system must perform all the operation without fail

Should The system should generate electronic donor procedure notes

The system should not restrict the number of users

The system should be interoperable

The system should give a response in three seconds

The system should have an aesthetic look

The system should provide a validation alert to the user

The system should show the status of the process

Use case modelling is used to capture and understand the behaviour of the
system. Use case modelling is helpful to know what a system needs to achieve,
considering who will use it. Figure 2 illustrates a high level use case of the system
where actors are the interface users like donation centre staff and donors who
interact with the system for a specified use case.

5 Design Process

Designing a usable and human-centred interface can be challenging. Because the
design process frequently involves many groups of individuals from many depart-
ments, creating and organising ideas to find a solution. Design plays a vital part
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Fig. 2. Use cases of the system.

in the invention and development of meaningful processes, as well as contribut-
ing to product functionality, aesthetics, and usability [26]. A design thinking
approach extends beyond goods and services to combine an understanding of
technical challenges with respect for the socio-cultural environment [26].

Design thinking is an iterative approach that allows teams to understand
people, question assumptions better, re-frame challenges and develop and test
novel solutions [27]. Design thinking offers a problem-solving strategy centred
on solutions and a set of practical techniques. It enables us to observe and
empathise with the target user. By addressing the problem in human-centric
ways, developing ideas in brainstorming sessions, and using a hands-on approach
with design prototyping and design testing, design thinking is highly beneficial
in resolving ill-defined or unknown challenges [27]. Empathy is essential in a
human-centred design approach like design thinking because it helps you acquire
meaningful user insights and their needs.

According to the design thinking process, a design process map has been
created in this study to support the design process. A process map may assist
a design team in scaling, designing quickly and maintaining brand harmony
as well as aid other groups, such as project managers or developers [28]. In
the design process map, there are four phases: ideation, definition, iteration,
and implementation [28]. In the ideation phase, understanding the users and
product strategy have foremost importance. The system’s primary goal is to
improve the donor experience by digitally transforming the component donation
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process. In the next phase, definition of the subsystems and implementation of
human-centred design principles are done. In the third phase, prototyping the
design solution and testing with potential users are performed. Finally, according
to the user’s feedback, redesigning the prototype and delivering the improved
version are aimed. The steps of the design approach are depicted in Fig. 3.

Fig. 3. Design process map.

5.1 User Empathy Mapping

Empathy mapping is used in this study to construct user personas and to identify
and prioritise user requirements. It is used to find knowledge gaps and classify
qualitative data obtained from the online questionnaires. User empathy maps
assist the project team in comprehending the user’s perspective and help to visu-
alise user attitudes and actions. Mapping procedure identifies any gaps in current
user data [29]. Five maps are developed for Donor Carer, Donor Carer Super-
visor, Donor Centre Administrator, Session Nurse and Donor Centre Manager.
As an example, Fig. 4 illustrates the empathy map of a Donor Carer. Empathy
mapping is a collaborative visual tool that illustrates what we know about a
specific user group. It externalises user knowledge to facilitate decision-making
and build a shared understanding of user demands [29].
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Fig. 4. Empathy mapping for Donor Carer.
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The user or persona is in the centre of traditional empathy maps, which are
divided into four quadrants (Says, Thinks, Does, and Feels). Empathy maps are
not chronological or sequential but rather present a snapshot of who a person
is as a whole [29]. In Fig. 4, the first quadrant depicts the system requirements
gathered from participants during the online survey. The user’s behaviours are
illustrated in the other quadrants.

5.2 User Personas

Personas give user research a face, transforming data into information that
improves user experience. A persona is a realistic character sketch that repre-
sents a user or a focus group. Personas condense user research results and bring
them to life in a way that allows anybody to make judgments based on these
personas rather than on themselves [30]. Creating fictional characters of users
according to the user research should represent the users and can be utilised by
the project team as a decision-making tool. Personas help people to focus, build
empathy, encourage consensus, increase efficiency, and help people make better
decisions. Personas also assist in developing information architecture, interaction
design, visual design, content development and user evaluation in the designing
process [30]. In this study, five distinct personas are being created to represent
each user segment. As an example, Donor Carer persona is illustrated in Fig. 5.

Fig. 5. Donor carer user persona.

Mulder and Yaar [30] proposed three phases in developing personas; conduct
research, segment users based on research, and create a persona for each segment.
In this study, the preliminary information for developing personas is obtained
from online questionnaires, a design process map, and user empathy mapping.
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Users have been separated into two main segments, blood donation centre staff
and donors. A good persona is intended to be detailed representations of users
that go beyond demographic or personal information and include such as goals,
motivations, behavioural and cognitive details [31].

5.3 Wireframes Design and Information Flow

Human factors in the design process focus on how humans interact with technol-
ogy [32]. There are three types of human demands that a system or device can
make are cognitive, visual, and motor loads [33]. Most common human-centred
design principles to decrease the user’s loads are: physical ergonomics, consis-
tency, familiarity, sense of control, efficiency error management [32]. A wireframe
is a low fidelity representation of a proposed design. Wireframes link the infor-
mation architecture to its user interface design [34]. Balsamiq tool is used to
design the wireframes for this project. Over 25 wireframes were designed with a
consistent layout. As example, four of the screen designs are shown in Fig. 6.

Fig. 6. Sample wireframes of the system.

There are mainly two approaches in designing information architecture for a
digital product, the top-down approach and the bottom-up approach. The top-
down information architecture entails building the architecture directly from
the product goals and user requirements while the bottom-up approach focuses
on low level components and their composition to reach the goals. Top-down
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method is also categorised into two approaches, narrow and deep hierarchy and
broad and shallow hierarchy [34]. The broad and shallow hierarchy is used in
this study to decrease cognitive load for users and to decrease the number of
taps to reach the desired content. Both global navigation and local navigation
are embedded in all of the user screens.

In addition to wireframes, high fidelity designs are created in Adobe XD
tool. Over 50 user interface designs were prepared with a consistent layout. Four
sample screen designs are illustrated in Fig. 7. The designs were made to launch
the system on iPad based on user needs and research. Data elements in the
design are extracted from the participants and open-source training documents
such as standard operating procedures for donor procedure notes, donor health
check, component day sheet, and donor centre reconciliation [14].

Fig. 7. User interface design with Adobe XD.

The designs generated by Adobe XD allows interactive prototyping by defin-
ing the flow between the user screens. Interactive prototype allows people to
scrutinise design concepts and content [35] and so it enables stakeholders to
interact with it and evaluate its usability. A high-fidelity prototype looks and
functions more like the final product than a low-fidelity prototype.
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6 Usability Evaluation

The need for high-quality software systems is continually growing. However,
despite significant investments in software development, a wide range of soft-
ware solutions cannot fulfil user-specific goals. Ouhbi et al. [36] present as study
about the compliance of blood donation applications with the mobile platform
usability guidelines. They report that around 35% of the applications had issues
with usability. So, it is essential to evaluate a digital product to see how well
people can understand and utilise it to achieve their objectives. There are various
evaluation methods to find usability and user experience issues in a system. This
research used the Cognitive Walk through evaluation approach to detect usabil-
ity concerns in the design prototype. The cognitive walk through can be applied
at every stage of product development, including conceptual design, detailed
design, and implementation [37]. Users learn the new product by product explo-
ration process, not through a training. There are several steps for a cognitive
walk through evaluation and we used an adapted approach of Wilson’s [37] in
this study as illustrated in Fig. 8.

Fig. 8. Cognitive walk through process in this project.

Define Product Users: The project cognitive walk through evaluation starts
with defining the users for the assessment. Because various personas may follow
multiple pathways through the system, it is also a good idea to employ persona-
matched users [37]. Considering this, we preferred to have a small group of users
who took part in the online questionnaire, to evaluate the design prototype.

Create Evaluation Guidelines: We created the evaluation instructions sheet,
which consists of information on the purpose of the evaluation, an overview
description of the design prototype, and participants’ role and responsibilities
throughout the evaluation.

Develop Tasks and Action Sequences: The tasks and action sequences for
each task were created based on the user personas to discover usability concerns
for each component of the persona. Table 3 depicts the list of task and action
sequences for the tasks used in the project. We asked four questions for each
task to analyse the cognitive process and learnability of the user [38].

Summarise the Findings: Due to Covid19 pandemic and social distancing
measures during the time that this project was done, we could not employ
user testing but instead the Microsoft Forms tool has been used to record the
responses from the users with associated participants instructions document and
a link for the design prototype. Hence, only limited number of user responses
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were recorded to find the usability concerns of the design prototype. We sum-
marised the findings of the usability evaluation to highlight the issues and list
the actions.

Table 3. Tasks and action sequences for each task used in cognitive walk through.

Task Action Sequence

1. Navigate to the home screen After entering the correct login credentials

Click on submit button

2. Print the session diary Home screen → Click on session diary button

Select the right venue and date

Click on submit → Scroll down → Print

3. Edit A+ blood group targets in
blood group management

Home Screen → Blood group management

Select the right blood group and date

Click on edit → Update → Save

4. Book a new appointment for future
donations

Home screen → Appointments

Enter or scan donor details

Click on submit → Select date and time

Submit → Confirm

5. Regist era new donor in the clinic
reception

Home screen → Clinic reception

Select the right venue and date

Click on submit → Donor registration

Enter donor details → Registration →
Confirm

6. Update the donor contact details Home screen → Donor management

Enter or scan donor details

Click on submit → Personal information

Click on edit → Update → Save

7. Archive the donor record Home screen → Donor management

Enter or scan donor details

Click on submit → Archive

Click on add entry → Enter data → Confirm

7 Conclusion

This research started with exploring the existing knowledge in the component
donation domain and collecting the software system requirements. This research
produced a design prototype that will be used to implement a proof-of-concept
implementation. The data collected from the participants’ were obtained from an
online questionnaire. Personas and user empathy mapping facilitated understand-
ing the user needs and behaviours, which allowed the creation of low fidelity wire
frames. High fidelity designs and user interactions are created using Adobe XD
tool. We could only present some of the maps, personas, diagrams, etc. in this
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paper, but all of the remaining design elements as well as any other information,
such as the questions in the online questionnaire, are available upon request by
contacting the authors. The design prototype has been evaluated with some lim-
itations in the participation and highlighted specific critical usability issues. Our
study was validated by usability testing and collecting feedback from potential
users.

Despite the interesting findings, this study has several limitations. Firstly, the
sample group only targets a small number of employees from a blood donation
center in the UK. Secondly, the study focused mainly on gathering requirements
from the participants using an online questionnaire as a method. If a more com-
prehensive survey was distributed to all UK blood donation centres as well as
internationally, then the research results could provide further insights. We also
think that this research would benefit a future proof-of-concept implementation
to validate the study more formally.

There are several potential areas for future work. First of all, developing a
Microsoft Power app utilising Power Fx language may provide an opportunity
to test the system and validate the approach better. Due to the pandemic and
time constraints in the project, research methodology and usability evaluation
methods have limitations. A more comprehensive survey as well as interviews
on larger scale will improve our work. Other well-known evaluation approaches,
such as Heuristics Evaluations and Pluralistic Usability Walk through, may also
be used to analyse the proposed solution usability problems. The research only
concentrated on designing a system to digitally transform component donations
in the blood donation centre only. A potential future work to design and develop
a larger system that can support other operations such as laboratory testing and
blood storage will have more impact.
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Abstract. Plant-based food products are getting more popular in the market as
they are claimed to be healthier andmore sustainable to the environment. However,
there is a lack of platform where consumers can easily obtain nutritional informa-
tion of these on-the-shelf plant-based food products. Therefore, our study aimed
to design a web application where the consumers could easily access this infor-
mation. To design and develop the web application, user-centered design (UCD)
approach was adopted to involve health and nutrition researchers, and consumers.
After three iterations of design, development, and usability evaluations of UCD
process, four focus group interviews focusing more on summative data were con-
ducted using the final version of the prototype. The findings indicate that the web
application was easy to learn and use but its design could be less attractive to some
users. Involvement of health and nutrition researchers throughout theUCDprocess
ensured that the web application was perceived credible and trustworthy. Started
as a research-oriented study, the web application was originally developed for the
health and nutrition researchers. By extending its use to consumers, the study con-
tributes tomore understanding in involving researchers and consumers throughout
a UCD process and providing considerations in designing health-related digital
tools.

Keywords: User-centered design · Usability · Health · Plant-based diets

1 Introduction

Diet plays an essential role in shaping our health and well-being. Plant-based diets have
been getting extensively popular among consumers. They are one of the fastest growing
dietary trends globally and especially in European countries [1, 2]. By consuming plant-
based diets, the consumers can make a positive impact to their own health. Plant-based
food can contribute in reducing the risks of developing numerous chronic diseases,
such as obesity, cancer, heart disease and so forth [3]. In addition, they are considered
more effective in the treatment of fatal diseases such as chronic kidney disease [4] and
hypertension [5]. They are also perceived as sustainable food that contributes to better
environmental well-being [2, 3]. All these benefits are aligned with United Nation’s
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sustainable development goals such as good health and well-being (goal 3), responsible
consumption and production (goal 12) and climate action (goal 13).

The review from Fehér, Gazdecki [3] identified several shortcomings in practicing
plant-based diets; challenges in obtaining information about the diet was one of them.
For the past 20 years, consumers found it challenging to prepare plant-based food, as
there were little relevant and available information concerning what dishes were worth
preparing, how to prepare them, and which ingredients could replace meat [6–8]. As
plant-based diets are getting more popular, this information is getting more widespread.
However, such information is yet to be extended further to market-available plant-based
food products, i.e., all type of processed food products which are not raw ingredients.

Using information and communication technologies (ICT) as a platform for infor-
mation sharing can reach more users in an accessible way. Many ICT tools in the form
of websites and applications have been developed to promote healthier diets. Useful
information and guidance are provided to the users with the aim to make wiser choice
for their diets. Some of these ICT tools focused on on-the-shelf food products [9–12],
and the results were promising. However, there is a lack of focus on plant-based diets
among these tools. ICT tools for plant-based diets, as the other way around has paid less
attention to on-the-shelf food products [8, 13]. The above-mentioned apps were either
only used at national level or in countries speaking the same language. In Norway, there
is no such ICT tool yet. Localization is important as the contents displaying nutritional
information across food products of different brands and manufacturers, while catego-
rizing food products based on plant-based and non-plant-based have to appear credible
to the users. In this paper, food products refer to both plant-based and non-plant-based
meat products and dairy products.

Besides that, too little attention has been paid in involving both researchers in health
and nutrition, and consumers in the process of developing food product-related ICT
tools. As experts, researchers could contribute to assisting consumers in getting the
most important and relevant nutritional information of food products. Consumers as
end users, have to be able to understand the information to be benefited. Thus, in this
study we intended to involve both groups in designing a web application where the users
could easily assess and understand information about food products sold in the market,
concerning the amount of nutrients and type of food. The food products displayed in the
web application were aimed to be categorized based on plant-based and non-plant-based
to promote plant-based diets. Usability of this web application was crucial in ensuring
the consumers find it easy to learn and use.

This study is part of a bigger project about health effects and consumer perceptions of
meat substitutes. The study startedwith the idea from the health and nutrition researchers
wanting to use the web application for their research work. At the same time, they also
wished to extend the use of web application to the consumers. This was the reason why
the study started with the design of a web application and not a mobile app. By the
time of writing this paper, we were designing and developing a mobile app version of
the web application, with the aim to offer another platform for the consumers. Through
the web application, we hoped the consumers could make better choices when choosing
market available food products, increase their awareness about the benefits of consuming
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plant-based food products (after comparing the nutrients in both plant-based and non-
plant-based food products), and thus improve their diets and health.

2 Related Research

Most of the existing plant-based diet-related ICT tools in the market are either only
focusing on ingredients or dishes. In a content analysis study assessing free and popular
plant-basedmobile health apps for Canadians, 16 apps thatwere included byLee,Ahmed
[14] comprised of five main types. They were recipe manager and meal planners (ten
apps), food scanners (two apps), vegan community builders (two apps), restaurant iden-
tifier and sustainability-focused (one app each). None of them focused on on-the-shelf
food products. In addition, Lee, Ahmed [14] pinpointed the low support of knowledge
acquisition in these apps. Support of knowledge acquisition, which comes in the form of
education is as one of the primary factors included in an evaluation instrument assessing
quality of nutrition apps [15]. This education has to be reliable so that the users can
gain correct nutrition knowledge and practice genuine health diets. Comparing other
sources like crowdsourcing of food composition database and commercialized entities,
academic apps are more reliable and therefore more often being used in nutritional and
clinical studies [16]. Hence, to increase the credibility of diet-related ICT tools used
among consumers, there is a need to include trustworthy sources, i.e., researchers.

In Thailand, Tangsripairoj, Wongkham [9] developed a mobile application named
“WhatTheHealth” that aimed to guide consumers in purchasing healthier packaged food.
It had functionalities such as user profile, logging food consumption, comparing between
two food products, etc. These functionalities could assist consumers practicing a health-
ier diet to help preventing and controlling non-communicable diseases, i.e., chronic
diseases that are not passed from individual to individual and mostly caused by indi-
vidual lifestyles and behaviors such as diets. A French mobile app named Yuka [10],
and Australian mobile app named FoodSwitch [12] offered similar functionalities. After
scanning a food product’s barcode, users could obtain its detailed information. This could
assist them in choosing products that were healthier for their health. Foodle also offered
the consumers guidance to buy healthier food [11]. The application first collected the
users’ grocery receipt data, and then proposed them what to buy based on the nutritional
goal and historic nutrition data linked to their receipt database.

In Norway, despite being able to easily buy market-available food products on the
shelves in supermarkets and shops, there is a lack of platform that can provide consumers
an overview about the nutrients contained in these food products. Apps such as Yuka
[10] and FoodSwitch [17] were mostly only being used in French-speaking countries,
and English-speaking countries respectively. When FoodSwitch was extended to China
and India, issues concerning differences in nutrition labelling occurred [17].

3 Methodology

In this study,wefirst adopted aUCDapproach involving twouser groups, i.e., researchers
of health and nutrition, and consumers who were target users of the web application to
design and develop the web application. Using the final version of prototype resulted
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from the UCD process, we then conducted four focus group interviews for a more
summative evaluation.

3.1 User-Centered Design (UCD)

The two user groups we involved were very different. Studies have shown that UCD
could result in producing an end product that fulfilled different needs among diverse end
users [18, 19]. By adopting UCD approach, we aimed to develop the web application
based on user requirements and feedback from these two user groups. Throughout the
UCD process, we had a total of three iterations of design, development, and usability
evaluation. At this stage, the evaluation aimed to provide formative data so that the
improvements to the design could be gathered for next iteration [20].

Due to the restrictions under the COVID-19 pandemic, we conducted all usability
evaluations remotely; Some were synchronous, and some were asynchronous. All par-
ticipants of usability evaluation were asked to perform a series of testing tasks. The
tasks were navigating to the home page, using the search function to find a food product
under a particular product category (e.g.,meat burgers, plant-based sausages, plant-based
cheese, etc.), searching a food product under a particular product category with filters
of nutrients (e.g., meatballs with less than 1000 kilojoules (kJ) of energy, plant-based
nuggets with less than 15 g (g) of fat, etc.) and sorting the search results.

For synchronous evaluations, we conducted them through digital video conferencing
platforms such as Zoom, Teams and Google Meet. We observed how the participants
performed the tasks, asked their opinions regarding the prototype they were using, and
clarified with them when we had follow-up questions based on the observation. Asyn-
chronous participants were required to write down their notes and comments in an excel
file that was provided to them together with the testing tasks. After performing the eval-
uation by themselves, they sent back the filled-up excel file to us. We clarified with
them when the answers appeared unclear to us. Both user groups, i.e., researchers and
consumers have never met during the evaluations so that we were able to compare their
feedback.

3.2 Focus Group Interview

After three iterations of design, development, and usability evaluation, we conducted a
series of focus group interviews to perform final evaluation with consumers of diverse
background. The focus group interviews were conducted either as local evaluations, i.e.,
the participant and the evaluator are at the same location, or as remote evaluations. Same
as usability evaluations in the UCD process, the participants were given the same series
of testing task to perform using the web application (the final version of prototype) and
being observed how they performed the tasks. Some were requested to use a laptop,
while others were assigned to use a tablet to perform the evaluation. In addition to obser-
vation, the participants were also asked to discuss about the design of theweb application
when performing the testing tasks. Other questions concerning the potential of the web
application were probed. For instance, “Overall, what do you think of the web applica-
tion?”, “Any other functionalities you would like to add?”, “Any functionality shall be
removed”, and “Who do you think will use, or benefit from this web application?”. As
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this evaluation was more summative than formative [21], we asked the participants to
provide their System Usability Scale (SUS) scores [22] after using the web application.

3.3 Recruitment and Participants

We recruited the participants using convenience sampling [23], i.e., they were recruited
as they were easily accessible. Two researchers in health and nutrition who were part
of the bigger project of health effects and consumer perceptions of meat substitutes,
participated in the usability evaluations throughout all iterations of UCD process in this
study. 17 participants presenting the user group of consumers participated only once,
either in usability evaluation during UCD process or in focus group interview. We took
into the consideration of having diversified participants based on their demographic
background, such as age, ICT skills, education, and diet. All participants in this study,
from UCD usability evaluation to focus group interview were first briefed about the
study. They were then presented with the consent form, and their consent together with
some demographic information were provided prior to participating in the study.

When asking about demographic information, in addition to age, gender, education
and so forth, we asked the participants to rate themselves their ICT skills (on a scale from
1 to 10; 1 is very bad and 10 is very good) and their concern and/or interest regarding
nutritional information (on a scale from 1 to 10; 1 is not concerned at all and 10 is very
concerned). The demographic information of all participants, and their participation
are summarized in Table 1, except for the researchers in health and nutrition. Their
demographic backgrounds were considered less relevant in influencing the design of the
prototype, as they were the ones providing contents of the web application.

Table 1. Summary of all participants’ demographic information and participation.

Gender Age Occupation Highest
education

ICT
skills

Diet Concern
(nutrition)

Participation

R1 – All UCD
iterationR2 –

C1 M 33 PhD
candidate

Master 8 Vegan 8 UCD
iteration 1

C2 F 36 QC
specialist

PhD 7 Regular 4

C3 M 62 Seller High
school

5 Regular 3 UCD
iteration 2

C4 F 46 Housewife.
Earlier web
designer

Bachelor 8.5 Regular 7

C5 F 36 PhD
candidate

Master 7 Vegetarian 8 UCD
iteration 3

C6 M 40 Researcher Master 7 Vegan 7

(continued)
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Table 1. (continued)

Gender Age Occupation Highest
education

ICT
skills

Diet Concern
(nutrition)

Participation

C7 M 29 Programmer Master 2 Regular 1 Focus group
1C8 M 31 Retail

worker
Bachelor 6 Regular 2

C9 F 32 Retail
worker

High
school

4 Regular 7

C10 F 28 Freelance
illustrator

Master 3 Regular 3

C11 F 45 Tax manager Master 7 Regular 6 Focus group
2C12 M 48 Senior IT

advisor
Master 10 Regular 7

C13 M 29 Reception Bachelor 7 Vegan 1 Focus group
3C14 F 26 Master

student
Bachelor 5 Regular 4

C15 M 27 Master
student

Bachelor 4 Regular 8

C16 M 57 Receiving
disability
benefit.
Earlier cook

High
school

2 Regular 4 Focus group
4

C17 F 65 Retired.
Previously
housekeeper

High
school

0 Regular 1

4 Results

4.1 Iterations of Design, Development and Usability Evaluation

In the first iteration, using user requirements given by the researchers in health and
nutrition, the first version of prototype was developed. The prototype was then evaluated
by both researchers and consumers. In the second and third iterations, feedback gathered
in the usability evaluation in the previous iteration were used to improve the design of
the prototype, and then researchers and consumers evaluated the prototype. In addition,
the prototype was tested usingWAVE (web accessibility evaluation tool) to ensure it met
accessibility requirements fromWeb Content Accessibility Guideline. The final version
of prototype is the web application, which is described in the Sect. 4.2.

Throughout the three usability evaluations, the common issues being raised by both
researcher and consumers participants were mostly visual related, i.e., choice of col-
ors and placement of the elements. They wanted different colors in the homepage and
search results page to differentiate the two of them, despite the information displayed
was already different. The placements of elements reflected on the usability aspects,
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which involved the functionalities of performing search, and sorting search results. They
wanted the search function to be divided into two parts, basic and advanced. In terms
of sorting results, they wanted the sorting to be able to perform as easy as possible, i.e.,
by clicking directly at the parameters offering sorting possibilities. Both user groups
also provided suggestions about other functionalities that could be included in the next
research. Due to time and resource constraints, we had started the implementation but
yet to have them completed in the next iteration. These suggestions are presented as
potential improvements, in Sect. 4.4, which is after we present the findings of focus
group interview.

Other issues, which the consumer participants brought up more than researcher
participants, were related to the wordings and formulation of information. For example,
they would like to have more information about the amount of nutrients in relationships
to the amount of food products. We then added the sentence “All nutrients displayed in
the table are per 100 g of food product” to clarify better. They preferred the wordings
“product type” and “product category” over “food group”, as these terms were more
reasonable and understandable from the consumers’ perspectives. All these suggestions
were first clarifiedwith the health and nutrition researchers so that the changes to bemade
were correct from the perspectives of experts and not only the consumers. The roles of
health and nutrition researchers as educators were observed. For instance, they provided
inputs on the correct way to display nutrient value, to categorize food products, and what
the consumers should pay attention to and how they should interpret the information
displayed on the web application.

4.2 Web Application

The web application was named as “Nutrition database for meat and dairy products &
plant-based substitutes” (see Fig. 1). It consisted of two main functionalities. First was
the homepage to display all food products, with their respective amount of nutrients.
These nutrients included energy in both kJ and kilocalorie (kcal), and fat, saturated fat,
carbohydrates, sugar, fiber, protein, and salt in gram.

Fig. 1. Search function of the web application.
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Figure 1 illustrates the second functionality, which was a search page to search food
products based on two main parameters. First was product type, which included meat,
meat substitutes, dairy products, and plant-based dairy products. Second was product
category; as shown inFig. 1 (product categories formeat): burger, sausages,mincedmeat,
meatballs, nuggets, keyhole-marked and others. Keyhole-marked (nøkkelhullsmerket)
is a public label for healthier foods that indicates the product contains less fat, sugar
and salt, and more fiber and whole grains. The same product categories applied for
meat substitutes. For both dairy and plant-based dairy products, their product categories
included cheese, ice cream, yogurt, cream, milk, and others. Users could also perform
advanced search by providing a range for nutrients’ amount.

Fig. 2. Search results page and sort function of the web application.

As shown in Fig. 2, after getting the search results, the users could choose to sort
the results by the food products’ name alphabetically, and by each nutrient in either
ascending or descending order.

4.3 Focus Group Interview

Overall, all participants managed to perform the testing tasks. Issues such as wordings
and formulation of information that were encountered during the UCD process, did not
occur in focus group interview. All participants agreed that the web application was
simple to learn and use. They understood that the focus was about nutrients of various
food products and perceived the information as clear and easy to understand. However,
due to the simplicity in design, participants such as C7, C8 and C10 thought the web
application could appear easy to use for older adults but less appealing and attractive
for younger people. They also expressed that this kind of design could be acceptable for
consumers who were more interested in nutrients of food they ate and practiced healthy
diets, but not for them. As shown in Table 1, participants in this study were either very
concern about food nutrition (self-rated as high as 7 and 8 out of 10) or very little (as
low as 1 to 3). C7, C8 and C10 happened to be in the group who concerned less about
food nutrition, and they were also in the younger user group as well (age 29, 31 and 28
respectively).

Most recommendations were associated with visual aspects, which were also sub-
jective to individuals. However, we did observe commonalities among some partici-
pants. For instance, younger participants tended to emphasize more on visual design
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when providing feedback. Focus group 1 and 3 wanted the web application to be more
“fashionable”, which could attract their attentions more and motivate them in using it
eventually. As shown in Fig. 2, buttons “Sort” in the page of search results were currently
having text (“Sort”, “Highest”, “Lowest”, “A to Å”, and “Å to A”). Younger participants
expressed that the icons with arrow would be sufficient.

One usability issue pointed out by all focus groups is the design of displaying food
products. Its current design displayed all food products in one page. Thiswas perceived as
boring and toomuch information to take in. The participants in focus group 3 pointed out
specifically that they would prefer a page that displays a maximum of 20 food products,
and the users could press next page to view more. Another issue was concerning the
advanced search. Some participants thought it was a complicated function for consumers
in general, as most people might not completely understood the nutrients-related terms.
They might not be aware of what the recommended range of nutrients was. Lastly, the
participants perceived the web application lacking clear navigation. Currently the web
application had neither navigation pane nor button that could provide clearer navigation.

Table 2. Summary of SUS results.

SUS statements (to rate from 1 to 5; 1 = strongly disagree, 2 = disagree, 3 =
neutral, 4 = agree, 5 = strongly agree)

Average scores

1. I think that I would like to use this system frequently 1.63

2. I found the system unnecessarily complex 3.28

3. I thought the system was easy to use 3.00

4. I think that I would need the support of a technical person to be able to use
this system

1.36

5. I found the various functions in this system were well integrated 2.36

6. I thought there was too much inconsistency in this system 2.36

7. I would imagine that most people would learn to use this system very
quickly

4.00

8. I found the system very cumbersome to use 2.82

9. I felt very confident using the system 3.72

10. I needed to learn a lot of things before I could get going with this system 2.00

Table 2 presents the average scores of SUS questionnaires. As the average scores
show, the web application scored very high in statements 7 and 9, and very low in state-
ments 4 and 10. This aligned with the findings of observation and discussion concerning
the design of the web application being simple and easy to learn and use. The score of
statement 1 indicated low interest among the participants in using the web application.
The reasons provided by the participants were either because they were not very inter-
ested in information about food nutrition, or they thought the web application did not
appear attractive to them.
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Despite being perceived as easy to learn and use, some participants thought the
web application was unnecessarily complex (statement 2). Interestingly, this group of
participants were all from focus group 1 and 2, and these two groups were the only
two groups which compared the design of the web application with a common web
application in Norway named Finn.no [24]. Finn.no is a classified advertisement digital
platformwhere users can both advertise and search advertisements of buying and selling
all kind of brand new and used items, properties, transportations, travels, and services.
Finn.no offers both website andmobile app version to the users. The first thing that being
comparedwas the search functionality. These participants wanted the search possibilities
to be displayed as single items in grid view, instead of a dropdown list (refer Fig. 1).
Secondly, the search result page should have displayed the search parameters that the
users had selected. Lastly, we had several sort buttons on the search results page (refer
Fig. 2) and the participants expressed it could be less complex by having all sorts grouped
at one dropdown list like in Finn.no.

In summary, all participants in focus group interview saw the potential in this web
application and appreciated its purpose as a platform to provide consumers nutritional
information of market-available food products. Other findings gathered during the focus
group interview were similar as those gathered during the UCD process. They were
potential improvements that the project team had started working with since the UCD
process started. However, they were yet to be completely implemented before the focus
group interview were conducted due to concerns such as copyright, collaborations with
other organizations, etc. We present these feedbacks in Sect. 4.4.

4.4 Potential Improvements

Both researcher and consumer participants in theUCDprocess and focus group interview
would like to have images of food products instead of just pure text.When developing the
web application, the project team was surveying the possibilities in having these images
on the web application in relations to the concern of copyright. Other suggestions such
as including information about shops which sell food products and prices were also
brought up, both during the UCD and focus group interview. These suggestions could
be implemented with the collaborations with food producers, shops, and supermarkets.
The participants expressed that it would be beneficial if theweb application could suggest
them healthy food products that were on promotions.

Another functionality that most participants wanted was having a user profile. This
functionality could offer users to have their own account, log in, and save the items
into their own favorite list. We have evaluated this function during the UCD process
concerning user interface design and its usability; the results were promising. However,
due to the concern of General Data Protection Regulation (GDPR) and privacy issue
when implementing it, this function was not included in the evaluations in focus group
interview.

5 Discussion

The study started as a research-oriented project where the web application was originally
designed and developed for the use of researchers in health and nutrition. Using user
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requirements provided by them, the very first prototype was made. As the nutritional
information could be relevant for the consumers in assisting them inmaking better choice
for healthier diets, and encouraging them to practice plant-based diets, these researchers
wished to extend the use of the web application to the consumers. The findings show
the potential of the web application, in addition to the innovation of the study; ICT
tools nowadays providing guidance and information of market-available food products
do not focus on plant-based food products [9–12], while ICT tools focusing on plant-
based diets only focused on ingredients or recipes, and not on-the-shelves food products
[6, 8].

When assessing free and popular mobile apps for supporting plant-based diets for
Canadians, Lee, Ahmed [14] identified issue of lacking credible and trustworthy sources
among the evaluated apps. Contributions from researchers in health and nutrition in this
study was important in addressing this issue. Besides advising us about the design of
the web application, their input and feedback have been used as a form of education to
the consumer user group, which include what the consumers should be aware of, and
the information displayed in the web application being credible and trustworthy. Such
practice is important in designing and developing all kind of health-related ICT tools.

In order to impact on consumers’ attitude change, information targeted to them has
to appear both attractive and credible [25]. UCD approach involving both researchers
in health and nutrition, and consumers was therefore adopted. Comparing feedback
from researchers in health and nutrition, and consumer participants from UCD usability
evaluation and focus group interview, different perspectives were observed. Researchers
in health and nutrition, and consumer participants inUCDhadmore interest in nutritional
information, while consumer participants in focus group interview had less. This resulted
in more focus in elements concerning attractiveness in focus group interview than in
UCD. Concerning credibility of the information, we wish to highlight the importance of
health and nutrition researchers’ involvement and contribution in ensuring that the web
application was perceived credible and trustworthy.

Alongside to credibility of an app, Van Loo, Hoefkens [25] emphasized other fac-
tors such as attractiveness and personal motivation in making an attitude change in
consumers choosing healthier and more sustainable plant-based diets. In this study,
the participants in focus group interview expressed that the visual appearance of the
web application was less attractive. This was reflected on their SUS scores, indicating
them being less interested in using the web application. Comparing to participants in
focus group interview, consumer participants in UCD process rated themselves having
higher concern in nutritional information in food. Out of six of them, two of them were
vegan and one was vegetarian. Other than these participants, two health and nutrition
researchers participated throughout the entire UCD process. It is likely that the partici-
pants’ personal motivation outweighed attractiveness of the web application during the
UCD process. This then resulted in the concern of web application being less attractive
was not mentioned during the UCD process but only in the focus group interview.

In the focus group interview, participants suggested other design features that could
make the web application appeared more attractive to them. One of themwas suggesting
healthy food products that were on promotions to the users. In a review identifying fac-
tors that could contribute to promoting plant-based food consumptions, Taufik, Verain
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[13] concluded that price incentive was one of the effective factors. Ball, McNaughton
[26] compared three interventions to investigate effects on the consumptions of healthy
food and beverages. These were intervention with a 20% price reduction, intervention
with a skill-building, and a intervention of a combination of both. Information alone,
i.e., newsletters about health eating combined with other skill-building resources such
as opportunity to participate in an online forum, budgeting worksheets, goal-setting,
and self-monitoring exercises were found ineffective in promoting the consumers to buy
healthy food and beverages. On the other hand, price reduction alone and the combina-
tion of price reduction and skill-building resulted in higher consumption of healthy food
and beverages. As suggested by some participants in this study, the nutritional informa-
tion alone did not appear attractive enough for them. Combining this information with
information about promotions could give stronger impact. In addition to food products
on promotions, others suggested design included having images to illustrate the food
products, indicating the consumers where they could get the food products and having
a user profile where they could save the food products into their favorite list.

Some findings concerning usability perspective of the web application could be
related to universal design (UD) principles. The focus group interview participants per-
ceived the web application lacking clear navigation as it had neither navigation pane nor
button that could provide clearer navigation. Besides, colors were one of the design ele-
ments wanted by both researcher and consumer participants in differentiating between
the home page and the search results page. These could assist them feeling directed and
knowing where they were when using the web application; supporting UD principle 4,
perceptible information [27].

The participants in UCD process wanted the sort function to be simple, and we
had the sort buttons at the parameters which could offer sort possibilities (refer Fig. 2).
However, this design was perceived as confusing during focus group interview. The
participants in thefirst and second focus group interviewspointed out that they preferred a
design which was based on finn.no, a popular Norwegian classified advertisement digital
platform. They were used to having only one dropdown list, displaying all types of sort
possibilities. In addition to that, when performing search, all search possibilities could
be displayed as single items in grid view, instead of a dropdown list (refer Fig. 1). These
findings are in line with UD principle 3, simple and intuitive use where the design has to
“be consistent with user expectations and intuition” [27]. Since finn.no is very popular
among people living in Norway, it was understandable that they compared the design
of our web application to their experiences using finn.no. Hence, using a familiar web
application can be a good approach as a starting point to design a brand-new prototype.
This approach is in line with the guide for better usability proposed by Nielsen [28].

6 Conclusion and Future Work

This study demonstrates a UCD process involving both health and nutrition researchers,
and consumers in producing a web application that enabled the consumers to easily
obtain nutritional information about plant-based and non-plant-based food products sold
in the market. The UCD process involved two health and nutrition researchers and six
consumers in three iterations of design, development, and evaluations. Using the final
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version of the prototype, evaluations focusing on summative results were conductedwith
eleven consumers participating in four focus group interviews. The results show that the
web application was easy to learn and use, due to the simplicity in its design. However,
most of the participants thought this design appeared less appealing and attractive to
them. Hence, they had less interest in using it in the future. On the other hand, such
design was commented could be more suitable for older adults.

In this study, a UCD approach involving experts and consumers has proven beneficial
in designing a diet-related web application. By consulting the researchers in health
and nutrition, we managed to convey information that is scientifically precise to the
consumers via the web application. By consulting the consumers, we could ensure the
information on the web application is understandable to them, and inputs on how to
make the web application more attractive have been gathered. One of the implications
of this study is informing the researchers, designers and developers, policymakers, and
industry players about the essential considerations in providing consumers health-related
ICT tools, i.e., usability, credibility, and attractiveness.

This study was undertaken to design a web application that provides nutritional
information of market-available food products to consumers. By enhancing the access
to this information, we hope to promote more plant-based diets among the consumers,
and hence they can have a healthier diet and better health. The web application can
hopefully inspire other work in promoting plant-based diets as well, as plant-based
food is more sustainable [2, 3]. As the study was at its preliminary stage, we have
only focused on the aspects of usability and functionality. Therefore, the future works
include to further improve the web application based on the participants’ feedback and
incorporate proposed functionalities such as having prices, information about products
on promotions, shops and supermarkets selling the products, and so forth.

Using the web application, we intend to evaluate its usage regarding user experience
and impact on consumers’ choice in choosing food products in a longer period of time.
One limitation of this study is that we did not specifically include user groups that
face risks of malnutrition, such as people with disabilities and older adults [29]. Some
usability issues found in this study were related to UD principles [27]. Hence, we would
highlight the importance of having the web application universally designed so that users
with diverse background and needs could benefit from using it.
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Abstract. This paper reports on the findings of two anonymous online surveys
undertaken with pilots (n = 170) pertaining to pilot self-care behaviors, the use
of technology to support wellbeing management, and the acceptability of sharing
wellbeing information captured usingmobile phone appswith aviation employers,
to support the analysis of wellbeing risk in safety management systems (SMSs).
Newmobile phone-based appsmight be implemented to support self-care for pilots
as part of a phased approach to the promotion of an integrated health and safety
culture, and the management of wellbeing risk in aviation safety management
systems (SMS). In the short term, there is insufficient trust on behalf of pilots to
support such information sharing practices. Accordingly, it is proposed that pend-
ing consent, pilots share deidentified wellbeing information using mobile phone
apps (and/or a web interface), in a global repository. This repository or ‘wellbeing
monitor’ would be accessible to the industry – providing airlines with general
trends data and reports, supporting wellbeing management and risk assessment.
This will help mitigate existing employee information sharing barriers, build trust,
and foster an integrated health and wellbeing culture, which is the prerequisite for
the future assessment of wellbeing risk within a company SMS.

Keywords: Pilots ·Wellbeing · Self-care ·Mobile Apps · Safety

1 Introduction

The workplace is an important setting for health protection, health promotion and dis-
ease prevention programs [1]. New perspectives on stress coping illustrate the role of
both individual and organisational factors in stress coping. Individual factors (i.e., age,
experience, personality) and resources (i.e., social supports, coping mechanisms), along
with the physical and social resources available in the workplace (i.e., equipment, social
support, leadership, safety climate) impact on the individual’s ability to cope with Work
Related Stress (WRS) and wellbeing challenges.

In theOECDcountries,mental health conditions are the second largest cause forwork
disability [2] and their proportion is still increasing. At the 2021World Economic Forum
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[3], it was reported two out of three employers now have mental health (MH) as their
number one priority [4]. However, it was also noted that only one in six employees feel
supported by their company during theCOVID19pandemic. TheForum’s ‘mental health
in the workplace initiative’ outlines a vision ‘where all workplace leaders recognize and
commit – with the right tools in place – to taking tangible and evidence-based action on
mental health and wellbeing, enabling their workforces to thrive’ [4].

The 2008 European Pact for Mental Health and Well-being recognizes the changing
demands and increasing pressures in the workplace and encourages employers to imple-
ment additional, voluntary measures to promote mental well-being [5]. These voluntary
measures highlight the need for employers to go beyond a ‘compliance’ based approach.
However, the appetite for implementing voluntary measures to support wellbeing varies
across different industries and sectors.

Aviation is subject to seasonal fluctuations in terms of ticket demands/passenger
traffic. Many aviation workers (both on the ground and in the air) work antisocial and
irregular working hours and have commuting lifestyles. This creates many psychosocial
pressures for workers attempting to balance the demands of work life and home-based
responsibilities. In 2006, Hubbard and Bor provided an informative account of the men-
tal health issues affecting pilots and the consequences of these [6]. The last decade has
seen an increase in studies focusing on Work Related Stress (WRS) and mental health
issues for pilots. Prior to the COVID pandemic, there was ample evidence of work stress
issues impacting on pilot wellbeing. This includes disengagement and burnout [7] and
depression amongst pilots – including studies at Harvard [8] and Trinity College Dublin
[9–12]. Notably, in the Trinity College Dublin study involving 2,000 commercial pilots,
92% of respondents stated that the environment in which pilots work can contribute to
the onset of and/or worsen an existing a mental health issue [11, 12]. Further, the study
highlights the benefits of self-care practices adopted by commercial pilots, to manage
wellbeing (including mental health) and foster resilience [12]. Practices such as sleep
management, managing social wellness and taking physical exercise were demonstrated
to have a positive effect on pilot wellbeing, and in particular, depression severity levels
[12]. However, the study highlights that at an organisational level, the culture of sup-
porting and maintaining wellbeing for pilots falls short. Currently, there is no definitive
data directly linking wellbeing risk (including mental wellbeing) to safety outcomes in
aviation [9, 11]. Further, there is a dearth of evidence around wellbeing risk. Airlines
are not required to collect wellbeing data on a routine basis. Wellbeing data is however
being gathered in relation to pilot peer support programs. As defined by the European
regulator, any wellbeing trends or insights must be anonymized/de-identified when fed
back into safety systems [13].

Someargue that airlines need to thinkdifferently about (a) supporting pilotwellbeing,
(b) capturing data about wellbeing (including the link between wellbeing issues and
performance/safety events), and (c) using wellbeing information to assess wellbeing
risk in airline safety management systems [14]. The use of apps Potentially, mobile
technologies might be used to support pilot self-monitoring of wellbeing, whilst on and
off duty, along with enabling wellbeing and WRS reporting, supporting an integrated
health and safety risk assessment process.
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This paper reports on the findings of two anonymous online surveys (referred here-
after to as Survey 1 and Survey 2) undertaken with pilots. The surveys address pilot
health and self-care behaviors, the use of technology to support wellbeing management,
and the acceptability of sharing wellbeing information captured using mobile phone
apps, with aviation employers, to support the analysis of wellbeing risk in safety man-
agement systems (SMSs). Survey 1 was undertaken with pilots, but not specific to any
organization. Survey 2was undertaken with pilots working for a European aviation orga-
nization and elicited some additional feedback on the company’s wellbeing culture and
respondent attitudes to reporting MH issues and seeking support. First, a background
to this research is presented. Following this, the methodological approach is outlined.
Survey results are then outlined. The results are then discussed. A preliminary approach
to implementing the proposed mobile phone apps is then reviewed, along with a plan
for how this might link to the future analysis of wellbeing information in airline safety
management systems. As part of this, a proposed industry wide ‘welling monitor’ is
suggested. Areas for further research are then examined and some conclusions drawn.

2 Background

2.1 Wellbeing, Mental Health, Quality of Life and Work Life Balance

Physical, psychological factors and social factors (including family relationships, social
support, working conditions and working environment) are some of the determinants
affecting a person’s health and wellbeing [15]. As emphasized in the constitution of
the World Health Organisation (WHO), health is more than the absence of disease
[16]. Accordingly, the WHO highlight the importance of fostering and maintaining
positive wellbeing and reaching one’s potential, as opposed to simply preventing and
managing illness. This aligns with positive psychology frameworks which are directed
at human ‘flourishing’ [17]. The concept of ‘quality of life’ (QOL) is also related to that
of wellbeing and ‘flourishing’. Multiple factors play a role in QOL including financial
security, job satisfaction, family life, health, and safety. Work life balance is a key
part of QOL. Where good work life balance exists, workers can easily combine work,
family commitments, and leisure. Importantly, the ‘Better Life Index’ includes work life
balance as one of the eleven factors contributing to QOL [18]. Research indicates that
occupations involving shiftwork and/or the requirement towork antisocialworking hours
can create imbalances in the home/work interface, leading to work family conflict [19].
Work family conflict (or work-family interference) refers to ‘a form of inter-role conflict
in which role pressures from the work and family domains are mutually incompatible in
some respect’ [19].

2.2 Occupational Health and Safety and Mental Wellbeing in the Workplace

The International LabourOrganization (ILO) and theWorldHealthOrganization (WHO)
define occupational health in relation to three objectives. “These are (1) the maintenance
and promotion of workers’ health andworking capacity; (2) the improvement of working
environment and work to become conducive to safety and health and (3) development of
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work organizations and working cultures in a direction which supports health and safety
at work and in doing so also promotes a positive social climate and smooth operation and
may enhance productivity of the undertakings” [20]. Tamers (2019) proposes the ‘Total
Worker Health’ (TWH) framework, which is defined in relation to policies, programs,
and practices that integrate protection from work-related safety and health hazards, with
promotion of injury and illness prevention efforts to advance worker well-being [21].

2.3 Aviation Worker Wellbeing and Wellbeing Reporting

The issue of aviation worker wellbeing/mental health has received increased attention
since the 2015 Germanwings Flight 9525 accident. In particular, the tragedy raised issue
pertaining to the aeromedical assessment of pilots, medical confidentiality, and issues
around disclosure of (MH) issues to employers. In 2018, following the Germanwings
tragedy, EASA introduced new rules in relation to themanagement of pilotmental fitness.
These rules pertain to three key areas - psychological testing of aircrew pre-employment
in line flight, access to a psychological support/peer support resource, and substance
abuse testing on a random basis. Many in the industry argue that these guidelines do not
go far enough – pointing to the fact that the rules overlook prevention [22, 23]. Further, it
is argued that the new rules do not address positive wellbeing [24]. The Trinity College
Study highlights the continued stigma associated with MH issues and reporting unfit
for work [11, 12]. This was corroborated in a further anonymous survey undertaken in
2020, with a broad range of aviation workers [25]. In this study approximately 1 in 4
respondents stated that they would willingly report MH issues to their employer [25].

2.4 Safety Management Systems and Safety II Approach

Over the last 15 years, airlines have been introducing safetymanagement systems (SMS).
This follows a focus on prevention as opposed to reaction, and the advancement of a
proactive safety culture, in which everybody in the company is responsible for safety.
The objective of a SMS is to provide a structuredmanagement approach to control safety
risks in operations [26]. Safety management systems include four components – safety
policy, safety assurance, safety risk management and safety promotion. Currently, the
assessment of wellbeing risk primarily relates to fatigue. Critically, it does not include
other aspects of the pilot’s physical wellbeing (i.e., diet and physical activity), and/or
other dimensions of their social and psychological wellbeing.

The Safety-I approach focuses on improving safety by examining and learning from
system failures (for example, near misses, safety events and serious accidents). The
Safety-II approach investigates all possible outcomes: involving normal performance
(everyday routine performance), excellent performance, near-misses, accidents, and dis-
asters [28]. As such, Safety-II focuses on all events (the full distribution profile of safety –
both good and bad). In so doing, it seeks to enhance effectiveness while also addressing
failure. Importantly, Safety-I and Safety-II are complementary [28].

2.5 Organisational Approaches to Addressing Wellbeing Within SMS

Some airlines are adoptingmore innovative approaches to addressing wellbeing [27] and
linking to predictive safety management concepts and the Safety II approach [28]. This
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involves capturing routine information about staff wellbeing levels using a combination
of methods which protect employee identity and speak to concepts of ‘just culture’ and
‘trust’. This includes the use of pulse surveys (which elicit anonymous information about
crewwellbeing levels and coping methods), operational learning reviews (which capture
information about the presence of safety, via confidential interviews) and making use
of de-identified data from Peer Assistance Network (PAN) reports and conversations
with aeromedical/psychology professionals at the airline. As argued by McCarthy [27]
‘trust works both ways, as does accountability’. The objective is to channel learning via
these alternative reporting methods into the airline’s safety management system, so that
risks relating to staff wellbeing are identified and managed. In addition, other airlines
are making use of deidentified information from the analysis of peer support referrals,
to gather evidence about staff wellbeing and the contributory factors to wellbeing and
mental health issues [29].

2.6 Safety Reporting, Managing Privacy and Industry Co-operation

Voluntary and confidential reporting systems have been established, enabling pilots and
other aviation professionals to confidentially report near misses and safety events, with
the goal of improving flight safety, while protecting operational personnel. Established
in the 1982, the UKConfidential Human Factors Incident Reporting Programme for avi-
ation (CHIRP), invites safety-related reports from flight crew, air traffic control officers,
licensed aircraft maintenance engineers, cabin crew and the general aviation community
along with workers in the international maritime sector, including the shipping industry,
fishing industry and leisure users [30]. In addition, the Air Safety Reporting System
(ASRS) system developed by the Federal Aviation Authority, and operated by NASA,
enables safety reporting [31]. NASA operate as a neutral third party (i.e., no enforce-
ment authority and no relationship with airlines). Protections are in place, to ensure
that reporters can come forward, without fear of a punitive outcome. The benefit of
this system is that it enables the reporting of systemic safety issues – and specifically,
the identification of latent system hazards, necessary to predictive risk management
approaches. However, no such database exists in relation to wellbeing, and more broadly
the occupational health and safety (OSH) space within aviation.

2.7 Existing Wellbeing Self-assessment Tools

Several checklists have been advanced to support pilot self-assessment of fitness to fly
at an operational level. This includes two checklists developed by the Federal Avia-
tion Authority (FAA) in the USA. That is, the I’m Safe Checklist, which supports pilot
evaluation of the ‘pilot’ section of the 5Ps (i.e., plan, plane, pilot, passengers, and pro-
gramming [32], and the Personal Minimums Checklist, which addresses four evaluation
areas – the pilot, the aircraft, the environment, and external pressures [33]. The FAA’s
‘I’m Safe Checklist’ supports pilots in relation to self-assessment of their overall readi-
ness for flight in relation to illness, medication, stress, alcohol, fatigue, and emotion.
Many in the industry highlight the need for aviation workers to help themselves (i.e.,
address self-care) as opposed to waiting for regulation to mandate better supports for
pilots [34]. It has been suggested that this checklist might be extended to address positive
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wellbeing (not simply illness) and to draw attention to mental health (i.e., mood, stress
levels, attitude) and the use of coping strategies [34].

3 Methodology

3.1 Data Gathering

An anonymous online survey using the Qualtrics survey platform, was administered at
two different time periods to assess the acceptability of introducing novel mobile phone
apps, to support a pilot to assess and manage their wellbeing in two contexts – namely,
while off duty, and on duty.

The survey design drew upon prior research undertaken by the authors pertaining
to a biopsychosocial model of wellbeing, the factors that can positively and negatively
influence a pilot’s physical, mental, and social health, and the case for introducing new
tools to enable pilots to manage their wellbeing [9–12]. Survey 1 was administered
between November 2020 and January 2021 (n = 82), and targeted commercial pilots
only. Respondents were recruited using social media platforms such as LinkedIn and
Twitter. Survey 2 was administered between February 2021 and April 2022, and targeted
staff working at a European based aviation organization, (n = 88). In this case, staff
received an email from management, advertising the survey and the research objectives.
The second survey included some additional questions on mental health reporting and
seeking help within the organization.

This research was conducted in accordance with the Declaration of Helsinki, and
the survey protocol was approved by the Ethics Committee of the School of Psychol-
ogy, Trinity College Dublin (TCD) Ireland. The data protection impact assessment was
approved by the Data Protection Officer at TCD.

3.2 Data Analysis

Survey questions involved categorical data only. Descriptive statistics were computed
for all questions. Text analysis was undertaken for those questions eliciting additional
text feedback. This involved undertaking counts in excel and the production of word
clouds.

4 Results

4.1 Respondent Profiles

Survey 1 respondents were mostly male (77.63%), aged between 36–45 years (38.16%),
most working between 11–15 years (20.83%), working for full-service carrier (51%),
employed – permanent – full time (36%), captain rank (44%), and flying short range
(43%). Survey 2 respondents were mostly male (95.24%), aged between 25 and 35 years
(42.37%) and working full time (100%). The largest portion were Junior First Officers
(31.33%).
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4.2 Health, Wellbeing and Self-Care

Respondents reported higher levels of physical wellbeing than mental and emotional
wellbeing. 66% of Survey 1 respondents and 68% of Survey 2 respondents rated their
physical health as either very good or excellent. 54% of Survey 1 respondents, and 62%
of Survey 2 respondents rated their mental/emotional health as very good or excellent.

66.20% of Survey 1 respondents and 74% of Survey 2 respondents reported that
they used self-care strategies to deal with stress and WRS. Respondents in both surveys
provided examples of the topfive coping strategieswhich they foundmost beneficial from
a stress coping perspective. Taking exercise was the most frequently selected strategy
in both surveys. Table 1 below details the five top selfcare strategies reported by survey
respondents.

Table 1. Selfcare strategies.

# Survey 1 Survey 2

1 Take exercise/sport (13.66%) Exercise, sport (15.56%)

2 Socialize/spending time with family and
friends (12.68%)

Spend time outdoors/nature (12.59%)

3 Focus on sleep and rest (10.24%) Socialize/spending time with family and
friends (10.74%)

4 Spend time outdoors/in nature (10.24%) Focus on sleep and rest (9.63%)

5 Try to do things I enjoy (eating out, watch
TV, play video games, hobbies etc.) (9.76%)

Try to do things I enjoy (eating out, watch
TV, play video games, hobbies etc.) (8.15%)

Participants were also asked about their use of alternative/maladaptive strategies to
copewith stress andWRS. A large proportion in both surveys reported using ‘avoidance’
as a strategy. Table 2 below details the five top maladaptive strategies, as reported by
survey respondents.

Table 2. Maladaptive strategies.

# Survey 1 Survey 2

1 Avoidance/ignore (38.10%) Avoidance/Ignore (31.47%)

2 Self-harm (17.46%) Alcohol (21.68%)

3 Substance misuse - alcohol (7.94%) Withdraw from people (16.08%)

4 Screaming/throwing things/tantrums
(7.94%)

Temper/lash out/aggressive behavior
(10.49%)

5 Smoking (4.76%) Disordered eating (6.29%)
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4.3 Self-Care and Technologies

Many respondents reported using a mobile phone app to manage their health and well-
being – 41% of survey 1 respondents and 31% of survey 2 respondents. In the case of
respondents who currently do not use a mobile phone app to manage their wellbeing,
nearly half noted that they would be open to doing this (44% of survey 1 respondents,
and 48% of survey 2 respondents). 40% of Survey 1 respondents and 60% of survey 2
respondents reported using a wearable device (for example, Fitbit or Garmin) to track
aspects of their health and wellbeing. The top three types of health data tracked was the
same in both surveys. The top 3 were exercise/activity, sleep, and heart rate. In survey 1,
over 50%of respondents referred to exercise/activity, while in Survey 2, 100%of respon-
dents referred to this. Of those who are currently not using wearables, 34% of survey 1
respondents and 48% of survey 2 respondents stated that they would be open to using
a wearable to manage their health. Respondents were invited to provide suggestions of
the top three health factors/areas that they would like to monitor using a wearable. The
same items were reported in both surveys, with exercise being rated the most important
in both surveys. In relation to Survey 1, the top three were sleep, exercise/physical activ-
ity/steps, and heart rate. In Survey 2, the top three were exercise/physical activity/steps,
sleep, and heart rate.

4.4 Self-Reporting Health Data

Respondents were asked whether they would be happy if the information collected using
a wearable device might be integrated into an aviation worker health and wellbeing
app, for the purpose of assessing wellbeing risk (pending their consent and appropriate
security protections). 59% of Survey 1 respondents agreed or strongly agreed that they
would be happy, while 47% of Survey 2 respondents agreed or strongly agreed that they
would be happy.

77% of survey 1 respondents and 64% of survey 2 respondents reported that they
would be willing to self-report certain types of health data. In both surveys, the top
ranked data type was data pertaining to stress levels. Table 3 below provides feedback
as to the types of information they would be willing to self-report, using a mobile phone
app.

Table 3. Data willing to report.

# Survey 1 Survey 2

1 Stress level (28.97%) Stress level (29.67%)

2 Levels of anxiety (19.63%) Mood (25.27%)

5 Levels of depression (15.89%) Levels of anxiety (17.58%)

In addition, 48% of survey 1 respondents and 44% of survey 2 respondents noted
that they would be happy to self-report data about social activity.
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Respondents were invited to report using free text what data (if any) they would you
like to be shared with their employer. In Survey 1, the word ‘none’ was most frequently
cited. In Survey 2, the words’ data’ and ‘health’ were most frequently cited. See example
word clouds below (Fig. 1, Fig. 2).

Fig. 1. Survey 1 - Data I Would Be Willing to Share with My Employer

4.5 Organisational Culture and Priorities

32% of Survey 1 respondents and 41% of Survey 2 respondents reported that their
employer is interested to a ‘moderate extent’, in protecting their health and wellbeing.

4.6 Integration with Other System/SMS

93% of Survey 1 respondents, and 83% of Survey 2 respondents agreed or strongly
agreed that fatigue risk management systems (and by implication rostering/flight plan-
ning systems) need to be extended to consider the relationship between fatigue risk and
the other dimensions of a person’s wellbeing.

70% of Survey 1 respondents, and 65% of Survey 2 respondents agreed or strongly
agreed that existing safety management and rostering/planning systems might be aug-
mented to make use of wellbeing/health data from an operational and risk/safety
management perspective.
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Fig. 2. Survey 2 - Data I Would Be Willing to Share with My Employer

4.7 Wellbeing Culture, Disclosing Wellbeing and Seeking Help (Survey 2 Only)

Survey 2 respondents were asked some additional questions pertaining wellbeing report-
ing and seeking help, along with the wellbeing culture at their company. Less than half
(41%) agreed or strongly agreed that there is adequate attention to the promotion of
positive wellbeing and coping at their organization. 72% agree or strongly agreed that
there are low levels of speaking out and/or reporting about mental health amongst their
colleagues. Over half (58%) agreed or strongly agreed that they would look for help if
they had a health issue (including mental health). The top three people they would look
for help included (1) a partner/spouse (27.47%), a close friend (24.73%) and a family
member (15.93%). A small number indicated theywould use peer support (10.44%). Just
under 4% indicated that they would approach a mental health professional at their com-
pany. A very low number (32%) indicated they would willingly approach their employer
with a MH issue. 22% indicated that they had approached a MH professional outside
their company to obtain help.

4.8 High Level Concepts for Mobile Phone Apps and Tool Requirements

Respondents were asked several questions pertaining to the high-level requirement for
a potential mobile app, to support wellbeing management for pilots. A large majority
either agreed or strongly agreed that staffmust be educated about the boundaries between
life inside and outside of work and managing conflicting demands (84% of Survey 1
respondents, and 93% of Survey 2 respondents). 73% of Survey 1 respondents, and 86%
of survey 2 respondents either agreed or strongly agreed that staff require tools to nudge
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them towards healthy behaviors, and to prevent the onset of problems (i.e., to keep them
well). 66% of Survey 1 respondents, and 71% of Survey 2 respondents either agreed
or strongly agreed that future wellbeing tools (i.e., mobile apps) should provide staff
with tools/checklists to enable them to evaluate their health and wellbeing, in advance
of reporting for duty. 82% of Survey 1 respondents, and 85% of Survey 2 respondents
either agreed or strongly agreed that any health and wellbeing assessment provided by
the wellbeing tools should include the three pillars of wellbeing (i.e., physical, psy-
chological/emotional, and social). 68% of Survey 1 respondents, and 75% of Survey 2
respondents either agreed or strongly agreed that any health and wellbeing assessment
provided by the wellbeing tools should include what I am currently doing to manage
stress/work related stress.

88% of both Survey 1 and Survey 2 respondents either agreed or strongly agreed that
future wellbeing tools (i.e., mobile apps) should provide the user with feedback about
the state of their health and wellbeing. 86% of Survey 1 respondents, and 90% of Survey
2 respondents either agreed or strongly agreed that mobile apps should provide the user
with feedback about their stress levels 68%of Survey 1 respondents, and 73%of Survey 2
respondents either agreedor strongly agreed that supporting healthybehavior requires the
development of a set of targets for oneself and monitoring of one’s level of achievement
of the targets. 59% of Survey 1 respondents, and 47% of Survey 2 respondents either
agreed or strongly agreed that future wellbeing tools (i.e., mobile apps) should provide
the user with feedback about their own health and wellbeing and how it compares with
others. 66% of Survey 1 respondents, and 68% of Survey 2 respondents either agreed or
strongly agreed that future wellbeing tools (i.e., mobile apps) should provide access to
virtual coaching/support to maintain positive wellbeing. 59% of Survey 1 respondents,
and 68% of Survey 2 respondents either agreed or strongly agreed that future wellbeing
tools (i.e., mobile apps) should enable the user to report challenges to their health and
wellbeing that may impact on their work. 63% of Survey 1 respondents, and 68% of
Survey 2 respondents either agreed or strongly agreed future wellbeing tools (i.e., mobile
apps) should enable them to report wellbeing issues that contribute to safety events.

4.9 App Concepts/Tools and Functions

Respondents were rate from 1 (low) to 10 (high) the most useful functions for a mobile
phone app supporting wellbeing, while off duty. Respondents across both surveys highly
rated the function ‘reporting of stress and wellbeing issues that impact on safety’. This
feature was rated second most important by survey 1 respondents, and third most impor-
tant by Survey 2 respondents. Tables 4 and 5 below provide a summary of the top three
selected functions, for both the off duty and on duty apps.
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Table 4. Off duty tool – functions.

# Survey 1 Survey 2

1 Integration with airline information systems
(for example, roster, health promotion
information, EAP services information)
(54.5%)

Provision of general resources/information
and relaxation exercises (45.76)

2 Reporting of stress and wellness issues that
impact on safety (52.27%)

Self-assessment tools (37.28%)

3 Wellness tracking, assessment, and reporting
(47.73%)

Wellness goal setting, plans and feedback
(35.59%)
Reporting of stress and wellness issues that
impact on safety (35.59%)

Table 5. On duty tool – functions

# Survey 1 Survey 2

1 Enable crew self-assessment of
wellbeing/state in advance of the flight
(63.64%)

Provide supports in a crisis (55.87%)

2 Provide supports in a crisis (61.37) Enable crew self-assessment of
wellbeing/state in advance of the flight
(43.97%)

3 Enable reporting concerning stress and
wellbeing threats that impact on safety
(56.82%)

Enable access to support services within
the airline (38.77%)

5 Discussion

5.1 Pilot Self-Care and Stress Coping

Respondents reported higher levels of physical wellbeing than mental and emotional
wellbeing.A large proportion of survey respondents (66.20%of survey1 respondents and
74% of survey 2 respondents), reported that they are using coping strategies to manage
stress and WRS. This should be both encouraged and supported by their employers.
However, a significant number of respondents reported ‘avoidance’ as a strategy. This
needs to be addressed in relation to crew training and safety promotion activities. Pilots
should be encouraged to assess their own wellbeing and adopt healthy approaches to
managing stress and WRS, to benefit their individual wellbeing perspective along with
flight safety. In cases of mild suffering, it is likely that a self-management approach will
prevent an escalation of symptoms, with consequences for the person’s wellbeing and
operational performance.
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5.2 Use of Technologies and Health Promotion

This research indicates the overall acceptability of usingmobile phone apps andwearable
devices to manage pilot wellbeing. A large proportion of survey respondents reported
using both mobile phone apps and wearable devices to manage their wellbeing.

Survey feedback indicates that the evaluation of wellbeing requires capturing data
across the three pillars of wellbeing (i.e., biological, psychological, and social). In addi-
tion, it highlights the importance of including information about a person stress coping
activity. Further, the survey indicates that pilots might benefit from nudges in relation
to both self-assessing their wellbeing and managing their wellbeing (i.e., engaging in
health promoting activities, or activities that deliver therapeutic benefits).

There is an opportunity to address work stress and wellbeing from a positive man-
agerial perspective. The use of mobile phone apps might be supported by employers, in
terms of enabling self-awareness and self-assessment of wellbeing and MH, along with
the adoption of healthy strategies to promote positive wellbeing/resilience and man-
age stress and WRS. Airlines might sponsor this technology for their pilots, as part of a
preventative health management approaches. This would supplement existing secondary
approaches towellbeingmanagement (for example,wellbeing awareness training), along
with tertiary approaches (for example, peer support, access to company psychologist and
or access to external counselling services).

5.3 Management of Wellbeing Risk in SMS

In keeping with the literature, this study highlights the existing poor wellbeing culture
within aviation. In both surveys, respondents indicated that they would be willing to self-
report data using a mobile phone app, to support self-assessment of their own health and
wellbeing. However, respondents also indicated that they have concerns sharing this data
with their employer. In both surveys, the term ‘none’ was the most frequently reported
term used by respondents in relation to the question of ‘would you be willing to share
this data with your employer’. Further, survey 2 highlights significant issues pertaining
to MH stigma and disclosing MH challenges to an employer. Very low numbers agreed
that theywouldwillingly disclose wellbeing/MH challenges to their employer. However,
in both surveys, a large number agreed that existing safety management systems should
be extended to consider the analysis of information pertaining to wellbeing risk. This
presents a quandary. The capture and use of wellbeing information in an airline SMS
is perceived as required and beneficial. However, pilots do not feel safe sharing this
information with their employer. In the current climate, there seems to be insufficient
trust between pilots and their management, to support such reporting practices. Thus,
assessing wellbeing risk within a SMS is dependent on building trust between staff
and management, and making progress in terms of fostering a wellness culture within
aviation.

Further, in relation to the proposed tool concepts, wewould expect additional barriers
in relation to collecting wellbeing information while on duty (i.e., identification and
privacy). Unsurprisingly, the top three features for an on-duty tool, did not include this.

As indicated in this research, airlines will need to think differently about how well-
being information is obtained and used, to support an integrated approach to health and
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safety risk assessment. A future strategy necessitates careful attention to issues of data
protection, and a phased implementation approach. From an implementation perspec-
tive, trust is obtained via staff protections and safeguards. De-identifying information
(i.e., protecting employees/staff) is a route to both obtaining wellbeing data (i.e., evi-
dence), and to building a culture of wellbeing. This in turn, is a stepping-stone to the
assessment of wellbeing risk in aviation SMSs.

5.4 Wellbeing Apps, Total Worker Health and Joint Responsibility

Safety management needs to be integrated with wellbeing management, as part of an
integrated approach to occupational health and safety, and the adoption of a total worker
health perspective [21]. Supporting pilots to manage their own wellbeing (i.e., self-
assessment and self-care), while on and off duty, and enabling wellbeing reporting is the
start of advancing a wellbeing culture. Moreover, it is key to advancing an integrated
health and safety culture and associated process. As evidenced in this research, the design
and conceptual approach to managing wellbeing underpinning the mobile phone apps
follows from an integrated approach. In this respect, it is anticipated that pilots would use
the apps to bolster positive wellbeing, to report on their wellbeing, along with reporting
on specific wellbeing/WRS issues that impact on performance and operational safety,
and to access supports where required. In the short term, wellbeing information might
not be shared with employers directly. However, this might happen further down the
line (see below). Importantly, if this information is shared with employers, employers
have a responsibility to ensure that pilot are supported, and that safety levels are main-
tained. This requires aviation organizations to adopt a ‘joint responsibility’ approach to
managing wellbeing.

6 Recommendations and Future Roadmap forManagingWellbeing
in Airline SMS

6.1 Augmenting I’m Safe Checklist and Wellbeing Assessment Using Mobile
Apps

It is worth noting that pilots responded positively to the idea of using the mobile phone
app to assess their own wellbeing in advance of the flight. Here, an individual pilot
would assess their own wellbeing, using a mix of objective data (i.e., data gathered from
wearable) and subjective data (i.e., self-reports) about their wellbeing. In the current
concept (i.e., tool used on a personal basis, not integrated with work), it would be up to
the individual pilot to decide how this self-assessment might be treated from a ‘fitness
to fly’ perspective. Further, it would be up to the pilot to decide how they might share
their own assessment of their wellbeing with their copilot. To note, the pilot using the
app would not be required to share his/her data with anybody (the process would sit
outside any organizational process). This could lead to difficult situations for different
parties. For example, if a pilot showed the mobile phone app user interface to their
co-pilot, and the interface indicated extreme fatigue, what would be expected of the
co-pilot? Would this be different from what might be expected from a pilot verbalizing,
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‘I am exhausted today’, without any app data? Does the availability of objective data
change the requirement to ask the copilot to step down, and/or report the issue to flight
operations? If there was a safety event, would the co-pilot be considered responsible?
Evidently, pilots are already using apps and making such self-assessments – outside
any formal process within the airline. Is this acceptable from a safety management
perspective?

6.2 Assessing Wellbeing Risk in Airline SMS

As indicated in this research, a phased approach to the management of wellbeing risk in
aviation SMS is required. Airlines might consider the implementation of mobile phone
apps for staff as part of a broader wellbeing management roadmap.

The off-duty app might be used to promote positive wellbeing, to enable a preven-
tative approach to wellbeing management (at an individual level), and to promote a
wellbeing culture. This would foster trust and destigmatize wellbeing/MH – paving the
way for an improvedwellbeing reporting culturewhich is a prerequisite for the collection
and analysis of data about wellbeing risk in an airline SMS.

Further, with the right protections in place and pilot consent, pilot wellbeing data
(i.e., data harvested via the off duty mobile phone app) might be shared in a central
repository. In addition, such information might be collected using web-based reporting
interfaces. This might be more acceptable for pilots (i.e., protection afforded by online
reporting as opposed to mobile phone app, where there are always fears of hacking).
Specifically, pilots might be invited to share their deidentified wellbeing information in
an industry wide ‘wellbeing monitor’. Potentially, this system might collect anonymous
information in five core topic areas. These are outlined in Table 6.

Table 6. Data to gather from pilots.

# Description

1 Real time levels of wellbeing for aviation workers

2 Sources of WRS linked to the job (span biopsychosocial - that is, beyond fatigue to include
psychosocial hazards)

3 The relationship between wellbeing, performance, and safety (i.e., impact of wellbeing and
sources of WRS on performance - including near misses and safety events)

4 Coping methods (i.e., what self-care practices using) and what are more/less useful

5 Use of organizational supports (i.e., examples of supports) and what is most beneficial

Such a system might produce trends reports based on aggregated deidentified data.
This would enable the industry to (1) better understand wellbeing for aviation workers,
(2) to normalize wellbeing andMH/addressing stigma and reporting barriers (i.e., enable
a safe space for sharing of wellbeing information), and (3) to drive change in the industry
in terms of wellbeing culture and making use of data about real time wellbeing andWRS
within an organisation’s SMS, in support of (a) a preventative approach to managing
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wellbeing risk and psychosocial hazards (i.e., primary interventions), and (b) joined up
approach to health and safety (i.e., integrated health, wellbeing and safety). Further,
such a system would (4) enable airlines to consider wellbeing risk in their SMS – albeit
indirectly and (5) enable pilots sharing data, to compare their wellbeing with other
groups.

As indicated in Fig. 3, an online platform might be developed enabling the capture
of wellbeing information (reports in), and the analysis of trends information (reports
out). In terms of ‘reports in’, this might include data gathered from mobile phone apps
(i.e., linked to wearables), and data captured using web-based reporting methods (i.e.,
not linked to wearables, but potentially allowing pilot to report this data, if they choose).
As such, different functions might be provided for data creators (pilots providing infor-
mation) and data viewers (those viewing reports). ‘Reports out’ might be targeted at
different stakeholders. For example, (1) pilots sharing information (2) pilots not sharing
information (3) airline staff [safety managers, crew rostering, human resources, occu-
pational health and safety, training, and flight operations], (4) aeromedical examiners,
(5) aviation regulator and (6) health and safety regulator.

Fig. 3. Wellbeing monitor

Once a more positive wellbeing culture has been advanced, and trust has improved,
this approach might be extended. That is, in the longer term, airlines might develop
their own ‘wellbeing monitors’. In this case, pilots providing consent might share dei-
dentified information with their employer to assess wellbeing risk within the airline
SMS. This would enable a preventative approach to wellbeing management at an organ-
isational level. Deidentified and aggregated wellbeing data might be used within the
context of the flight planning and crew scheduling/rostering processes. This aligns well
with a commitment to ‘just culture’, to a ‘learning culture’ and a ‘people-centric’ app-
roach. The aviation community understands the role of ‘just culture’ in relation to safety.
Health/wellbeing and safety culture needs to be framed from this perspective (i.e., safe
disclosure and psychological safety). Evidently, it is not enough to talk about ‘just cul-
ture’. This needs to be enshrined in laws that protects aviation workers, so that workers
can disclose problem without this impacting on their license and career progression.
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7 Next Steps and Areas for Further Research

Participatory based human factors action research is required to specify the design of
mobile phone app, along with the proposed wellbeing monitor for use by the industry.
This will require collaboration across different stakeholders in relation to both ‘reports
in’ (i.e., pilots sharing deidentified information) and ‘reports out’ for different stake-
holders. In relation to the design of the off-duty wellbeing app, the algorithm producing
a wellbeing scoring requires consideration. This score will need to integrate a mix of
subjective (pilot self-reports) and objective reporting data (i.e., data from wearable).
Potentially scores might be provided for the individual pillars. In addition, attention
needs to be paid to the design of nudges. This should consider the duty status of the
pilot, and the expected role of the health promoting nudges. In this context, the purpose
of the nudges is not to diagnose mental ill-health. However, nudges might be used to
signpost the pilot to available supports and/or specialist help if a consistent pattern of
poor wellness is detected. This requires further research. Data protection issues must
also be addressed. Pilots require assurances about how their data is protected and shared
with the industry. Governance and oversight in relation to data protection is critical.

8 Conclusion

Airlines need to go beyond a compliance-based approach to wellbeing management for
pilots, to a human centered and ethical process. This involves treating pilot wellbeing
as a shared responsibility. Further, the management of wellbeing should be an integral
part of the safety culture (i.e., integrated health, wellbeing, and safety culture). This
starts with gathering and making use of data regarding the wellbeing of their staff, while
addressing issues pertaining to trust.

In addition, aviation organizations need to rethink their objectives and approach in
terms of prioritizing wellbeing, and providing appropriate wellbeing supports for pilots.

Technologies are part of addressing wellbeing management for pilots, and for
addressing an integrated health and safety culture. New mobile phone apps might be
implemented to support self-care for pilots as part of a phased approach to the manage-
ment of wellbeing risk in aviation safetymanagement systems (SMS), and the promotion
of an integrated health and safety culture. Further, they might be considered as part of a
preventative health strategy (i.e., primary intervention).

With the increasing use of operational intelligence and reporting systems involving
machine learning and artificial intelligence, there is an opportunity to use technology to
further enhance the Safety II approach. This depends on the ability to gather information
about the wellbeing of operational personnel, both when on and off duty. However, this
will only happen if there is a strong safety/reporting culture – underpinned by protections
for staff, so that personal information is protected. In the short term, an industry wide
wellbeing monitor enabling the collection of anonymous information pertaining to pilot
WRS and wellbeing levels is required. Airlines might make use of this information, as a
‘stepping-stone’ to analyzing wellbeing risk in an airline SMS. The use of the proposed
mobile phone apps is one of many interventions that might be considered by aviation
organizations in relation to supporting employee wellbeing.
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Abstract. Objective: This paper researches the behavior of ventilator operators
from a cognitive perspective. Especially, based on the performance of the operator
when an alarm happens, the system is built to support the operator’s decisions.
Introduction: Because of Covid-19, more operators were needed who could cor-
rectly operate the ventilator. Even inexperienced operators might operate the ven-
tilator. Therefore, training support systems such as simulators that could simulate
alarm situations are needed to train operators of the ventilator. An Operations
Information Screen (OIS) was created that included logical decisions. The OIS is
used to investigate the behavior of the inexperienced operators during ventilator
alarms.Methods: The participants are the seven the IG operators in the previous
study. The IG operator’s behavior during a ventilator alarm using the OIS is video
recorded. The verbal protocol data are also recorded to examine the thinking dur-
ing the manipulation. After the experiment, the video recordings were reviewed
with the participants and interviewed about the reasons for their speeches and
behaviors. Results: From the analysis of the behavior and the verbal protocol, it
was found to be a logical behavior. And, there was no behavior based on assump-
tions. An inexperienced operator could use the OIS to experience and learn the
decisions of a skilled operator. The OIS could be used for education and training
to learn the operating procedures performed by skilled operators in a short period
of time. Applications: The results of this study are for alarms with machine side
factors. Currently, the operators’ behavior is being analyzed for alarms caused by
patient changes, and the OIS is being developed.

Keywords: Ventilator · Cognition · Support system · Assumption · Logical
actions ·Motion study

1 Introduction

1.1 Background of Research

Medical equipment ventilators (the ventilator) are important as life support systems. As
a patient’s respiratory condition becomes more severe, specialized medical equipment
such as the ventilator is generally used.

The primary troubles related to the ventilator are 1) the ventilator stops working
during operation, 2) problems with the patient’s tube, and 3) improper setting of alarms
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[1].Alarms for thesemalfunctions includeminute volumeof ventilation, airwaypressure,
apnea, respiratory rate, gas supply, oxygen concentration, and power supply. The types
of ventilator alarms are shown in Fig. 1. There are two causes of ventilator alarms. First,
a change in the patient’s respiratory state can cause the alarm. The other is a factor on the
equipment itself. The minute volume of ventilation alarm (“MV alarm”) is particularly
important because it often happens in clinical settings and could affect the patient’s life
if not correctly operated.

Fig. 1. Types of ventilator alarms

In Japan, the third report of the Medical Accident Information Collection Project
(2005) [2] reported many cases in which the operation when an alarm happening caused
an impact on the patient. The 65th Report on Medical Accident Information Collection
Project (2021) [3], there is a report on ventilator circuit connection, but no investigate
specific to ventilator alarms. However, there are often potential errors related to alarms
that are not reported in clinical settings. Peters (2008) describe ventilator-related deaths
and injuries that include inappropriate handling of alarms [4].

If operation during an alarm is incorrect or late, early recovery from the abnormal
condition will not be possible. This can have severe impact on the patient.

When the ventilator alarm is activated, the operator needs to get the ventilator into
the correct condition as soon as possible. Even operators with basic knowledge and
operating skills for the ventilator need habituation and experience in alarm operation.
Therefore, it is said that enough training is necessary.

In intensive care units, where patients are critically ill, the occupations that operate
the ventilator include medical doctors, nurses, and specialized technicians. Of these,
nurses who keep the patients care day and night, are most involved in operating the
ventilator. Therefore, nurses often operate the ventilator during alarm conditions.
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In clinical settings, there are enough ventilator equipment for the patients. On the
other hand, there are operators with basic knowledge and skills, but not so many with
experience and habituation. However, with the impact of Covid-19, it became necessary
to increase the operators who could manage the ventilators correctly. In the past, there
was no need for more operators as soon as possible. Because of this, operations during
ventilator alarms weremainly trained through experience. Therefore, no simulated train-
ing procedure has been established. Thus, a training support system such as a simulator
that can simulate alarm situations is needed to train the ventilator operators.

There are many researches on alarms, such as research on the improvement of the
environment where alarms happen [5] and examining how to set alarms [6]. In recent
years, medical simulators have been developed such as advanced surgical skills and
patient simulators. However, there are few reports that consider the operator’s operation
of the ventilator during alarm from a cognitive perspective and lead to the development
such as training system.

Operation of the ventilator is mainly a training in clinical settings. In the past, oper-
ators have acquired experience and habituation by simply practicing the “operation”
after learning the knowledge and skills. In ventilator operation, it is important not only
to having the knowledge and skills, but also to know how to use the knowledge in the
situation.

Hamaguchi and Yamamoto (2021) experimentally investigated how ventilator oper-
ators would operate in the event of MV alarm in a simulated setting [7, 8]. In the
experiment, the situation was simulated as MV alarm caused by an error in the alarm
setting. The process of alarm clearing was performed as follows. When an alarm hap-
pens, the operator checks to see if the ventilation volume is kept at the initial setting. As
the ventilation volume is kept, the operator then checks the alarm setting and adjusts it
to the correct setting. The alarm is cleared by these operations.

The operator’s behavior during the operation was video-recorded. From the record-
ings, behaviors were categorized in detail and analyzed. In addition, verbal protocols
were recorded to clarify the operator’s thinking during the operation. These recordings
were analyzed from a cognitive perspective [6, 7]. The cooperation of nurses working
in intensive care units (“ICU”), where the ventilator is often operated, was obtained.

The ventilator alarms usually should be cleared within 45 s. However, it was found
that there were two groups: Proficient Group (PG) 6 participants who could clear the
alarm within 40 s and Novice Group (NG) 7 participants who needed more time.

PGs had an average of 8.5 years (SD.: 3.9 years) of ICU experience, while NGs had
an average of 1.6 years (SD., 0.7 years). The coefficient of variation was 0.46 for the
PGs and 0.44 for the NGs, and there was no significant difference between the PGs and
NGs in the dispersion of years of ICU experience. On the other hand, the time required
to clear the alarm (operation time) averaged 34.3 s (SD.: 5.85 s) for the PG and 96.3 s
(SD., 26.2 s) for the NG. The coefficient of variation was 0.17 for PG and 0.27 for
NG, with NG showing significant dispersion in operating time. The reason for this is
not simply that the NGs had less years of experience, but that differences in training
and knowledge, as well as thinking about alarm operation, influenced the results. It is
important to investigate these reasons behind the behavior.



Development of a System to Support Operators 83

Thus, the cognitivemodel of the operator during theminute ventilation volume alarm
was created based on the analysis of the behavior and verbalization of the PG and theNG.
The cognitive model is shown in Fig. 2 PG logically decided the information from the
ventilator and cleared the alarm condition within 40 s. On the other hand, NG repeated
incorrect behaviors through assumptions (Fig. 2. Single-dotted line), and it took more
than 60 s to clear the alarm.

The ventilator alarm operation has a time limit, besides, the patient’s life is critical.
Therefore, it is important for the time to clear the alarm be quick. Furthermore, it is
necessary to prevent the operator from operating the ventilator on assumption.

Fig. 2. Operator’s cognitive model during MV alarm happen

The analysis of thePGoperator’s verbal protocols and interviews after the experiment
showed that the PG makes the following decisions.

A. Whether the set ventilation volume is kept (A in Fig. 2).
B. If ventilation volume is keeping, check the setting (B in Fig. 2).
B’. If ventilation volume is not keeping, first check the patient’s condition (B’ in Fig. 2).

Thus, the PG selects the next behavior (B or B’) to take based on A’s decision.
These PG’s decision A and the behavior to be taken from the result of the decision

(operation details) B provide to the NG. In this way, we thought that the NG might not
behave based on assumptions (single dotted line in Fig. 2).

Thus, we created the Operating Information Screen (OIS) as follows.
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α Screen: The screen displays what the PG determines during alarm operation (A in
Fig. 2).
β screen: The screen displays the operation procedure (B in Fig. 2) appropriate for the
decision of A.

In the experiment, OIS was used to study NG’s behavior in the ventilator alarm
happened.

2 Objective

In this research, the influences of OIS on the behavior of NG would be investigated.
These influences would also be clarified using a cognitive model.

3 Methods

3.1 Experimental Participants and Equipment

The participants (NG in the previous study) were seven nurses working in an intensive
care unit (ICU). Participants were informed of the purpose of the study and their consent
was obtained. Because it was a practical task, all participants were actively cooperative.
Figure 3 shows the experiment.

The same type of ventilator (SIEMENS Servo 900C) that the participants usually
use in their work was used. (Fig. 4).

The OIS was created on a touch-screen PC and information was displayed on the PC
screen. The OIS was placed in easily viewed position on the top panel of the ventilator
(Fig. 4).

Fig. 3. Experimental setting Fig. 4. Experimental equipment
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3.2 Experimental Environment (Situation of Simulation)

Since this experiment was a simulation using only a ventilator, the patient’s vital signs
were not displayed. Therefore, the participants were informed before the experiment
that there would be no change in the patient’s vital signs.

3.3 Alarms Types

In the experiment, the “MV alarm,” that can have severe influence on the patient’s life,
was alarmed. In simulations of patients on ventilators, it is difficult to express changes in
patient conditions. Therefore, the experiment focused on factors on the equipment itself.
Among the causes of MV alarms, “alarm setting errors,” which are difficult to notice,
was selected as the cause.

3.4 About the Data to Be Obtained

The time from the ventilator alarm happens to the normal condition recovered (“Oper-
ation Time”) was measured. To categorize the behavior during the operation, the oper-
ator’s behaviors were recorded with a video camera and analyzed. Also, the speech
data was recorded to find out what the operators were thinking during the operation.
Post-experimental interviews confirmed the reasons for the behavior without speech.

3.5 About the OIS

How OIS Works. The OIS works as follows. When a MV alarm happens, the alpha
screen is displayed. The operator checks the ventilation volume conditions based on the
information on the alpha screen. If the ventilation volume is maintained, the operator
touches “yes”. If “yes” is touched, information on adjusting the settings error is displayed
on the β screen. After adjusting the settings displayed on the β screen, confirm that the
alarm clears. If the condition is normal, touch “yes” on the Beta screen and to exit.

As shown above, the OIS is designed to allow the user to select “yes” or “no” to go to
the next screen. The OIS is also designed to display a screen that matches the selection
if the operator selects the other.

About the Alpha Screen. Based on the behavioral analysis of PGs in previous
researches, in the case of MV alarms, PGs first check the ventilation volume condi-
tions. Thus, the alpha screen (Fig. 5) was designed to decide whether the ventilation rate
is being maintained (yes) or not (no).

About the Beta Screen. After the operator decided the condition of the ventilation vol-
ume, the next screen show the possible causes and how to operate the ventilator alarm
settings. This was the beta screen (Fig. 6). In addition, the beta screen shows information
to determine that the alarm was cleared after the operation.
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Fig. 5. Contents of the alpha screen

Fig. 6. Contents of the beta screen

4 Results and Discussion

4.1 About Behavior Analysis

Categories of Behavior. NG’s behavior was analyzed. The flow of behaviors of ven-
tilator alarm manipulation was categorized in detail. The operating behaviors of the α

and β screens of the created OIS were incorporated into the elements categorized in the
previous study by Hamaguchi and Yamamoto (2021). The results were shown in the
behavior transitions.

The categories of behavior are shown in Table 1.The behaviors a) to h) are ordered
in the case of proper operation of the task. The behaviors from i) to l) are not necessary
for this task, and the order is not important. In addition, no participant in this experiment
performed steps i) through l). (α) and (β) show how to operate the OIS created in this
study.
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Table 1. Categories of behavior in MV alarm operation.

Transitions in Behavior. These categories of behavior were set on the vertical axis.
The flow of behaviors by time was then shown in a graph (See Fig. 7).

NG with using the OIS was found to have a behavior pattern such as the solid line
shown in the behavioral transitions in Fig. 7. The average operation time was 38.2 s
(SD.: 5.1 s).

The behavioral transitions for NG using OIS are as follows. The operator goes
to the side of the equipment when an alarm goes off (a). Next, the operator checks
the alpha screen (α). The operator checks the content shown on the screen (ventilation
volume condition check) and decides on the ventilation volume condition (d). The correct
operation based on the decision is displayed on the β screen (β), and the operator operates
the alarm settings based on this information (f) (g). After adjusting the alarm settings,
the operator confirms the alarm clear and completes the operation (h).

4.1.1 Analysis of Behavior

From the confirmation of the ventilation rate shown in the α screen (Fig. 7(d)) to the
operation of the operation contents shown in the β screen (Fig. 7(g)), the same decision
as the PG (to adjust the settings if the ventilation volume is maintained) could be done.
This means that there were no behaviors based on the assumption that “MV alarm is
disconnect somewhere in the circuit” and no more behaviors such as giving up on the
task (dotted line in Fig. 7). Furthermore, the operation time also improved. However,
two of the seven operators took more than 40 s to solve the task, suggesting the need for
continued training in thinking.

From the behavior transition, there were no false operations and the operation time
was shorter, so it can be said that using OIS is effective in reducing the operation time.
However, alarm operation is not only a speedy operation, but also needs to be correct. It is



88 J. Hamaguchi and S. Yamamoto

Fig. 7. Transition of behavior

important that correct decisions are made in the alarm operation process. Therefore, it is
necessary to examine what is being decided at what moment during the alarm operation.
In order to find out the cognitive process during the alarm operation, the operator’s verbal
data was analyzed.

4.2 About Behavior Analysis

Findings from the Cognitive Model. Based on the results of the analysis of NG’s
behaviors and speeches, a cognitive model was created. (See Fig. 8).

When a MV alarm happens, the next operation to be performed depends on the
ventilation volume conditions. Therefore, it is very important to quickly and correctly
decide the ventilation volume conditions.

NG no more takes false operations after deciding the ventilation volume conditions
(Fig. 8.1-pointed line). This could be considered as a result of deciding the ventilation
volume condition on the α screen, and then getting the next necessary information on
the β screen, so that the correct operation could be done.

Analysis of Speech Data. The data on NG behavior and speech in previous studies [7,
8] by Hamaguchi and Yamamoto (2021) were reanalyzed. NG operators repeated false
behaviors even though the NG operators were able to correctly make decisions about
the ventilation volume conditions. In the speech data, the speech was “The patient is
ventilated, but it is a ventilation volume alarm, so let’s check the circuit connection.”
This means that there is an assumption that “MV alarm is disconnect somewhere in the
circuit.” This assumption leads to repeated operations that have nothing to do with the
cause of the alarm. However, while repeating the operation, the correct operation was
remembered. It took a long time, but the problem was solved. In the speech data, the
speech was “Maybe it’s a setting?” This shows that the NG has knowledge that one of
the causes of the MV alarm is the setting of the alarm. From this, the NG operator could
have cleared the alarm with the correct operation if the NG operators had been able to
sort out their knowledge by making a decision on the ventilation volume condition.

https://doi.org/10.1007/978-3-031-17902-0_8
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Fig. 8. Cognitive model for operation of MV alarms using OIS

J. Reason (1990) states that errors aremost likely to occur at the rule-based (RB) level
when information from the surroundings is forced to fit the rules of “trouble operation”
with which one is well versed [9]. In this experiment, it can be assumed that errors are
occurring at the RB level. Because there is trying to match the operator’s routine-like
rule that “the minute-hour ventilation rate alarm checks the circuit connections. This
research has not been analyzed from the perspective of errors. In the future, we are
considering analysis including the perspective of errors.

Analysis of Post-experimental Interviews. After the experiment, participants were
interviewed about the OIS. In the interviews, participants commented that they were
willing to follow the information on the screen. This showed that the operators would
consciously were willing to follow the contents of the screen when there was an infor-
mation screen. This can lead to depending on the screen. In other words, there is a risk
that operators might only behave as the information shows without thinking about the
situation or the cause of the problem.

Suchman (1987) discusses teaching information to the operator. If one of the teach-
ings is misunderstood, the errors would go on unnoticed. The meaning of being shown
the next screen is that the previous action was understood and considered appropriate,
and the display of the next teaching confirms not only the correctness of the previous
action in the narrow sense, but also the correctness of all the actions indicated in the
earlier teaching [10]. In the information screen created, it should be considered that if
the operator makes a mistake and goes on to the next screen, it will be even more difficult
to resolve the problem. It should also considered that displaying information does not
always result in a correct behavior to resolve the problem.
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For operatorswho are not experienced in operating ventilators, it is necessary not only
to learn a lot of knowledge about alarm operation (for example, “If the ventilation volume
alarm goes off, air leaks from the circuit” or “If the ventilation volume is maintained,
the setting is wrong”), but also to acquire knowledge about situational decision making
in order for the operators to think logically and operate the ventilator.

5 Use of OIS in Medical Field Training

Education in medical care generally involves the acquisition of knowledge through
lectures. In fact, it is not always possible to use knowledge learned in lectures well in
a situation, and sometimes operations take time or behavior is based on assumptions
[7, 8]. In medical education, when considering operations in the event of an alarm, not
only knowledge should be learned, but also situational decisions and thinking should be
learned as well. The OIS created in this study corresponds toMV alarms, but systems for
other alarms can be created in the same form. These systems can be used for experiential
learning by inexperienced operators of ventilators to train them in the thinking of alarm
operation. Then, practicing in a simulated situation will provide “thinking training” that
links situational decision making with learned knowledge.

The OIS created in this study corresponds to minute volume alarms, but other alarm
systems could be created in the same form. These systems could be used by inexpe-
rienced operators of ventilators for experiential learning under simulated situations to
train thinking about alarm operation.

6 Application

The ventilator is used more often due to COVID-19. Therefore, Operators that could
correctly operate the ventilator are more and more needed. Based on the experience of
COVID-19, it is expected that similar situations could occur also in the near future. It is
important to learn the skills and be prepared through continuous training.

The ventilator was the focus of this study. In addition to a ventilator, an ECMO
(Extracorporeal Membrane Oxygenator) device may be used in the treatment of Covid-
19. ECMO patients are managed in the ICU and are observed with various monitoring.
According to Vuylsteke (2017), bedside observation by nurses trained in ECMO is very
important and it is important to be aware of possible problems so that they can respond
quickly in the event of an alarm [11]. The experimental methods and results of this study
can also be used for medical equipment that need advanced technology, such as ECMO
devices. It is planned to study these devices from various perspectives in the future.

The operating supports such as the OIS created in this study are considered to be
useful measures in training. However, when the operation support is used in clinical
practice, the operator may become dependent on it and may not be able to operate the
device properly without it. The needs and methods of the support would be considered
in future studies.
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7 Conclusions

The influence of OIS (the alpha and the beta screens) on NG behavior was investigated.
The use of the OIS was able to do away with the behavior based on NG’s assumptions.
However, it was also found that NGs could be dependent on the OIS. The OIS could be
used for experiential learning for inexperienced operators of the ventilator and to train
operators in the thinking of alarm operation.
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Abstract. In this paper, we design a voice-assisted food recall tool that
can be implemented on voice assistants of smart speakers and smart-
phones, enabling frequent, quick, and real-time self-administered food
recall. We envision that voice-assisted food recall can improve the accu-
racy and usability of the web-based Automated Self-administered 24-h
Assessment (ASA-24). ASA-24 was developed by the National Cancer
Institute in 2010 and has been widely used in clinical and research set-
tings, but has low compliance and completion rates for at-home users.
Specifically, we designed a prototype using nine ASA-24 general ques-
tions, two free-recall questions, five ASA-24 detailed questions, and three
clarifying strategies. The integration of the ASA-24 questions ensures
that the output of the prototype will align with the output of the ASA-24,
so as to connect to the ASA-24 for nutrition profile analysis. We recruited
twenty young adults and twenty older adults to evaluate this prototype,
with each using it to recall three meals. We evaluated participants’ per-
formance per different types of questions and strategies, and analyzed the
strength and weaknesses of the voice-assisted food recall. The mean suc-
cess rate and session time of a single meal was (96.4%, 141.4 s) for young
adults and (88.6%, 165.4 s) for older adults. The voice-assisted recall
session time is significantly shorter than the ASA-24 single-meal session
time, and the relevance of voice responses are determined to be high. We
conducted questionnaires and interviews to obtain participants’ feedback
on the feasibility and acceptability of the prototype. 65% of young and
60% of older participants prefer voice-assisted food recall over web-based
food recall, showing promising feasibility and acceptance of our initial
voice-assisted food recall prototype. Future works include validation of
the food recall content, development of food-customized speech recogni-
tion and natural language understanding techniques to enhance accuracy,
and integration of human-like assistance to improve usability.
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1 Introduction

Dietary data is critical for personalizing nutritional interventions and monitoring
ongoing dietary change [1,13]. Cinlicians and researchers have used conventional
24-h diet recalls, including the National Cancer Institute (NCI) web-based auto-
mated self-administered 24-h dietary assessment (ASA-24) [16], Nutrition Data
System for Research [22], and INTAKE24 [31]. However, these self-administered,
paper or web-based recalls are time-consuming (about 45 min for a 24-h recall),
are not conducted in real-time, are subject to recall or reporting bias, and are
difficult to use. We have gathered ASA-24 data for nutrition monitoring in our
preivous studies [3–5], where we observed the usability problem of the ASA-24.
We then exclusively conducted a usability study on the ASA-24 in both self-
administered and Research Assistant (RA) guided settings. We found that the
guidance from RA was useful, but the RA-guided ASA-24 sessions were still long
and complex. Newer food recall tools must address these known accuracy and
usability challenges.

Current technologies of food recall are using smartphone apps, such as, Noom
and MyFitnessPal. Their main goal is to promote self-monitoring and provide
in-app guidance [23]. However, the recall content from these apps might not be
accurate and the use of smartphone might not be efficient for certain groups
of users or in certain conditions. For example, adults with visual or dexterity
barriers would have difficulties in using smartphone apps [26]. Research on food
monitoring technologies include wearable sensors, such as putting motion sensor
on neck or ear, and environmental sensors, such as using cameras to take food
images [2,6,7,14,17,18,25]. However, these research methods have not been val-
idated and they face usability barriers for real-world use.

Voice assistants are a promising tool for assessing diet. Voice assistants enable
users to speak voice commands to interact with a large number of in-home and
third-party services over their smart speakers and smartphones [12]. The total
audience of smart speakers in the US reaches 51% of Americans [20]; 22% of own-
ers are age > 55 [34]; and more than 60% of owners use smart speakers every day,
with an average of 2.79 uses per day (0.33 for voice assistant at smartphone) [19].
Voice assistants can be HIPAA-compliant [30] and provide healthcare services,
such as, scheduling clinical visits and monitoring vital signs [32]. Using voice
assistants for food recall can be performed at a closer time to cooking or eating,
thus allowing for frequent, quick, and real-time reporting with less recall bias.
In this paper, we will design the first prototype of the voice-assisted food recall
and evaluate the prototype with both young and older adults.

An effective voice-assisted food recall tool requires three key components:
(a) adaptive questioning (b) response recognition, and (c) clarifying strategies
to cope with conversation failure. We designed our voice-assisted food recall
tool using three types of questions: i) ASA-24 general questions, ii) free-recall
questions, and iii) ASA-24 detailed questions. The ASA-24 general questions are
commonly used food recall questions from the ASA-24, such as type of meal,
food-consumption location, and food source. Each question will be repeated per
recall session. The free-recall questions allow users to freely form recall utterances
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with multiple food items, thus maximizing the usability and efficiency of voice
interaction. Lastly, the ASA-24 detailed questions aim to gather missing details
and thus are determined based on previously obtained food items. After match-
ing the obtained items with the ASA-24 database, if further details are missing,
detailed questions from the ASA-24 will be asked. Both the ASA-24 general
questions and ASA-24 detailed questions will require the participant’s answer to
match a pre-defined item in the ASA-24 database. When a non-match incident
occurs, clarifying strategies will be invoked to find a match. Our contributions
are three-fold.

First, we designed a voice-assisted food recall using nine ASA-24 general
questions, two free-recall questions, five ASA-24 detailed questions, and three
clarifying strategies. Most questions were selected from the ASA-24 to ensure
the relevance of the answers to the ASA-24 and allow for future integration with
nutrition modules to ascertain diet quality and patterns.

Second, we recruited twenty young adults and twenty older adults to eval-
uate this prototype. Each participant used the prototype to recall three meals
(breakfast, lunch, and dinner), and went through a Wizard-of-Oz (WoZ) ses-
sion to experience the three clarifying strategies triggered towards the ASA-24
detailed questions. We designed questionnaires and interviews to obtain their
feedback on the acceptability and feasibility of the prototype.

Third, we evaluated the voice-assisted food recall prototype by analyzing the
participants’ performances per question and their feedback via questionnaires
and interviews. The average success rates of completing a single-meal session
were 96.4% for young adults and 88.6% for older adults, and the lengths of the
session were 141.4 s and 165.4 s, which are significantly shorter than the ASA-24
single-meal session. Both young and older adults agreed that using voice-assisted
recall is preferred to web-based recall. In addition, the voice-assisted recall was
preferred in both the eating/cooking scenario and the repeated-use scenario.

2 Voice-Assisted Food Recall

We first present an overview of the voice-assisted food recall, and then describe
the ASA-24 general questions, the free-recall questions, the ASA-24 detailed
questions, and the clarifying strategies.

2.1 Overview

Our voice-assisted food recall tool provides a convenient and easy-to-access voice
interface for users to input food data. The food data collected by our tool will be
sent to the ASA-24 for the nutrition profile analysis. We thus start to incorporate
the ASA-24 questions to ensure the output of the voice-assisted food recall aligns
with the output of the ASA-24.

We studied the ASA-241 and its seven steps for completing a 24-h food recall.
As shown in Fig. 1, the seven steps are i) meal-based quick list, ii) meal gap
1 https://epi.grants.cancer.gov/asa24/.

https://epi.grants.cancer.gov/asa24/
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Fig. 1. ASA-24’s seven steps for completing a 24-h Dietary Recall

review, iii) detail pass, iv) final review, v) forgotten foods, vi) last chance, and
vii) usual intake question. We observed that the ASA-24 questioning contains
multiple loops, i.e., allowing users to revisit Step 1 in multiple conditions in the
case that they recall some food or details later in the session. Besides, the ASA-
24 asks about the general information of meals before the detailed information.
Step 1 “meal-based quick list” and Step 2 “meal gap review” gather general
information of all meals before Step 3 “detail pass” targeting the details of a
single meal. In addition, the ASA-24 reminds users about forgotten foods, such
as water, cookies, fruits, which happens after Step 4 “final review”. These foods
are considered easily forgotten in situations, such as, in the car or at meetings.
Lastly, the ASA-24 shows on the screen a list of meals and meal gaps in Step 2
and Step 4, and images of meals, details, and portion size in Step 3. The visual
information further assists users in the recall process.

Our voice-assisted food recall incorporated some ASA-24 features, includ-
ing loops in the questioning, separating general and detailed questions, and
reminding about forgotten foods. However, the current prototype solely relies
on voice interactions and does not support visual information. Voice assistants
with screens can provide visual information, which would require further human-
interaction visualization research in the future. We implemented our voice-
assisted food recall prototype as an Alexa skill and used an Amazon Echo smart
speaker in our evaluation. We chose the Amazon platform as Amazon is leading
the smart speaker market in the United States. Recent statistics show that in
the United States in 2021, the smart speaker market shares are 66%, 8%, 26%
for Amazon Alexa, Apple Siri, and Google Assistant, respectively [20].

We introduce our voice-assisted food recall according to three questioning
modules: ASA-24 general questions, free-recall questions, and ASA-24 detailed
questions. As shown in Fig. 2, a user using the voice-assisted food recall listens
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and answers questions in three steps. In Step 1, the user listens and answers the
ASA-24 general questions. The user’s answer is recorded by the voice assistant
device, and processed by the automated speech recognition (ASR) and natural
language understanding (NLU) components. If the user’s answer matches with
an option of the question, the user’s answer is determined as a valid output.
Otherwise, the non-match incident will trigger a clarifying strategy, which poses
additional questions to the user, searching for a matched answer. In Step 2, the
user listens and answers the free-recall questions. The ASR and NLU components
are needed the most here to extract the food items and their relations from a free-
form speech. The user’s answer will be entered to the ASA-24 and cross-checked
with the details required by the ASA-24. The ASA-24 detailed questions are
asked in Step 3 if the required details are not included in the data from previous
steps. The data processing of Step 3 is similar to Step 1. However, the ASA-
24 detailed questions may be different per recall session depending on the food
intake, while the ASA-24 general questions are the same for every recall session.
Thus, the clarifying strategies are more likely to be triggered in Step 3. In the
evaluation of the prototype, we focused on understanding the participants’ voice
interaction experience in using the prototype. We employed the ASR and NLU
components from the existing Alexa system, and set the prototype to accept any
recognized speech so the technical challenges of speech would minimally affect
the usability. We chose to analyze the relevance of the participants’ answers to
the food items after the participants’ sessions. Only the “yes” and “no” questions
will require a recognized “yes” or “no” in real-time. In the following, we describe
the implementation details according to the three questioning modules.

Voice-assisted Food Recall

1. ASA-24 
General 

Questions

2. Free-
recall 

Questions

3. ASA-24 
Detailed 

Questions

ASR/NLU

Yes
Valid Output

Clarifying

No

ASR/NLU

Clarifying

Valid Output

Cross Check

ASR/NLU

Yes
Valid Output

No
MatchMatch ASA-24

items
ASA-24
items

Listen

Speak

Listen

Speak

ASA-24
items

Listen

Speak

Fig. 2. Three questioning modules. ASR: Automated Speech Recognition. NLU: Nat-
ural Language Understanding.
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2.2 ASA-24 General Questions

We included 9 ASA-24 general questions in our voice-assisted food recall, as
shown in Table 1. (Q1, Q2, Q3, Q4, Q5) were selected from the ASA-24 Steps
1–3 (Q6, Q7, Q8) were from the ASA-24 Step 5, and Q9 was from the ASA-
24 Step 7. Similar to the ASA-24, we set a loop at Q5. These questions are
considered general questions because they are repeated for every recall session.
We also consider that the completion rates of these questions are high, because
not only users’ experiences are accumulated with repeated uses, but also the
ASR and NLU components can adapt to users’ personalized speech behaviors
and food patterns in the long run.

2.3 Free-Recall Questions

The free-recall questions allow users to freely form recall utterances with multiple
food items, thus maximizing the usability and efficiency of the voice interaction.
The success of the free-recall questions depends on effective ASR and NLU com-
ponents. Effective extraction of items from the free-recall utterances leads to a
minimum number of necessary ASA-24 detailed questions in Step 3. However,
ineffective extraction will create confusion in mutual understanding and require
additional user effort to clarify and negatively impact usability and efficiency.
Other than the extraction, the success of the free-recall questions also depends
on the users’ response behavior. Users may say short answers with fewer items
and then encounter more ASA-24 detailed questions in Step 3, or they may say
more items and encounter fewer questions. The response behaviors may differ
across users, and the response behavior of a user may change over time. The
behavior is highly related to their food patterns and their personal voice assis-
tant experiences. We specifically studied two free-recall questions Q10 and Q11,
as shown in Table 1, and we inserted the two questions into the sequence of the 9
ASA-24 general questions. Note that, questions Q10 and Q11 are triggered only
if a user answers “yes” to Q6, Q7, and Q8.

2.4 ASA-24 Detailed Questions

ASA-24 detailed questions focus on querying the details of a specific food item,
e.g., a pizza or a sandwich. The ASA-24 uses the United States Department of
Agriculture’s Food and Nutrient Database for Dietary Studies [24]. A user’s
answer to an ASA-24 question must match to an item from the database.
For example, with pizza, the question “What kind was it?” has the options of
“plain cheese,” “pepperoni,” “meat other than pepperoni,” “Vegetable, Fruit,”
“Supreme,” “Seafood,” etc. The question also has the options of “other” and
“don’t know.” The user’s answer must match with one of these options to be
considered valid. We specifically studied five detailed questions, each in a repre-
sentative category. In Table 2, we show the selected detailed questions from the
ASA-24 Step 3 after entering “burger” into the ASA-24.
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Table 1. ASA-24 general questions and free-recall questions

ASA-24 general questions Free-recall questions

Q1 Would you like to report breakfast,
lunch, or dinner?

Q2 Where did you eat this meal?

Q3 Was this meal homemade or where
was it purchased?

Q10 What did you have for this meal?

Q11 Can you provide more details about
this food. For example, ingredient,
kind, or size?

Q4 How much of the meal did you
actually eat?

Q5 Have you entered all details for this
meal? [If no, goto Q1]

Q6 Certain foods and drinks are
frequently forgotten, did you have
any other water, coffee, tea, soft
drinks, milk, juice, beer, wine?

If yes goto Q6:

Q10 What did you have for this meal?

Q11 Can you provide more details about
this food. For example, ingredient,
kind, or size?

Q7 Did you have any other cookies,
candy, ice cream, sweets, fruits,
vegetables, or cheeses?

If yes goto Q7:

Q10 What did you have for this meal?

Q11 Can you provide more details about
this food. For example, ingredient,
kind, or size?

Q8 Did you have any other chips,
crackers, popcorn, pretzels, nuts,
bread, rolls, tortillas, or other snack
foods?

If yes goto Q8:

Q10 What did you have for this meal?

Q11 Can you provide more details about
this food. For example, ingredient,
kind, or size?

Q9 Did you eat much more, about the
same, or much less than usual?
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Table 2. ASA-24 detailed questions of “Burger”

Type ASA-24 detailed questions

Q12 Where Where did you get this food (or most of the ingredients for it)?

Q13 Kind What kind of burger?

Q14 Ingredient Were there any other ingredients on the burger?

Q15 Size What size was the meat?

Q16 Amount How much of the burger did you actually eat?

2.5 Clarifying Strategies

While the web-based food recall tool (e.g., ASA-24) shows all the options of the
questions on the screen so users can visually see, choose, and confirm, our voice-
assisted food recall does not support visual information in this initial stage and
may encounter a non-match incident. To address this challenge, we equipped the
ASA-24 questions with clarifying strategies. If a user provides an answer that
does not match any option, the clarifying strategies are further used to resolve
this non-match incident. Specifically, we designed three clarifying strategies to
provide option hints. We implemented three strategies in a fair situation in that
each strategy provides at most nine option hints.

Strategy 1: Read a list of nine options, stop when the user interrupts, and
resume the reading after determining a non-match incident. The process ends if
either a match is found or all nine options have been read.

Strategy 2: Read three options at a time, ask the user the original question.
The process ends if either a match is found or all nine options have been read.

Strategy 3: Read one option at a time, and ask the user a “yes” or “no” question
to confirm if the provided option hint is the right one. The process ends if either
the user’s answer is “yes” or all nine options have been read.

Overall, strategy 1 is the quickest process, but the user may miss the option
hints while recalling. Strategy 3 is the slowest process, and the user only needs
to answer “yes” or “no”. Strategy 2 is somewhere between 1 and 3.

3 Experiment

To evaluate our voice-assisted food recall prototype, we recruited 20 young adults
at the University of Massachusetts Boston (UMB) and 20 older adults aged
65+ through our collaboration partners of the University of North Carolina
(UNC) at Chapel Hill. All participants are English-speaking. At UNC, an RA
has confirmed eligibility and conducted a Callahan screen (≥3 is an ability to
consent) [11]. To overcome the COVID-19 crisis, we designed and conducted
our experiments in a virtual setting such that participants and our RAs could
perform all evaluation activities through Zoom.
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3.1 Recruitment

To recruit young adults, we have sent emails to students currently enrolled at
UMB. In the first email, we briefly described our research goal, i.e., to investigate
the feasibility of using voice assistant systems like Amazon Alexa for collecting
food recall data. We expressed that we aim to recruit young adults (age 18–40) that
are willing to spend 60–90 min of Zoom session at a mutually agreed time. The
evaluation activities include interaction with the voice-assisted food recall proto-
type on an Alexa Echo device. We will record their voice during the session. Then,
we will have each participant complete some surveys and take part in a short inter-
view. In return, each participant will receive a $25 Amazon gift card as a token
of thanks. From students who replied to our first email, we further asked about
their first language and second language. We asked three foods that they are most
familiar with. The three foods will be used by our RA to obtain ASA-24 detailed
questions and options in advance, generate audio files from texts, and prepare the
control interface for the WoZ experiment. As our experiment was carried out in
a virtual setting, we instructed the participants to use computers or laptops and
find a quiet place with a reliable Internet connection to participate in the evalua-
tion activities. Our research activities at UMB have been approved by the IRB of
UMB. Students will sign the consent to conduct the activities.

To recruit older adults, our UNC team used community-based research
efforts, advertisements, worked collaboratively with colleagues, screening sched-
ules, informed colleagues of upcoming research studies at faculty meetings, and
directly recruited his practice’s patients and friends of those patients. He also
used resources available at UNC through the Center for Aging and Health to
facilitate recruitment (NCTracs, Researchmatch.org). In addition, competence
to provide informed consent will be assured by a review of personal history or
medical record and the Callahan Cognitive screener score ≥ 3 prior to informed
consent evaluation (by phone). Individuals with a diagnosis of dementia or a
failed Callahan screener will be excluded. Our research activities at UNC have
been approved by the IRB of UNC.

3.2 Prototype Evaluation

In a controlled study, participants were invited to perform a set of specific tasks
under the instructions given by the RA. Our evaluation was conducted remotely
due to the COVID-19 pandemic, as shown in Fig. 3. An RA set up a laptop, an
Alexa Echo Dot device, speaker, camera, and microphone devices physically in
an office. The RA then used the laptop to set up a Zoom session with participants
who used their own computers. The participant’s computer received the audio
of the commands from the participant and transmitted the audio to the RA’s
laptop over the Zoom session. The RA’s laptop then played the command audio
at a speaker device close to the Alexa device. The Alexa device received the
command audio and played the response audio at its speaker. The RA’s laptop
received the response audio and transmitted it to the participant’s computer
over the Zoom session. In such a way, the participant successfully interacted
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with the remote Alexa on the RA’s side. During the session, the participant’s
computer and the RA’s laptop share a camera view of the participant’s face and
a camera view of the Alexa Echo Dot device.

Evaluation on ASA-24 General Questions and Free-Recall Questions.
The ASA-24 general questions and free-recall questions are implemented in an
Alexa skill in a sequence introduced in Sects. 3.2 and 3.3. The RA introduced
the questions by showing them on a shared screen. The RA reminded partici-
pants that some questions take any answers while others only accept pre-defined
answers. Each participant recalled three meals they had in the previous 24 h,
including breakfast, lunch, and dinner. The RA assists the process at partici-
pants’ requests during the session.

Evaluation on ASA-24 Detailed Questions and Clarifying Strategies.
The ASA-detailed questions and clarifying strategies were implemented in a WoZ
experiment. WoZ experiments are mainly used to analyze an unimplemented
or partially implemented computer application for design improvements. Study
participants interact with a seemingly autonomous application whose unimple-
mented functions are actually simulated by a human operator, known as the Wiz-
ard. To make the interactions convincing, the Wizard performed practice sessions
with members of our research team before conducting the WoZ studies. Every
participant was asked to interact with three Wizards using the three strate-
gies. The order in which participants were asked to interact with the question
sets was randomized to control for ordering effects. Semi-structured interviews
will be used to ascertain the feasibility and usability of each clarifying strategy.
Specifically, our RA has entered the seven common foods into the ASA-24 to
gather five detailed questions per each food and the options of these questions.
The seven foods are obtained from the participants’ replies to our recruitment
emails, and they are pizza, salad, sandwich, burger, chocolate cake, macaroni
and cheese, and sushi. The five questions are related to the food’s source, kind,
ingredient, size, and consumed amount. After we gathered questions and options,
we converted text files to audio files. Our RA has been trained to play the audio
files according to the needed questions and strategies.

Participant Research Assistant (RA)

Zoom

Monitor

Camera
Alexa Echo 
Dot Device

MicrophoneSpeaker

Fig. 3. Virtual evaluation of voice-assisted food recall
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4 Results

In this section, we analyze the participants’ performance in their recall sessions
and show the results from the questionnaires and interviews.

4.1 Performance Evaluation

Overall, the mean success rate and session time of a single meal was (96.4%, 141.4
s) for young and (88.6%, 165.4 s) for older adults, significantly shorter than
the ASA-24 single-meal (about 15 min). We then analyzed their performance
according to the three types of questions.

ASA-24 General Questions. We found that participants can provide relevant
answers to 90.5% (young) and 93.2% (older) of the questions being asked, which
emphasizes that the general questions are relatively easy to understand and
respond to. The questions “How much of the food did you actually eat?” and
“Was this food homemade or where was it purchased?” resulted in most of the
conversation failure; the reason is that the responses to these two questions have
various forms and pose a greater challenge to speech processing. If the Alexa
device does not recognize any response, it will repeat the question at first and
end the process after several failures. The results were consistent between young
and older adults.

Free-Recall Questions. We measured the words and audio length of the users’
answers to the free-recall questions. We found on average, young adults respond
to a free-recall question with 4.2 words and 2.8 s, and older adults respond with
2.8 words and 2.3 s. On the one hand, we told participants that the Alexa imple-
mentation limits the maximum length of the responses. On the other hand,
participants used the prototype for the first time and may lack confidence in the
device accurately recognizing their responses. When participants become more
familiar and confident with the tool, we envision that they will provide longer
and more recognizable responses.

ASA-24 Detailed Questions and Clarifying Strategies. We tested three
clarifying strategies on the ASA-24 detailed questions: (1) continuously reading
options; (2) reading three options at a time; or (3) reading one option at a time.
Each participant chose three foods, and each food had five ASA-24 detailed
questions. Strategies were triggered at equal chances. We found that strategies
1, 2, 3 were preferred by (60% young, 35% older) (25% young, 45% older), and
(15% young, 20% older), respectively. Our conclusions are strategies 1 and 2 are
preferred over strategy 3. The positives about strategy 1 are it is fast, has more
options, and is easy to interrupt, and the positives about strategy 2 are more
time to think and providing more options if needed. The positives about strategy
3 are that it is more accurate, easy, and simple. While the strategy preference can
vary per type of question and food, the preference shows consistency in personal
behavior and thus the voice-assisted food recall tool can learn and adapt personal
preferences on the strategies.
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4.2 Feedback from Participants

Participants finished a System Usability Scale (SUS) questionnaire [8] and a
Technology Comparison questionnaire. We customized the SUS’s questions to
the voice-assisted food recall context. In addition, we used the following five
questions in a Technology Comparison Questionnaire to obtain participants’
feedback on comparing web-based food recall and voice-assisted food recall. They
are 5-point Likert questions.

– If I am cooking or eating meals at home, describe the easiness of performing
the voice-assisted food recall.

– If I am cooking or eating meals at home, describe the easiness of performing
the web-based food recall

– The use of voice-assisted food recall can be more often than the web-based
food recall

– I prefer using voice technology to report food compared to using web apps to
report food

– I agree as AI technology advances, the voice-assisted food recall will become
effective and widely acceptable

Table 3. System Usability Scale questionnaire and Technology Comparison question-
naire. SUS score ranges from 0–100. Scales range from 1–5 difficult to easy or strongly
disagree to strongly agree.

Age Young Older

18–40 65+

System Usability Scale 65.3 58.1

Positive about voice recall 4.2 3.7

Prefer voice recall to web 3.6 3.1

Voice recall while eat/cook 3.6 3.3

Web recall while eat/cook 3.1 3.4

Prefer voice for repeated use 3.5 3.0

As shown in Table 3, we found the SUS score of the voice-assisted food recall
among older adults is 58.1, which is between 56 for the self-administered ASA-
24 and 60 for the RA-guided ASA-24. The SUS score of the voice-assisted food
recall among young adults is 65.3, much higher than older adults. Both young and
older adults feel positive about the future of voice-assisted food recall with AI
advancement. In comparison, young adults feel more positive than older adults
(4.2 > 3.7). In terms of the easiness of performing voice-assisted food recall and
web-based food recall, both groups prefer using voice technology compared to
using the web to report food (3.6 young and 3.1 older). Additionally, 65% of
young and 60% of older participants prefer voice-based diet recall. If the food
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recall was conducted while eating or cooking, young adults agree that it is easier
to perform voice-assisted food recall (3.6) than web-based (3.1). Older adults
thought the easiness scores of performing the two types of recalls while eating
or cooking were similar, 3.3 for voice and 3.4 for web. If the food recall was
needed for repeated use in the long term, young adults prefer voice to web (3.5),
while older adults do not choose sides (3.0). The feedback we received from the
participants was based on the evaluation of our initial voice-assisted food recall
prototype and their previous experiences of using web apps. The output of the
voice-assisted food recall was checked in terms of relevance, but not cross-checked
with the output of the web-based food recall for accuracy. This initial feedback
reveals promising feasibility and acceptance of the voice-assisted food recall.

5 Challenges

Virtual Settings. In a virtual setting, participants’ devices, network conditions,
and physical environments are not controllable. We conducted a pre-test phase to
ensure that the participants’ devices (speakers and microphones) could meet the
requirements of the virtual experiments, i.e., the participant can join in a Zoom
meeting and effectively interact with the Alexa device on the RA’s side. We also
advised participants to conduct the experiment in a quiet place. Nevertheless,
we found some participants had difficulty interacting with the Alexa devices due
to low voice quality or background noise and were unable to pass the pre-test
phase. We had to drop them from the study.

Technical Limitations. In our sessions, our RA explained to participants the
procedure, the sequence, the options of questions, and then the RA showed
a demo session using the voice-assisted food recall tool. However, participants
may not be able to follow the instructions in their self-administered sessions.
For example, they misunderstood the questions or did not say “yes” or “no” to
a “yes” or “no” question. Furthermore, we adopted the ASR and NLU compo-
nents from the Alexa system, which are limited to processing long and free-form
responses. The RA explained to the participants certain restrictions, but some
participants tend to forget the restrictions in the first couple of attempts. For
each participant performing the food recall on one meal, a maximum of 3 times
of failures are allowed. If 3 times of failure are reached, the participant is required
to move on to the food recall of the next meal.

WoZ Experiment. In our WoZ experiment, the audio files of the questions,
the options, and the clarifying strategies were synthesized from the texts, and
played through the Zoom. Our RA needs to mute the microphone such that the
participant would not hear keyboard and mouse click sounds. If audio files were
played by mistake, our RA will play the right one and pretend it was a mistake
made by the machine. In a situation where the RA must interfere, the RA informs
the participant that he or she pauses and resumes the interaction. In some cases,
even if the RA understands the user’s response and finds a match, the RA will
pretend not and trigger the clarifying strategies for the testing purpose.
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6 Conclusion

In this paper, we proposed a voice-assisted food recall tool that can be self-
administered by users using voice assistants on their smart speakers or smart-
phones. Our voice-assisted recall tool employs ASA-24 general questions, free-
recall questions, and ASA-24 detailed questions to ensure the output aligned with
the ASA-24. The free-recall questions allow users to freely form recall utterances
with multiple food items, thus maximizing the usability and efficiency of voice
interaction. In addition, clarifying strategies were designed to assist in finding
a matched item when a non-matched incident occurs. We conducted an evalua-
tion over 20 young adults and 20 older adults. We analyzed their performance
in the recall sessions and summarized their feedback from questionnaires and
interviews. Our design and evaluation demonstrated promising feasibility and
acceptance of our initial prototype of the voice-assisted food recall.

Future research in voice-assisted food recall aims to improve the accuracy and
usability of the proposed prototype, including the integration of food knowledge
graphs [33], food-customized speech recognition and natural language under-
standing techniques to improve accuracy, and the integration of human-like
assistance from RA-guided ASA-24 sessions to enhance usability. Task-based
conversational AI has been successfully used in flight bookings, online shop-
ping, bus schedules, and tasks of voice assistant [9,10,15,21,29,35]. In addition,
question and answering techniques from natural language research have been
advanced significantly to achieve higher accuracy than humans [27,28,36]. In
the meantime, we will work with the ASA-24 researchers for the future integra-
tion of the voice-assisted food recall with nutrition modules to ascertain diet
quality and patterns.
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1 Introduction

Mental healthcare has seen numerous benefits from interactive technologies and arti-
ficial intelligence [1]. Virtual Assistant is a conversational agent, also called chatbots,
which are being of great interest to researchers in different areas such as: psychol-
ogy [2], marketing, education [3], among others. Conversational agents are interfacing
whose communication can be through speech, writing and visual language, where dif-
ferent users interact with the agent. Therefore, fromHuman Computer Interaction (HCI)
line research, there has been interest in how to design an intelligent virtual agent that
emotionally supports [4].

Nowadays, students experience academic stress when the amount of academic work-
load greater. Stress is the human body’s natural response to daily pressures and threats to
one’s well-being [5]. Stress can be positive or negative, the negative stress occurs when
one feels overwhelmed and is unable to cope with the pressures from situations or life
events that have become unmanageable. Negative stress includes decreased attention
and concentration, difficulty in making decisions, challenges with interpersonal rela-
tionships and continued feelings of fear or anger. These symptoms can lead to anxiety
or depression [6].
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Virtual Assistants are trained to converse and interact with a person using speech,
typing and visual languages through natural language techniques. Therefore, they have
the potential to be a support tool for people. This study is focused to make a literature
search in Scopus, Web of Science (WoS), and IEEE Xplore digital databases to answer
questions in how to design a virtual assistant that can support the mental health to
undergraduate students.

However, there is a heterogeneity of the studies of conversational agents focused to
the mental health. Our study is centered in academic stress.

2 Background

2.1 Academic Stress

Stress can be defined as the body’s non-specific response to demands made upon it or to
disturbing events in the environment [5]. Academic stress commonly occurs in first year
students [7] when they enter college. It also occurs in exams, academic overload caused
by homework or difficulties in understanding or obtaining a good grade in a course.
Academic stress can be defined as the body’s responses to academic-related demands
that exceed adaptive capabilities of students [8]. However, Muñoz [9] mentions that
stress in university students is generated by (1) related to evaluation processes; (2) those
with work overload; (3) other conditions related to the teaching-learning process.

Coping with stress may also be different from a gender perspective, as mentioned
by De Miguel and García [10], in that females tend to implement coping strategies
focused on emotion and social support, whereas males’ resort to avoidance and evasion.
According to De Miguel and García [10], coping strategies can be active or passive.
Active coping strategies are aimed at solving a problem by modifying the stressor effect.
Passive coping strategies are avoidance behaviors.

On another hand Lumley and Provenzano [11] mention that “stress can affect the
academic functioning of university students, interfering with adaptive behaviors such as
dedication to study and class attendance or hindering essential cognitive processes such
as attention and concentration”.

Studies have found that stress can be augmented when students leave their parents
and attend university for the first time, which is commonly manifested among first-
year college students [7]. Another factor that it induces stress is the highly competitive
educational environment existing in the preparatory years.

In general, it should be noted that in the measurement of stress perception in the
university academic context, instruments that could be called “generic”, such as the PSS
(Perceived Stress Scale), have been used [12]. However, stress is not induced in the
same way for each student, and some university courses are activated at a higher level.
Therefore Cabanach et al. [13] designed a study to evaluate the academic environment
stressors. Academic Stressors Scale of the Academic Stressor Questionnaire (ECEA)
proposed by Cabanach et al. [14], which is composed by 54 items which reflected the
main stressors to face by university students in the academic setting.
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2.2 Virtual Assistants

Virtual assistants are increasingly being designed for the healthcare area. However, the
experience when interacting with these assistants may not be a positive one if they are
not designed according to the user’s needs and preferences. According to the literature
found they can also be called chatbots. Some studies found include methods such as
tracking medications and physical activity adherence providing cognitive behavioural
therapy and lifestyle recommendations.

Virtual Assistants proposed use artificial intelligence (AI) and they are emerging in
the field of psychology [15]. Affective chatbots have been proposed to support anxiety
and depression, such asWoebot [16] a chatbot based on the cognitive behavioral therapy
(CBT), which was developed to reduce anxiety and depressive symptoms. Woebot can
be used on amobile device. Each interaction begins with a general inquiry about context,
and mood (e.g. how are you feeling today?) with responses provided as words or emoji
images to present empathy during the conversation. In addition, Woebot explains very
briefly about CBT, also send notifications to the user to speak with him/her all days.
Woebot allows to interact with the user during several days.

Another virtual assistant isWysa that uses CBT, behavioral reinforcement, andmind-
fulness techniques to support patients with depression [17]. Wysa is on AI-based emo-
tionally intelligent using a text-based conversational interface.Wysa uses evidence-based
self-help practices, behavioral reinforcement,mindfulness, and guidedmicro actions and
tools to encourage users to build emotional resilience skills. Yana is an agent conver-
sational developed in Spanish language [18]. YANA ((You are not Alone) is developed
in Chatterbot, is a Python library that generates automatic responses to a user’s input,
using machine learning algorithms to automate conversations. The conversations are
grouped by categories such as: general conversations, money, emotions, AI, psychol-
ogy, trivia, greeting, jokes, and profile. Yana has a database local and unique for each
user, this database is based on the python sqlite3 library. MYLO (Manage Your Life
Online (MYLO) [19] is a chatbot focused on problem solving based on CBT and ele-
ments of positive psychology [20]. Tess is a chatbot design for pediatric obesity and
prediabetes treatment [21], which was used for support mental health in students [22],
based on CBT [23], emotion-focused therapy [24], solution-focused brief therapy [25]
and motivational interviewing [26]. This chatbot includes symptoms of depression and
anxiety in university students, which was evaluated to 181 Argentinian college students
aged 18 to 33.

3 Method Research

To guide this research, a review literature method was applied based on framework on
literature review proposed by [27, 28], which sets out the stages to be followed such as:
(1) identify the research questions; (2) Identify relevant studies; (3) Study selection; (4)
Charting the data.

3.1 Identify the Research Questions

– RQ1: What is a Virtual Assistant or Chatbot?
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– RQ2: What therapy theories included in the virtual assistants?
– RQ3: What are virtual assistants developed for mental health?

3.2 Identify Relevant Studies

Using the keywords “mental health” and (“virtual assistants” or “chatbots”) were found
in SCOPUS 129 documents by subject area, including Computer science (67), Medicine
(55),Mathematics (19), Engineering (17), Social Sciences (14), Psychology (10), among
others. Scopus were found documents from 2010 to 2022. WoS database were used
keyword “mental health” and “virtual assistant”, where were found 4 documents using
google assistant,AmazonAlexa, andMicrosoftCortana.Documents found are by subject
area such as health care sciences services (2),medical informatics (2), communication (1)
and robotics (1). In IEEE Xplore using keywords “mental health” and “virtual assistant”
were found 3 documents from 2016 to 2021. Meanwhile using the keywords “mental
health” and “chatbots” were found 14 documents from 2019 to 2021.Most of the articles
foundwere focused emotion recognition (4), natural language processing (4), health care
(3) and human computer interaction (3).

Research found was conducted in the United States, the United Kingdom, Germany,
and Australia. However, no relevant studies have been reported in Latin America. The
research contains the following terms (see Table 1) that were considered for the search.
The search for the terms was applied in “article title, abstract and keywords”.

Table 1. List of keywords used.

Research keywords

“Virtual assistants” AND “mental health”

“Chatbots” AND “mental stress”

“Conversational agents” AND “mental health”

3.3 Study Selection

Evaluating virtual assistant developed and that can be included in approaches such as
education and healthcare. Therefore, the studies most relevant for our study are shown
in Table 2, where a search was made in Scopus, WoS and IEEE Xplore digital databases.

Answering the research questions:

RQ1: What is a Virtual Assistant?
Virtual assistant, they also are called as chatbot, which are software applications that
interact with humans through verbal or written conversation. Chatbot are based on
branch of artificial intelligence called Natural Language Processing (NLP). Therefore,
is a subfield of linguist, computer science and artificial intelligence.
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Table 2. Summary of published research on chatbots for mental health.

Article Objective Technology Theories Public

[29] Development of a
chatbot for mental
health

Dialogflow created
by google

– –

[30] Development of a
chatbot for mental
health

Facebook messenger Psychodynamic or
interpersonal
therapy

–

[31] Regarding how to
design chatbots for
mental health

– – Youths (aged
16–18)

[32] Describing how
intelligent cognitive
assistant technology
can be used as
support to reduce
stress, anciety and
depression

– Personality-based
user model,
personalized
strategies, machine
learning

–

[33] PRERONA, a chatbot
designed to help
depression

– – –

[16] Chatbot “Woebot”
has been designed
using Facebook
messenger

– Cognitive
Behavioral Therapy

all

[34] Chatbots for a mental
health intervention,
especially alcohol
drinking habits
assessment

AIML 1- Initiation
conversation
2- providing alchol
education
3- Performing an
assessment
4- Concluding the
conversation

18–25 years

NLU includes two steps Natural Language Understanding (NLU) and Natural Lan-
guage Generation (NLG). NLU helps in understanding the dialogue of the user (known
as an intent). Meanwhile NLG helps generating the right response for the given intent.
Therefore,machine learning algorithms are used to generate a response correct according
to the intention.

In literature found chatbots is like virtual assistants, which allow users to access data
and services through a conversational interface, where the interaction is conducted by
written communication.

K. Lister et al. [35] mention that chatbots are defined as conversation systems that
interact with human users using concepts of natural language [X], where is included in
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areas such as: customer service, entertainment, education, and therapy. The interaction
can be through text chat or voice. Normally, interfaces with voice are called Voice User
Interfaces (VUIs) some systems are specialized for interactions in home as: Amazon
Alexa and Siri Google.

Meanwhile Wahde and Virgolin [36] mention the term conversational agents (CAs),
also known as intelligent virtual agents (IVAs), which define as computer programs
designed for natural conversational with human users. However, in literature foundmany
authors refer such systems as chatbots, but they mention that it is incorrect because chat-
bots do just that, chat, while conversational agents are task-oriented are normally used
for more serious and complex tasks. Also, they mention that CAs have two categories,
which can change according to the input and output modalities used (e.g., text, speech,
etc.) Another definition is given by A. Abd-alrazaq et al. [37], where chatbots are sys-
tems that can converse and interact with humans’ users using spoken, written, and visual
languages.

RQ2: What therapy theories included in the virtual assistants for mental health?
Cognitive behavioral therapy (CBT) explores between thoughts, emotions, and behaviors
are influenced by their perceptions of events. This approach is based on the cognitive
model of mental illness, which was proposed by Beck [38]. Therefore, how people
feel is determined by the way in which they interpret situations. CBT is structured and
time-limited treatment. Typically, between 5 to 20 sessions. CBT aims to change how a
person thinks (cognitive) and what they do (behaviors). Therefore, CBT uses cognitive
and behavioral techniques [39].

Another theory is Perceptual Control Theory (PCT) can be used as a framework
for developing interventions to influence and change behavior [40]. PCT is a model
of behavior based on the properties of negative feedback control loops. The central
ideas in PCT are: (1) people as perception controlling beings; (2) people as beings who
self-organize/reorganize the nervous system when necessary [41].

A psychological therapy is Method of Levels (MOL) based on perceptual control
theory.MOL has been tested empirically used in mental health problems such as depres-
sion, anxiety, panic, eating disorder and comorbid presentations. Also, it is associated
with significant improvements in stress and self-reported level of distress when used as
an intervention in primary and secondary care settings [42]. MOL is a way as talk to
people, a way of helping people listen to themselves. MOL allows the user to lead the
focus of the session and helps the user to shift and sustain their awareness to the source
of the conflict that underlies their difficulties.

Emotionally FocusedTherapy (EFT) is based on three stages such as (1) stabilization:
therapist facilitates secure environment for the couple to confront the way that trauma
has defined their relationship and own sense of self; (2) expanding and restructuring
the emotional experience; (3) Integration: Assist the couple integrate new emotional
experience and self-concepts [43].

RQ3: What are virtual assistants developed for mental health?
Table 3 shows a summary related with different virtual assistants developed for mental
health.
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Table 3. Virtual Assistants for mental Health

Virtual
Assistant

Mental
Health

Therapy-based Language Public Interaction Technology

Woebot
[16]

Depressión
and anxiety

CBT, IBT
(Interpersonal
Psychotherapy),
DBT
(Dialectical
Behavioral
Therapy)

English >18 years Textual Smartphone
app for
Android and
IOs

MYLO
[19]

Distress,
depression,
anxiety, and
stress

MOL, PCT English Students Textual Web

YANA
[18]

depression CBT Spanish All Textual Mobile
application
developed in
Python

Wysa
[17]

Stress,
Anxiety and
Depression

Evidence-based
therapies such
as CBT,
behavioral
reinforcement,
and mindfulness

English ALL Textual Mobile
application

Tess [44] Symptoms
of
depression
and anxiety

CBT, machine
learning and
emotion
algorithms

English >18 years Textual Facebook
messenger,
slack

3.4 Charting the Data

Figure 1 shows a map based on bibliographic data with keywords “mental health” and
“virtual assistants” or “chatbots “in two databases such as WoS and SCOPUS using
VOSViewer, a software tool constructing and visualizing bibliometric networks using
keyword selected. Each colour represents one cluster, curved lines are relationships
associated with keywords and density is related with occurrences. It is observed that
the terms mental health and chatbots are related with depression and anxiety. However,
chatbots or virtual assistants focused to academic stress were not found.

On another hand, the literature reviewed show studies from 2010 to 2021. However,
since the Covid-19 global pandemic, these virtual assistant studies focused on mental
health began to increase (e.g., 2022 (6), 2021 (67), 2020 (28)). In addition, research
foundwas conducted in the United States, the United Kingdom, Germany, andAustralia.
However, no relevant studies have been reported in Latin America. Studies also focused
more on conference paper.
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Fig. 1. Analysis of keywords cluster (in colours). VOSViewer analysed the keywords of the
selected articles that are used together.

4 Conclusions

Virtual assistants can be an alternative for emotional support. They are being developed
as therapists to support a user’s mental health. In turn, the development of a chatbot
involves considering certain aspects of dialogue design to empathize with the user.

In addition, design guidelines for chatbots are generally heterogeneous and are
largely based on common knowledge rather than empirical evidence. It was also found
that most of the studies are more focused towards anxiety and depression, but not aca-
demic stress. In turn, most of these proposed chatbots follow the CBT approach. Most
of the studies found do not explore the user experience of interacting with this type of
intelligent interfaces, which is closely related to features in the dialog design.
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Abstract. This paper examines the benefits and shortfalls of using local
binary “one-vs.-all” classifiers with a variety of models in different hier-
archical layouts in order to classify sleep stages using raw signal inputs in
30-s increments. Although under-performing more advanced algorithms,
our best hierarchies outperform a Random Forest multi-class classifier,
indicating the potential of binary classifiers in future work. This paper
lays the groundwork for developing more advanced hierarchical classifiers
using pre-trained binary classifiers.
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1 Introduction

1.1 Problem Statement

Sleep is essential for human health and wellness. Inadequate or poor sleep affects
one’s psychological state, learning abilities, and judgement. Furthermore, long-
term damage may be done causing widespread diseases such as obesity and car-
diovascular disease [1]. Approximately 50 to 70 million people in the US suffer
from sleep disorder [4]. Thus, being able to track and evaluate sleep is essen-
tial for diagnosing and treating many health conditions. Traditional sleep stage
recordings are done with a polysomnogram, which tracks eye movements, muscles
activity, breathing, heart rate, and electrical brain signals. This is uncomfortable
and complicated to set up, making it impractical for continual sleep monitoring.
There is a need to have a diagnostic tool that can more easily analyze sleep,
such as by using only the brain’s electrical activity (via EEG signals). Sleep
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stage analysis is important because it is known that individual sleep stages have
unique benefits. For example, it is believed that both REM and NREM sleep
are necessary for adequate memory consolidation, and thus being about to ana-
lyze the distributions of these patterns may help in detecting the presence of
potential causes of memory issues [6].

1.2 Literature Review

Sleep occurs in stages that provide important information about sleep quality,
but also lend themselves to classification using machine learning [15,18]. Waking
EEG signals are immensely chaotic, but this data becomes more periodic as sleep
occurs. As people fall asleep, they transition for approximately 1–5 minutes into
NREM1 sleep, which is characterized by a decrease in high frequency “alpha”
waves and an increase in low-amplitude mixed-frequency activity [15]. NREM2
sleep is deeper sleep, characterized by slow, intermittent delta waves in EEG
signals, that serve as precursors to the stage of NREM3 sleep, which can be
delineated by the high prevalence of low-frequency, high-amplitude delta waves
[13]. The final stage is the chaotic REM sleep. This presents a challenge as EEG
signals in REM can be hard to differentiation from similar waking signals [15].
This presents challenges with classification that we will have to address.

Machine learning has been known to be able to learn large and complicated
data sets. In addition, it has been known to classify chaotic and periodic systems
with high accuracy [18]. While the idea of using machine learning to classify sleep
has been explored, it has not seen nearly the same attention for classification that
other areas of machine learning EEG classification have received [7]. Because of
this, attempts to classify sleep have seen little standardization towards a good
predictive model for classification. In addition there are a series of non-network
ways of analyzing sleep.

Current human expert analysis uses visual data of neurophysiological signals
(polysomnograms) analyzed by trained specialists [11]. This is incredibly slow
and fails to allow large scale, continual sleep stage tracking. So far, attempts
made to classify sleep have approached the task using a range of machine learn-
ing systems. A signal-analysis based process achieved an overall accuracy of
92.31% using binary one-against-all classifiers after heavy signal processing [2],
amongst other methods, with an 80–20% training-testing split of their dataset.
The individual sensitivities of their binary classifiers ranged from 98.31% (Wake)
to 36.22% (REM), and specificities ranged from 99.63% (Wake) to 97.34% (N1).
Binary classifiers have computationally efficient implementations and work bet-
ter with smaller amounts of data than other algorithms (as would be required
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for cost-acceptable individualized care [14]), though the use of the preprocess-
ing methods seen in prior binary-classifier work is complex and computationally
intensive, making raw signal data a valuable, if difficult, input for machine learn-
ing classification. A method that uses raw signal data and potentially decreases
computational power would allow for processing to be done on a smaller scale,
possibly in wearable electronics or on a patient-to-patient basis, removing the
need to transmit sensitive patient data to external computing systems. The use
of raw signal data is an underdeveloped area of research owing to the complexity
and noisiness of raw inputs, however it is worth investigating for our research
due to the computational benefits of eliminating pre-processing.

Meanwhile, the other multi-class machine learning approaches vary in effec-
tiveness. Convolutional neural networks have been used to achieve an overall
accuracy of 86% [19], and other studies used a Random Forest algorithm to
achieve an overall 91% classification accuracy [3]. With all this work, our review
pointed to a number of algorithms with high efficacy for our study. Based on their
use in the machine learning classification of sleep and other EEG tasks, algo-
rithms worth investigation include Support Vector Machines [7,8,10,17], Linear
Discriminant Analysis [17], Naive Bayes [8], K-Nearest Neighbors [16], and Adap-
tive Boosting [5]. In addition these algorithms are functionally implementable
on consumer machinery, making them viable for both reproduction and realistic
for patient use.

1.3 Purpose of Study

This paper pursues a more computationally efficient machine learning algorithm
for sleep stage detection. In addition, our work highlights where our machine
learning algorithms struggle to classify sleep and investigates the efficacy of
using raw signal data.

1.4 Research Questions

What are the best binary one-vs.-all classification algorithms for each sleep
stage? Can pre-trained binary classifiers be arranged into efficient hierarchical
classification models for individualized sleep stage classification?

2 Dataset

The Sleep-EDF database [12] is an open source sleep EEG database compiled
from two separate studies. It consists of 197 whole-night sleep recordings con-
sisting of EEG, EOG, and chin EMG data, and event markers. In addition, a
number of the recordings also have respiration and body temperature recordings.
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All of this data was classified by trained professionals and compiled into hypno-
grams that tracked sleep patterns. We use the records of 82 healthy Caucasian
adults across a range of ages from 25 to 101 without any known sleep conditions
or medications. Each record contained two nights of sleep per patient. During
this time, they were recorded by EEGs sampling 100 Hz. This study does not
attempt to classify the sleep of the other subjects in the Sleep-EDF database
who were undergoing a drug trial.

3 Methods and Experimental Design

The raw data for our experiment was taken from the Sleep-EDF database [12]
and used code from a prior experiment [9] to divide every sleep recording into
30 s chunks. The samples did not undergo any other preprocessing, filtering, or
extraction procedures. Next we sorted the data by class, and noted that it was
uneven, requiring special care [14]. The data distribution across sleep stages is
visible in Fig. 1. Because of this, we used class-weighted training methods to
train our binary classifiers to alleviate bias.

To determine the best algorithms for one-vs.-all binary classification for each
sleep stage, six different algorithms were tested—one being a custom voting clas-
sifier based on the other five. For each stage of sleep we trained five algorithms
(a Support Vector Machine with a Radial Basis Function, a Linear Discriminant
Analysis algorithm, a Naive Bayes classifier, an Adaptive Boosting classifier,
and a k-Nearest Neighbors classifier). The performance of these classifiers is
encoded in Fig. 2. From these algorithms, we also created custom voting clas-
sifiers, weighting the best algorithms for each stage disproportionately—these
weights are visible in Fig. 3. These voting classifiers were tested and their per-
formance was compared to the initial algorithms (the custom voting classifier
performance is visible as “Voting” in Fig. 2). The best performing algorithms
are visible in Fig. 4. The exact sensitivity and specificity of each of these is
shown in Fig. 5.

Using these tables, and a series of other methods, hierarchical arrangements
of these binary classifiers were developed. In a binary classifier hierarchy, the
aim is to have the initial classifiers accurately prevent lower binary classifiers
from misclassifying data as a “false positive”—ex. a classifier made to select N3
sleep samples accidentally selecting an N1 sleep samples—by eliminating those
samples from the dataset (once a sample has been classified as a specific sleep
stage it is eliminated from the data stream and given that classification). The
first hierarchy was built based on an intuitive understanding of the differences
in sleep stages from academic literature, thus first came the Wake classifier,
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as waking sleep is chaotic and very active, unlike most sleep. Next came the
REM classifier, since REM sleep is the most chaotic of the sleep stages, and
thus the REM classifier was anticipated to have high accuracy since it would
not be able to confuse Wake signals (having already been filtered out). After the
REM classifier was the N1 classifier. N1 sleep is seen as a transitional period
from wakefulness to sleep, and therefore is likely difficult to classify and easy
to confuse with Waking signals. Then came the N2 and N3 classifiers, since N2
is the next most similar to N1, and N3 is the most distinct. Thus, the hope is
that conventional knowledge about sleep would point to the most likely issues
for machine learning algorithms, and each successive classifier will have less
potentially problematic data to classify. This classifier schema can be seen as
“Intuitive Binary Hierarchy” in Fig. 6.

The next hierarchy followed the same logic of eliminating confounding data,
though using dataset size, placing the classifiers in the order corresponding to
the size of each sleep stage dataset (“Size Binary Hierarchy” in Fig. 6). The third
hierarchy places the classifiers in order of accuracy (“Accuracy Binary Classi-
fier”) Fig. 4 and the fourth hierarchy places the binary classifiers in order of their
sensitivity Fig. 5 (“Sensitivity Binary Classifier”)—the inspiration being that the
most sensitive classifiers would be the most accurate at removing data correctly.
In addition to these binary hierarchies, we developed a traditional multi-class
Random Forest classifier as a baseline for comparison to our hierarchies. The
accuracy of these hierarchies, and the “Multi-Class” Random Forest classifier
are recorded in Fig. 7.

4 Results

Fig. 1. Data set sleep stage distribution
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Fig. 2. Sleep stage vs. classifier performance

Fig. 3. Voting classifier weights

Fig. 4. Best binary classifier performance

Fig. 5. Best binary classifier performance (detailed)
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Fig. 6. Hierarchy layouts
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Fig. 7. Hierarchy accuracy

Fig. 8. Size-based hierarchical classifier performance

Fig. 9. Random forest multi-class classifier performance

5 Discussion

Our preliminary analysis (Fig. 2) indicated there was no specific algorithm that
performed best for all sleep stages, instead each binary classifier used its own
algorithm (Fig. 4). Similarly, the variation in hierarchy performance indicates
that hierarchy layout is important to overall performance 7. The best perform-
ing hierarchy was the size-based hierarchy, for which a detailed performance
breakdown is visible in Fig. 8. In addition, it outperformed the Random For-
est multi-class classifier Fig. 9, though it failed to outperform the 86% accuracy
of prior multi-class methods [19]. It should also be noted that our binary clas-
sifiers failed to outperform prior binary classifiers as well [2]. Increased binary
classifier performance would likely increase hierarchy accuracy. Interestingly, the
size-based hierarchy significantly outperforms the “intuitive” hierarchy, indicat-
ing that hierarchy layout, and the subsequent filtering of samples that facilitates,
is important to overall performance.
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Though the overall performance of the size-based hierarchy is better than
the Random Forest classifier, the more detailed graphics indicate the perils of
our arranged hierarchical classification. The classifier seems to be heavily biased
towards classifying signals as wake, N2, and REM, with very little sleep classified
as N1 or N3. As it is important to note, N2, wake, and REM also happen to be
the first three classifiers in the hierarchy. Inversely, the Random Forest Classifier
seems to have a slight bias towards REM sleep, but has a much more even
distribution of the five classes across the hierarchies—it is significantly more
accurate at classifying the deepest (and widely seen as most distinct) period
of sleep: N3. This indicates a number of things. Firstly, it may mean that the
accuracy of our size-based hierarchy is partially a result of the fact that we biased
that hierarchy towards the most common of the sleep stages. Secondly, it may
indicate that certain samples have an increased likelihood of being classified
as multiple sleep stages by multiple binary classifiers (effectively the opposite
of “other”, which consists of samples for whom no binary classifier selects that
sample as the stage it is classifying—samples classified as “none” by ever one-vs.-
all classifier). This requires further investigation, and indicates that if different
classifiers have similar “one” and “all” pools despite being designed to classify
different classes, hierarchical classification may have limited potential. This also
indicates that hierarchy layout is an important tool if classification demands
the minimization of specific error types. For example, if it were found that a
minimum amount of REM sleep was critical to safe driving for a professional
driver who tracked their sleep, a “false positive” for REM would potentially
be more problematic than a false negative (the under-classification of sleep as
REM). Thus, putting the REM sleep classifier higher in the hierarchy could be
negligent for their use case as it increases the chance for a false positive REM
classification, just as the size-based hierarchy is biased towards N2 false positives.

Thus, although our binary classifier does outperform our multi-class classifier,
and better binary classifiers may outperform stronger multi-class classifiers, it is
clear that our implementation does suffer from some issues biasing hierarchies
towards certain sleep stages.

6 Conclusions and Future Work

This study provides ample territory for future work. It indicates that hierarchi-
cal classification using pre-trained binary classifiers can outperform traditional
multi-class classifiers on raw data, but also can introduce bias based on the char-
acteristics of the binary classifiers and the dataset. It also indicates that hierar-
chy layout is important to overall accuracy. Future work should focus on both
better understanding the properties of binary classification hierarchies, and on
improving the accuracy of our algorithms. It is clear from our work that the raw
data cannot be classified well by binary classifiers. Instead, just as preprocess-
ing appears to greatly improve the accuracy of other algorithms, so too may it
improve the performance of binary hierarchical classification when implemented
for the binary classifiers. Immediate followup work should also investigate other
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binary classification hierarchies, perhaps based on other performance metrics,
such as specificity, or based on the unique characteristics of the binary classifiers
upon closer inspection (if one binary classifier, such as N3, were to consistently
classify N2 sleep as N3, then it would be possible to increase its accuracy by
putting it after the N2 classifier—this is a more granular approach to the gen-
eral intent behind accuracy and sensitivity based hierarchies). More detailed
breakdowns of algorithm performance would provide better insights in this area.
In addition, it may be worth investigating custom-trained algorithms for their
positions in the hierarchy, although in this scenario hierarchy layout would have
to be determined by the inherent characteristics of the dataset. For example,
REM sleep and Waking signals are believed to be very similar by sleep experts,
and thus a “REM & Wake vs. Other” binary classifier could provide a valuable
tool in hierarchical classification, though this would require knowing that specific
decision would be a valuable node in the tree—this demands prior knowledge of
the dataset. Finally, by training and testing classifiers for each subject, we are
working with intra-patient accuracies. In order for widespread use without indi-
vidual sleep scoring for each patient, inter-patient classifiers are much needed
for widespread implementation.
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Abstract. VR (Virtual Reality) exposure therapy is used as a treatment for social
anxiety. To increase the effectiveness of the treatment and prevent patients from
dropping out of treatment, we proposed an additional function to maintain the
patient’s anxiety level at an appropriate level during exposure therapy. The anxi-
ety level is estimated using physiological indices obtained fromelectrocardiogram,
finger skin conductance and respiration that can be measured without giving an
excessive burden to the patient, and adjusted by selecting the questions and the
actions of the virtual interviewer. We designed the system from the user’s point
of view, and developed an estimation equation for anxiety levels, built the experi-
mental environment, VR interview room with avatars, and a control interface for
the experimenter. After preliminary experiments and improvement, the functions
and user interface, an assessment experiment was conducted in a remote environ-
ment, simulating a job-hunting interview with the cooperation of the employment
counselors. Although the number of participants was small, the proposed method
showed the possibility of adjusting anxiety levels.

Keywords: VR exposure therapy · Social anxiety disorder · Physiological
indices

1 Introduction

Virtual Reality (VR) is now used not only for entertainment purposes but also in many
scientific and engineering fields, demonstrating its usefulness and potential. In particular,
VR therapy formental care has been actively researched and practiced [1]. This is largely
due to advances in devices such as head-mounted displays (HMDs) and computing and
rendering engines,which have eliminated the need for expensive and large-scale systems.
VR-based treatment in small clinics and at home is expected to become popular in the
future.

This paper focuses on social anxiety disorder (SAD), which is characterized by an
excessive fear of negative evaluation and rejection by other people and a consistent
fear of embarrassment or humiliation [2]. Like Phobia and other anxiety disorders,
SAD patients are also treated with VR exposure therapy (VRET). Chesham et al. [3]
conducted a meta-analysis of the VRET on social anxiety and showed significant effect
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sizes compared to the wait-list group and no difference from placebo treatment or in-
vivo, image exposure. Carl et al. [4] conducted a meta-analysis of the benefits of VRET
for social anxiety and related disorders and found that patients who also received VRET
showedmore significant reductions in anxiety compared to patients in the wait-list group
and no difference from placebo treatment or in-vivo exposure. Emmelkamp et al. [5]
compared VRET with cognitive behavioral therapy (CBT) and found no difference in
effectiveness, noting that there are few studies comparing VRET alone. In summary,
VRET is more effective than nothing, but has no clear significance over other therapies.
However, it has not been denied that VRET is as effective as other therapies, and VRET
unlike imaging therapy, has the advantages of allowing the therapist to share exposure
images with the patient and of being more controllable and safer than real-life exposure.
Furthermore, 76% of patients chose VRET over in-vivo treatment, suggesting that it is
worthwhile to further improve this method and to test its effectiveness.

It has been reported that accustomed methods starting with relatively weak anxiety
may cause a recurrence of symptoms, and that starting with strong anxiety may increase
the efficacy of treatment but increase the patient’s feelings of rejection of treatment [6,
7]. Therefore, we proposed a VRET system that estimates anxiety levels and modifies
VR contents to keep them at appropriate levels and we showed the possibility to estimate
the patient’s anxiety level from heart rate (HR), respiration, and finger skin conductance
(SC) which can be measured without giving excessive and additional burden to users [8,
9]. Subsequently, Mahmoudi-Nejad [10] and Mevlevioğlu et al. [11] presented similar
frameworks, but they only implemented a part of functions. The purpose of this study
is to develop a method to optimize the patient’s anxiety level, and to implement and to
assess a VRET system equipped with this method.

2 System Design

Figure 1 shows the system configuration of the proposed system. It targets patients
with SAD, especially those who are anxious about communicative situations such as
public speech, and those who tend to pre-disposition to such anxiety. In VRET, we
hypothesized that it is important to estimate the patient’s anxiety level during therapy
and control it appropriately in order to reduce the patient’s resistance to therapy, decrease
the withdrawal rate, make the therapy more effective, and prevent relapse of symptoms.
The patient wears an HMD and is presented with a virtual space in which to conduct an
interview or public speech. The HMD is used to give the patient a sense of immersion
and autonomy and to perform head-tracking. The real-time estimation of anxiety level
is based on physiological parameters measured by a wearable device that does not
overburden the patient, specificallyHR, respiration, and SC. The anxiety level is adjusted
by adaptivelymanipulating the contents of theVR space, the facial expressions, gestures,
questions, and statements of the virtual interviewers and audience members.
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Fig. 1. System configuration of the proposed system (revised from [8])

3 Previous Work

In our previous studies [8, 9], we have developed a method for estimating the anxiety
level of participants based on physiological indices. The following is an overview of the
development procedure. First, we conducted an experiment in which the author was sub-
jected to a simulated job interview in a real space. Subjective ratings, HR, and Skin Con-
ductance Level (SCL) increased, and Respiratory Gravity Frequency (GF) decreased,
confirming that the simulated interview can cause anxiety. We then measured similar
physiological indices during VR simulated interviews for nine healthy male university
students (Ethics Review Approval Number 2019–34). After the experiment, the mean
values of the physiological indices during the period without speech immediately before
the rating were obtained, and a principal component analysis (PCA) was performed
with different combinations of indices that showed significant differences between the
resting and interview times by the paired t-test, and the set with the highest cumulative
contribution ratio was selected.

The selected set was HR, Low Frequency component of Heart Rate Variability
(HRVLF), Respiratory Frequency component of Heart Rate Variability (HRVRF), GF,
SCL and Skin Conductance Response (SCR). The results of varimax rotation using up to
the second component showed that the first component was interpreted as sympathetic
nervous system activation and the second component was a respiratory-related com-
ponent (Table 1). Since the relationship between the first principal component scores
and subjective ratings at rest and during the interview was observed, an equation for
estimating anxiety level was developed using these scores.
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Table 1. Principal component loadings of the two principal components after varimax rotation
(revised from [9])

The mean and standard deviation of each indicator used in the PCA were used to
calculate the inner product of the Z-scored index values and the first PCA loadings,
which was defined as the estimate of the anxiety level (Eq. 1).

Estimated Anxiety Level = (x− μ)/σ · coeff (1)

x: index values, σ : standard deviations of x, μ: mean values of x
coeff : first principal component loadings

Since a significant positive correlation was obtained between the anxiety level cal-
culated by this method and the subjective rating of the participants with large changes
in subjective rating, we decided to adopt and implement this method.

4 Preparations of Experiment

4.1 Development of a Remote Environment for Experiments

Aremote experimental environmentwas developed to allow experiments to be conducted
even under the Covid-19 pandemic (Fig. 2). The participant and the experimenter are
assumed to be in remote locations. On the participant’s site, a virtual space is generated
using Unity on PC1, and images are presented to the HMD worn by the participant. The
physiological data is sent to PC2, where it is quantified and the estimated anxiety level
is calculated, and the time-series changes are displayed on the screen. The experimenter
refers to this by sharing the screen with the operator PC3 on the experimenter’s site. The
operator PC issues a command to change the contents of the VR space and adjust the
anxiety level, and PC1 receives this command and changes the appearance and gestures
of the interviewer avatar. PUN2 (Photon Unity Networking 2), a SaaS service provided
by Exit Games for development in the Unity environment, was used for communication
between PC2 and PC1.
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Fig. 2. Prepared remote experimental environment

4.2 Preliminary Experiment

Experiments were conducted using the prepared experimental environment to confirm
whether the anxiety level could be optimized and to identify points for improvement of
the system (Approval No.2020–29).

Participants
One healthymale undergraduate student and onemale graduate student who gavewritten
informed consent participated in the experiment. The experimenter and the participant
were in separate rooms, and the HMD and each sensor were worn by the participants
themselves, as instructed by the experimenter.

Experimental Procedure
One week before the experiment, participants were asked about their usual anxieties,
especially about questions or situations that made them anxious during the interview.
On the day of the experiment, a simulated interview was conducted in the VR space
for about 20 min after a 6-min closed-eye resting period, including 3 min for sensor
calibration and 3-min pre-rest, followed by a 3-min post-rest period was conducted.
After the experiment, each participant was asked to verbally answer the experimenter’s
questions. Each physiological index and the estimated anxiety level during the period
without speech were examined.

Pre-interview
First participant (Pt. 1-A) had been accepted to graduate school and had no experience
in job hunting, but had experience with admissions interviews. In the pre-interview,
he answered, “I don’t feel anxious in normal conversation, and I don’t get nervous in
interviews,” but “I just get scared when they stare at me silently. I feel comfortable if
the interviewer is taking notes.”
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The second participant (Pt. 1-B) was a student in master’s cource who had just fin-
ished his job search. In the pre-interview, he responded, “I should not have any difficulty
in communicating with others, but I was nervous at job interviews and felt anxious
depending on the questions asked.” He also stated that, unlike Pt. 1-A, he was nervous
when the interviewer was taking notes. In order to provoking and easing of anxiety, this
participant was presented with an expanded list of questions and asked to rate the ease
of answering them on an 11-point scale, modeled after the anxiety hierarchy chart used
in clinical practice.

Scenario
We scheduled a 10-min interview and prepared the questions corresponding to each
anxiety level for Pt. 1-A. The target anxiety levels were set to 5 and 6, and when the
estimated anxiety level was lower than that, the virtual interviewer was made to “make
the participant stare”; when the estimated anxiety level was higher than that, the virtual
interviewer was made to respond favorably, such as “You worked very hard on this,”
with the actions such as “nod” and “take notes.”

Interviews of about 20 min were planned for Pt. 1-B, and prepard questions sim-
ilar as Pt. 1-A, but with more variety for each anxiety hierarchy. If the anxiety level
was decreasing, the virtual interviewer’s “take notes” action was taken, and if it was
increasing, “nod” action was increased.

Results
Figures 3 and 4 show the estimated anxiety levels and the interviewer’s questions
and actions during the interval when each participant was not speaking, i.e., when the
participant was listening to the interviewer’s question and until the response.

For Pt. 1-A, the anxiety level was estimated to be “0” immediately after the interview
began, so all of the interviewer’s actions were stopped, and only the “staring” action was
used.After the fifth question, the estimated anxiety level rose sharply, so the interviewer’s
actions were changed to “nodding” and “taking notes,” but the interview ended without
any change in the estimated anxiety level. The results showed that the anxiety was
aroused, but not reduced. This result suggested the need to enhance the anxiety-relieving
contents.

Pt.1-B were generally able to maintain his target anxiety level during the 8–16-min
interval from the beginning of the interview. His estimated anxiety level rose sharply
immediately after the question on “research theme” and dropped after that on “usual life
with Covid-19”, showing low estimated anxiety until the end of the interview.

In the post-experiment interview, the participant told, “The interviewers responded
more than I expected, and I felt uneasy when I was asked questions I did not expect.” He
added, “However, I gradually got used to the interview situation and became less and
less nervous.” Regarding the virtual interviewers, he commented that he was concerned
that one of the interviewers was too muscular. Although the anxiety arousal became
insufficient toward the end of the interview due to acclimation, the target anxiety level
wasmaintained until themiddle of the interview. The results indicated the significance of
conducting interviews that imitate the anxiety hierarchy table and enriching the content
of the questions. It was also found that the appearance of the interviewers needed to be
reconsidered.
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Fig. 3. The estimated anxiety levels and the interviewer’s questions and actions during the interval
(Pt.1-A)

Fig. 4. The estimated anxiety levels and the interviewer’s questions and actions during the interval
(Pt.1-B)

4.3 Expert’s Opinion

When we explained the results of the experiment to Dr. Naoki Takebayashi, Director of
Natural Psychosomatic Medicine, and asked for his comments, he gave us an idea to
end the interview once and resume it in a virtual space with a relaxing atmosphere for
the patient when his/her anxiety became too high, as in the case of Pt. 1-A.

5 User Interface Implementation and Improvement

We designed a User Interface (UI) that can be operated intuitively by counselors in a
clinical setting. A Japanese cloud service for voice synthesis called “Ondoku-san” [12]
was introduced tomake the interviewer’s speech after the synthesized voice could induce
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anxiety as well as an inarticulate voice. The reason for the choice of synthetic voice was
to save time and effort in recording the voice, and to make it easier to prepare and change
patterns of speech according to the participant’s anxiety characteristics.

Before the assessment experiment, the UI was tested by two collaborators who were
working as counselors, and improvements were made by asking them about items that
were difficult to use or see (Fig. 5). In addition, “yawning”, “frowning”, “elbowing”,
“looking down”, and “tapping on the desk” were added to the virtual interviewer’s
actions.

UI for section of Question and
virtual interviewer’s action

Monitor for measurement of 
physiological indices

Door to 
another 

room
Participant’s

real-time 
image

Fig. 5. Improved user interface

6 Assessment of Anxiety Level Optimization Methods

We asked people who counsel job-hunting activities to act as interviewers, and exam-
ined whether the developed system could be used to manipulate and optimize the
interviewees’ anxiety levels (Approval No.2020–29).

6.1 Participants and Experimental Environment

Three male university students participated in the experiment with written informed
consent. Each participant and the experimenter (one of the authors) were separated by
a partition of at least 2 m in the experimental room with adequate ventilation. Two
experiment collaborators (counselors) participated in the experiment and controlled the
VR space by manipulating the UI displayed on a laptop computer in a separate room
(Fig. 6).

Four virtual interviewers (avatars) were placed in the VR interview room. Themove-
ments of three avatars were automatically updated every second according to the par-
ticipant’s anxiety level, and the counselor operated one avatar’s movements, questions,
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and responses. A VR interview roomwith only one interviewer close to the participant’s
age was provided to ease anxiety levels if they rose too high (Fig. 7).

Fig. 6. Remote experiment scene

Fig. 7. Separate room with only one virtual interviewer for continued high anxiety

6.2 Experimental Procedure

A pre-experiment interview was conducted one week prior to the experiment to make
an anxiety hierarchy table. The interviewer asked 17 questionnaires, 11 of which were
selected based on ease of answer, and the participants were asked to score the anxiety
level caused by the questionnaire on a scale of 0 to 100. Eleven types of interviewer
behavior were selected and scored from 0 to 100. On the day of the experiment, a
simulated interview was conducted in the VR space for about 20 min after a 6-min
closed-eye resting period, including 3-min sensor calibration and 3-min pre-rest. After
the interview, a 3-min post-rest period was conducted.

After the experiment, each participant was asked to verbally answer the following
questions: “Did the interview in the VR space make you feel anxious?”, “Did the move-
ments of the interviewer avatar make you feel anxious or uncomfortable?”, “Did the
content of the questions make you feel anxious?”, and “Did the intensity of the ques-
tions seem to change with your anxiety level?” Experimental collaborators who played
the role of counselors were also interviewed about whether the UI they used was easy
to use.
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6.3 Results

The experiment for the first participant (2-A) failed due to a poor connection between
the HMD and the PC, so only participants 2-B and 2-C were analyzed.

Anxiety Level During the Interview
The time series data of the interviewer’s questions, the anxiety levels estimated and
displayed in real time, and the anxiety levels rescaled after the experiment are shown in
Figs. 8 and 9.

Although Pt. 2-B developed high anxiety just before and at the end of the interview,
he maintained the target anxiety level (4–6) until about 18 min after the start of the
experiment. Pt. 2-C’s anxiety peaked immediately after the interview began, but after the
“self-introduction” item was asked, his anxiety level decreased and remained moderate
until the end of the interview.

Post-experiment Oral Questioning
In the post-experiment questions, both participants stated that they had questions that
were easy to answer followed by questions that were difficult to answer, suggesting that
they were generally able to maintain a certain level of tension during the interview. Pt.
2-B reported that the appearance of one interviewer avatar scared him and made him
feel anxious, and Pt. 2-C reported that he sometimes laughed and was annoyed by the
interviewer avatar’s gestures.

One of the collaborators reported that the change in anxiety level could not be grasped
when the it reached 10 or higher, and that therewas sometimes a delay in button operation
due to unfamiliarity with the UI operation.
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Fig. 8. The time series data of the interviewer’s questions, the anxiety levels estimated and
displayed in real time, and the anxiety levels rescaled after the experiment (2-B)
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Fig. 9. The time series data of the interviewer’s questions, the anxiety levels estimated and
displayed in real time, and the anxiety levels rescaled after the experiment (2-C)

7 Conclusions

In this study, we developed and evaluated a VR exposure therapy using an anxiety
level optimization method that changes the exposure content according to the estimated
anxiety level based on physiological measurements. The results suggest the possibil-
ity of optimizing the anxiety level of patients by selecting questions and virtual inter-
viewer’s attitude according to the anxiety level. We expect further anxiety optimization
by enriching the contents of the VR space and providing an easy-to-use UI.

Acknowledgment. The authors are grateful to the participants who participated in the experi-
ments and thanks to the experimental collaborators.
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Abstract. Personal Health Records (PHR) offer the opportunity for improved
care for patients. Older adults, who often face a larger number of chronic diseases,
could particularly benefit from the use of PHR. However, confident and self-
determined use requires a high degree of digital and content-related competence.
The object of this paper is to assess the attitudes and experiences of older adults
in connection to the PHR and their requirements towards an eLearning system for
appropriate PHRuse. To answer the research questions, semi-structured interviews
with older adults (aged≥ 65 years) were conducted. A focus groupwas also set up,
consisting of older adults. Sociodemographic data, previous knowledge about the
PHRandwillingness to use technologywere additionally collected using validated
and self-developed questionnaires. While previous knowledge about the PHRwas
relatively low within the study population, general attitudes towards the PHR
were mostly positive. The study participants mainly expressed hope for improved
care and concerns about possible incomprehensibility of the content. In terms of
learning content, information about access rights and data securitywere the aspects
most frequently mentioned. A high demand for a learning platform enabling the
target group to use the PHR successfully was evident. Such a platform could
facilitate implementation of the PHR and help older adults to actively participate
in their healthcare. At the same time, the specific requirements of older adults
should be considered during development.
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1 Background

Personal Health Records (PHR for short) are intended to make processes in the health-
care system more efficient and transparent. For this purpose, data and documents are
to be exchanged between service providers and the patient. The benefits of PHR use
include improved cooperation, reduced duplicate examinations and improved patient
care, especially for patients with chronic diseases [5, 17]. The German PHR will be
developed and released in stages and will store diagnoses, medical findings, medica-
tion plans, vaccination information, X-rays and other patient data. In its conception,
the PHR was designed to consider the patient as the central administrator of his or
her data. Use of the record is voluntary. The user decides whether a service provider
may access his or her record, add content or view specific documents. Similarly, the
user can independently add documents into his or her record and delete any file at will
[23]. These measures are intended to protect the user’s privacy. At the same time, the
PHR can only be used effectively if service providers can access such documents in as
much detail as needed [21]. As a result, adequate use of the PHR requires a consider-
able degree of competence on the side of end users in managing their data. On the one
hand, competence or knowledge about the contents of the record is needed. Deciding
which document should be accessible bywhich healthcare provider (and preciselywhen)
implies that the user has an understanding of the content of each document and of how
the involved parties in the healthcare system work together. Only with this knowledge,
it is possible to make informed and self-determined decisions. On the other hand, due
to the PHR being a digital service, skills in handling digital devices and software in
general are required. As a result, the advantages and disadvantages of introducing the
PHR are being widely discussed. Positive effects such as the chance to promote patient
empowerment and increased participation are mentioned in the literature, as well as the
danger of overburdening the user [2].

With a higher prevalence of chronic diseases, corresponding increase in contact with
healthcare providers and a longer history of illness, older people have the potential
to accumulate a particularly large amount of data in their PHR. At the same time,
introduction of the PHR may be particularly beneficial for them. It offers the prospect
of a better overview of their therapies, some of which are complex and involve several
service providers and improved communication. However, the data and access rights of
individual service providers must also be managed by the patient, which often poses
challenges for older people [16]. Many older adults have limited experience of handling
digital technologies, which could be a barrier to accessing and using the PHR. The
training or empowerment of all users of the PHRwas laid downby theGerman legislature
and responsibility was transferred to the GKV Spitzenverband, which is the association
of health insurance companies in Germany [22]. The PHR has been released in January
2021. However, the GKV Spitzenverband has not yet provided guidelines for health
insurance companies, despite the high demand for supplementary offers to empower
users with the skills and knowledge necessary to use the PHR.

In order to address this problem, the “ePA Coach” project was founded. The project
aims to develop an eLearning platform, enabling older adults to use the PHR in a self-
determined and informed way. Users of the service will be able to learn the necessary
skills and knowledge needed to use the PHR. Elements of microlearning, gamification
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and AI algorithms will be integrated in order to increase learningmotivation and to make
the platform as effective as possible. Studies show that gamification (especially in the
context of social gaming) can be a suitable approach to increase user motivation and
engagementwith technology among older adults [7]. Another essential part of the project
is the development of the eLearning platform through a participatory and iterative process
with representatives of the target group. This will ensure that the needs of the target group
are precisely identified and considered during development of the service. This will raise
the accessibility and effectiveness of the eLearning platform. The basis for this approach
is provided by studies in other countries that introduced digital health records several
years ago. In these countries, research is available concerning the actual use of PHR
after implementation. These studies show that overall use of digital health records is low,
mainly due to the insufficient attention paid to users’ needs [21]. Clear communication
has been identified as being particularly important, along with recognition of the benefits
of PHR for older people, as this has been a key factor in poor uptake of PHR in other
countries [15]. Furthermore, perceived usefulness from a user’s perspective is described
as a driving factor for using the PHR [12].

Digital services for communication and information seeking arewidely used by older
adults in Germany. At the same time, use of these services for health-related purposes is
less common, mostly due to a sense of mistrust about the quality of information found on
the internet. Older adults tend to turn to healthcare providers to get the health information
they need [1]. In the context of implementation of the PHR in Germany, this fact could
put an additional burden on the healthcare system, when people start seeking out doctors
or pharmacists to get help in using the PHR. This will increase the need for an additional
service which is independent from healthcare providers and which can help older adults
acquire the skills needed for appropriate PHR use.

Against the background of this topic, we assessed the attitudes and existing knowl-
edge of older adults in the context of the PHR and their requirements for an eLearning
system for handling the PHR. It was also our intention to consider health-information-
seeking behavior, prior knowledge and attitudes towards the PHR. Furthermore, general
use of technology by the study participants was to be recorded.

The main research questions which the presented study sought to answer are as
follows:

(1) What attitudes do older adults have towards the Personal Health Record and what
experience have they had with it?

(2) What requirements do older adults have towards an eLearning system for appropri-
ate PHR use?

2 Methods

2.1 General

The user-centered design process is an important instrument for target-group-oriented
development of technical assistance systems [19]. Accordingly, at the beginning of the
development of the eLearning platform within the research project “ePA Coach”, a
requirements analysis was conducted with representatives of the target group of older
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adults. An explorative, qualitative approach was chosen for the requirements analy-
sis. In addition, sociodemographic data relating to the sample were collected using
questionnaires.

The Ethics Committee of the Charité – Universitätsmedizin Berlin approved the
methodological approach and the study was registered in the German Register for
Clinical Studies.

2.2 Procedure and Materials

Interviews
To answer the research questions, semi-structured guideline-based interviews and a
focus group discussion with older adults (aged ≥ 65 years) were conducted. Collec-
tion of sociodemographic data, previous knowledge about the PHR and willingness to
use technology was additionally carried out by means of a survey, using standardized
validated questionnaires and self-developed questionnaires.

The goal of the qualitative interviews was to learn more about the attitudes of older
adults towards the PHR and to collect requirements for an eLearning system. For this
purpose, older adultswere recruited viamail using the database of theGeriatricsResearch
Group of Charité – Universitätsmedizin Berlin. To be included in the study, participants
had to be over 65 years old and had to be able to give their informed consent. Exclusion
criteria were severe cognitive impairment, severe sensory impairment or having a legal
representative.

The potential study participants were informed about the study and had the chance
to ask questions. After examination of the inclusion and exclusion criteria, an interview
date was agreed upon at least 24 h after the clarifying discussion. At the beginning of
the study, the subjects were contacted again and their signed consent was obtained.

The interview guide used for the one-on-one interviews contained two main topics:

1. The PHR in general (attitude, previous knowledge, advantages and disadvantages
and the need for information);

2. The eLearning system (content, presentation, device, training and support).

The semi-structured interview guide included 25 main questions with up to four sup-
plementary questions. In addition, the study included completion of three questionnaires:
1. a self-developed questionnaire on current technology use and previous experience of
the PHR; 2. a questionnaire on technology commitment [11] and 3. a questionnaire on
use of mobile devices (Mobile Device Proficiency Questionnaire [18]). The interview
guide was tested in a pretest with an older adult. The focus was on comprehensibility
and duration of the interview.

In total eight participants took part in the one-on-one interviews. The interview and
answering of the questionnaires took about 1 to 1.5 h for the participants. Both authors
(one male, one female) conducted the interviews. The interviews were recorded, tran-
scribed, and evaluated by both authors. Field notes were made during the interview. Both
authors have expertise in the fields of qualitative research, public health, and geriatric
and usability research. Analysis of the transcripts was carried out after the content anal-
ysis in accordance with Mayring [10] and with the help of Atlas.ti 8 analysis software.
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The coding was done manually by both authors independently according to the four-eye
principle. In total, 29 codes were assigned. The quotes of the study participants used in
this paper were translated from German into English.

Focus Group
A focus group discussion was conducted with eight representatives of the target group.
The aim of the focus group interviewwas to verify the previously collected requirements
and to supplement these. Older adults from the Senior Research Group in Berlin took
part in the focus group. At the beginning, the participants were introduced to the project.
Afterwards, initial results from the interviews were presented (e.g., requirements for
the layout of the eLearning system) and discussed with the group. The participants’
statements were recorded and evaluated. Furthermore, additional requirements were
developed and included. The focus group participants filled in the same questionnaires
as those who participated in the individual interviews. Two participants refused to fill in
the questionnaires.

3 Results

3.1 Study Sample

In total, 16 subjects were included in the study. Eight took part in the one-on-one inter-
views and eight more were part of the focus group. The subjects were between 65 and
85 years old and were well educated (mostly to a higher educational level, see Table 1).
Thirteen subjects had already heard about the PHR prior to the study. The internet
and computer were used often by almost every study participant and the technology
commitment scores were on the upper level (Table 2).

Table 1. Study sample characteristics

Sociodemographic data Interview
(n = 8)

Focus group
(n = 8)

Total (n = 16)

Age (Ø years, min-max) 75.4 (69–84) 74.1 (65–78) 74.8 (65–84)

Sex male = 4
female = 4

male = 4
female = 4

male = 8
female = 8

3.2 Expectations Towards the PHR

The general attitude towards the PHR among the majority of respondents was positive.
Respondents indicated that they would welcome its introduction and could well imagine
using it. However, some respondents were skeptical regarding the introduction of the
PHR. One respondent feared that the PHR could be very confusing due to the large
amount of data available. Only one respondent had a negative attitude towards introduc-
tion of the PHR. This respondent did not see any benefit in its use and could not yet
“recognize its advantage” (female, 74 years).
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Table 2. Technology usage

Interview
(n = 8)

Focus group
(n = 6*)

Total (n = 16)

Internet usage often = 8
occasionally = 0
rarely = 0
never = 0

often = 6
occasionally = 0
rarely = 0
never = 0

often = 14
occasionally = 0
rarely = 0
never = 0

Computer usage often = 7
occasionally = 0
rarely = 0
never = 1

often = 6
occasionally = 0
rarely = 0
never = 0

often = 13
occasionally = 0
rarely = 0
never = 1

Technology commitment (Ø score,
min-max)

3.89 (3.0–4.4) 4.23 (4.1–4.4) 4.04 (3.0–4.4)

* Two participants refused to fill in the questionnaires

The participants were specifically asked about their attitude towards data security in
relation to the PHR.None of the respondents saw the topic of data security as aworrisome
issue that could hinder rollout of the PHR. The majority of participants estimated the
risk of data misuse as low (n = 5).

Three participants felt that data protection was an important issue, with the security
of their own data being a basic prerequisite for using the PHR. For them, the priority
was ensuring that only authorized persons have access to their own data.

3.3 Advantages and Disadvantages of the PHR

The participants were asked to name the advantages and disadvantages they associ-
ated with introduction and use of the PHR. In terms of the advantages, many factors
were mentioned by the respondents. One of the most frequently mentioned advantages
was improved communication, which five of the eight respondents from the individual
interviews hoped might be achieved with the PHR. This included both communication
between the various service providers in healthcare and doctor-patient communication.

“I also think it’s good. You have a few more problems when you get older; that’s
just the way it is, that’s all. And when everyone communicates well with each other,
especially when it comes to test results, X-ray examinations, all those things that
happen around or with people, I think it’s good if you can do it electronically, if the
doctor treating you has it on site and can put it all together.” (female, 74 years).

The reason for this, according to the respondents, is simply the possibility of forward-
ing data and that all information is thus bundled centrally in one place. In this context,
three respondents assumed that central storage of data in the PHR would lead to the
avoidance of duplicate examinations. One respondent saw an advantage to centralized
storage in terms of the availability of all relevant data in an emergency.
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“[…] and if I’m involved in some kind of emergency, then this can be checked
there in the hospital – so I imagine that – also really fast […], what I suffer from
or which medication I must take, so this does not have to be queried, since I’m no
longer able to do it.” (female, 79 years).

Furthermore, most respondents assumed that time and financial resources could be
saved by introduction of the PHR, in terms of physicians and the entire healthcare system
(n= 6). Two respondents saw an advantage in the fact that the PHR itself could give them
an overview of their health data and allow family members to access this information.

Three participants also expected that it would give them some peace of mind, as
patients will no longer have to rely on their memory (e.g., regarding the medication
plan), which will, in turn, improve patient safety.

The participants were also asked what disadvantages or concerns they saw in provi-
sion of a Personal Health Record and in its use. Overall, however, very few statements
were made on this subject.

“Well, if the person can influence what is written on it, then… I [would see] fewer
disadvantages.” (female, 69 years).

Two test persons feared that the content contained in the PHR might be incompre-
hensible. In this context, one respondent stated that it will involve a large amount of
data, especially in the case of older people, so that the file would be very extensive. One
respondent feared that with introduction of the PHR, less attention would be paid to the
individual patient, since all the preliminary information relating to them would already
be available. One respondent expressed concern about misuse. Two respondents stated
that they currently had no concerns or saw no disadvantages.

3.4 Previous Knowledge

The older adults were asked where they usually obtained information on health-related
issues from. Physicians, magazines (daily newspapers, pharmacy magazines and pen-
sioners’ magazines) and the internet were mentioned as the most common source of
information and were each used by three test persons. At the same time, two elderly
people noted that they considered the internet to be a dubious source as it often con-
tains contradictory information. Furthermore, the older adults informed themselves via
pharmacists (n = 2) and books (n = 2).

In addition, in the subject area “Previous Knowledge”, participants were asked about
their previous experience with the PHR. All respondents stated that they had already
heard about the PHR prior to the study. According to their statements, the respondents
had heard or read about it on the internet (n = 4), in the press (n = 3) and in television
reports (n = 2), as well as in magazines and in information material from their doctor’s
office (n = 1 in each case, with multiple answers possible).

“Not so much heard, but I’ve read a lot about it and have read with particular
interest if it described what is being planned for it.” (male, 74 years).
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When asked what they already knew about the PHR, the answers were very
heterogeneous. Four respondents stated that they had read that the PHR was to be
introduced.

Twoparticipantswere able to provide information aboutwhat datawouldbe included.
Test results and prescribed medication were given as examples.

“Actually, only that it is being introduced. I didn’t think it was even on the agenda
for the near future. But that everyone can see all the findings, that yes. And that
was actually the information I had.” (female, 74 years).

One respondent stated that he had already heard about the advantages and disadvan-
tages of the PHR and suspected that every healthcare provider would have access to the
stored data (with different stakeholders possibly being given access to the stored data).

3.5 Data Security

The participants were specifically asked about data security in relation to the PHR. None
of the respondents saw the topic of data protection as a worrisome issue that could hinder
rollout of the PHR. The majority of participants estimated the risk of data misuse as low
(n = 5).

“No, not really, because I think we are well-secured here in Germany. They are
very careful and sometimes that is even a hindrance, but I think that it is necessary
and good.” (female, 75 years).

Three participants felt that data protection was an important issue, with the security
of their own data being a basic prerequisite for using the PHR. For them, the priority
was ensuring that only authorized persons have access to their own data.

The respondents’ low level of concern in connection with data protection issues can
be attributed to various reasons. On the one hand, half of the respondents mentioned that
there is always a risk of data misuse when using digital systems anyway (n= 4). One the
other hand this was not perceived as greater for the PHR than when using a smartphone.
Two of the respondents also mentioned that they considered the probability of their
data being stolen to be very low. Three of the respondents stated that they considered
the public debate on this topic to be exaggerated and that it is rather obstructive for
some developments. Other factors mentioned were that a great deal of attention is paid
to data protection in Germany and that responsible authorities can be relied upon (n
= 3). This was evident, for example, in the case of the German “Corona-Warnapp”
(an application for contact tracing in connection with the COVID-19 pandemic), which
two of the participants cited as a good example of how a government-appointed app
can function in a data-protection-compliant manner. The positive impression of the
“Corona-Warnapp” was enhanced by the fact that problems with the system and during
development were communicated transparently from the very beginning (n = 1).

3.6 Learning Content

Furthermore, the respondents were asked to name topics on which they would like to
receive further information and which would help them to handle the data in their PHR
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with confidence. Respondents noted that they still knew too little about the PHR to be
able to respond in more detail. Six of the eight respondents expressed that they would
like to know more about access rights, i.e., who has access to the data stored in the
PHR from the outset and how access rights can be managed for different actors in the
healthcare system (adding and removing access rights).

“That, yes; who has access, how access is enabled and how I can decide who can
see or use what.” (female, 79 years).

One respondent was concerned about whether employers would have access to the
stored health data. In this context, two participants reported also wanting to be informed
about who can access data and whether data can be added by the users themselves. Three
respondents were interested in how their own access or initial activation will be carried
out. Two respondents wanted to know what kind of data can be stored in the PHR. One
respondent expressed uncertainty as to whether only the most recent health data are
stored or all data “from the cradle to the grave”. Two respondents were also interested in
the topic area “Security Information and ProtectiveMeasures”; i.e., they wanted to know
what they could do themselves to protect their data, but also what measures are already
being taken to protect their stored data. One respondent named, as possible learning
topics, whether/how data in the PHR can be deleted, whether changes will be made to
the insurance card, and what the overarching goal of the PHR is.

Focus group respondents also indicated that they would like to be informed about
the time period between a physician visit and the uploading of data to the PHR, whether
there will be an obligation to upload certain data, who is responsible for the correctness
and completeness of the uploaded data, and what the procedure is when changing health
insurers. Furthermore, respondents in the focus group wanted help in assessing which
data might be relevant for which physician.

3.7 Layout of the eLearning Platform

The respondents felt that the presentation of the content covered in the eLearning system
is an important factor relating to the usability of the system. The vast majority said
that the content should have a clear structure (in the form of diagrams etc.) (n = 6).
In particular, content relationships and sequences should be highlighted. Seven of the
eight participants preferred to have content presented as small sections, with reduced
information. This format was perceived as being easier to read than long passages.

“Explained as concisely as possible and not too much, yes. If what was already
explained is explained again, that would be too much.” (male, 74 years).

Furthermore, the topic of accessibility and the low threshold of the eLearning system
was discussed. In this context, simple language, easy comprehensibility of texts, the use
of images and videos, and clear, unambiguous language were mentioned by five of the
respondents and were considered the most important points that should be taken into
account during development. Likewise, the desire to avoid use of foreign language was
expressed (n = 3). As possible functions that could increase learning success during
use, it was mentioned that most content should only be explained superficially with the
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possibility of accessing more in-depth information via a link (n = 5). Explanation of
various terms (in a glossary) was mentioned as a useful addition. One respondent also
stated that the learning speed should be individually adaptable and that individual topics
should be repeatable.

There was no clear preference among the respondents as to the form in which the
content should be presented. Five respondents indicated that they would prefer the use
of text, while five respondents also indicated that they would consider using videos if
these remained short. One respondent was completely opposed to videos while half (n
= 4) indicated that pictures and graphics should be included. Three participants stated
that they could imagine being guided through the application in the eLearning system
by a virtual trainer, but that this trainer should not appear “silly” (n = 1).

The focus group added that there should be an export function for the content so that
it could be printed out if necessary. Furthermore, respondents in the focus group wanted
to have an additional summary at the end of each chapter to increase the clarity.

Most participants stated that theywouldprefer a neutral, simple design for the eLearn-
ing system (n= 5). Too many and overly bright colors should not be used as these would
be distracting (n = 4). Only one respondent was in favor of very strong colors, as these
would increase users’ interest level. However, highlighting important content using color
seemed to make sense to some (n = 3) and would support readability. Likewise, two
participants indicated that bold text would also be appropriate for this purpose. With
regard to the use of text, two respondents indicated that they considered a large font
size to be important (at least 14p). Another respondent stated that an adjustable font
size would be necessary. Two participants mentioned that the text should have a color
contrast with the background. Other points mentioned were that the background should
be bright (n = 1) and that a serious-looking font (n = 1) and simplifying symbols would
be useful (n = 1).

3.8 Gamification Elements Within the eLearning Platform

Within this topic, participants were asked about possible playful and motivational ele-
ments within the eLearning system. This involved the need for a rewarding system,
comparisonwith other users, and the possibility to comment on or rating learning content.

Of the eight participants interviewed, seven commented on whether they would like
to see integration of a reward system that would reward them for completed learning
units and increase users’ motivation. Five of the participants fundamentally rejected the
idea that any form of rewarding system should be integrated into the eLearning system.

“No. There are so many points and stars already.” (female, 74 years).

Two other respondents could imagine gamification elements having a motivating
effect but, at the same time, expressed that they themselves did not need motivational
elements.

“I don’t need it, but I do think it motivates a lot of people.” (female, 75 years).

The majority of participants (n= 6) rejected the idea of a rewarding system based on
gathering points or other rewards such as stars.One respondent could imaginemonitoring
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learning success by means of a quiz. Another participant pointed out that use of the
eLearning system could be connected to the bonus program of some health insurance
companies, which could lead to an increase in motivation.

Furthermore, the older adults were asked about their attitude towards a rating or
commenting function. Four of the respondents answered that they would definitely be
interested in rating the content they have accessed, in order to give the creators of the
texts/videos feedback on the quality and usefulness.

“You could include that, yes – feedback on how well that succeeded in conveying
[the information], e.g., if it benefited you or not. Some questions only require a
yes or no answer. You can find this everywhere on the internet: Did it help you
when you looked up something or somewhere when you had a question?” (male,
84 years).

One respondent emphasized, however, that such a function would have to be volun-
tary. Three other participants, in contrast, stated that they were against the introduction
of a rating or commenting system because they saw no need for it and would not use it.

Regarding the topic “Comparison with Other Users”, the seniors were asked whether
they would like to compare their learning results or learning success within the learning
programwith others. Only two of the eight participants commented on this. Both rejected
comparison with others.

“Yes, maybe for some this is interesting, [but] for me, less so. I just want to know
if I can do it or not, yes.” (female, 75 years).

3.9 Support for the eLearning Platform

Within the topic “Operational Support”, participants were asked in what setting they
would like to be taught how to use the eLearning system once it is fully developed. Five
respondents indicated that they would like to learn how to use the system in a group
training setting.

“Personally, in a group, in a smaller group, I would like it best.” (74 years, male).

Two participants specifically mentioned a group size of five to ten participants, or
eight people, respectively. The advantages of group training were given as being that an
exchange with like-minded people could take place, other participants’ questions could
be addressed, and a personal exchange could take place. In the opinion of the older
adults, group training should allow for hands-on practice. One respondent suggested
visualizing the training with a presentation. Online training was not preferred by any of
the respondents. Two respondents stated that an additional manual or printed material
would be helpful. One respondent stated that a manual would be sufficient. This respon-
dent saw a manual as having the advantage of enabling individuals to easily and quickly
pass on information to relatives or friends. One respondent declined printed material or
would print out the information himself/herself if needed.

Furthermore, the respondents were then asked what form of help functions there
should be within the eLearning system.
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The majority of respondents stated that they would be happy to resolve technical or
content-related difficulties over the phone (n = 6). This kind of problem-solving was
perceived as being easier because questions and comments can be addressed directly.

“Yeah, so maybe if it seems a little weird or not right, or I can’t do it, I would want
to maybe have a phone number where I could then call and together, both sides
could resolve it.” (female, 74 years).

Likewise, six participants could imagine making use of a “frequently asked ques-
tions” service. However, such a function should be reduced, i.e., not containing toomuch
information. At the same time, one participant stated that it was her experience that such
frequently asked questions often did not provide the exact answer he or she was looking
for. Five respondents mentioned Email as being another way of contacting a support
service. This was described as being helpful because it could enable a quick response
to be obtained for information needed with regard to one’s own problem and it could be
used at weekends and at night.

Other possible contact points for help with problems were named as being one’s own
family (n = 1), a chat function (n = 1), and a forum for questions (n = 1).

Respondents in the focus group additionally mentioned the desire to have a specific
person to contact for concrete content-related issues.

4 Discussion

In the present study, the attitudes of older adults towards implementation and use of the
PHRwere examined, as well as the learning requirements of older adults in order to learn
how to independently use the PHR. All participants reported that they were interested
in the PHR and had been looking for information about it and its implementation in
Germany prior to this study. At the same time, little knowledge about it was evident
among the participants,who reported difficulties in gathering adequate information about
the German version of the PHR. Paccoud et al. state that individuals aged 65 or above
are associated with a lower desire to use the PHR. This was not found to be the case
in the study participants presented here [14]. When considering experiences of PHR
implementation in other countries, it becomes clear that a lack of accessible information
could threaten successful implementation of the PHR with the target group of older
adults. Price et al. and Ose et al. identified clear communication about the usefulness
of the PHR [13] and attention to users’ needs [15] as key factors in this regard in their
research. Measures to inform older adults about usage and PHR content is therefore
crucial to avoid non-use of this service. Non-use of the PHR could therefore lead to a
waste of health-system resources [4].

The participants in this study also expressed a considerable number of perceived
advantages to proper use of the PHR. Although this may not be true for the whole target
population, it hints at the possibility that older adults see a large potential benefit in
implementation of the PHR. This may be important because the general attitude of older
adults towards the PHR prior to its implementation might be an important factor, which
exerts a large effect on actual usage behavior. As studies like the research by Hussein
show, there is a high correlation between attitude and intention to use in the context
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of new digital systems and technology in mHealth [6]. A lack of helpful information
and resulting frustration and confusion in the context of the PHR may compromise
the positive attitude of older adults who actually see the PHR as an opportunity for
improved healthcare. This problem is particularly important for a system like the PHR,
which considers users to be the central actors and relies on them to participate actively in
its use. Due to the PHR being released in Germany without a broad program in place to
provide older adults with key information, this survey of user attitudes and experiences
strengthens the identified need for a designated learning solution.

Most of the older adults in this study reported using technology very frequently and
did not report any mayor difficulties using digital devices or software. Yet this cannot be
considered as a representative fact for the whole population of older adults in Germany.
The target population is very diverse and technology usage differs within different age
groups and places of residence, with a large difference existing between rural and urban
areas [3].

The study participants identified various skills and competences which they would
like to get further information about. It became clear that the participants had very diverse
knowledge about medical procedures, the basic functionality of the PHR, and the data
to be stored in it. The older adults reported a high demand for these kinds of skills and
knowledge to be taught.

The “ePA Coach” eLearning platform should consider the needs of older adults
and adopt their preferences in as many aspects as possible. The key factor identified
by the study participants when asked about their wishes for and expectations of the
eLearning program was usability. Information within the system should be presented in
an easy-to-understand way for older adults and should be clearly structured. Criteria for
a low-threshold information transfer for older adults could be identified: short sentences;
no use of foreign words; reduced information; and small, repeatable learning segments
(a microlearning approach) etc. Similar aspects have been identified in other literature
[8]. The design and presentation preferences expressed by the target group in relation to
the platform were also similar to those found in the literature [9]: a strong color contrast
between text and background; a large, adaptable font size; and a high level of clarity etc.

In general, the study participants reported that they wanted the eLearning system
to look and feel plain, practical and neutral, and thereby be serious and reliable. At
the same time, most of the older adults spoke out against the integration of too many
gamification elements in the eLearning platform. Although gamification elements are
specifically described as being an appropriate and effective way to raise motivation
in older adults [7], the interviewees in this survey were skeptical about incorporation
of gamification elements. A possible explanation could be that the eLearning program
is designed to inform users about health-related issues involving sensitive data and is
related to an application developed by the state. These factors were stated as the most
important elements for the platform to appear trustworthy. Usually valid preferences
(among older adults) for learning systems and software in general may not be applicable
in this context, where the reliability of the content is a top priority.

Althoughmany of the study participants had sought information about health-related
issues online, they reported having experienced difficulty identifying reliable sources on
the internet. They expressed the feeling that much of the content that can be found
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online does not seem trustworthy and needs to be scrutinized. This previous experience
with online information in the context of health issues may have led to skepticism and
influenced the participants’ reported requirement for the learning platform to appear as
serious and trustworthy as possible.

Against this background, it was surprising that none of the study participants had
major concerns about the safety of their data within the PHR. Although there was a clear
demand for the eLearning platform to be informative about potential data-security mea-
sures and issues, the older adults expressed a high level of trust in the PHR developers’
ability to create a safe system. While data security is frequently discussed in the public
domain, it does not seem to be a particular concern for the participants of this study.
This finding contrasts with other literature such as the study conducted by Ware et al.,
in which older adults expressed concerns about data security associated with eHealth
technologies [20].

5 Limitations

Although a number of measures were taken during the design of the study to avoid
potential bias, there are some limitations to be considered when interpreting the pre-
sented results. Overall, the study participants were well educated and had an affinity for
technology. The results are therefore not valid for the target group in general. Further-
more, the study population was rather small and not very diverse in terms of education
level and interest in the PHR.

6 Conclusions

A high demand for learning content about important information related to the PHR
and its content and skills as well as competences in connection with the PHR and its
use for older adults was present in this study. A platform empowering older adults in
this context could play an important role in a successful implementation of the PHR
in the healthcare of older adults. The eLearning platform to be developed should focus
on mediation of important information and skills needed in order to use the PHR and
consider the specific needs and preferences of older adults.
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Abstract. The use of segmental stabilization exercises (SSE) is an integral part of
physiotherapy treatment for patientswith chronic back pain. SSE is based on learn-
ing the selective contraction of deepmuscles. Learning can be supported by the use
of ultrasound imaging as feedback of muscle contraction. In the ULTRAWEAR
project, a mobile ultrasound system will be developed providing biofeedback on
SSE execution. The interpretation of ultrasound images requires a lot of experi-
ence and knowledge of cross-sectional anatomy. Therefore, the goal of the project
is to use AI image recognition software to detect and display anatomical structures
as well as contraction states of muscles within the ultrasound image. This paper
presents the results of a survey, in which we collected expert requirements and
attitudes regarding the system to be developed. A total of 6 individual interviews
were conducted with physiotherapists and medical physicians having extensive
experience in the use of imaging ultrasound. In terms of technical specifications,
the experts expressed essential requirements about the penetration depth, field of
view, and image quality of the ultrasound system. In addition, important aspects
for adequate transducer positioning as well as for reliable AI detection of the mus-
culature could be elaborated. Likewise, suggestions for the design of the UI for
both the therapists and patients were recorded. The results of this expert survey
are an important part of the further development of the ULTRAWEAR project
and may help others developing an ultrasound system for use in the therapeutic
setting.

Keywords: Imaging-ultrasound · Biofeedback · Physical therapy · Artificial
intelligence

1 Introduction

1.1 Background

Theprevalence of chronic backpain (CBP) increases significantlywith age in theGerman
population,more than a quarter of people over 70 years haveCBP (28%) [26]. The sample
in the study was asked about back pain, which persisted for three months or longer and
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occurred almost daily. The established definition of chronic back pain also provides the
persistence of pain lasting longer than 3months. Inmost cases, the pain is “non specific”,
which means it has a mechanical origin [23]. Exercise therapy has been proved to be
effective in reducing pain and functional limitations [9, 19].

In CBP patients segmental stabilization exercises (SSE) can be more effective than
medical treatment and as effective as other physical therapy treatments in reducing pain
[14]. The systematic reviews suggest that specific SSE are effective in reducing pain and
disability in chronic lowback pain [4]. The aimof SSE is to improve active lumbar-pelvic
stability (transverse abdominal muscle, multifidus muscle, pelvic floor, and diaphragm)
and thus protect the joints fromcompressive forces [12, 21, 22].One of themain exercises
for low back pain is an abdominal drawing-in maneuver (ADIM), which is a training for
facilitating the isolated contraction of the transverse abdominal muscle (TrA) [21]. This
is challenging for many patients at first, as the superficial musculature usually contracts
at the same time. For adequate training of the lumbar multifidus (LM), it is important to
realize that only small degrees of maximal voluntary contraction is necessary to create
an optimal segmental stabilization.

These exercises are usually learned in physiotherapeutic sessions with a therapist.
To control the accurate execution of the involved deep musculature is challenging for
physical therapists and patients, besides palpation, imaging ultrasound has been used
in practice [18]. In the past, size and cost was a limiting factor in imaging ultrasound
equipment acquisition in physical therapy facilities. Since ultrasound imaging is becom-
ing more affordable, it is now increasingly integrated into physiotherapy practice [20].
In physical therapy, there is a need for objective data. Therefore, in SSE, real-time ultra-
sound imaging is used during training for a more precise recognition of contraction
[20]. Intra- and inter-rater reliability of the ultrasound measurement of TrA thickness
in asymptomatic, trained subjects, indicates an acceptable levels of intra and inter-rater
reliability with ICCs between 0.86–0.95 (intra-rater) and 0.86–0.92 (inter-rater)[8]. The
application of ultrasound in SSE provides a means of quantifying training progress, but
is not yet widely used.

1.2 Related Work

Rehabilitative ultrasound imaging (RUSI) is used as a biofeedbackmethod for enhancing
motor performance andmotor learning of selected trunkmuscles in peoplewith low back
pain (LBP) [10, 16]. Studies indicate an improved contraction of the TrA when using
real-time ultrasonography together with verbal feedback. Low changes in contraction
thickness showed a nonagreementwith a pressure cushion [2, 15]. Furthermore, real-time
ultrasound feedback can decrease the number of trials needed to consistently perform the
ADIM [11]. However, there has been little research on patient-friendly user-interfaces.
The traditional SSE in combination with RUSI is performed in a lying position with a
stationary ultrasound equipment. Novel pocket handheld ultrasound allows quick and
low-cost use [1, 25]. However, these devices are still cabled to the smartphone or tablet,
whichmakes imaging under physical activitymore difficult. Anotherwireless ultrasound
system is used formonitoring the contraction state ofmuscles, but is not used for feedback
on SSE [13]. An ultrasound device as a wearable for physiotherapy has not yet been
developed. First studies with handheld devices attached to the body allow ultrasound



160 O. Stamm and L. Perotti

imaging during function, such as standing or gait, or squatting. The functional activation
ratio provides a novel approach to assessing muscle thickness in increasingly functional
positions and tasks [17].

1.3 Conceptual Framework

The goal of the ULTRAWEAR project is to develop a portable wireless device that
transmits a real-time ultrasound image of the deep abdominal and back muscles during
SSE. The goal is to monitor the correct performance of segmental stabilization training
by thewearable. In order to provide precise feedback on the successful exercise execution
the system will recognize the muscular structures and their state of tension via AI. The
ULTRAWEAR system will be designed as low-cost hardware, consisting of a wireless
transducer and mobile terminal. The system being developed is intended for use in the
setting of physical therapy practices and rehabilitation centers by older CBP patients
under physical therapy supervision.

This paper aims to gather expert requirements on how the system can assist therapists
in providing biofeedback on SSE execution via rehabilitative ultrasound imaging and
also facilitate the learning of muscle control for the patient. Furthermore, the paper is
intended to provide assistance for developers who are also designing ultrasound-based
wearables.

2 Methods

2.1 Procedure

The present study was conducted as part of the research project ULTRAWEAR financed
by the German FederalMinistry of Education and Research (BMBF). In order to identify
requirements for an ultrasound-based wearable for exercise therapywe conducted expert
interviews (n = 6). In the qualitative research design all interviews were performed
according to a semi-structured guideline, developed by the researchers. The guideline
consistedof four parts: segmental stabilization, implementationof ultrasound in a therapy
program, use of the system in a therapy setting and use of the system in a home setting.
During the interview the experts were asked to give an assessment of the UI based on
screenshots from a previous project of the project partners. The screenshot served as
illustrative material, even though it was from a project that showed a portable ultrasound
research system for use in automated bladder monitoring [5], it was a good basis for
discussion.

The authors of the paper conducted the interviews. The two interviewers have exper-
tise inmedical technology, physical therapy and public health. The expertswere recruited
via email and were selected by a purposive sampling. The sample consisted of a radi-
ologist, a sports physician, and four physical therapists, who had extensive experience
in the use of ultrasound systems. The participants had 24 h to give their final decision
with regard to the agreement of the study. All participants gave written informed consent
prior to the study participation. No expert refused to participate or dropped out.
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2.2 Data Analysis

The interviews were conducted at DFNconf - The Conference Service in the German
Research Network and were recorded with the consent of the experts to allow later
transcription. The duration of the interviews was one hour. A summarizing content anal-
ysis by Mayring [12] was applied for the data analysis. Each of the six semi-structured
interviews was partially transcribed using a protocol to summarize the most important
contents of the interviews. After completion, two researchers analyzed the interviews
according to the principles of Mayring’s systematic structured content analysis.

3 Results

3.1 Participants

Interviews were conducted with a total of 6 experts who had extensive practical expe-
rience in the use of ultrasound systems for deep abdominal and back muscle imaging.
The experts were recruited from different medical professions. These included a clinical
radiologist (male), a sports medicine physician (male), and four physical therapists. The
physical therapists included two owners of physical therapy practices with a focus on
ultrasound diagnosis (both male); a teaching physical therapist with a PhD (female) who
is a leading expert in segmental stabilization; and a head of a physical therapy facility
for chronic back pain patients (male).

All of the experts had many years of experience in the use of ultrasound imaging
in the field of diagnostics. Three of the experts reported using ultrasound imaging as
biofeedback with patients to help them learn to control specific target muscles. The other
experts used ultrasound imaging only in the area of diagnostics. The experts used systems
from the high-end segment as well as low-cost devices. All respondents used expensive
high-resolution systems. Three experts mentioned that they also work with portable
handheld solutions. It was emphasized that the use of mobile systems is practical for
getting quickly available images, which would also allow the system to be used outside
of the practice setting. The low initial cost of such systems was also a positive factor
for using mobile systems. On the other hand, the image quality of many of the mobile
ultrasound systems is not sufficient for diagnostic purposes according to the experts.

3.2 Attitude Towards the Use of Ultrasound Imaging as Biofeedback in Chronic
Back Pain Patients

According to the experts interviewed, the use of SSE in patients with CBP is particularly
useful at the beginning of physiotherapeutic treatment. At this point, the exercises can
be used to learn the correct control of the deep abdominal and back muscles. This is
particularly important for patients with a lack of perception of one’s own body. In this
way, the patient can overcome the pain blockade and thus learn how to contract the target
musculature despite initial pain.

“Segmental stabilization should be used early in the treatment process to break
the pain cycle early. To learn proper activation and movement.“ (sports medicine
physician, male).
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Two experts described their experience with patients when they received visual feed-
back via ultrasound imaging about the contraction state of their muscles. Patients seemed
to gain a deeper understanding of their musculature. However, this extrinsic feedback
via the imaging also led to an improved feeling and control about one’s ownmusculature
in the longer term (intrinsic feedback).

“Often patients say, ‘Now I finally understand what to do.’ or ‘Now I can see what
the right thing to do is.’. I, as a therapist, can palpate and say, ‘You’re doing it
right.’ But seeing it for yourself helps tremendously. That reduces learning time
infinitely, that reduces therapy time infinitely.“ (physical therapist, female).

The experts explained that such biofeedback of the state of the musculature using
ultrasound is useful to learn to execute and maintain a correct contraction and is widely
used in the area of the pelvic floor musculature. In the musculoskeletal area, ultrasound
imaging is rarely used as biofeedback for patients.

“While ultrasound is widely used in pelvic floor muscles, there is little use of US in
the musculoskeletal area because few validating studies exist. […] More physical
therapists should use this effective method.“ (physical therapist, female).

The experts considered SSE, which can be performed in a lying position, to be
particularly effective at the beginning of therapy. This is gentle for the patients, they
stated, and the isolated and static exercises allow ultrasound to be used particularly
effective as biofeedback. However, three of the experts pointed out that the isolated
exercises within segmental stabilization are only useful and effective at the beginning
of pain therapy. In the further process of the therapy, more emphasis should be placed
on functional and holistic exercises.

“Segmental stabilization is always just the starting point and only the beginning of
the therapy. […] In the treatment, we quickly switch from local and isolated exer-
cises, out of the treatment room, to a proactive context. Functional exercises like
push-ups and squats are good, where the stabilizing musculature is integrated.“
(physical therapist, male).

3.3 Attitude Towards New Technology in the Field of Physiotherapy

All experts expressed that they had a positive attitude towards the use of novel technology
in therapy in general, but also of AI-assisted ultrasound systems in particular. They saw
the integration of technologies into physiotherapy as an important and future-oriented
trend.

“I’m a big fan of the use of AI, and I think that its use is going to increase in the
next few years. If you use ultrasound in a reasonably standardized way, you have
a lot of good opportunities.“ (clinical radiologist, male).

Device-based therapies would have an impact on both treatment effectiveness and
patient attitudes.
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“Device-based therapies have a positive impact, and patients feel safe and in
control.“ (physical therapist, male).

Although all experts emphasized the potential of using technology in physical ther-
apy, two experts indicated that its use, however, must be tied to evidence and proof of
efficacy to ensure medically appropriate use. In this context, cost-effectiveness must also
be taken into account.

“There is a need, but ultimately you have to look at the extent to which the
application is medically appropriate and researched.“ (sports medicine physician,
male).

One expert raised the concern that there were many physical therapists with low
affinity for technology, who would be much more critical regarding its use in treatment.

3.4 Use of Multiple Transducers

Regarding the number of transducers that should be used in imaging, two experts empha-
sized that it might be useful to obtain ultrasound images of the deep abdominal or dorsal
muscles bilaterally during exercise performance, as this would allow the interplay of
muscles to be observed as they co-contract.

“Later, it’s about displaying muscles in movements and there will be co-
contraction. It’s no use if only one side is activated”. (sports medicine physician,
male).

It is also conceivable that the antagonists Mm. Multifidi and the M. transversus
abdominis should be visualized simultaneously to observe their interaction.

“I could imagine using ultrasound with the multifidi and deep abdominal muscles
in parallel, and preferably the pelvic floor as well.“ (physical therapist, female).

On the other hand, one expert spoke against the use of multiple transducers and
suggested that neither the physical therapist nor the patient could concentrate on the
images of two muscles at the same time. This would not be feasible during the exercises.

“You always want to have everything, but it will be impossible to display both.
You end up needing two transducers. The physical therapist or patient will never
be able to focus on two muscle groups at the same time. In ultrasound, it’s hard
enough to see and interpret things.“ (clinical radiologist, male).

In addition, the expert mentioned the concern that, especially regarding older adults,
the lower affinity for technology should be taken into account when considering the
simultaneous imaging of several muscles at the same time.
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3.5 Transducer Positioning

According to the experts, the representation of muscle contraction using ultrasound
should include imaging in at least two scanning planes. A longitudinal scanning plane
of the muscle would show the sliding movement of the muscle, while the scanning plane
shows the increase in thickness during contraction. However, this is said to be difficult
to realize within the application scenario targeted in the ULTRAWEAR project, since
several transducers would be needed simultaneously. Alternatively, the transducer would
need to be constantly realigned.

“For the feedback of the contraction state of the muscle, the parasagittal section
is sufficient.“ (physical therapist, male).

Thus, an optimal scanning plane must be found for the transverse abdominis muscle
and the multifidi muscles, on which the contraction is visible.

Furthermore, for the reproducibility of measurements and the interrater reliability,
the experts emphasized that it is important that individual exercise sessions are performed
with the transducer being placed at a constant position. In this regard, it was said to be
essential to map stationary landmarks in the ultrasound image as a reference in parallel
to the muscles that can be displaced.

“You need anatomical landmarks. Every physician and every tracking software
needs bony landmarks like the processus transversus of the spine or the proces-
sus costalis and they need to know that the section is correct. Only then it is
standardizable and reproducible.“ (clinical radiologist, male).

Positioning of the Transducer for Imaging of the Deep Abdominal Muscles
For ultrasound imaging of the deep abdominal musculature, rotational movements of
the upper body were perceived as particularly problematic and could lead to an unstable
connection of the transducer to the body surface. Therefore, five of the experts were in
favor of the transducer being placed at the height of the umbilicus, whereby the umbilicus
itself should be viewed critically as a sole reference point.

"The umbilicus as a landmark is dangerous. It varies depending on the volume of
the patient. And depending on the positioning of the patient. Whether he is sitting
or lying for example." (physical therapist, male)

When imaging the transversus abdominis muscle, the experts advised that the final
positioning must be determined via a searching motion. The transducer should be posi-
tioned at the iliac crest and then shifted cranially so that it ends up being located between
the anterior superior iliac spine (ASIS) and the lower edge of the costal arch. From there,
the transducer should be moved medially. Thus, orientation to the umbilicus could be
avoided.

"From the Crista iliaca you should go cranial with the transducer and leave it right
in the middle of the ribs and the iliac crest. Then you continue towards the umbilicus
and place the transducer in a horizontal position. Sometimes not horizontal, but
slightly turned inwards towards caudally." (physical therapist, female).



Expert Requirements for an Ultrasound-Based Wearable 165

The experts stated that the deep abdominal muscles must be visualized in the
transverse section to display the increase in muscle thickness during contraction.

Positioning of the Transducer for Imaging of the Deep Back Muscles
The attachment of the ultrasound transducer for visualization of the multifidi muscles
was said to be difficult to ensure, especially because of the furrow along the spinous
process. A bilateral visualization of the multifidi muscles would be preferable, using
both a transversal and a longitudinal scanning plane of the muscles.

"The muscle is located bilaterally on the spinous process. I place the ultrasound
transducer over both sides to visualize the sagittal scanning plane from posterior
to anterior and the thickness of the muscle." (physical therapist, male).

"Transverse process should be used as a landmark. Then use the ultrasound bilat-
erally. What does the other side look like? The simultaneous visualization of 2
muscles is very interesting." (physical therapist, male).

According to one expert, when controlling the correct execution within SSE, it is
sufficient to look at only one scanning plane of the musculature.

"Once relaxed and once tensed to determine the increase in muscle diameter and
height. But for segmental stabilization, an image of muscle diameter, a parasagittal
image, would be sufficient." (physical therapist, male).

Fig. 1. Coordinate system shown to the experts for the determination of the transducer positioning
and marked areas by the experts.
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Thus, an observation in the transverse scanning plane was said to be particularly
suitable, in which the muscle thickness can be determined.

The experts were asked about where the transducer should be placed on the patient’s
body surface to ensure optimal imaging of the targetmusculature. The specified positions
are shown in Fig. 1.

3.6 Attachment of the Ultrasound Transducer

A proper and stable attachment of the ultrasound transducer to the body surface was
crucial for the experts, to ensure good imaging quality, especially during dynamic
exercises.

“The most important issue is a good connection over the course of time. The
transducer must not slip, otherwise, the image will no longer match. Then the
AI software will have a hard time detecting points or making any statement. A
homogeneous image in dynamic exercises is technically challenging.“ (clinical
radiologist, male).

Furthermore, two experts emphasized that the transducer to be developed within the
ULTRAWEAR project must be both small and compact. It must adhere well to the body
of patients during exercises. The latter could be achieved by inserting the system into a
belt or by using adhesive connection. However, there was concern that the use of a belt
could restrict the patient’s movements and an individual adjustment option would have
to be ensured.

“The question is, how much does the pelvic or abdominal belt affect the activity of
women who have very dominant bones in their back? All conceivable dimensions
need to be adjustable.“ (physical therapist, male).

The experts pointed out that the attachment of the system, in addition to a certain
stability, would have to prevent gel loss during exercises.

“Construction of the carrying device must ensure that no gel leaks. There are
sprayable gels. So gel would not be a problem for the system.“ (physical therapist,
male).

3.7 Transducer Frequency and Ultrasonic Field of View

For imaging contraction states of the deep abdominal and back muscles, the experts
indicated that (in contrast to diagnostic imaging) lower image quality and thus lower
frequency of the ultrasound transducer would be sufficient. Nevertheless, the ULTRA-
WEAR systemwould at least have to be able to keep up with commonmobile ultrasound
systems.

“Similar ultrasound transducers often have 8 to 15 MHz. Here 6–8 MHz would
be a good choice.“ (physical therapist, male).
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A global penetration depth of the ultrasound system required to visualize the tar-
get muscles could not be determined but was considered to be rather individual, since
the degree of muscular training, the patient’s height, and intermuscular as well as
subcutaneous fat deposits would have a considerable influence on the ultrasound image.

“2 to 3 cm are definitely necessary. For the multifidi, perhaps 5 cm, because the
erector spinae lies above it.“ (sports medicine physician, male).

One expert commented that a footprint of approximately 60 mm in total would be
sufficient for imaging the deep abdominal and dorsal muscles in most patients.

3.8 Differences in Ultrasound Imaging in Young Vs. Older Patients

All experts emphasized that the degree of training of the musculature and the represen-
tation in the ultrasound image is very individual, even in the target group of older adults.
The age and athleticism of the patients would certainly influence the echogenicity of the
musculature. On the whole, however, certain atrophy of the musculature is noticeable in
many people of advanced age.

The presence of fatty tissue, both in the form of subcutaneous deposits and deposits
within the muscles, was mentioned as a challenge for ultrasound imaging.

“Body fat is a big issue. Subcutaneous fat is a problem, especially on the
abdomen.“ (physical therapist, female).

“Older people often do not provide the same image quality as younger patients due
to degeneration, atrophy or a higher percentage of fat in the muscles.“ (clinical
radiologist, male).

In particular, intramuscular fat deposits would affect the visualization of the muscu-
lature in the ultrasound image. However, the experts emphasized that the identification
of the fat tissue provides important information regarding the condition of the muscula-
ture. One expert commented that the analysis of muscle condition may be possible via
grayscale analyses in the ultrasound image.

“A qualitative analysis of the musculature is possible via grayscale analysis in
ultrasound. Differences between the shades of gray provide information about the
musculature being displayed. The grayscale volume shows the difference between
hypoechogenic and hyperechogenic shading. Damage and fatty tissue in the muscle
can thus be made visible.“ (physical therapist, male).

3.9 Recognition of Muscular Status Through Artificial Intelligence

There was no common understanding among the experts about the extent to which the
use of ultrasound in imaging the deep abdominal and back muscles would be difficult to
learn for aspiringphysical therapists andothermedical professionals.Whereas one expert
said that the ultrasound imaging of the musculature could be easily learned by means
of a training course, another expert emphasized that many (especially inexperienced)
physical therapists have little knowledge in the field of ultrasound-imaging anatomy.
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“You have to be able to orient yourself, distinguish ‘up’ and ‘down’, and be able
to visualize different planes. Recognition can be frustrating.“ (physical therapist,
male).

However, all experts saw AI-assisted detection of target muscles as an important
asset for deep abdominal and back muscle imaging as biofeedback in physical therapy.

“This is essential. Musculoskeletal ultrasound diagnosis is not that easy. You think
it’s pathology and then you tilt the transducer just 2 mm and it looks completely
different. Even to radiologists, every muscle looks different. Artificial intelligence
can easily recognize structures, but the correct scanning plane must always be
found perfectly. Only if you always find the same point will it be feasible.” (clinical
radiologist, male).

Three of the experts expressed concerns about the use of automated muscle recog-
nition, however. For example, one expert said that muscle recognition in the dynamic
environment of a physical therapy exercise would be very difficult and almost impossi-
ble for AI to solve. Two other experts expressed that AI support could not replace the
anatomical training of the user and may negatively impact the understanding in the area
of imaging anatomy.

“It can have a negative impact on the learning behavior. You don’t have to deal
with it anymore, and maybe you don’t.” (physical therapist, male).

3.10 Evaluation of the Presented ULTRAWEAR User Interface

The experts were presented with the current user interface of the ULTRAWEAR system
for feedback (see Fig. 2). The first impression of all experts was that the UI seemed too
cluttered and complicated.

“It’s a lot, I have to say. […] For me, at first glance, there are too many param-
eters. You get so overloaded with information that you can’t concentrate on the
essentials.” (clinical radiologist, male).

Many of the buttons and setting options of the UI did not seem necessary for the
experts. For example, the graph displaying the transducer frequencies over time was
perceived as not helpful for the usage scenario. The purpose of some of the control
options was also not immediately apparent to the experts, especially since the termi-
nology seemed technical and the functions were not available in conventional ultra-
sound systems. The experts stated that a large part of the settings should be preset or
automatically adjusted by the system.

“The parameters are the same as in my practice. The only difference is that every-
thing is pre-adjusted for me. An automatic setting option for the transversus abdo-
minis and the multifidi would be good. […] But a manual setting must also be
available if, for example, a patient with a lot of subcutaneous fat tissue or a
patient with a lot of muscle tissue comes in. So that I can get to the individual
settings there.“ (physical therapist, male).



Expert Requirements for an Ultrasound-Based Wearable 169

Once imaging adjustmentswould need to bemanually adjusted to individual patients,
it should be possible to do so using a minimalistic and easy-to-understand UI.

“When starting, there would have to be just two or three settings options, and
then if you want to refine it, you go into a menu like that. I’m a fan of everything
being simple and straightforward. I’m an Apple fan, so it should be like that, for
example.“ (physical therapist, male).

Only one expert wanted to retain all the options to adjust the settings independently.

Fig. 2. Screenshot of a portable ultrasound research system [5], which served as a basis for
discussion of UI design.

3.11 Suggestions for Improvement of the User Interface

The setting variables that the experts said were indispensable in the UI were a funcion
for freezing the currently displayed image, the adjustment of the penetration depth and
gain. There should still be an automatic TGC and autofocus, according to the experts.
However, the latter should be adaptable to the individual patient if needed.

Two experts commented that for use of the ultrasound image as biofeedback for
patients, the presentation of the raw ultrasound image and the UI with the adjustment
options were too complicated. Instead, there should be a second UI that is used in
interaction with the patient and is designed to be much simpler. The patient should
not see the ultrasound image of his musculature, which is often difficult to understand
and interpret. Rather, the second UI should visualize the muscle contractions abstractly
through a simplified representation.
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“I’d like it to be not so medical, but more playful and entertaining, simple. You
need software that motivates patients to stick with it and supports them.“ (physical
therapist, male).

On the one hand, the possibility of implementation in the form of a simple game was
mentioned.

“Pelvic floor therapists have this system where patients sit on it. It’s “Atari-like”.
Like a fish goes up or down and with bees and balloons. […] You’d need software
on top of it to keep the patient engaged.“ (physical therapist, male).

On the other hand, a simple representation based on common medical technology
would be conceivable.

“There should be a consistent language. I think colors like green, yellow and red
are a good idea. You can also try an amplitude display or you can do it with a kind
of tachometer display. But it should not be too sensitive. Do not show the decimal
point, but ranges. So it’s easier for the patient and leads to less frustration.“ (sports
medicine physician, male).

Lastly, the possibility of choosing a presentation form that shows the anatomical
structures visible on the ultrasound image in a schematic version was mentioned.

“You could show the muscles on the skeleton that should be activated now.“ (sports
medicine physician, male).

However, when designing a gamified or simplified presentation, care must be taken
to ensure that it remains serious and confidence-inspiring.

“There would have to be a good level of gamification. Medical apps are often too
cheesy. I find too gamified mediation problematic, as it can quickly come across
as unserious. It shouldn’t give too much information at once and thus become too
complex.“ (sports medicine physician, male).

4 Discussion

The aim of the study was to determine expert requirements for a wearable that assists
therapists in providing biofeedback on SSE execution using rehabilitative ultrasound
imaging and also facilitate the learning of muscle control for the patient.

The experts emphasized the benefits of SSE especially in the beginning of therapy, in
the further process functional exercises should be crucial. Studies indicate a significant
increase in thickness in TrA during Pilates exercises performed [3]. Furthermore, a 1-
year follow-up case series study showed multifidus thickness increases in participants
who practice other exercise types in conjunction with Pilates [6]. Especially in cases of
freemovement in space, ultrasound-based feedbackwith awearable would bring novelty
value and enable feedback that is not yet possible.All experts expressed a positive attitude
towards the use of novel technology in therapy and AI-assisted ultrasound systems in
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particular. The results showed a recommendation of positioning that is also consistent
with other studies [11, 16]. A transducer frequency of 6–8 MHz was recommended,
which is in the lower range of RUSI [27] and of the frequencies of the handheld devices
[28].

The experts expressed important concerns that should be considered during the
development, e.g. a proper and stable attachment of the ultrasound transducer to the
body surface was important for the experts. First feasibility studies of a new ultrasound
probe fixator indicate hands-free echocardiographic monitoring during exercise [24].
Regarding the UI, the experts explained that a large part of the settings should be preset
or automatically adjusted by the system. The expert mentioned the concern that, espe-
cially regarding older adults, the lower affinity for technology should be also taken into
account. Barriers for using technology can be: lack of knowledge, negative attitudes,
and age-related changes such as vision and hearing loss and fine motor difficulties [7].

5 Conclusion

Overall, the interviews with the experts provided valuable insights for the further devel-
opment of the ULTRAWEAR system. With regard to the technical specifications, the
depth of imaging penetration and frequency of the ultrasonic transducer were discussed
for appropriate imaging quality. The results of the interviewswill be useful for the further
design of the UI. The importance of presentation and communication of information
on exercise execution for both the physical therapists and patients were emphasized.
Comprehensibility and usability of the UI and the system in general were particularly
emphasized.
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Abstract. Whether acute or chronic, pain can significantly impact a person’s
biopsychosocial quality of life. To better understand the effects of pain on day-to-
day life, i.e., the ‘burdens of pain’, our team of researchers and patient-partners
developed an online portal using a ‘Citizen Science’ approach that collects infor-
mation about living with pain from the public in British Columbia (BC). To test
the initial version of the Citizen Science for Burdens of Pain (CS-BoP) portal, we
needed to find participants as diverse as the population of BC. Including diverse
and marginalized voices in research continues to be a challenge, so we set-up a
booth at a busy mall in the suburbs of Vancouver, BC. And over a period of two
days, we asked 30 mall visitors to test the portal in their spare time, followed
by a short interview and survey. This usability study, called Wild Intercepts, was
intended to help us gain an understanding of people’s first impressions and per-
ceptions about the desirability and ease of use of the portal in a short timeframe.
Wild Intercepts was not only successful in including diverse voices that represent
the diversity of BC, but the busy and chaotic environment of the mall also helped
us better understand these participants’ unique contexts, needs andmotivations for
sharing their experience with pain on a web portal in their busy day-to-day lives.
This paper reflects upon our implementation and implications of the Wild Inter-
cepts approach that may benefit similar research in human-computer-interaction,
design and technology.
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1 Introduction

Pain is a common experience, one that is crucial to life. Whether acute or chronic, pain
can affect day-to-day life—not just physiologically, but psychologically and socially as
well. Thus, lowering a person’s quality of life (QoL) [1, 2]. Although pain symptoms
are often seen as indicators of underlying condition(s) that can be diagnosed and treated,
we know little about how burdensome they can be to live with. The effects of pain
symptoms on an individual’s life is termed as the ‘burden of pain’ [1, 3, 4]. Researchers
at the University of British Columbia (UBC) wanted to better understand this burden of
pain symptoms from perspectives beyond clinical contexts. Along with the Pain Studies
Lab and patient-partners, they developed a Citizen Science web portal that captures
such data from members of the public in British Columbia (BC) called ‘Citizen Science
for Burdens of Pain’ (CS-BoP). Citizen Science is a practice that involves people who
voluntarily contribute to research activities, from collecting samples and recording data
or observations, to sometimes helping with data analysis [5–7].

By engaging citizens* in contributing, co-analyzing, and discovering information
about their pain symptoms and their impact on individual’s lives, researchers may gain
insights into aspects of pain that merit further investigation and increase awareness of
these under-explored burdens,while creating anonline community of peoplewith shared,
hard-to-quantify lived experiences. Once an initial prototype of this Citizen Science
portal was developed, we tested it at a busy mall in a large suburb of Vancouver – the
CentralCitymall in Surrey,BC.Over a period of twodays,we asked 30 adultmall visitors
to test and evaluate the usability of the web portal, what we call Wild Intercepts. This
usability study was an important step in gaining firsthand perspectives from the intended
users: the general public. Our goal was to gain first impressions about ease-of-use and
navigation; clarity in communication of purpose, tasks, and privacy and security issues;
and overall appeal. Participants provided critical insights into the usability needs of the
diverse populations of BC from the CS-BoP. A deeper analysis of the Wild Intercepts
approach revealed additional merits.

Wild Intercepts draws upon field studies that are typically conducted to understand
a phenomenon that occurs in a specific environment, or to test new designs intended
for use in a specific context [8–11]. However, in this case, the CS-BoP is not intended
for use in a mall per se. Rather, we chose a mall in Surrey because it attracts a wide
range of local people who differ in age, gender, ethnicity, tech-literacy, health-status,
and socio-economic level. The success of CS-BoP depends on engaging a diverse group
of people who have equally diverse experiences with pain, and a busy suburban mall
was one place to find diverse people. Importantly, this is not an upscale shopping center
with high end stores, but a local mall with grocery, clothing, dollar, and chain stores,
located next to a busy public transit hub.

In prior studies, mounting posters or ads in such public settings to recruit participants
has limited participants to students, educated middle-class people, tech-savvy people,
people who are interested in pain research, or people with prior experience with research
studies. Existing literature on the challenges of recruiting participants for research studies
discuss similar limitations with conventional recruitment strategies [12–15]. Further,
people who respond to recruitment posters or ads must take the initiative to contact
researchers. Moreover, they may come with prior interpretations or expectations about
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‘Citizen Science’, or ‘Pain’ based on the limited information that they saw on the posters
or ads. We were able to bypass these potential limitations by asking strangers with no
prior knowledge of the portal to spend their spare time testing it, without mulling over
it, or taking extra steps to participate.

Typical usability studies involve focus groups or interviews that may last an hour or
longer. Standing or sitting at an open booth in a busy mall forced us to limit interactions
with each person to 15 min—the duration we expect citizen scientists would spend using
the portal per visit. This short exposure duration helped us identify issues that prohibited
users from comprehending and completing set-tasks in the portal in a short timeframe,
and in a situation that competed for their attention, much like at home.

All sessions were audio-recorded and transcribed, and the data was analyzed by
researchers through thematic coding. The data gathered using the Wild Intercepts app-
roach was rich and detailed. It helped us uncover deeper insights about specific features
of the portal and highlighted significant opportunities for improvement. The resulting
themes were then coalesced into three principles that will guide future iterations of the
portal.

This paper contributes a novel approach to usability studies,Wild Intercepts, for web
portals designed to solicit information from diverse people. With Wild Intercepts, we
uncovered new dimensions of harnessing the power of “in the wild” research, going
beyond typical field studies and overcoming some of the limitations of lab studies. This
approach may help UI/UX researchers explore novel ways to engage participants in
research, and to study features intended for a wide range of users.

2 Background

2.1 Citizen Science Portal for Burdens of Pain (CS-BoP)

Pain is a complex experience that cannot be easily explained, especially when are no
visible signs of it. Thus, assessing its impact on a person’s quality of life and their biopsy-
chosocial ‘lived experience’ is of utmost importance. Pain symptoms are often primary
indicators of an injury or condition. This short-term or acute pain usually ends once a
person heals. However, in many cases the pain response system itself can malfunction,
resulting in persistent, long-term pain, termed “chronic pain”. Living with chronic or
acute pain can have significant impacts on one’s biopsychosocial Quality of Life [1, 2].
Acute and chronic pain can also affect work, family life, and social engagement. These
effects of pain symptoms on an individual’s life are called the ‘burden of pain’ [1, 3, 4].
Because pain has been primarily understood in the context of a symptom of a medical
condition, it is an on-going challenge for health researchers to understand more fully
what this burden of pain may mean. This is especially relevant because chronic pain is
widespread [1], and because the opioid crisis is still a major issue in North America.

The term ‘Citizen Science’ refers to a collaborative approach that involves pro-
fessional scientists who engage members of the public—citizens*— in collecting and
analyzing data in ways that may lead to scientific discovery [5–7]. Multiple citizen
science projects are underway around the world that focus on exploration of environ-
mental changes, studying natural habitat like plant and animal species, education, health,
and public policy. It leverages experiences of the public to gather information about a
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phenomenon; in turn, the collected information promises to satisfy contributors’ own
curiosity about the phenomenon or provides a sense of belonging or working toward a
common goal [5, 6, 16]. Our team of health researchers/clinicians, patient-partners and
designers are exploring a Citizen Science approach to collecting diverse and contextual
information about the ‘burdens of pain’ by asking citizens to share information about
their pain-related experiences, and in turn providing them with a rich resource of data
gathered from others who experience pain and its effects in various ways. The long-term
goal of this project is to create a community of citizens and pain researchers who can
inform each other to develop research questions that may help us better understand and
address the ‘burdens of pain.’

We wanted to develop a web portal that uses the Citizen Science approach to gather
information about the ‘burdens of pain’ from people living across Canada. Similar
projects, like “Cloudy with a Chance of Pain,” developed in the UK, inspired this project
[17]. To kick-off this project, the research team and their patient-partners first conducted
a participatoryworkshop [18–20]. Participatory researchmethods are at the crux of inclu-
sive design, an approach we deemed indispensable for the CS-BoP [21–23]. The aim of
this workshop was to set the stage for the Citizen Science portal by first identifying its
requirements, which had to be responsive to the complexities of articulating the multiple
aspects of pain. Participants contributed information related to their own current or past
pain symptoms and identified the benefits and drawbacks of four data collectionmethods
tested in this workshop [24]. The outcomes of this participatory workshop guided the
development of the subsequent web portal.

The first iteration of this platform has three main levels: the first level asks users for
information about their pain symptoms, the locations and duration of pain; and where
relevant, diagnosis and professional consultations [25, 26]; the second level focuses on
pain intensity and effects on day-to-day activities and quality of life [27]; and the third
level enables users to share their story in prose. The home page gives an overview of
‘Citizen Science’ and ‘burdens of pain’ and assures citizens that their information is
secure and anonymized.

Fig. 1. Left: the first page of the Citizen Science platform. Right: a citizen’s initial online contri-
bution depicted as ‘datapoints’. Citizens can return to contribute more information and see their
data points increase. (https://patientscientist.ca/)

https://patientscientist.ca/
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Since pain is notoriously difficult to articulate [28], we included tools on each level
to help citizens describe aspects of their pain and to help motivate users to continue to
subsequent levels. In level one, for example, citizens can click on a body diagram to
select the location of their pain (see Fig. 2); dropdown menus help them articulate more
characteristics of that pain (see Fig. 4). As an incentive, the platform gives users a visual
sense that the information they contribute has potential value in helping others – this is
represented by “datapoints” (Fig. 1). Datapoints are represented as colored circles; each
has a numerical value, and its size grows larger as the value increases. A point is assigned
for each piece of data or answer that the user provides. Datapoints are conceived of as
adaptive over time: as the number of citizens’ contributions grow and continual analysis
reveals more insights, the value of specific datapoints will change accordingly.

Textual, audio or video stories were designed to work as social and psychological
‘tools’ that may help citizens articulate their own experiences and potentially feel a
sense of kinship or belonging among others who may share similar experiences with
pain. For instance, just before a user moves to the next level, a story shared by a fellow
citizen appears on the screen. Users can either log on as guests to enter their information
anonymously if they so choose. If they choose to register using their email, they can leave
midway and return to the portal anytime. The objective is to helpmotivate people to enter
information about their pain symptoms regularly so that they may discern patterns in
their own experiences over time, but also to add enough datapoints so that the data
collected from multiple users can be analyzed and visualized to better understand the
‘burdens of pain’ on a larger scale.

Fig. 2. Body diagram for selection of pain locations. (https://patientscientist.ca/)

2.2 Wild Intercepts Usability Study

Once the initial functional prototype of the CS-BoP was developed, we wanted to test
it for usability. We needed to engage a quickly accessible sampling of citizens that was

https://patientscientist.ca/
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as diverse as the intended users of the portal. Some of the challenges to recruiting these
intended users were:

1. The population of British Columbia is culturally and ethnically very diverse. It is
difficult to include perspectives of the less privileged citizens, from recent immigrants
and asylum seekers to people with disabilities, lower socio-economic backgrounds,
and racial minorities in research– a known challenge for researchers in the context
of North America [13–15].

2. Lab tests limit the kind of participants who may contribute to a study. Lab studies
often advertise a call for recruitment of participants via posters, social media posts,
email newsletters, etc.where itmaygrab attention of someonewho is either interested
in the research topic or themonetary compensation, if any.Moreover, the prospective
participant must take the initiative to make the initial contact with the researchers
which can often be a limitation for marginalized populations [12, 14, 15, 29]. As
a result, and similar to what our prior experience suggests, most participants in lab
studies tend to be students, educated middle-class, and tech-savvy people [12].

3. Lab studies usually require a comparatively long and more restricted timeframe.
Typically, studies involve activities, interviews, focus groups, etc. which require the
participants to take an hour or more out of their schedules, especially if travelling to
and from a research lab is required. This can also be a factor that limits participation
of diverse groups [13–15].

To overcome these challenges, we looked at field studies, mainly “In the Wild”
research, as a possible way to reach participants where they are. As Rogers suggests
[10],

“In the lab, participants are brought to the experiment and shown their place by a
researcher or assistant and then providedwith instructions onwhat they have to do. There
is always someone at hand to explain the purpose and functionality of the application.
This form of scaffolding is largely absent in the wild: The locus of control shifts from
the experimenter to the participant.”

But our next question was – where do we find participants as diverse people as the
people of BC? We deemed that an intercept study in a busy public venue would be
appropriate for evaluating the usability of the CS-BoP [9, 11, 13, 20, 23]. We chose the
Central City Mall in Surrey that is centrally located in a neighborhood with government
offices that serve immigrants, unemployed and retired workers, commercial businesses,
banks, and social services organizations – whose visitors have ready access to both
personal and public transit. Moreover, the mall is strategically located in a city that is
at the crossroads of an urban center and an ethnically diverse suburb. Unlike upscale
urban malls with high-end brands, the Central City mall is a mixed-use development
that houses 140 retail stores, restaurants, services, Simon Fraser University campus,
and a AAA office tower [30]. It includes grocery stores, grooming services, restaurants,
convenience, and discount stores. Our researchers, armed with laptops, set up in a large,
open booth located by a busy crossing point in the mall. This booth was constructed by
the mall authorities to host community groups and boost community engagement. We
engaged passers-by in conversations about the study and requested their participation.
A total of 30 mall visitors between the ages 22–76 years participated in the study.
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Participants tested the platform and were interviewed in a timeframe of approximately
15 min. They also responded to a set of survey questions after the interview.

Field studies focus on observing or engaging people or certain phenomenon within
the specific context that cannot accurately be replicated in labs [9–11]. Field studies
implement an ethnographic approach to explore how naturally occurring factors may
influence design decisions. According to Koskinen et al. [9],

“Field researchers work with ‘context’ in an opposite way from researchers in a
lab. Rather than bringing things of interest into the lab for experimental studies, field
researchers go after these things in natural settings, that is, in a place where some part
of a design is supposed to be used.”

There is growing interest in Human-Computer-Interaction (HCI) research communi-
ties to complement lab-studies with ‘In theWild’ - field studies [9–11, 31, 32]. Undertak-
ing some or all aspects of the design, development, and evaluation phases of research ‘in
the wild’ can help HCI researchers better understand the context, environment, and com-
munities where the technological interventions that they develop will be used. Rogers
adds that [10],

“The outcomeof conducting in the-wild studies can bemost revealing, demonstrating
quite different results from those arising out of lab studies. In particular, they have shown
how people come to understand and appropriate technologies on their own terms and
for their own situated purposes.”

The Wild Intercepts approach draws heavily upon field studies and ‘In the Wild’
research, but we step away from typical field studies in the aspect that the CS-BoP
is not intended for use at a mall, instead the mall was identified as a place where the
intended users can be found. The ‘context’ in this case is not the physical location but
the characteristics of that location that enable us to engage with the diverse populations
whose voices are crucial in the development of the CS-BoP. While field studies often
take a long time, with hours of observations and participant interactions;Wild Intercepts
is a fast-paced approach to capturing first-impressions and quick feedback within a
short timeframe.Moreover, theWild Intercepts approach addresses the above-mentioned
challenges with lab studies, as discussed in the outcomes.

3 Methodology

We obtained permissions from the Central City Mall’s Administrators to set-up a booth,
which also doubles as a community engagement booth, at the primary intersecting cor-
ridors near a food court to be visible to maximum foot traffic. A team of four researchers
connected two laptops with the initial functional version of the CS-BoP and put up a
poster to attract passers-by. A total of 30 participants were recruited for this study over
a period of two days. In the mornings, when the mall was less busy, the researchers
walked up to people who strolled by the booth or were waiting and requested them to
consider participating in the study. As the mall got busier in the evenings, we found it
easier to attract more participants, especially if they saw a few people standing by the
booth testing the portal (Fig. 3).

During the study, we first walked the participants through the study procedure. Upon
obtaining their signed consent, the participants were assigned an identification number at
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Fig. 3. Mall visitors testing the first iteration of the CS-BoP at the booth

random to anonymize their data. Theywere asked to log in using a dummy email address,
and then fill in information as theywould “in real life” (see Fig. 4). They “talked through”
as they used the platform and responded to a semi-structured interview. The interview
questions focused on 1) initial impressions of the portal 2) the ease of comprehension
and use, 3) willingness to share such information, 4) desired frequency of use, and 5)
privacy or security concerns. The researchers documented the process by audio recording
the talk-through and interviews, and by taking notes of their own observations. The
participants answered a short survey rating their experience with the portal in terms of
1) complexity, 2) need for technical support or training, 3) consistency across the different
pain-related questionnaires, and 4) overall level of confidence in using the portal. In the
15–20min that eachperson spentwith us,most participantswere able to complete thefirst
level of CS-BoP that asked them for information about their pain symptoms, the locations
and duration of pain; and where relevant, diagnosis and professional consultations. At
the end of the study, they were offered a small compensation, in the form of a gift card
to a nearby chain coffee shop, for their contribution.

The audio recordings were transcribed, and observation notes were compiled. Data
from 3 participants was excluded because it was incomplete. Data collected from the
other 27 participants was analyzed following Wolcott’s approach to qualitative data
analysis—description, analysis and interpretation [33]. The observations and quotations
were clustered by the three researchers into themes based on emerging patterns of sim-
ilarity in behavior or perceptions and compared with survey results for additional depth
and context. Themes were then grouped by affinity and iteratively re-framed to reveal
possible connections between them, and to contextualize any unexpected revelations
[33, 34]. Three key principles emerged from these themes that will help guide the future
iterations of this portal.

3.1 Ethical Concerns

This study was exempted from ethics review by the Simon Fraser University’s Research
Ethics Board (SFU-REB) as they deemed it to be a ‘quality improvement’ study, in
accordance with Article 2.5 of the TCPS2 Policy [35, 36]. However, from our prior
experience with conducting such usability studies, we followed standard measures with
data collection and anonymization, privacy and security of participant information, and
storage/destruction of data that were also outlined in the Informed Consent forms signed
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by all participants prior to starting the study. Participants were provided a dummy email
address to log in to CS-BoP and assigned a random identification number at the begin-
ning of the study which was used to label the audio recordings, survey responses and
researcher notes. No master list that links the random identification numbers to partic-
ipants’ personal information was ever created. We also obtained permission from the
Central City Mall authorities, Blackwood Partners Management Corporation, to use the
community booth for two days.

Future work withWild Intercepts may differ in research objectives and purpose and
may need to undergo an ethics review. Researchers must consult their institution’s ethics
review committee for proper guidance and approvals.

4 Outcomes

4.1 Findings from theWild Intercepts Study for the CS-BoP

This study revealed important considerations for the design of the Citizen Science plat-
form that could have easily been overlooked by researchers, had it not involved diverse
users. It is important to note that all but two participants used a laptop or computer every
day andwere hence comfortable with using a laptop for testing the CS-BoP. Although the
two participants didn’t use a computer every day, they used smartphones daily. The par-
ticipants were between the ages 22–76 with a median age of 37 and they self-identified
with several ethnicities, sexual orientations, and technical proficiencies. They had a
wide range of occupations including administration, finance, customer service, govern-
ment officers, homemakers, caregivers, and retirees. 17 of the 30 participants identified
themselves as women and only 3 participants were students. Data from three of the 30
participants was excluded from analysis because it was incomplete.

Fromcoding the observations, interviews and survey responses, threemain principles
emerged. Termed here “guiding principles,” these helped us better understand the users’
perceptions about the portal, the benefits and the drawbacks of the current design, and
necessary considerations for improving CS-BoP’s design and user experience. The three
guiding principles are as follows:

Build Trust with Clarity
Clearly visualized purpose and definitions provide a sense of authencity. Several par-
ticipants found that information about the platform (see Fig. 1) was unclear or difficult
to follow. They were either unaware of what ‘citizen science’ meant or uncertain about
how the platform worked. They desired clearer and more succinct information upfront
about the purpose, functionality, and benefit of engaging with the website. For example,
participant #7 said,

“… it says, ‘anyone can be a Citizen Scientist’ and ‘the platform allows voices to
be heard.’ But I am still not sure what that term ‘Citizen Science’ means. I don’t know
what symptoms we’re talking about. Say it at the beginning, directly, to the point.”

Participants demonstrated more willingness to share information once they grasped
the concept and goal of the CS-BoP. However, they desired more visuals that enticed
and stimulated curiosity about the ‘Citizen Science’ and ‘burdens of pain.’ Participant
#13 suggested,
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“I want to see that visual image because it communicates to the self-conscious more
primitively than having it spelled out and explained. Like (image for) ‘This is a story of
feeling pain, feeling disempowered, feeling alienated, feeling alone’ and then a shift to
‘Oh, this is a story of healing. This is a story of empowerment.’ Seeing that journey, I
think would be very impactful.”

Interest and confidence in participation rely on upfront knowledge of time investment and
responsive tracking through the process. The amount of time it would take to complete
all levels once logged-in was an important factor in participants’ estimation of how often
they might use the platform. Additionally, they expressed a need for flexibility to select
the level and type of questions to answer based on the characteristics of their symptoms
that seemed relevant and important to them. They felt more confident and a greater
sense of control if they could anticipate what was coming and how much time it would
need so that they could plan other tasks in their day around it or leave and return at
another time. Additionally, levels that took longer than 5–7 min to answer were deemed
as ‘discouraging’—mainly attributed to the repetitive nature of questions and the lack
of responsive feedback at each step reminding them of the bigger picture, i.e., benefits
of contributing to CS-BoP. To illustrate this, participant #30 said:

“I have seen some interfaces where the progress bar on top moves as you move (i.e.,
click on it) – you see where you are, where you have been and what is coming next.
Like buying something on Amazon. I don’t have a diagnosis (referring to a specific
question), so I think here (points to the subsequent level) will be the perfect place to
put that information, but I also don’t know that’s coming next, so I cannot make that
decision.”

Participant #29 added,
“I usually like an indication at the start that ‘thiswould take approximately 15minutes

to complete,’ because I know I have 5 minutes. I am just wasting time before a meeting.
And then if it takes 20 minutes, I have to stop and close the browser. I generally find
though that surveys that I have to pause, I just forget to come back to later.”

Upfront display of privacy and security details ensure reliability.Most participants were
accustomed to clicking through standard privacy and security disclaimers on other online
portals, few mentioned any concerns about data privacy and security. Most of the con-
cerns were related to data sharing with third-party organizations for profit. They wanted
more transparent information about data storage and management indicated upfront. As
participant #7 said,

“If the data is being sold, then that needs to be disclosed to me. May be advertise
that very clearly like — ‘This information is only used strictly for medical purposes; we
won’t be selling your information.’”

Help Me Help Others
‘I don’t have a story, but I do have a history’– Allow flexibility to incorporate diverse
stories. When we first asked any participant to test the website by sharing their ‘story’
with pain, most seemed to believe that they didn’t have a ‘story’ worth telling. But as
they engaged with the platform and “talked through” using it, they seemed more willing
to explain their journey with a painful injury or conditions from decades ago, or more
recent health-related challenges they face. Some also discussed stressful experiences
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with treatments, doctors’ visits, not being believed, and wanted to share tips and tricks
that worked for them. However, this iteration of the platform limited their ability to
share this ‘history’ in their own way. To provide an example, at the start of the study,
participant #22 began by saying “I don’t have much of a pain story,” but over the course
of the next few minutes discussed experiences with heart disease and related chest pain,
neck surgery that led to bronchitis, and current issues with arthritis and migraines. The
participant elaborated,

“I am in pain all the time, but the doctors won’t give me pain relief because they
think I am looking for a fix. It’s really bad and causes a lot of anxiety. I haven’t got a
life anymore. I can’t drive or go to work anymore. I am too scared to go out in case I
faint and fall down, which is very embarrassing. So, I just stay at home and hope for the
best.”

Such personal stories really help in capturing the biopsychosocial dimensions of
the burdens of pain, but users needed to feel encouraged and supported with better
affordances of the CS-BoP to communicate with minimum effort.

Fig. 4. Left: One of the questions on the Citizen Science platform allows users to select options
from a list or to type it in. Right: Selected or typed responses appear as ‘tags’ right below the
question. The progress bar on top shows how many questions the user has completed in that level.
(https://patientscientist.ca/)

Simplify format without compromising details or excessive repetition.Most participants
found the platform easy to use and follow through. However, some indicated that the
similarity in layout from one question to next often made it difficult for them to distin-
guish between the content of the questions. Moreover, the lengthy drop-down lists and
mixed formats of questions led to confusion. For example, one of the questions about
existing conditions allows users to select a condition from a drop-down list or to type
for a condition that may not be listed. All selected conditions were displayed as indi-
vidual tags on the screen (see Fig. 4). When explaining their concerns about this layout,
participant #24 said,

“It’s a little confusing. ‘Tag all that apply?’ A lot of people are not going to get that.
People are just used to clicking on the arrow and selecting from a drop down. My mom
probably doesn’t even know what ‘tag’ is … she would go ‘What am I supposed to do?’
(clicks around) ‘It doesn’t work!’ and she would leave the site.”

https://patientscientist.ca/
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In other areas, participants wanted to provide more details that were important to
them. For instance, most participants found the body diagram (see Fig. 2) to be helpful
when their pain had an identifiable location, but they felt they need more detailed,
clickable zones so that they could narrow down to specific areas like tailbone, neck, eye,
nose and so on. It was evident that users need more flexibility in the system that allows
them to provide enough detail, but in ways that prevent them from feeling overwhelmed.

Count Positive Experiences too, because they count. Participants wanted to share
stories of success, of positive aspects of their health and life. They strongly believed that
sharing positive experiences was just as important as explaining the negative impacts of
their pain symptoms to better understand the broader effects on their Quality of Life.
Participant #13 said,

“The word ‘burden’ has a negative priming. In my mind, I feel, ‘Oh, this is going
to be like a sob story rolodex.’ I am just listing symptoms. I don’t think it addresses the
fact that I have emotional tools and day-to-day rituals that I utilize to deal with these
issues. So, if someone looked at this (their data) objectively, it would be like, ‘This girl’s
a mess!’ Whereas I don’t feel that way at all. I feel quite healthy and balanced and very
proactive about my health.”

Emphasize the Greater Good
Concrete examples of the ultimate benefit are a bigger incentive than numerical scores.
Many participants struggled with the concept of ‘datapoints’ and hence did not feel
adequately incentivized by them to continue contributing their information (Fig. 1).
They needed more concrete results of their contribution to be available for viewing, like
how their data helped researchers or people similar to themselves. Most of them were
inclined to use the platform more frequently if it were for the ‘greater good’ than just
tracking their own data. Participant #19 said,

“What do you get with datapoints? Anything, or is it just a number? I do tweet memes
(on Twitter) and it’s nice to see retweets and likes, so if you put a story and you find out
that you helped 20 people (from the ‘likes’) or 100 people found this helpful that would
encourage more people to do it. Points gets kind of abstract.”

Need to be assured that ‘we’re in this together.’ Along with helping others, another
main incentive for participants was to build a community of people in similar situations
as them. Since the platform asks users to enter information such as their age, health
conditions, geographical location, etc. at the beginning, participants expressed the need
to be able to find individuals they can relate with, to feel like they belong and that
they are not alone. To provide users this gratification, the system needs to clearly show
what happens to the data they contribute, not just through user ‘stories,’ but interactive
visualizations of data gathered from multiple users that can be sorted to find details
provided by users like themselves. Participant #13 said,

“I would use this to feel a sense of pride, or a sense of satisfaction in sharing a story.
So, just having my voice heard, and being seen, and witnessed is gratifying, just on an
egoic level. And then just that simple human camaraderie of knowing that your story
has helped someone’s pain.”
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4.2 Learnings from theWild Intercepts Approach

Although the above findings are specific to the first iteration of the CS-BoP that the
participants saw, upon taking a closer look,we see that the three principles and underlying
themes demonstrate significant level of detail and contextual depth that would have been
impossible to get in such a short period of time withoutWild Intercepts. It also helped us
address some of the challenges with lab studies, mentioned before. The researchersmade
notes about their observations and experiences with using theWild Intercepts approach,
and its benefits and limitations are discussed below:

1. TheWild Intercepts approach was extremely effective in including diverse perspec-
tives of the residents of British Columbia, from government employees to retirees,
people with disabilities, mixed socio-economic levels, varied technical proficiencies,
and so on. Recruiting such a diversity of participants was identified as one of the key
challenges and a necessity for evaluating the usability of the CS-BoP andWild Inter-
cepts helped us overcome this challenge. However, we encountered few participants
who could not complete the study due to lack of time, other pressing responsibilities,
or inability to stand at the booth for long. Additionally, in the mornings, we strug-
gled to attract the attention of older adults. We believe that the researchers, who were
university students in their mid 20s, standing by the booth with laptops and voice
recorders may have had an influence on this. But as the day went by and more people
from different ages started coming to the booth, we saw an increase in participation
from older adults.

2. When the CS-BoP was developed, we anticipated that users would spend 10–15 min
of their spare time to enter information about their pain as often as they would like to
track it. With the Wild Intercepts approach, participants were limited to 15–20 min
per session, which is the maximum amount of time we could realistically ask people
to stand at a booth. This enabled us to observe how many levels they were able to
complete within that duration and at what stages they started to lose interest in the
portal.

3. An unexpected revelation was that the busy bustling mall provided a tumultuous
environment, similar to what one would experience at their home, work, or between
chores. We anticipate that users may have to deal with similarly chaotic scenarios
when they visit the CS-BoP in their day-to-day lives. Wild Intercepts at the Central
City Mall helped us observe how people comprehend and complete tasks on the
CS-BoP despite the distractions around them.

4. Most participants were visiting their neighborhood mall for routine errands and
spending their spare time to test the platform for a relatively insignificant monetary
compensation. As a result, they seemed be more relaxed and at ease to communi-
cate freely and provide their honest feedback without mulling over it or mincing
words. The 15-min time limitation and the casual public setting helped participants
escape the daunting atmosphere in research labs and any possible handholding by
researchers. The researchers didn’t have much time to develop a rapport with these
participants. And although this may be a drawback for studies where participant
retention over longer periods is required [15, 29], in this case, it was beneficial to
get their raw, first impressions without hesitation or bias.
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The Wild Intercepts approach helped us overcome many of the challenges we antic-
ipated with a lab-based study. It provided us with a better understanding of the usability
of CS-BoP and the perceptions of the ‘citizens’ who would use it. We believe that Wild
Intercepts shows great potential to be used as a quick evaluation tool by HCI researchers
for initial concepts and prototypes and yield rich insights within the situated contexts of
the people that they are designed for.

5 Conclusion

TheWild Intercepts approach shows promise in widening the scope of research through
involvement of larger audiences and pushing the boundaries of typical lab research[9, 10,
31]. Most usability studies require large time investment in recruitment of participants
and conducting activities and interviews togetmorenuanced and in-depth insights,which
may be more appropriate for later, more finished versions of technological interventions.
Wild Intercepts is an effective approach to conduct quick and rapid usability studies with
the initial versions and in-between prototypes. The key features of this approach are: 1)
Low participant overhead: Participants spent about 15 min in the study after 1–2 min
of contemplation. Unlike lab studies, participants spent no time on transportation or
scheduling or other overhead tasks. 2) Broader demographic range: The age, ethnicity
and professional experience of participants comes close to matching that of the general
public. Our observation was that there is a stronger similarity to the general public than
we have often observed in our own lab studies. Wild Intercepts may have farther and
wider implications in HCI, design and technology which are yet to be explored.

This study proved to be of crucial importance in the evolution of the Citizen Science
web portal for ‘burdens of pain’ and building community-based tools for engaging
citizens in research activities. Key usability principles were observed in our study: the
need for clear communication of goals, the need to enable users to predict how long
a task will take, the need for clear communication of data security, and the need to
clearly demonstrate the benefits to research and community. Because CS-BoPwas aimed
at collecting health information, the goal of CS-BoP to use the data to help others
was paramount. We found that participants were very interested in helping foster the
public good through using CS-BoP. The findings from this research provide a substantial
understanding and the much-needed insight into design strategies necessary to improve
the user experience of the existing portal to enhance adaptability for diverse users and
encourage continuous engagement necessary for its sustenance and growth.

We plan to conduct more in-depth usability studies in future with the improved
version of CS-BoP focusing on motivations for returning to the portal and continued
use, visualizing gathered data, and community building for the greater good. We believe
that the outcomes of this study and the analysis of the Wild Intercepts approach may
also help inform the design and validation of similar such technologies targeted towards
diverse populations.
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Abstract. Recent studies employing mobile data to detect psycholog-
ical disorders have made great progress. Mobile devices record user’s
behavior data and physical signals continuously. Such data are able to
detect symptoms of mental disorders like depression, anxiety and stress
via machine learning models. However, existing researches mainly focus
on independently detecting one of these disorders, ignoring the symptom
relationship among them. Besides, current studies using statistical fea-
tures accumulated in a period of time lose the time correlation within
data, which makes it difficult to predict future symptoms. Instead, in
this paper, we firstly propose a parameter sharing model with multi-task
learning to transfer the common representation of three symptoms of
mental disorders, and we use biRNN approach to predict these disorders
by using mobile sequential features. We obtain 175 participants com-
pleting collection for at least 2 weeks with weekly questionnaire. In the
experiments, our proposed sharing model achieves average overall accu-
racy of 0.78 and average AUC of 0.78, outperforming three single-task
model and machine learning methods that use statistical features signif-
icantly. These results suggest that multi-task learning with the sequen-
tial feature enables detecting severity of depression, anxiety and stress
symptoms.

Keywords: Depression detection · Anxiety detection · Stress
detection · Parameter sharing

1 Introduction

Depression, anxiety and excessive mental stress are three common symptoms of
mental disorders in modern life, which threaten people’s health and affect their
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work and quality of life heavily. It is estimated that 350 million people suffer
from depression worldwide [32], and anxiety disorders are affecting 40 million
adults in the United States age 18 and older, or 18.1 of the population every
year [2]. In the first year of the COVID-19 pandemic, global prevalence of anxiety
and depression increased by a massive 25 [33].

Existing studies that employ behavior features to detect symptoms of men-
tal disorders, including depression, anxiety and stress have achieved promising
results [1,4,7,9,16,18,21,24,26,27]. Typically, such studies extract behavior fea-
tures or physical signals from mobile devices and wearable bands, and then detect
the symptoms of mental disorder the participants may have via machine learning
methods. However, previous detection work only focus on symptoms of one of
these disorders, seldom considering the correlation between depression, anxiety
and mental stress. As different types of mental disorders in conceptual-level,
anxiety and depression share a significant nonspecific component encompassing
general affective distress and other common symptoms [8]. And people who suf-
fer from the symptoms of anxiety are also prone to depression [19]. Taken into
consideration of the latent mechanism between the three symptoms of mental
disorders, predicting these three types of disorder simultaneously ensures a more
comprehensive understanding of our mental health.

This study aims to detect three symptoms of mental disorders-depression,
anxiety and mental stress-simultaneously by using sequential data collected from
mobile phones. We propose to learn a multi-task model based on the hypothesis
that depression, anxiety and mental stress are strongly correlated. To the best
of our knowledge, our work is the first to explore a multi-task framework for
mental disorders prediction.

2 Related Work

2.1 Depression, Anxiety and Stress Detection

Some work has shown promising results in this area [1,4,7,9,16,18,21,24,26,27]
and various machine learning methods have been constructed to enhance pre-
diction performance in depression, anxiety and stress detection, such as logis-
tic regression [10], SVM [6,10,24,28], DT [6,24,28], random forest [10,21,24]
and MLP [6,36]. By adopting various machine learning classification algorithms,
researchers found that people with depression have fewer saved contacts and
spend more time on mobile devices to make and receive fewer and shorter calls
[25]. In an exploratory study, the circadian movement, normalized entropy, loca-
tion variance, phone usage duration and phone usage frequency were found to
be correlated with depressive symptoms severity [26]. Considering emotion is
continuous and easy to change, a research utilized smartphone sensor data gath-
ered within the context of daily life to predict momentary anxiety with a deep
learning model by adopting LSTM as the minimum neural units [15].

However, few studies has been conducted using bi-directional RNN to fully
utilize the sequential data. This research shows that biRNN model outperforms
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traditional algorithms, like SVM and Random-Forest in detection depression,
anxiety and stress.

2.2 Multi-task Learning

Multi-task learning (MTL) is an approach to improve the generalization by lever-
aging multiple related tasks information [5]. Some studies based on a priori
knowledge of task relevance [12,23] show that superiority in using features of
similar tasks to achieve prediction of each task in parallel. Optimal multitasking
methods on different datasets need to be explored [3,13,34,35]. Although depres-
sion, anxiety and stress are related tasks, the prediction of depression, anxiety
and stress in parallel has not been fully studied. In this paper, we compare
soft parameter structure and hard parameter structure in symptoms of mental
disorders prediction.

3 Methods

3.1 Date Collection and Preprocessing

We recruited 256 adult participants from December 2021 to March 2022. Partici-
pants were asked to keep the smart phone and wristband throughout the day for
at least 2 weeks. The following features were collected from participants includ-
ing: (1)mobile usage information: app usage frequency, app usage time, entertain-
ment and social app usage frequency, entertainment and social app usage time,
SMS amount, phone usage frequency, phone usage time, incoming phone calls,
dialing phone calls, incoming phone calls time, dialing phone calls time, phone
calls from acquaintances, phone calls from acquaintances time (2)diet informa-
tion: diet frequency, calorie intake (3)sleeping information: deep sleeping time,
shallow sleeping time, wake up time between 11pm. and 7am., sleeping time
(4)moving behaviour information: distance, steps, walking time, running time,
running distance, calorie-consumption (5)location information: location variance
[26], number of different places.

During the study, participants were asked to complete the Depression Anxiety
and Stress Scale-21 [22] (DASS-21) questionnaire every 4 to 7 days which is used
to measure depression, anxiety, and stress symptom severity. The scoring criteria
are shown in the Table 1. For each task, we regard it as a binary classification.
Participants will be labelled as 0 if he or she is classified as Normal via DASS-21,
otherwise will be labelled as 1.

3.2 Sequential Samples

Based on the submission date of DASS-21, we collected the features of that day
and the previous four consecutive days (see Fig. 1). Features of each day are
described in Sect. 3.1. If some a feature is not correctly collected or the feature
is blank due to problems such as device connection or participant’s personal
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Table 1. Severity levels

Level Depression Anxiety Stress

Normal 0–9 0–7 0–14

Mild 10–13 8–9 15–18

Moderate 14–20 10–14 19–25

Severe 21–27 15–19 26–33

Extremely severe 28+ 20+ 33+

reasons, we treat the feature as an invalid feature. For those samples that are
not complied with the validness of features, we drop them in the training data.
Finally, we get 263 sequential samples.

Fig. 1. Sequentially samples collection

3.3 Multi-task BiRNN

In this work, we employ bidirectional recurrent neural network (biRNN) as a
base structure for detection model. biRNN is widely used in many sequential
classification tasks. It is able to capture the sequential information from forward
and backward direction. As the behavior features are sequentially connected, it
is natural to utilize RNN model to extract high-level behavior features.

Moreover, as we know the symptoms of depression, anxiety and stress are
tightly connected, the behavior features that represent depressive symptoms also
likely present anxiety, such as sleep disorder. This inspires us to share model
parameters among multiple detection tasks.

In multi-task learning, different branches are usually used to solve specific
tasks [5]. Figure 2(b) and (c) illustrates overview of our multi-task biRNN struc-
tures, which are two types of modeling sharing. They have the same inputs and
three outputs. These inputs are fully connected to four hidden layers(Dense 1.1–
1.4) which connect to a shared biRNN. The biRNN connects to three separate
hidden layers. Before the output layers, we add a hidden layer Dense and sigmoid
activation function in the output layer for each task. Figure 2(a) shows a single
task structure with only one output.
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(a) single task structure

(b) soft sharing structure

(c) hard sharing structure

Fig. 2. Models structure
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4 Experiments

4.1 Experimental Setup

The ratio of training, validation and testing data against the all data set is of
0.6:0.2:0.2, and use random oversampling on the depression label. The balance
rate of positive and negative samples in the validation data and test data is
consistent with original data, which is 0.25. To evaluate the performance of pre-
diction between sequential features and statistical features, LR, MLP, SVM, DT
and RF are used for comparison. In the second experiment, single task mod-
els are considered. In the last group, we use a soft parameter sharing structure
for multi-task prediction. Note that the size of Dense 1.1–1.4 is 7:3:3:3 in hard
parameter sharing structure. Parameters of Dense 2 in all biRNN structure is
twice than those of Dense 3. During training, we use grid search for the archi-
tecture with the number of hidden nodes 32, 64, 128. Next, we choose 0.001 as
the initial learning rate and use earlystopping. The activation function for each
hidden layer is determined by grid search between Relu and tanh. In addition,
to avoid overfitting, dropout is used for the optimization. The search space for
dropout rate is 0.2, 0.3, 0.4, 0.5.

For each task, the model performance score on test set can be measured by
F1 score and AUC. In order to compare the comprehensive performance in the
three tasks, we use average F1 score and average AUC.

4.2 Model Analysis

Table 2 shows the comparative results of three groups of experiments. Among the
five machine learning methods, RF achieves the highest average F1-score(0.71)
while MLP achieves the highest average AUC(0.58), however, both were lower
than the performance of single biRNN (best avg. F1=0.76, best avg. AUC=0.74).
Using time-series data for prediction increases the amount of training data,
and we believe that the time-series information enhances the prediction per-
formance. The result, that the comprehensive performance of hard parameter
sharing biRNN model is better than that of single biRNN, proves what is learned
for single task can improve the performance of other tasks. Compared to the soft
parameter sharing structure in the last group, hard parameter sharing structure
is more suitable for the prediction of depression, anxiety and stress severity.

4.3 Samples Analysis

Although the experimental results show that the comprehensive performance of
the multi-task structure is better, we would like to know on which samples the
multi-task model performs better than the single-task model. Table 3 demon-
strates the performance of three single task models and multi-task models on the
test set. The test set contains four types of samples((Depression label = 0, Anx-
iety label = 0, Stress label = 0) (Depression label = 0, Anxiety label = 1, Stress
label = 0) (Depression label = 1, Anxiety label = 1, Stress label = 0) (Depression
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Table 2. Comparative result

Dep acc Anx acc Str acc Avg. f1 Avg. AUC

LR 0.65 0.57 0.63 0.62 0.56

SVM 0.57 0.55 0.57 0.56 0.53

MLP 0.67 0.67 0.67 0.67 0.58

DT 0.60 0.55 0.65 0.60 0.50

RF 0.72 0.63 0.78 0.71 0.55

Single biRNN(best avg. F1) 0.77 0.70 0.82 0.76 0.66

Single biRNN(best avg. AUC) 0.57 0.75 0.77 0.69 0.74

Soft parameter sharing biRNN 0.77 0.68 0.75 0.73 0.77

Hard parameter sharing biRNN 0.82 0.70 0.82 0.78 0.78

label = 1, Anxiety label = 1, Stress label = 1)). The multitask model outperforms
the single task model in prediction on the samples with the same labels, which is
consistent with the premise that the multi-task model is applicable to the related
tasks.

Table 3. Samples analysis

Participants labels(D, A, S) Amount Single Soft sharing Hard sharing

0,1,0 5 2 0 0

1,1,0 2 0 0 0

0,0,0 39 26 35 32

1,1,1 14 3 1 5

4.4 Hyperparameter Analysis

In this section, we mainly discuss the hyper-parameters in our model. We varied
our best model in different ways, measuring the change in performance on testing
data. The hyper-parameters consists of (A)bs: batch size; (B)d1, dbiRNN , d2, d3:
dimension of Dense 1, biRNN, Dense 2 and Dense 3; (C)dropout; (D)act1, act2,
act3: the activation function of Dense 1, Dense 2 and Dense 3. In our experiments,
d3 is equal to dbiRNN . These results are presented in Table 4.

In Table 4 rows Hard sharing(7-3-3-3)(A), we vary the number of batch size to
observe the result. While batch size = 4 is 0.9 avg.f1 and 0.9 avg.AUC worse than
the best setting, quality also drops off with too large batch size. In Table 4 rows
Hard sharing(7-3-3-3)(B), we observe that increasing the dense1, dense2, biRNN
nodes which hurts model quality. We further observe in rows Hard sharing(7-3-
3-3)(C) that, as expected, dropout is helpful in avoiding over-fitting, and 0.2 is
better. In rows Hard sharing(7-3-3-3)(D) we replace our activation function with
Relu, and observe worse results in this group. Finally we observe varied model



198 S. Zhang et al.

Table 4. Hyperparameter Analysis

bs d1 act1 dbiRNN Dropout d2 act2 d3 act3 Avg.f1 Avg.AUC

Hard (7-3-3-3) Best 8 32 tanh 16 0.2 64 tanh 16 tanh 0.78 0.78

(A) 4 32 tanh 16 0.2 64 tanh 16 tanh 0.69 0.69

16 32 tanh 16 0.2 64 tanh 16 tanh 0.69 0.67

32 32 tanh 16 0.2 64 tanh 16 tanh 0.69 0.67

(B) 8 64 tanh 16 0.2 64 tanh 16 tanh 0.71 0.62

8 128 tanh 16 0.2 64 tanh 16 tanh 0.66 0.62

8 32 tanh 16 0.2 32 tanh 16 tanh 0.67 0.69

8 32 tanh 32 0.2 128 tanh 32 tanh 0.62 0.61

8 32 tanh 64 0.2 256 tanh 64 tanh 0.70 0.63

8 32 tanh 128 0.2 512 tanh 128 tanh 0.70 0.62

(C) 8 32 tanh 16 0.0 64 tanh 16 tanh 0.68 0.75

8 32 tanh 16 0.3 64 tanh 16 tanh 0.69 0.68

8 32 tanh 16 0.4 64 tanh 16 tanh 0.69 0.75

8 32 tanh 16 0.5 64 tanh 16 tanh 0.74 0.71

(D) 8 32 Relu 16 0.2 64 tanh 16 tanh 0.64 0.68

8 32 tanh 16 0.2 64 Relu 16 tanh 0.68 0.59

8 32 tanh 16 0.2 64 tanh 16 Relu 0.67 0.65

Hard 8 32 tanh 16 0.2 64 tanh 16 tanh 0.72 0.71

(5-4-4-3) 32 64 tanh 64 0.3 128 tanh 64 tanh 0.73 0.71

Soft 8 32 tanh 16 0.2 64 tanh 16 tanh 0.72 0.75

(7-3-3-3) 32 64 tanh 64 0.3 128 tanh 64 tanh 0.73 0.77

structures that hard sharing model, which the size of Dense 1.1–1.4 is 7:3:3:3 is
superior to the other two model.

5 Conclusion

In this study, a multi-task sequential model that combines the hard parameter
sharing structure and biRNN is proposed to achieve a superior prediction perfor-
mance for three symptoms of mental disorders. The experimental results show
that multi-task framework can be applied in the prediction of relevant mental
tasks. Compared to statistical features, time sequential features perform better
in this depression/anxiety/stress detection task. The future work will focus on
using shorter sequential features for prediction. Lastly, our proposed method
may be extended to other disorder detection.
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Abstract. Telemedicine is quickly becoming an essential asset in the healthcare
industry today. After COVID, the combination of virtual reality (VR) technology
and telemedicine is quickly becoming a safe and effective solution for patients.
Despite the advantages of employing VR in medical education and treatment,
various problems and limits lead to the technology’s ineffectiveness or misuse.
As a result, addressing potential problems associated with VR could be beneficial
in the strategic decision-making process for implementing and developing this
technology in the healthcare industry. This research used case study method to
identify current issues of VR technology adoption at a large US hospital system.
The findings of this qualitative study explore potential concerns and limitations
of current VR technology. Suggestions and insights are highlighted to benefit
researchers and practitioners.

Keywords: Virtual reality · Health care · Telemedicine

1 Introduction

Today, national health sectors have an ever-increasing set of costs attributable to the
growing shortage of doctors and nurses relative to the general population. The increase
of life expectancy concurrently raises the costs of medical care by an estimated 3% to
total costs for each year of life expectancy [1]. In addition, due to increases in information
and technology, patients have a greater detection of diseases. All these factors contribute
to the need for a better system for doctors to interact with their patients.

Medicine is a data-rich enterprise and changing health care infrastructure from tra-
ditional paper-based medical records into an electronic health record and is a way to
help optimize care in a way to make it accessible wherever and whenever it is required
through telemedicine [2].

An increase in care and accessibility is vital for all people, especially thosewho suffer
from chronic disease. Some 50 percent of patients living in the U.S. have one or more
chronic diseases, which accounts for two-thirds of the health care system’s financial
burden [3]. Telemedicine is helpful for those with chronic, long-term conditions, as they
are often required to visit doctor’s offices more often and for more extended periods.
There are also more in-depth care plans to follow, which need continuous updating.
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A 2010 study also showed that patients using telemedicine were more participatory in
managing their care [4].

Further care and accessibilities needs lie within the rural areas of the United States.
Thirty-four of South Dakota’s counties are classified as frontier, having populations of
less than six people per square mile [5]. Ruralism hinders the patients’ access to care
and the caregiver’s access to patients. Patients in rural communities often don’t have
access to doctors who have specialized expertise for a particular ailment a patient might
have but cannot get access to. As such, it is difficult for both providers and patients
to meet in a formal care setting. Telemedicine can bridge the gap. However, data from
4,727 facilities in Iowa showed that two-thirds of the rural hospitals did not offer any
telemedicine services in 2014 [5]. Therefore, there is still a long way to go in this regard.

Using telemedicine also has an economic advantage. A study conducted with Parkin-
son’s disease patients through the Veterans Health Administration was able to save 1,500
travel hours. Of which included 100,000 km of travel and over $37,000 USB in travel
and lodging costs for 34 patients through 100 follow-up visits from those patients [6].

Computer-generated visuals and material are trying to replicate a real presence
through sensory capabilities; medical experts create and apply this technology for train-
ing, diagnosis, and virtual therapy during a critical crisis [7]. VR has prompted a lot
of discussion in the field of computer science. As a cutting-edge computer simulation
system, Virtual reality (VR) technology has advanced tremendously in scientific study,
education, and our daily life. The ability to use VR to augment health care services for
clinical settings gives advantages over traditional processes. Those processes are clinical
care and health education [8].

VR would have a net positive impact on patients in clinical care because of the
increase of immersion of the medium [9]. As there have already been successful results
on lesser mediums in regards to telemedicine (such as e-mail and apps), increasing the
immersion will only increase patient engagement [8]. For health education, VR would
be able to facilitate a deeper understanding of health systems to students learning within
the field. By using a VR headset, the student would be able to maneuver around virtual
cadavers and possibly even be able to complete dissection.

Numeric research articles have explained the potential applications of VR in
health care and telemedicine [10, 11]. However, few of them describe the current
issues and problems from a real scenario of the hospital perspective when adopting
VR in telemedicine. This study tries to identify some potential issues of VR adop-
tions in telemedicine and give suggestions to the future directions to researchers and
practitioners.

2 Literature Review

2.1 Immersive Technology

Immersive technology was introduced over half-decade ago by researchers in human-
computer Interaction [12]. According to a generic definition byMilgram andKishin [13],
immersive technology includes three unique technologies such as augmented reality
(AR), augmented virtuality, and virtual reality (VR). Augmented reality and augmented
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virtuality together were named mixed reality (see Fig. 1 for the reality-virtuality con-
tinuum). Researchers are currently more likely to define augmented virtuality as Mixed
reality, whereas AR is the fusion of real and virtual environments.

Fig. 1. Reality-virtually continuum (Milgram and Kishino 1994).

Computer-based simulation technology, such as VR, plays an important role in cur-
rent higher education. VR has been described as the learning and education supportive
technology of the new century [14]. VR uses graphic systems combined with various
interface devices to give the effect immersion in an interactive virtual environment [15].
Presence in a virtual environment gives users a feeling of being in a virtually mediated
location similar to the real location. Users’ feeling or sense of this presence is a critical
factor linking their perceptions, intentions and actions in the virtual environment. The
level of this presence determines the engagement of the users in the VR. VR technology
has a variety of unique properties along with different terms that users are utilizing.
From dimensional perspective, it could be 2D, 3D VR technology. From immersive per-
spective, it could be non-immersive or immersive technology. From image or animation

Fig. 2. Comparison of VR, AR, and MR [9]
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perspective, it could beAR,VR, andMixedReality (MR). Figure 2 shows the differences
among the three technologies. Along with VR, there are two other similar technologies
named AR and MR. In both AR and MR, real world is not isolated but mixed with the
virtual world. In AR, users mainly interact with the real world and the virtual objects
are the adds-on to the real world. A typical example of AR is the game Pokemon Go.
Players of this game can see the real world plus the Pokemon as the virtual object. MR is
more advanced technology combining both real world and virtual environment allowing
users to interact with both worlds.

2.2 Virtual Reality

Immersion is a new term in VR describing the level of users’ involvement experiences
in the virtual environment [14]. Immersive VR (IVR) technology tends to “disconnec-
t”users from the real world and replace the real world with the virtual world created in
the virtual environment. From a user’s perspective, immersive VR excludes the physi-
cal real world and provides an isolated perception of his/her sense from the reality by
changing surrounding environment [16]. The typical immersive VR is mediated through
head mounted displays (HMD), such as HTC glasses or Oculus Rift, allowing users to
experience the desired degree of immersion. Combining with dimensions of VR, the
effectiveness of 2D immersive VR can only show images and 2D videos to the users
which is lack of depth perception. Therefore, current trend of VR technology is to adopt
3D technology with immersion giving users more realistic and immersive feelings in the
virtual world. Additional VR technology includes the following characteristics:

• Screen Resolution: number of pixels the VR glass screen displays per frame [17];
• Field of View: the degrees of the virtual environment in VR users’ visual field [18];
• Screen Refresh Rate: the rate at which the display screen updates the images [17];
• Head Tracking: movement tracking system to identify the location of the users’
body[19];

• Software for VR: applications utilize VR hardware to build the virtual environment
and support users’ virtual activities, such as navigation, interaction, etc.

Over one-third of current studies focus on the usability of AR/VR systems [20].
Usability is to maximize the user’s effectiveness, efficiency, and satisfaction, andtTwo
common factors associated with VR usability are enjoyment and motivation [21]. VR
users try the VR applications and keep using them mainly because the functions and
features from both VR hardware and software provide users perceived cognition of
enjoyment, which further encourages their future usage [22]. Other factors contributing
to users’ continuous engagement of VR are simple and easy user interface [23], effortless
concentration [24], and sociability [25].

2.3 Gamification

Gamification is identified as game-like characteristics in a non-gaming activity. The use
of such a system is a way to set a goal for a user and increase motivation to participate
in a series of tasks to achieve that goal. There are seven advantages of gamification for
health and well-being [26]:
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• Intrinsic motivation: inherited from game design, gamified system evokes users’
intrinsic motivation;

• Broad accessibility: with the populations of mobile games, users can adopt gamified
systems not only from computers but also from all other mobile devices;

• Broad appeal: gamified systems are attracting wider populations other than just young
people;

• Broad applicability: gamified systems were adopted to treat multiple health risks
covering from physical activity, diet management, and rehabilitation, to cancer;

• Cost-benefit efficiency: gamified systems can be efficiently engaged in the cur-
rent health system as the health treatment methods with lower cost and scalable
development design;

• Everyday life fit: gamified systems can be utilized, adopted, and tracked easily in
patients’ daily life with mobile devices;

• Supporting well-being: the positive perceived feelings generated from gamified sys-
tems, such as enjoyment, satisfaction, and other positive emotions, can directly
contribute to patients’ well-being health.

More and more gamification applications have been applied with VR applications
[27, 28]. In thefield of healthcare, gamification can help patients increase theirmotivation
to hit their goals to see the best possible outcomes for their recovery [26].

2.4 VR Applications in Telemedicine

Pedagogical use of VR simulations has been adopted in various education areas such as
healthcare [29–31], construction [32], military [33], and other higher education majors
[34–36] to improve training effectiveness and avoid potential training risks. The success
of VR applications in education depends on the users’ feeling of “sense of presence”,
which gives the users a “real world” sensation and deceives the users’ feeling on human
behavioral parameterswith the effects of 3D immersive environment [37]. In recent years,
VR technology shows overwhelming advantages in training programs and education,
such as schedule flexibility by self-learning, not limited to certain training locations,
repeatedly and individually experiment practices, etc. [38–40]. It becomes an innovative
method to provide a unique educational supplement to the in-class lectures and strengthen
the students’ inquired-based learning experiences, especially in laboratory education
[41].

Recent studies have explored the potential to apply VR gamification in health care,
especially telemedicine [27, 41]. For example, in telemedicine, one of the powerful ways
a patient can deal with past trauma is through a powerful technological intervention
known as Avatar Therapy [42]. Avatar therapy is utilized in the form of telemedicine
through virtual environments. These environments are used as a safe space in which
patients can work through interpersonal troubles, trauma caused by past events, and
understand emotions that certain situations may be caused by the virtual experience
[43]. In a post COVID-19 pandemic situation, rehabilitation for regular patients has had
to adapt to give those patients the care they need and keep them safe from infection in
a healthcare environment from those with spreadable infection. At-home rehabilitation
was the obvious solution. In the case of post-stroke elderly patients using VR systems
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to help in their at-home rehabilitation has been a major tool to keep them safe at home
while getting the care that they need [44]. Table 1 lists some recents studies with VR
gamification in health care.

Table 1. Recent studies with VR gamification in health care.

Medical area Applications References

Virtual surgery Dentistry oral surgery;
Provide surgery at different locations;

[45, 46]

Planning of operation Plan for surgical treatment [47, 48]

Diagnosis Chronic obstructive pulmonary;
Identify breathing problems;
Track body movement data;
Track and save health data;

[49–51]

Rehabilitation Virtual rehabilitation environment [52, 53]

Education & Training Anatomical education;
Cardiovascular system cardiology;
Emergency medicine; Gastroenterology
Hepatology;
Neurosciences Neurology;
Orthopedics;
Otorhinolaryngology;
Practice surgical procedure;
Urology nephrology

[46, 54–61]

Respiratory system Biofeedback in affective computing and
VR solutions for health and wellness

[62]

Acoustics Virtual Acoustic interventions [63]

Psychiatry VR therapy in the management of dis
orders associated with child and adole
cence psychiatry

[64]

Physical therapy Virtual exercise;
Improve efficiency of psychotherapy

[65]

Mental illness Low-cost and safe virtual treatment [66]

Pain relief Reduce Limb pain;
Reduce trauma pain

[67, 68]

Reduce depression Virtual environment to treat depression [69]

VR gamification gives trainees a safe place to polish their skills and offer patients
better treatment without harm [68]. Many health care facilities have adopted it for the
satisfaction of both medical staff and patients. As such [70], VR technology brings
medical training programs with the following advantages:

• It can simulate complex environments to test different innovative ideas repeatedly;
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• Training programs can ignore geographical and time constraints that trainees can
practice their skills with VR any time anywhere;

• It collects all the training performance data about trainees, and trainer’s can review
the data and give appropriate feedback.

Javaid and Haleem [11] also summarize some VR benefits in the medical field
(Fig. 3). VR provides a powerful platform to support the improvement of current
telemedicine development.

Fig. 3. VR benefits

3 Case Description

This research adopts a case study method to collect data and discuss the research ques-
tion. We conducted several in-depth interviews with Mr. Jonathan Witenko, the System
Director of Virtual Health & Telemedicine at Lee Health. Lee Health was founded in
1916 and governed by a publicly elected 10-member Board of Directors. Lee Health
is one of the largest public health systems in the U.S. and one of the largest not-for-
profit public health systems and Safety Net Hospital in Florida that receives no direct
tax support. There are more than 1.5 million patient contacts each year in Lee Health.
It has four acute care hospitals and more than 14,000 employees with 750+ primary
and specialty care physicians and advanced practitioners in 80- + practice locations
throughout Southwest Florida. Lee Health owns several special hospitals and centers.
GolisanoChildren’sHospital of Southwest Florida is a 134-bed pediatric hospital opened
in 1994 within HealthPark Medical Center. With new 7-story facility opened in 2017, it
is the only comprehensive children’s hospital with Level II and Level III Neonatal Inten-
sive Care Units between Tampa and Miami. The Rehabilitation Hospital has a 60-bed
comprehensive inpatient rehabilitation facility located within Lee Memorial Hospital.

Mr. Witenko has been working with Lee Health for over 10 years and is currently
the director in charge of both telemedicine and virtual Health. Speaking with Jon gave
us the opportunity to understand first-hand the real-world applications of telemedicine
and VR with the challenges Lee Health is facing to.
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Lee Health’s first implementation of telemedicine was in 2014, when the technology
was identified as a possible solution to an urgent care problem. The problem was that
possible stroke patients needed to be seen by a neurologist as soon as possible so a visual
diagnosis could be performed, and an anti-stroke medication could be prescribed. With
only one neurologist on duty at Lee Health, it could take hours for the doctor to get to the
patient. After adopting telemedicine at Lee Health, a doctor would be able to connect to
the patient within minutes. Using video conferencing technology, doctors performed the
requisite visual diagnosis and prescribed the medication if needed, getting the patient
treatment much sooner than before.

This new protocol not only helped save patients’ lives, but it was also cheaper for
the patients. The downside to this adoption was that Lee Health was not able to bill
the insurance for these non-face-to-face visits. Even so, Lee Health continued to use
telemedicine to treat stroke patients, realizing that the expediency of patient care was
paramount to receiving payment for a bill.

Over the last few years, Lee Health further adopted telemedicine services for addi-
tional urgent care situations and inside the hospitals in its network. Recently, Lee Health
started their VR applications in three programs. One is in the children’s hospital. Lee
Health has a department called Child Life. There are three treatments in this department,
including music therapy, distraction treatment, and gaming. They use VR technology
to help children distract from pain and recover from their surgeries. The results was
obviously better that the use of movies on the iPad. However, there was no statistical
data support for the benefits yet. The second application was to adopt VR technology
in the addiction unit at Lee Health. Patients play VR games to reduce the pain from the
addiction. The unit reported that patients were able to focus and actually lowered their
recovery time from six days to four days. The last one is for physical therapy. Patients
completed their exercises in a virtual environment to shorten their surgery recovery,
stroke recovery, etc. Doctors stated that this program was very helpful. However, since
Lee Health just started this physical theropy program, there was insufficient data to
statistically support this conclusion.

4 Case Analysis and Discussion

The main purpose of adopting VR technology in the health sector is to improve various
medical treatments effectively and efficiently. To recognize the opportunities and chal-
lenges of VR, we need to consider all groups involved in this technology application,
such as VRmanufacturers, software developers, patients, andmedical workers including
doctors, nurses, and clinical IT employees.

4.1 VR Hardware

CurrentVR technology is still at its early stage. There are several issueswith the hardware
of VR technology. First, as we mentioned in the literature review, the usability of current
VR technology does not fully satisfy patients’ requirements [7]. Most of the current
VR devices were designed based on technology-oriented approaches, making learning
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and usage complex and difficult [70, 71]. The need for user-friendly VR applications
requires a user-centered design with both technology and user perspectives.

Mr. Witenko emphasized that “People just could affordable from body perspective,
only less than 30 min, which means, I think that one of the purposes of gaming is
to let the user or end users engaged with the game and so forgot about the time or
distracted from everything else. But if you only give them 30 min, that’s not typically
long enough for many medical treatments.” Side effects have been reported as one of the
most significant issues of current VR technology [72, 73]. As the second issue from VR
technology, the short-term side effects include nausea, vomiting, eye fatigue, dizziness,
ataxia, etc. These symptoms were summarized as cybersickness which is due to the
conflict between patients’ body sensory inputs, such as visual and body movement
[74]. The long-term side effects include situational instability, turbulent movements,
perceptual-motor disorders, sleepiness, decreased stimuli, etc. These symptoms were
addressed as perceptuomotor after-effects which is due to delays in the readaptation of
the patients’ sensory and motor system after frequent body adaptions/adjustments in a
virtual environment [75].

4.2 VR Software

According to Mr. Witenko, VR technology showed slightly better results to distract
children from their surgeries. “We used VR glasses, and they’ve done the same thing
as before that we give the kids an iPad as they’re going to surgery, and their outcomes
are better just because they’re not thinking about, oh, my goodness, I’m going to have
surgery. There’s nothing magical about the VR software.” From the interview, we notice
that current VR software development does not satisfy the requirements of both health
care providers and patients. Health care providers want varieties of VR games. Mr.
Witenko pointed out that, currently in theChildren’sHopital, since there is only one short
VR game, “patients just feel cool at the beginning, but this feeling disappeared quickly
and no further help to distract patients from the game for enough time.” Therefore,
VR software providers should develop enough games to fit in requirements of various
medical treatments with multiple scenarios.

Additionally, the feeling of presence in current VR devices is still different far from
reality [7], which significantly reduced patients’ immersive perceptions in the virtual
environments. To give patients more immersive feelings in the virtual environment,
as Mr. Witenko stated, the VR software should be able to show the game “in a fully
interactive and close-to-real environment.” With this essential feature, “VR should be
more helpful because it’s emerging the users in a different environment. So if they’re
watching a movie with an iPad, they’re still be possible to be distracted by somewhere
outside the movies. But in the VR world, you kind of closed and you’re more easily
concentrated. Yeah, because it’s engaging. It’s not just a passive, you’ve got to be an
active participant in the virtual world.”

Thirdly, Mr. Witenko emphasized that he could not find a VR software vendor who
could provide himwith useful and effective games fulfilling any of his treatment require-
ments. “I understand that there are some VR games that could guide you to fishing or
golf or whatever, but for the hospital, for the kids, which game you use to distract them,
or did you try different games? Or you just use the one type of game or you ask the kids
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to choose three different options, and I don’t even find out what the software is. So the
challenge was the guy who was running it left, and so the new guy who’s picking it up
hasn’t even started on it. So it’s been this gap of knowledge.” The collaborations between
the software vendors and health care providers are needed to provide more professional
and effective VR games for patients.

Lastly, the current VRmarket is chaotic withmultiple hardware, software, standards,
and settings. Just like Mr. Witendo described that “one treatment needs three different
software. This is three different hardware from different vendors. It’s different mainte-
nance. I went to all three vendors and I said, I want you to be my VR guy. And they’re
like, yeah, we don’t do any of those others. So it’s tough now for me to build a program
around it, and they’re totally standalone.” There is a need to establish a mature market
with a VR technology standard [70].

4.3 Patients

Individual patient’s demographics, such as gender, age, etc., personality, and other unique
psychological, cognitive, physical, and functional characteristics may cause VR treat-
ment results differently. From an ethical perspective, health care providers need to be
aware of the potential risks of VR technology. For example, the VR game content for
children should strictly follow federal and state regulations. Furthermore, VR treat-
ments should consider individual psychological differences and levels of symptoms, as
Mr.Witendo addressed, “patients with addiction are a little bit sensitive due to the nature
of it.”

4.4 Medical Worker

Medical workers include doctors, nurses, and clinical IT employees. They have to
work closely to implement the VR technology successfully. Additionally, they need
to be trained by the vendors to properly set up and operate VR hardware and software.
Insufficient training may cause adverse consequences of treatment [75].

4.5 Research Data Support

Previous research [69] identified thatmost of the currentVRstudies in health care focused
on VR training and education programs. A lack of empirical research on VR technology
applications in the health sector limited VR adoption in hospitals and clinics [7]. One of
the reasons Lee Health did not expand their VR applcations over more departments was
that therewas no empirical data showing the effects of the treatment withVR technology.
Mr. Witendo gave two examples of the data support. First, “the amount of sedation a kid
needs to go under based on your body weight. Let’s assume it’s 100 mg. If I can distract
them, what if I can put them under with only 50 mg? And that means there’s less amount
of medicine, so it’s cheaper for the system, but the recovery time is quicker because the
kid doesn’t took full dose of the medicine. It’s less risk to give them half medicine. Plus
they recover from the surgery and the sedation sooner.” Second, “If we know the VR
technology improves our treatment 12% more efficient. It’s leading to better outcomes,
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better financial results, lower length of stay, better satisfaction. However, right now,
we’re just doing it because it’s cool. So right now I can’t take any action on it because
I don’t have any data.” According to Mr. Witendo, they are collecting data from the
current three units about the effectiveness of VR technology and hope the results can
support their future investment in VR applications.

5 Conclusions

Telemedicine has some time before it is fully implemented into health networks world-
wide. The rise of Covid-19 has accelerated the use of VR technology and hasmade a leap
in providing care to patients remotely for their safety, convenience, and savings. This
research uses a case study at Lee Health to extend previous studies on VR applications
in the health sector. Combining with our literature review, this qualitative study sum-
marizes vital concerns of current adoptions of VR technology in a hospital system. The
findings may be beneficial to VR researchers for their future study, VR manufacturers
with their next VR product, VR software vendors for their new VR applications, and
health care facilities who are planning to establish or expand their treatment adoptions
with VR technology.

References

1. Pereira, F.: Business models for telehealth in the US: analyses and insights. Smart Homecare
Technol. TeleHealth 4, 13–29 (2017)

2. El-Miedany, Y.: Telehealth and telemedicine: how the digital era is changing standard health
care. Smart Homecare Technol. TeleHealth 4, 43–51 (2017)

3. Dinesen, B., et al.: Personalized telehealth in the future: a global research agenda. J. Med.
Internet Res. 18(3), 1–17 (2016)

4. Davis, R.M., Hitch, A.D., Salaam, M.M., Herman, W.H., Zimmer-Galler, I.E., Mayer-Davis,
E.J.: Telehealth improves diabetes self-management in an underserved community. Diab. Care
33(8), 1712–1717 (2010)

5. Nelson, R.: Telemedicine and Telehealth. AJN, Am. J. Nurs. 117(6), 17–18 (2017)
6. Eisenberg, J., Hou, J.G., Barbour, P.: Current perspectives on the role of telemedicine in the

management of Parkinson’s disease. Smart Homecare Technol. TeleHealth 5, 1–12 (2018)
7. Yu, W., Wen, L., Zhao, L.-A., Liu, X., Wang, B., Yang, H.: The applications of virtual reality

technology in medical education: a review and mini-research. J. Phys.: Conf. Ser. 1176(2),
1–5 (2019)

8. Riva, G.: From telehealth to E-Health: internet and distributed virtual reality in health care.
Cyberpsychol. Behav. 3(6), 989–998 (2000)

9. Hilty, D.M., et al.: A review of telepresence, virtual reality, and augmented reality applied to
clinical care. J. Technol. Behav. Sci. 5(2), 178–205 (2020)

10. O’Connor, S.: Virtual reality and avatars in health care. Clin. Nurs. Res. 28(5), 523–528
(2019)

11. Javaid, M., Haleem, A.: Virtual reality applications toward medical field. Clin. Epidemiol.
Global Health 8(2), 600–605 (2020)

12. Sutherland, I.E.: Sketchpad a man-machine graphical communication system. Simulation
2(5), R-3-R−20 (1964)



212 F. Zhao et al.

13. Milgram, P., Kishino, F.: A taxonomy of mixed reality visual displays. IEICE – Trans. Info.
Syst. 77(12), 1321–1329 (1994)

14. Jensen, L., Konradsen, F.: A review of the use of virtual reality head-mounted displays in
education and training. Educ. Inf. Technol. 23(4), 1515–1529 (2017)

15. Pan, Z., Cheok, A.D., Yang, H., Zhu, J., Shi, J.: Virtual reality and mixed reality for virtual
learning environments. Comput. Graph. 30(1), 20–28 (2006)

16. Slater, M., Wilbur, S.: A framework for immersive virtual environments (five): speculations
on the role of presence in virtual environments. Presence: Teleoperators Virtual Env. 6(6),
603–616 (1997). https://doi.org/10.1162/pres.1997.6.6.603

17. Kourtesis, P., Collina, S., Doumas, L.A., MacPherson, S.E.: Technological competence is a
pre-condition for effective implementation of virtual reality head mounted displays in Human
neuroscience: a technological review andmeta-analysis. Front.Hum.Neurosci. 13, 342 (2019)

18. Cummings, J.J., Bailenson, J.N.: How immersive is enough? a meta-analysis of the effect of
immersive technology on user presence. Media Psychol. 19(2), 272–309 (2015)

19. Slater, M.: Immersion and the illusion of presence in virtual reality. Br. J. Psychol. 109(3),
431–433 (2018)

20. Carroll, J., Hopper, L., Farrelly, A.M., Lombard-Vance, R., Bamidis, P.D., Konstantinidis,
E.I.: A scoping review of augmented/virtual reality health and wellbeing interventions for
older adults: redefining immersive virtual reality. Front. Virtual Reality 2, 61 (2021)

21. de Klerk, R., Duarte, A.M., Medeiros, D.P., Duarte, J.P., Jorge, J., Lopes, D.S.: Usability
studies on building early stage architectural models in virtual reality. Autom. Constr. 103,
104–116 (2019)

22. Pallavicini, F., Pepe, A., Minissi, M.E.: Gaming in virtual reality: what changes in terms
of usability, emotional response and sense of presence compared to non-immersive video
games? Simul. Gaming 50(2), 136–159 (2019)

23. Corno, G., Bouchard, S., Forget, H.: Usability assessment of the virtual multitasking test
(V-mt) for elderly people. Annu. Rev. Cyberther. Telemed. 12, 168–172 (2014)

24. Manera, V., et al.: A feasibility study with image-based rendered virtual reality in patients
with mild cognitive impairment and dementia. PLoS ONE 11(3), 1–14 (2016)

25. Holopainen, J., Mattila, O., Parvinen, P., Pöyry, E., Tuunanen, T.: Sociability in virtual reality.
ACM Trans. Soc. Comput. 4(1), 1–21 (2021)

26. Johnston, E., Olivas, G., Steele, P., Smith, C., Bailey, L.: Exploring pedagogical foundations
of existing virtual reality educational applications: a content analysis study. J. Educ. Technol.
Syst. 46(4), 414–439 (2017)

27. Berton, A., et al.: Virtual reality, augmented reality, gamification, and telerehabilitation:
psychological impact on orthopedic patients’ rehabilitation. J. Clin. Med. 9(8), 2567 (2020)

28. Pinto, R.D., Peixoto, B., Melo, M., Cabral, L., Bessa, M.: Foreign language learning gamifi-
cation using virtual reality—a systematic review of empirical research. Educ. Sci. 11(5), 222
(2021)

29. Arane, K., Behboudi, A., Goldman, R.D.: Virtual reality for pain and anxiety management in
children. Can. Fam. Physician Medecin de famille canadien 63(12), 932–934 (2017)

30. Scapin, S., et al.: Virtual reality in the treatment of burn patients: a systematic review. Burns
44(6), 1403–1416 (2018)

31. Shetty, V., Suresh, L.R., Hegde, A.M.: Effect of virtual reality distraction on pain and anxiety
during dental treatment in 5 to 8 year old children. J. Clin. Pediatr. Dent. 43(2), 97–102 (2019)

32. Wang, P., Wu, P., Wang, J., Chi, H.-L., Wang, X.: A critical review of the use of virtual reality
in construction engineering education and training. Int. J. Environ. Res. Public Health 15(6),
1204 (2018)

33. Ahir, K., Govani, K., Gajera, R., Shah, M.: Application on virtual reality for enhanced
education learning, military training and sports. Augmented Hum. Res. 5(1), 1–9 (2019)

https://doi.org/10.1162/pres.1997.6.6.603


The Impact of Virtual Reality Toward Telemedicine 213

34. Innocenti, E.D., et al.: Mobile virtual reality for musical genre learning in primary education.
Comput. Educ. 139, 102–117 (2019)

35. Radianti, J., Majchrzak, T.A., Fromm, J., Wohlgenannt, I.: A systematic review of immer-
sive virtual reality applications for higher education: design Elements, lessons learned, and
research agenda. Comput. Educ. 147, 103778 (2020)

36. Kober, S.E., Kurzmann, J., Neuper, C.: Cortical correlate of spatial presence in 2D and 3D
interactive virtual reality: an EEG study. Int. J. Psychophysiol. 83(3), 365–374 (2012)

37. Cheng, M.-T., Lin, Y.-W., She, H.-C.: Learning through playing Virtual age: exploring the
interactions among student concept learning, gaming performance, in-game behaviors, and
the use of in-game characters. Comput. Educ. 86, 18–29 (2015)

38. Fung, F.M., et al.: Applying a virtual reality platform in environmental chemistry education
to conduct a field trip to an overseas site. J. Chem. Educ. 96(2), 382–386 (2019)

39. Wang, C.Y., et al.: A review of research on technology-assisted school science laboratories.
Educ. Technol. Soc. 17(2), 307–320 (2014)

40. Lee, E.A.-L., Wong, K.W.: Learning with desktop virtual reality: low spatial ability learners
are more positively affected. Comput. Educ. 79, 49–58 (2014)

41. Smits, M., Staal, J.B., van Goor, H.: Could virtual reality play a role in the rehabilitation after
covid-19 infection? BMJ Open Sport Exerc. Med. 6(1), e000943 (2020)

42. Anthony,K., Nagel, D.A.: TherapyOnline: APractical Guide. SAGEPublications Ltd. (2013)
43. Pompeo-Fargnoli, A., Lapa, A., Pellegrino, C.: Telemental Health and student veterans: a

practice perspective through voices from the field. J. Technol. Hum. Serv. 38(3), 271–287
(2019)

44. Luo, Z., et al.: Gamification of upper limb virtual rehabilitation in post stroke elderly using
SilverTune- a multi-sensory tactile musical assistive system. In: 2021 IEEE 7th International
Conference on Virtual Reality (ICVR) (2021)

45. Lin, H.-T., Li, Y.-I., Hu, W.-P., Huang, C.-C., Du, Y.-C.: A scoping review of the efficacy of
virtual reality and exergaming on patients of musculoskeletal system disorder. J. Clin. Med.
8(6), 791 (2019)

46. Wang, S., et al.: Augmented reality as a telemedicine platform for remote procedural training.
Sensors 17(10), 2294 (2017)

47. Li, J.-H.: The application of virtual reality and augmented reality technologies in biofeedback.
Adapt. Med. 9(9), 3867–3880 (2017)

48. Park, M.J., Kim, D.J., Lee, U., Na, E.J., Jeon, H.J.: A literature overview of virtual reality
(VR) in treatment of psychiatric disorders: recent advances and limitations. Front. Psychiatry
10, 505 (2019)

49. De Luca, R., et al.: Improving neuropsychiatric symptoms following stroke using virtual
reality: a case report. Medicine 98(19), e15236 (2019)

50. Rutkowski, S.: Management challenges in chronic obstructive pulmonary disease in the
COVID-19 pandemic: telehealth and virtual reality. J. Clin. Med. 10(6), 1261 (2021)

51. Imam, B., et al.: A telehealth intervention using Nintendo Wii fit balance boards and iPads
to improve walking in older adults with lower limb amputation (Wii.n.walk): study protocol
for a randomized controlled trial. JMIR Res. Protoc. 3(4), e80 (2014)

52. Levin, M.F., Demers, M.: Motor learning in neurological rehabilitation. Disabil. Rehabil.
43(24), 1–9 (2020)

53. Bond, W.F., et al.: The use of simulation in emergency medicine: a research agenda. Acad.
Emerg. Med. 14(4), 353–363 (2007)

54. Duarte,M.L., Santos, L.R., Guimarães Júnior, J.B., Peccin,M.S.: Learning anatomy by virtual
reality and augmented reality. A scope review. Morphologie 104(347), 254–266 (2020)

55. Fried, M.P., Uribe, J.I., Sadoughi, B.: The role of virtual reality in surgical training in
otorhinolaryngology. Curr. Opin. Otolaryngol. Head Neck Surg. 15(3), 163–169 (2007)



214 F. Zhao et al.

56. Maresky, H.S., Oikonomou, A., Ali, I., Ditkofsky, N., Pakkal, M., Ballyk, B.: Virtual reality
and cardiac anatomy: exploring immersive three-dimensional cardiac imaging, a pilot study
in undergraduate medical anatomy education. Clin. Anat. 32(2), 238–243 (2018)

57. Silva, J.N.A., Southworth, M., Raptis, C., Silva, J.: Emerging applications of virtual reality
in cardiovascular medicine. JACC: Basic Transl. Sci. 3(3), 420–430 (2018)

58. Mallepally, N., Bilal, M., Hernandez-Barco, Y.G., Simons, M., Berzin, T.M., Oxentenko,
A.S.: the new virtual reality: how covid-19 will affect the gastroenterology and hepatology
fellowship match. Dig. Dis. Sci. 65(8), 2164–2168 (2020)

59. Uruthiralingam, U., Rea, P.M.: Augmented and virtual reality in anatomical education – a
systematic review. In: Rea, P.M. (ed.) Biomedical Visualisation. AEMB, vol. 1235, pp. 89–
101. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-37639-0_5

60. Walbron, P., Thomazeau, H., Sirveaux, F.: Virtual reality simulation“ in der orthopädie und
unfallchirurgie in Frankreich. Unfallchirurg 122(6), 439–443 (2019)

61. Järvelä, S., Cowley, B., Salminen, M., Jacucci, G., Hamari, J., Ravaja, N.: Augmented virtual
reality meditation. ACM Trans. Soc. Comput. 4(2), 1–19 (2021)

62. Doggett, R., Sander, E.J., Birt, J., Ottley, M., Baumann, O.: Using virtual reality to evaluate
the impact of room acoustics on cognitive performance and well-being. Front. Virtual Reality
2, 20 (2021)

63. Kim, S., Kim, E.: The use of virtual reality in psychiatry: a review. J. Korean Acad. Child
Adolesc. Psychiatry 31(1), 26–32 (2020)

64. Beidel, D.C., et al.: Trauma management therapy with virtual-reality augmented exposure
therapy for combat-related PTSD: a randomized controlled trial. J. Anxiety Disord. 61, 64–74
(2019)

65. Mubin, O., Alnajjar, F., Jishtu, N., Alsinglawi, B., Al Mahmud, A.: Exoskeletons with virtual
reality, augmented reality, and gamification for stroke patients’ rehabilitation: systematic
review. JMIR Rehabil. Assist. Technol. 6(2), e12010 (2019)

66. Parham, G., et al.: Creating a low-cost virtual reality surgical simulation to increase surgical
oncology capacity and capability. Ecancermedicalscience 13, 910 (2019)

67. Vergara, D., Rubio, M., Lorenzo, M.: On the design of virtual reality learning environments
in engineering. Multimodal Technol. Interact. 1(2), 11 (2017)

68. Norouzi, N., Bölling, L., Bruder, G., Welch, G.: Augmented rotations in virtual reality
for users with a reduced range of head movement. J. Rehabil. Assist. Technol. Eng. 6,
2055668319841309 (2019)

69. Tang, Y.M., Chau, K.Y., Kwok, A.P., Zhu, T., Ma, X.: A systematic review of immersive tech-
nology applications for medical practice and education - trends, application areas, recipients,
teaching contents, evaluation methods, and performance. Educ. Res. Rev. 35, 100429 (2022)

70. Zhang, J., Patel, V.L., Johnson, K.A., Smith, J.W.: Designing human-centered distributed
information systems. IEEE Intell. Syst. 17(5), 42–47 (2002)

71. Garrett, B., Taverner, T., Gromala, D., Tao, G., Cordingley, E., Sun, C.: Virtual reality clinical
research: promises and challenges. JMIR Serious Games 6(4), e10839 (2018). https://doi.org/
10.2196/10839

72. Xiong, Y., Chen, H.: Status quo of VR technology applied in clinical medicine and reflections.
China Med. Educ. Technol. 31(3), 283–291 (2017)

73. Bohil, C.J., Alicea, B., Biocca, F.A.: Virtual reality in neuroscience research and therapy. Nat.
Rev. Neurosci. 12(12), 752–762 (2011)

74. Rizzo, A.A., Strickland, D., Bouchard, S.: The challenge of using virtual reality in
telerehabilitation. Telemed. J. E Health 10(2), 184–195 (2004)

75. Botella, C., Garcia-Palacios, A., Baños, R.M., Quero, S.: Cybertherapy: advantages, limita-
tions, and ethical issues. PsychNology J. 7(1), 77–100 (2009)

https://doi.org/10.1007/978-3-030-37639-0_5
https://doi.org/10.2196/10839


Find Your ASMR: A Perceptual Retrieval
Interface for Autonomous Sensory

Meridian Response Videos

Qi Zhou, Jiahao Weng, and Haoran Xie(B)

Japan Advanced Institute of Science and Technology, Ishikawa 9231292, Japan

xie@jaist.ac.jp

Abstract. Autonomous sensory meridian response (ASMR) is a type of
video contents designed to help people relax and feel comfortable. Users
usually retrieve ASMR contents from various video websites using only
keywords. However, it is challenging to examine satisfactory contents to
reflect users’ needs for ASMR videos using keywords or content-based
retrieval. To solve this issue, we propose a perceptual video retrieval
system for ASMR videos and provide a novel retrieval user interface
that allows users to retrieve content according to watching purpose and
anticipated expectations, such as excitement, calmness, stress and sad-
ness. An ASMR video perception dataset is constructed with annotations
on affective responses after watching the videos. To verify the proposed
video retrieval system, a user study is conducted showing that users can
retrieve satisfactory ASMR contents easily and efficiently compared to
conventional keywords-based retrieval systems.

Keywords: ASMR · Video retrieval · User interface · User perception

1 Introduction

Autonomous sensory meridian response (ASMR) is a type of video content that
has become popular in recent years due to the pervasive influence of social
medias, such as YouTube and TikTok. Especially for young people, ASMR has
changed their life styles with the daily use of applications for relaxing and sleep-
ing. As reported in the previous studies, ASMR videos can bring users the sensa-
tion phenomenon called tingles [1,7]. This sensation is mainly felt at the back of
the users’ heads and is accompanied by a sense of pleasure and relaxation. How-
ever, examining satisfactory ASMR videos from conventional retrieval interfaces
remains a challenging issue.

As shown in Fig. 1, the titles of ASMR videos usually describe a simple and
personal introduction to the video content and have difficulty describing videos
for special retrieval purposes, such as relaxation and looking for companionship
and attention. The video frames of ASMR videos are usually produced with the
action sounds and spoken voices. Classifying videos with multi-modal informa-
tion is a complicated issue. Therefore, conventional keywords-based and content-
based video retrieval approaches may fail for ASMR videos. In such cases, the
c© Springer Nature Switzerland AG 2022
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Fig. 1. Finding satisfactory ASMR videos using only the keywords in the video titles
is difficult. (a)–(d) indicate the four different categories of ASMR videos used in this
work.

users may want to relax but continuously switch ASMR videos because they are
dissatisfied with the retrieved results. They wasted time and become unable to
relax.

To solve these issues, we propose a novel perceptual video retrieval interface
for ASMR videos. In the proposed system, an ASMR video dataset from online
sources was constructed. Then, the participants were asked to evaluate the per-
ception scores of all the collected videos. We implemented a perceptual video
retrieval interface with perception filters. We conducted a comparison study
between the proposed system and conventional retrieval interfaces to verify the
user experience in the user study.

2 Related Works

ASMR is a sensory phenomenon that includes different triggers in videos, such as
whispering, personal attention, crisp sounds and slow movements. This sensory-
emotional phenomenon can be felt in listeners’ head, neck and shoulders [1].
The sensitivity of the triggers can be measured with a resting-state functional
magnetic resonance imaging scan [9]. ASMR videos have been investigated to
study the emotional and physiological correlation with responses [7]. Aside from
the tingling sensation, ASMR videos have been reported to relate to experiences
of social connection and physical intimacy [2]. An online community of video
sharing was found to have various ASMR videos created by ASMR artists looking
for cultural and scientific legitimacy [8]. In this work, we focus on the video
retrieval of ASMR videos.
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Fig. 2. The proposed perceptual video retrieval interface.

The common approaches for video retrieval are keyword and content-based
video indexing and retrieval [10]. A hierarchical retrieval interface was proposed
to explore video content through poster-style summarization [12]. A perception-
based approach was explored to achieve the desired design using sensation
words [4]. A perceptual video summarization and retrieval was proposed to pro-
vide a precise representation of video contents [11]. The interaction modalities
and parasocial attractions of ASMR videos was annotated for multi-modal video
interactions [5]. However, an effective way to explore ASMR videos has been
lacking in previous works. To solve this issue, we aimed to achieve perceptual
retrieval by annotating the videos in the dataset construction.

3 Retrieval System

3.1 System Overview

The proposed retrieval system provides a perceptual retrieval interface in which
users can adjust their perceptual parameters to find satisfactory ASMR videos
as shown in Fig. 2. Users can adjust the application purpose of watching ASMR
videos, the desired level of tingles, and the perceptual expectations. For the
retrieval system, an ASMR video dataset was constructed, and the participants
were asked to evaluate the videos for the level of tingles and perceptual expec-
tations. The proposed system was confirmed to be superior in terms of retrieval
time cost and the quality of retrieved videos with satisfactory usability scales.
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3.2 ASMR Video Dataset

We classified all the collected videos into four video categories according to
previous findings [7]: (a) spoken with high interactivity, (b) spoken with low
interactivity, (c) no spoken and one or a few contents, and (d) no spoken and
multiple contents. Figure 1 shows example videos of the different categories. In
total, 131 ASMR videos were collected from YouTube: 41 videos for (a), 29 videos
for (b), 36 videos for (c), and 25 videos for (d). The representative content of
each video was selected manually and cut into 3–5 min video clips.

3.3 Perceptual Annotation

For all the collected videos in the dataset, the ASMR videos were annotated with
the following perception metrics: (a) Anticipated applications: Five purposes of
watching ASMR videos from the typical scenarios of watching ASMR videos
were presented: sleep, relaxation, concentration, companionship, and attention.
(b) Tingles: This refers to the degree of stimulating effect of the ASMR video.
(c) Perceptual expectation: This refers to positive effects on human emotions.

According to a previous study [7], the perceptual expectations were divided
into four categories, namely excitement, calmness, sadness, and stress, which
were used to measure users’ perceptual expectations after watching the ASMR
video. We adopted these four expressions for the video annotation.

We asked four participants (female graduate students) to join our video anno-
tation. The participants were asked to watch the ASMR videos and annotated
them using the aforementioned perception metrics. For each video, the partici-
pants were asked to answer the following six questions on a seven-point Likert
scale, with 1 indicating strong disagreement and 7 indicating strong agreement.

Q1. Can you feel tingles from this ASMR video?
Q2. Do you feel more excited after watching the video?
Q3. Do you feel calmer after watching the video?
Q4. Do you feel sadder after watching the video?
Q5. Do you feel more stressed after watching the video?
Q6. For which purpose do you think this ASMR video is suitable? (multiple-

choice questions).

According to a survey of the participants (works) in advance, all four par-
ticipants had experience watching ASMR videos. They had different preferences
for ASMR, with two of them liking humans speaking in ASMR videos and the
others liking ASMR videos without speaking. Moreover, two participants were
more satisfied with videos that made people calmer, and the other two were more
satisfied with videos that made people more excited. All videos were randomly
assigned to the participants according to the four categories (Fig. 1).

3.4 User Interface

As shown in Fig. 2, we designed a novel perceptual video retrieval interface with
a perception filter for an advance search. For the filer, we created two sections,
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namely, the video content section and the perceptional retrieval section, to fulfill
the user search scenario. The video content section has three items: applications,
spoken, and tingles. Application denotes retrieval for the specific purpose of
watching, and spoken denotes searching for videos that have or do not have
vocals. Users employ a two-handle slider to select the range of the tingle feature.
The perceptional retrieval section has four items: excitement, calmness, stress,
and sadness. These items also use a two-handle slider for range selection.

Fig. 3. Workflow of the perceptual filter in the proposed user interface. (Color figure
online)

When users chooses one watching application, the system automatically
determines the maximum and minimum video perception values in the dataset
and changes the corresponding values on the sliders simultaneously, as shown in
the red box in Fig. 3. The default states of the sliders are illustrated in Fig. 2,
When users change the range of a specific item, the slider can be changed to the
activated state, as shown in the blue box in Fig. 3.

4 User Study

4.1 Comparison Study

We conducted a comparative study between the proposed perceptual retrieval
interface and two conventional retrieval approaches: keyword-based video retrieval
(UI-1) and content-based video retrieval (UI-2). These two user interfaces were
implemented for the user study, as shown in Fig. 4. UI-1 denotes a traditional user
interface that only has a keyword search, and UI-2 has a combined traditional user
interface and the video content section of the proposed system.

All participants were asked to use each of the three video retrieval interfaces
to complete three different assigned tasks. Our task was designed based on a
specific scene, the content of the video, and the perceptual expectations after
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Fig. 4. Conventional video retrieval interfaces used in the comparison study. UI-1 rep-
resents keyword-based retrieval, and UI-2 represents content-based retrieval.

watching the video. For example, “You are going to rest and sleep. Please find
as many suitable ASMR videos as possible (no spoken, used for relaxation, and
can make people calmer or more excited).”

We invited six graduate students (three males and three females), all of whom
familiar with ASMR videos, to join the study. The participants were randomly
assigned retrieval and permutation tasks. After the participants retrieved the
ASMR videos, they were asked to watch them in order, from beginning to end,
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and confirm whether they were satisfactory. The amount of time the participant
took to find the first satisfactory video and the time interval between finding two
satisfactory videos were set as the criteria for evaluating the proposed system.
The total number of video views and the number of satisfaction videos for each
participant were also recorded.

4.2 User Experience Study

We asked six graduate students (two males and four females), all of whom were
familiar with ASMR videos, to join the user experience study. They were asked
to use the proposed retrieval system to complete two tasks:

(1) Find as many ASMR videos as possible, with constraints of no spoken, and
for relaxation and calming applications.

(2) Find satisfactory ASMR videos easily.

After completing each task, the participants watched the retrieved videos for
5–10 min to determine whether they were satisfied with the retrieved results.
They were then asked to answer question items from the system usability scale
(SUS).

5 Results

5.1 Implementation Details

This system was implemented on Python, and used a Django 3.2.0 web frame-
work. Bootstrap 4.6.1, an open source cascading style sheets (css) framework,
was used to render and decorate the website. JavaScript Query 3.6.0 (jQuery), an
open-source JavaScript library, was used to implement user interactions. When
users chose one watching purpose of the application, we used the asynchronous
JavaScript and XML function in jQuery to obtain specific values from the dataset
and modify the values in the sliders without refreshing the website.

A two-handle slider (Fig. 3) was designed with a combination of two tradi-
tional (only one handle) sliders. The z-index, a css attribute, was used to overlap
the two traditional sliders. Then, we declared a function to determine if the two
sliders would collide. If the left handle had the same value as the right one, it
would collide. In this case, the left handle would not be able to move to the right
anymore, and vice versa.
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Fig. 5. Amount of time for finding the first satisfactory video.

5.2 Comparison Study

Figure 5 shows that the proposed interface could find satisfactory videos for all
participants in the shortest amount of time. Although our interface took more
time in the initial parameter setting than a conventional keyword retrieval, more
accurate retrieval results were achieved in a significantly shorter amount of time
for the participants to find the first satisfactory video. When using the key-
word retrieval method, some participants found the first satisfactory video faster
because they could quickly locate familiar video content by inputting keywords.
The content-based retrieval method (UI2) disregarded the emotional needs of
the participants. Thus, compared to the proposed perceptual retrieval system,
the variance in the video content distribution was larger, and the participants
have a relatively lower probability of quickly finding the first satisfactory video.

As shown in Fig. 6, a short interval was observed between finding two sat-
isfying videos consecutively when using the proposed interface. The proposed
system was verified to retrieve more satisfactory videos, and users had a bet-
ter experience in finding and switching between satisfactory ASMR videos. The
participants revealed that they usually did not watch ASMR videos completely.
When bored with the content of an ASMR video, they would look for other videos
and switch between them until they find satisfactory video content. Therefore,
we consider that the interval between closing one video and finding another sat-
isfactory one is an important indicator when evaluating a retrieval system, as
a short interval can reduce the energy loss caused by switching between videos
and significantly increase the comfort of system users. One of the participants
commented the following about the proposed retrieval system was: “I feel that
the retrieved videos were very new and that most of them were very interesting.
I can quickly find the next satisfactory video.”

As shown in Fig. 7, the proposed system can retrieve the highest ratio of
satisfactory videos relative to the total number of viewed videos. The partic-
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Fig. 6. Time intervals between finding two satisfactory videos.

ipants indicated that the proposed retrieval method increased the diversity of
video types retrieved. According to one of the participants, “I usually use a few
keywords I know to search for ASMR videos, In this way, I can find videos that
meet my preferences. However, after a period, the videos retrieved using these
keywords will have no new content, and most of them I have already seen. How-
ever, your retrieval method is not limited to specific video content, and it can
find many videos with unexpected new content.”

Fig. 7. Ratio of satisfactory videos to total viewed videos.
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5.3 User Experience

The results of System Usability Scale (SUS) questions are shown in Fig. 8. Five
participants reported that they were willing to use our retrieval system regu-
larly confident in using it. They found the proposed system easy to learn. How-
ever, four participants reported that the system design was complex. We intend
to improve our interface design in our future work. The average score of the
proposed retrieval interface was 72.08 (out of 100), which implies good overall
usability.

Fig. 8. Mean SUS responses from the user study.

6 Conclusion

We proposed an ASMR video retrieval interface based on user perceptions. We
collected the annotation data of an ASMR video dataset for watching pur-
poses and perception of feelings. In contrast to the conventional keyword- and
content-based retrieval interfaces, the proposed retrieval interface achieved bet-
ter retrieval quantity and accuracy at less time. Through the system usability
experiment, the proposed system was verified to achieve good overall usability.

In future work, we intend to increase the number of participants in the user
study and the number of participants and videos during video annotation. Using
a deep supervised learning approach for the estimation of perceptual metrics of
an unknown ASMR video using the annotation dataset is a promising topic. The
proposed interface design can be improved for simplicity of use. We also plan to
examine the use of a perception-driven interface for other daily activities, such
as taking selfies [3] and animation design [6].
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Abstract. To the best of our knowledge, this paper is the first to apply IoT tech-
nologies to transform the popular Mahjong game into a Digital Mahjong Sys-
tem (DMS) for digitally performing cognitive assessments. People have started
exploring digital cognitive assessment tools for better objectivity and simplifica-
tion. However, most of these tools are not friendly for older adults. This paper
aims to address this issue by integrating IoT technologies with Mahjong to make
cognitive assessment simpler and more engaging for older adults. DMS has the
following features: 1) integrating motion tracking devices into Mahjong tiles and
transferring them into DigitalMahjong Tiles (DMTs), which can precisely capture
their moving trajectory during the assessment, 2) using a Near Field Communica-
tion reader to configure DMT’s primary data, 3) supporting Over-The-Air Device
Firmware Update that can be done remotely via Bluetooth, and 4) developing a
charging base that can charge 16 DMTs simultaneously using Qi wireless charg-
ing standard. With further testing, the DMS has the potential to become a digital
platform to implement and test various cognitive assessment tools integrating
Mahjong elements.

Keywords: Digital Mahjong System · Digital Mahjong Tile · Cognitive
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1 Introduction

Many older adults experience cognitive decline. Mild Cognitive Impairment (MCI) is a
stage in which cognitive decline does not affect essential functions of daily life [1]. It
may also be an early symptom of a neurodegenerative disorder, such as Alzheimer’s dis-
ease (AD) [2, 3]. When tied to progressive dementia, these symptoms can be irreversible
and progress to severity levels that significantly impact an older adult to function inde-
pendently in their home. With increasing evidence that modifiable risk factors can slow
down and even potentially prevent the onset of dementia/AD, early detection of cognitive
deterioration, particularly at the preclinical stages of MCI, when interventions may be
most effective, is critical [4]. Therefore, an efficient and accurate cognitive assessment
method is needed to assess the cognitive level of older adults.

Many traditional cognitive assessments are performed using pen and paper and man-
ually scored by a trained examiner [5–10]. Although this approach has been standard,
the assessment is usually subjective and time-intensive to administer. The test stimuli
are often educationally and culturally biased. Further, older adults may experience the
assessment process as tedious and burdensome.

While population aging and digital technology expansion are two megatrends that
have persisted recently, the challenge is integrating them formutual benefits [11]. Digital
technologies provide an opportunity to alter cognitive assessment methods and solve
some of the longstanding bias problems. Comparedwith traditional cognitive assessment
methods, digital cognitive assessment can provide test content that is simpler and more
interesting for older adults [12–18]. However, some older adults find using technology
difficult. Thus, creating digital assessment tools that are more user-friendly for older
adults is warranted.

The Internet of Things (IoT) has been a transformative force since the 21st century
[19]. IoT technology makes it possible for various sensors, actuators, or other devices
to connect to the Internet [20]. There are several successful cases of IoT technology
applications in cognitive assessment. For example, some research groups have integrated
pressure and gravity sensors into pens, allowing older adults to use these digital pens to
complete cognitive assessment tests [21].Moreover, the systemextracts the characteristic
values from the sensors’ raw data and translates them into cognitive and other brain-
relatedmeasures. The physician can then interpret these extracted values to determine the
cognitive status of older adults. Other research groups have integrated pressure sensors
into floor tiles, allowing older adults to perform cognitive tests by stepping on these
tiles and determining the cognitive level from the digitally-derived scores [22]. A study
demonstrated that the digital Clock Drawing Test using a digital ballpoint pen and smart
paper could be an effective cognitive assessment tool [23].

The above research efforts have started exploring IoT technology for developing
digital cognitive assessment tools. The primary issue with current digital cognitive
assessment technologies is their inability to be used by older people properly. They
also require the assessment subject to come to the testing site, which is challenging for
older individuals with restricted physical mobility.

To enable cognitive assessments to be carried out quickly, anytime, and anywhere,
we leveraged the popularity of the Mahjong game and paired it with IoT technologies to
develop a more user-friendly cognitive assessment method for older adults. Mahjong, a
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traditional Chinese game, has spread throughout China, Eastern, and Southeastern Asia
and has become popular in Western countries [24]. Previous research has demonstrated
that playing Mahjong has cognitive and other health benefits [25, 26]. Therefore, one
can use the system developed in this paper as an integrated platform for cognitive assess-
ment. This platform can further facilitate designing and validating clinical assessment
protocols. Figure 1 shows an application scenario of the digital Mahjong tiles.

Fig. 1. Application scenario of digital Mahjong tiles

2 Digital Mahjong System

2.1 Network Architecture

The network architecture of the Digital Mahjong System (DMS) comprises sensing,
transmission, and remote application layer (Fig. 2).

The sensing layer consists of amotion tracking device, amicrocontroller unit (MCU),
and a Near Field Communication (NFC) coil. The ICM-20689, as the motion tracking
device, combines a 3-axis gyroscope and a 3-axis accelerometer, which can calculate
the angle and speed of each Digital Mahjong Tile (DMT) along the X, Y, and Z-axis
in real-time. Finally, the MCU calculates the coordinate points of the Mahjong tile in
space and sends them to the gateway. The DMS supports NFC, i.e., a user can use an
NFC reader to configure the DMS according to actual scenarios hence improving its
flexibility.

The transmission layer consists of a gateway and a cloud server. The gateway is com-
patible with various wireless protocols such as Bluetooth, LoRa, and 3G/4G networks.
The gateway is responsible for receiving and adjusting the data sent by the DMS and
then sending the data to the cloud server using the MQTT protocol. The cloud server is
responsible for receiving and storing the data that the gateway has processed. Authorized
users can view these data anytime and anywhere later.
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The remote application layer provides direct connectivity with patient monitoring
systems in clinical care settings such as hospitals. For example, when an older adult uses
the DMS at home or in a nursing home, the physician can remotely examine this older
adult’s recorded data, including the movement of DMTs, thinking time, and more. With
other physiological evaluation information on file, the physician can quickly conduct an
initial screening of this older adult.

Fig. 2. The network architecture of digital Mahjong

2.2 Highly Integrated “Sandwich” Structure Design

The DMT in this paper uses an authentic 43.8 mm × 33 mm × 22 mm size Mahjong
that is typically sold in the market to dig and fabricate the mold. We use nRF52832
as the microcontroller unit (MCU), and inside the Mahjong tile, we also integrated the
NFC coil, battery, motion tracking devices, and wireless charging coil. To maximize
the endurance of each DMT, we set the default Mahjong mode into a deep sleep. When
older adults move the DMT, the signal generated by the system interruption will allow
the DMT to switch from deep sleep mode to high-performance work mode.

To protect the DMT from heavy usage, we have left a wall thickness of 3 mm for
each DMT (Fig. 3) during the mold opening process. Therefore, the actual space left for
the embedded module is only about 16.3 cm3 (37.8 mm × 27 mm × 16 mm), similar
to the size of a matchbox. We changed the traditional circuit board design ideas, the
flat design, into a “sandwich” three-dimensional design to fit this small interior space.
Assuming that the control and calculation layers are layer 1, layer 2, and layer 3 are the
battery and wireless charging layers.

The back cover of the DMT is glued to the shell using chloroprene adhesive, which
is extremely sticky. Still, after being heated for about 15 s, the stickiness decreases
significantly, making it possible to replace the lithium battery inside the Mahjong tile.
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The typical lifetime of a lithium battery is 5–6 years and should not need replacing
before then.

The following sections will detail the three layers in the “sandwich” structure.

Fig. 3. 3 mm thick wall of DMT

2.3 Layer 1: Control and Calculation Layer

This layer consists of the MCU, data sensing and collecting device, and NFC coil to
collect and send data. For the MCU, we choose the Nordic’s nRF52832 chip with the
following characteristics 1) support for Bluetooth 5.0, which is faster, has lower power
consumption, and higher bandwidth than previous generations of Bluetooth [27, 28],
2) support of NFC and OTA DFU functions, and 3) low price, which is suitable for
large-scale deployment.

To accurately collect the moving angle, speed, acceleration, and additional DMT
data, we used the ICM-20689 as the motion tracking device. When ICM-20689 is not
in use for a long time, it will automatically enter sleep mode. Sleep mode significantly
reduces electric energy consumption. Any interruption canwake theDMT in sleepmode.

DMT may require unique configurations for different scenarios. For example, when
simulating a scenario when an older individual plays Mahjong with the DMS, we need
to know which DMT she gets at what time. By coding them continuously from 001 to
144, we distinguish DMTs with the same design and color. In a professional cognitive
assessment environment, we must give each DMT a real Mahjong name, such as “Red
Dragon.” We integrate the NFC coil in the DMT so that one can conveniently complete
the configuration using an NFC reader or smartphone. NFC is mature short-range com-
munication technology, expanding RFID [29]. Devices with NFC can exchange data
when they are close to each other. We only need to place layer 1 with the NFC coil
close to the NFC reader to configure the DMT. Our tests confirm that its magnetic field
would interfere with Bluetooth data transmission when a DMT is working. After many
adjustments, we discovered that interference could be minimal when the center of the
NFC coil is 25 mm away from the center of nRF52832. Therefore, we divided the first
layer into two parts. 50% of the space belongs to the NFC coil, and the other 50% was
integrated into other modules, as shown in Fig. 4. In the cognitive assessment process,
the older adult moves one DMT at a time by design, so we only need to consider the
internal interference of DMTs, not the interference between DMTs.
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Fig. 4. Control and calculation layer

2.4 Layer 2: Battery Layer

Because the first layer has NFC coils and the third layer has wireless charging coils, we
put the battery on the second layer to support the first and third layers and make the first
and third layers as close to the shell of DMT as possible, which can improve the success
rate of NFC configuration and the efficiency of wireless charging.

The battery model we chose was the 334060-lithium battery (Fig. 5). This battery
has a capacity of 1200 mAh, which is more significant than other lithium batteries of
the same size. The outside of the battery wraps the aluminum foil, the passivation layer,
and thermoplastic resin film, which can effectively isolate heat and protect the battery.

The life of this lithium battery was only reduced by 10% after 800 times of charging,
which means there will be no need to replace the battery for many years, saving both
human and material resources.

Fig. 5. Structural diagram of battery layer

2.5 Layer 3: Wireless Charging Layer

Since the battery is in the middle of the DMT, replacing the battery is inconvenient
as covers are bonded with chloroprene adhesive. Thus, we decided to adopt wireless
charging to solve the problem of battery replacement. Wireless charging is a contactless
protocol for transmitting electrical energy, and it breaks the situation that electric energy
transmission can only rely on the direct contact transmission of wires.

There are three significant industrial alliances committed to developing wireless
charging technology and standard formulation: Alliance for Wireless Power (A4WP),
Power Matters Alliance (PMA), and Wireless Power Consortium (WPC) [30]. The Qi
standard is a wireless charging standard developed by WPC in 2010, and it adopts
mainstream electromagnetic induction charging technology [31]. Its stability has been
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verified in many device deployments and has become one of the most mature wireless
charging protocols. Since there are 144 DMT in each DMS, we chose to use the Qi
wireless charging standard to save cost and ensure the stability of system operation.

The Qi wireless charging standard principle is to transfer energy through coil cou-
pling. A coil is set at the transmitting and receiving end, respectively. The transmitting
end is connected with a high-frequency alternating signal to generate an electromag-
netic signal. The receiving end converts the received electromagnetic signal into current
through the coil. The current provides power to the equipment after rectification, voltage
stabilization, and other circuits are processed. The wireless charging layer has a pure
copper receiving coil whose output end directly connects to the input end of the battery’s
charging IC. When the DMT is near the sending end, the current will be transmitted to
the battery through the receiving coil to complete charging.

3 DMS Functions

The DMT has a kinematics sensor, NFC coil, wireless charging coil, and wireless trans-
mission module. Its focus is on sensing, calculating, and transmitting various kinematic
indicators of DMT, including the angle, speed, and acceleration. The key features and
innovative ideas of the DMS are as follows.

3.1 DMT Movement, Error, or Malfunction

When an older adult moves the DMT, the computing unit will first receive the original
data transmitted from the ICM-20689 and calculate the spatial coordinate points of the
DMT. Second, the DMT will send these coordinate points to the gateway by Bluetooth,
and finally, the gateway will upload the result to the cloud server. Testing revealed that
the coordinate point was not accurate due to data drift. DMS uses the following methods
to solve this problem. First, DMS solves the angular velocity collected by ICM-20689
through the direction cosine algorithm. Then DMS treats the attitude angle error caused
by ICM-20689’s dynamic drift as a time-varying signal. By utilizing the state equation
and observation equation of attitude angle drift error and the Kalman filter algorithm,
DMS estimates attitude angle drift error. Finally, DMS can correct the ICM-20689
dynamic drift error. Figure 6 illustrates the trajectory of a moving DMT. With further
clinical validation, the DMS could be used to evaluate the participants’ cognitive state
by capturing and analyzing their circled movements, similar to performing the clock
drawing test using a digital pen.

Sometimes, DMTs can suddenly shut down, a rare but severe error. This error may be
caused by insufficient battery power and too long calculation time. Detecting an error in
DMT selection during a task is potentially different because there are 144 tiles in a typical
Mahjong set. Further, DMT malfunction could also lead to incorrect interpretation of
data. We propose a solution based on NFC and DFUmode to address this error detection
challenge.
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Fig. 6. a) DMT coordinates when moving, b) the trajectory of DMT moving horizontally, c) the
trajectory of DMT moving vertically, d) the trajectory of DMT being picked up and put down, e)
the trajectory of DMT moving irregularly

As shown in Fig. 7, the NFC coil is adjacent to the back cover of DMT. We can
configure DMT if the back cover is close to the NFC reader. Using NFC, we can observe
five parameters through software: ID, Name, FVN, Power, and State. The following are
the details of these five parameters:
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ID. Each DMT has a unique ID to distinguish it from the others. The ID number
ranges from 001 to 144.

Name. Name the DMT. We can quickly identify the DMT moved in error from the
repeated DMT with ID.

FVN (Firmware version number). We can check the current Mahjong firmware ver-
sion number to determine if any DMT needs an upgrade. The format of the firmware
version number is 0.1.0, 0.2.1.

Power. We can check the remaining battery electric quantity to determine if any
DMT needs a recharge. The format of the remaining battery is 1%, 50%, and 100%.

Status. Displays whether the DMS is operating normally. If it is working correctly,
“running” shows; otherwise, “error” shows.

Fig. 7. a) The enclosure, back cover of Mahjong, and composition of the control layer, b) the
charging coil composed of pure copper

Example: By checking the data in the remote server, we found that the DMT with ID number
10 had an obvious fault. Then we checked it was the “Red Dragon” DMT by checking the
“Name” parameter. There are four “Red Dragon” DMTs in a DMS, so we can first separate the
four “Red Dragon” ones from the 144 DMTs by checking their “Name”. Finally, we can place
these four DMTs on top of the NFC reader, check their own “status” parameters (Fig. 8) and
find the faulty DMT

In addition, when more than one older adult uses DMS for cognitive assessment
simultaneously, DMS can use the NFC function to determine which older adult moves
which DMT. For example, before the cognitive assessment starts, NFC readers can be
deployed in front of older adults and coded accordingly, such as 1, 2, 3, and 4. When an
older adult moves a DMT near her body, the NFC reader will read this DMT and record
it.

It is critical to find a suitable firmware upgrade method for the DMS. Limited by
the structure of DMT, it is challenging to upgrade digital Mahjong through the wiring.
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Fig. 8. The NFC configuration software

Therefore, we decided to use the Over-The-Air device firmware update (OTA DFU)
technology to enable upgrading.

Over-The-Air device firmware update (OTADFU), as the name implies, is a wireless
upgrade technology. When a DMT enters NFC configuration mode, we can switch the
DMT to DFUmode by pressing the “DFU” button on the NFC configuration software so
that the DMTwill continue to send broadcasts.We can usemobile phones, computers, or
other intelligent terminal devices to connect the DMT and download the latest firmware
to the DMT to complete the upgrade.

3.2 Wireless Charging and Automatic Sleep Mode

We developed a wireless charging base for the DMS to save charging time, and it can
charge 16 DMTs simultaneously (Fig. 9). The charging base comprises a charging coil,
led, and plastic shell. LEDs can display the charging status of each DMT. For example,
when the power of the DMT is 30%, the charging base LED will light up as red; when
the power is 31%–69%, the LED light is yellow; when the power is 70% or above, the
LED light is blue.

We have integrated charging IC into the DMT to improve the charging efficiency and
protect the battery. The charging IC can control the charging current and voltage of the
wireless charging base. The charging IC can control the charging current and voltage of
the wireless charging base at any time, regardless of whether the power of the wireless
charging base is on. When the battery of a DMT becomes full, the charging IC instantly
cuts off the charging current to protect the battery, as Fig. 10 shows.When the voltmeters
of both batteries reach the maximum, the current will immediately drop to 0 to protect
the battery.

We also set up an automatic sleep mode. When DMT is idle for 90 s, it will
automatically switch from working mode to sleep mode to extend the endurance of
DMT.
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Fig. 9. a) The charging base, which can charge 16 Mahjong tiles simultaneously, b) the working
conditions of the charging base

Fig. 10. Complete charge cycle of DMT

It takes about 4 h to charge the battery fully, and because of the auto-sleep mode,
the maximum standby time of a DMT is 170 h. Recharging is only needed every three
months to preserve battery life when unused.

4 Conclusion

To the best of our knowledge, this paper is the first to apply IoT technologies to transform
the popular Mahjong game into a Digital Mahjong System (DMS) for digitally perform-
ing cognitive assessments. The DMS implements three significant technical features
to lay the groundwork for this innovation. The first is implementing the “sandwich”
type three-layer three-dimensional circuit integration to ensure stable operations. The
next one is tracking DMTmovement trajectory by integrating a high-performanceMCU
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(nRF52832) and a high-precision motion tracking device (ICM-20689). The third is
developing a wireless charging solution for easy charge and better battery life. The
initial tests demonstrate the stability of DMS.

The COVID-19 pandemic has shed light on the tremendous potential of telehealth.
To harness this potential, we plan to further develop the remote assessment capability of
the DMS, particularly on the cloud side. Another immediate task is to study the usability
of the DMS. These tasks will prepare us to implement novel neuropsychological tests
with the DMS.
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Abstract. Older adults have diversified needs often associated with particular
aging scenarios. People started to use aging scenarios to provide better Smart
Eldercare services and develop innovative solutions. The problem is how to man-
age these scenarios effectively. To our best knowledge, this study is the first to
develop a model to provide a structured framework of aging scenarios for research
and teaching of eldercare services. Labeling aging scenarios can facilitate their
collection, classification, and consolidation within this model. This study uses
the automatic labeling approach to manage and utilize aging scenarios. Under
each class, there are labels with different numbers and smaller granularity to
reflect the requirements in each scenario case. Since a scenario case often involves
more than one label, properly labeling it becomes a multi-label text classification
problem. We extend the multi-label text classification model LSAN for labeling
aging scenario cases. For evaluation purposes, we collected 938 scenario cases as
the dataset. Experimental results show that our proposed method can achieve an
average accuracy of 61.66%, better than other classical methods.
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1 Introduction

1.1 Background

The world’s population is aging rapidly, and the proportion of older adults in almost
every country is increasing [1]. Population aging brings a heavy burden to families and
societies. The traditional eldercare service model has been unable to meet the growing
needs of older adults [2]. With the rapid development of big data and artificial intelli-
gence, Smart Eldercare has become an integral part of the eldercare industry. Research
has shown that technology has important practical significance for improving the quality
of eldercare services and alleviating the pressure of population aging [3].

Although Smart Eldercare technologies have shown great potential, particularly in
China, it faces many challenges because it is in the initial development phase [4]. For
example, fewer older adults are willing to buy and use Smart Eldercare products. Many
of these products have had data security and privacy issues [5], and their effectiveness
in real-world settings has yet to satisfy needs. Many Smart Eldercare products failed to
fully consider the actual needs, usability, and living habits of older adults.

Some leading cities in China have recently started establishing a requirements list
of Smart Eldercare application scenarios to tackle these issues. In April 2020, Shanghai
released the first requirements list that included 12 application scenarios [6], and in
June 2021, it released the second one with 8 scenarios [7]. Guangzhou [8] and Chengdu
[9] followed suit and published their requirements list of Smart Eldercare application
scenarios in November 2021 and May 2022, respectively.

Smart Eldercare application scenarios are a subset of aging scenarios that current
technologies might or might not be able to address. An aging scenario depicts the context
of a set of unique needs of older adults and connects to many cases that put this scenario
into real-world perspective.

This study aims to design a multi-label classification method to manage and uti-
lize scenario cases. With the help of multi-category and fine-grained scenario labels, it
can provide technical support for personalized recommendation, efficient retrieval, and
similar case aggregation. To meet the allocation requirements of different label classes,
we adopt a strategy of joint optimization of multiple tasks. We hope this study will
increase the awareness of aging scenarios and encourage further work to utilize them
automatically.

1.2 Aging Scenario Model

Lawrence Pervin [10] defined a scenario as “In most cases, including a specific place, a
specific person, a specific time, and a specific activity.” The general public often knows
it as a term in theater, film, or television. With the rapid growth of the Internet, people
have recognized the importance of the scenario as a conceptual device and started to
employ it in various application domains [11–14].

A well-built scenario is invaluable in unpacking history, understanding the current
circumstances, and predicting future developments. To the last point, Kahn and Wiener
[15] observed in 1967, “The description of the possible future and the way to achieve it
constitutes a scenario.”
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Understanding the behavior and needs of older adults is not trivial. As Nisbett [16]
pointed out, “Field theory in physics prompted research showing that situational and con-
textual factors are oftenmore important in producing behavior than personal dispositions
such as traits, abilities, and preferences.”

Aging scenarios aim to capture situational and contextual factors of older individ-
uals and associated stakeholders. Constructing and utilizing aging scenarios can help
accurately capture the diverse needs of older individuals and provide them with a highly
personalized service experience, thereby forming user stickiness and loyalty.

Table 1. List of the detailed descriptions of scenario elements

Scenario elements Explanation

When The time of the scenario

Where The location of the scenario

Who The main person in the scenario

Whom The person receives service or action in the scenario

What What is the behavior of the main person in the scenario

Which Which method or instrument is used in this scenario

How How is the process, often illustrated by a scenario case

Why The reason for the behavior

To our best knowledge, this study is the first to provide a structured framework of
aging scenarios for research and teaching of eldercare services by developing a for-
mal model and associated algorithms. We define the elements of the aging scenario as
When, Where, Who, Which, Whom,What, Why, and How. Using this model is straight-
forward to figure out who did what to whom, when and where, using which method or
instrument, why, and how the process worked. The proposed aging scenario model also
includes novel elements including occurrence frequency (high/ medium/ low), impact
depth (deep/ medium/ shallow), influence breadth (wide/ medium/ narrow), and urgency
(high/ medium/ low). These elements can be instrumental in capturing the practical
information of real aging scenario cases.

Table 1 presents a list of scenario elements in detail. We will use the following
scenario case [17] as a running example in this paper, and Table 2 shows the scenario
elements in this case.

On December 15, 2020, Aibo second Village, Xinhong Street, Minhang District,
Shanghai, launched a cognitive function screening activity for older adults at its commu-
nity center. This event was part of a local government effort to build a dementia-friendly
community. Seventy older adults attended this event, including some oldest old, some
older adults living alone, and some disabled older adults in this community. The onsite
cognitive evaluators guided them to complete the screening questionnaire and effec-
tively alleviated the pressure on older adults in the screening process. This event helped
identify some older adults with a high risk of cognitive decline and made attending older
adults better understand the cognitive impairment.
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Table 2. List of scenario elements of the cognitive function screening scenario

Scenario elements Analysis

When December 15, 2020

Where The community center of Aibo second Village, Xinhong Street,
Minhang District, Shanghai

Who Cognitive evaluators

Whom The oldest old, the older adults living alone, and the disabled older
adults in the community

What Cognitive function screening

Which Screening questionnaire

How The guidance of cognitive evaluators alleviated the pressure on older
adults in the screening process

Why To build a dementia-friendly community

1.3 Scenario Labels

Since the inception ofWeb2.0, the traditional classification method was no longer appli-
cable to the enormous number and types of network information. In August 2004,
Thomas Vander Wal combined “folks” with “taxonomy” to create “Folksonomy” [18],
which became a classification method. It classifies information over WWW by labeling
the bookmarks, photos, or other web-based content [19]. Unlike traditional classification
approaches, Folksonomy is a process in which users spontaneously identify and share
network information with labels. It is a bottom-up social classification generated by
non-professionals [20]. The basic idea is to encourage users to select labels according to
their ideas for information, with powerful knowledge aggregation and sharing function.

Selecting labels to annotate scenario cases depends on the scenario collector’s under-
standing of the scenario. Each label is a category, and a scenario case can belong to
multiple categories. All scenario cases exist on a shared platform, and the same label
can aggregate the scenarios of different older adults under the same category.

This paper focuses on the scenario elements closely related to the needs of older
adults in the scenario cases. At the same time, considering the labeling difficult, we only
extract some of them instead of using all the scenario elements as scenario label classes.
The extracted elements are When, Where, Who, and What, representing the differences
in requirements in each scenario case. For example, different types of older adults may
have different needs for one particular event. Utilizing the requirements list of Smart
Eldercare application scenarios in Shanghai, we predefined fine-grained labels under
each class. We provided scenario collectors with predefined scenario labels during the
scenario collection process and enabled them to create their own scenario labels. After
that, we finalized 55 scenario labelswith the collector’s annotations. Figure 1 presents the
second-level classification of scenario labels. In the figure, person-labels, location-labels,
time-labels, and event-labels correspond toWho,Where, When, andWhat, respectively.
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Regarding our running example, the cognitive function screening scenario, Fig. 2 shows
its related scenario labels.

Fig. 1. The second-level classification of scenario labels

Fig. 2. Labels for the cognitive function screening scenario

2 Related Works

2.1 Multi-label Text Classification

Unlike traditional text classification, multi-label text classification aims to label as rele-
vant as possible for each sample. A simple example is the classification of news topics. A
news piece can belong to “finance” and “economic.” The form of multi-label annotation
can better reflect the semantic information contained in the text and refine the classifi-
cation granularity. In addition, many practical applications have used this technology,
including label recommendation [21], information retrieval [22], and more.
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This section reviews the research on multi-label text classification. There are two
research methods: traditional machine learning methods and deep learning methods.
There are roughly two types of traditional machine learning methods according to solu-
tion strategies: problem transformation and algorithm adaptation [23]. The key to prob-
lem transformation methods is to fit data to the algorithm [24]. For example, Binary
Relevance (BR) method [25] converts multi-label text classification tasks into multiple
single-label classification problems. It assumes that labels are independent, completely
ignoring the correlations between labels. The Classifier Chains (CC) method [26] trans-
forms the multi-label classification problem into a binary classification problem chain
to consider the correlations between labels. However, since the subsequent binary clas-
sifiers in the chain build on previous predictions, the computational complexity will be
higher when the dataset is large. Compared with problem transformation methods, the
philosophy of algorithm adaptation methods is to fit algorithms to data [24], such as
ML-KNN [27], ML-DT [28], Rank-SVM [29], and CML [30]. These algorithms can
capture first-order or second-order label correlations but are difficult to calculate when
considering high-order label correlations.

In recent years, deep learning methods have seen wide application in NLP. Some
neural network models have achieved notable progress in multi-label text classification
tasks. In 2014,YoonKim [31] proposedTextCNNand appliedCNNstructure to sentence
classification tasks. It used the convolution layer to extract the semantic features of
sentences and capture the local correlations of texts. Besides, RNN [32], CNN-RNN
[33], Attention [34], LSTM [35], and other structures have also made great contributions
in feature extraction. However, effectively exploiting the label correlations information
is the key to the success of multi-label learning techniques [24]. To this end, researchers
have paid tremendous efforts. For example, Yang [36] proposed SGM, which regards
the multi-label classification task as a sequence generation problem, and applies the
Attention mechanism to consider the contribution of different parts of the text to labels.
LSAN [37], proposed by Lin, fuses the semantic information of labels and documents
to construct label-specific document representation. Using one-hot vectors to represent
true labels ignores the semantic information of labels and their correlation with samples.
Therefore, Guo [38] designed LCM to model the distribution of labels. In addition,
DXML [39], EXAM [40], GILE [41] are also proposed to capture label correlations.
Although they obtained promising results in some cases, the labeling requirements of
scenario labels in this paper make them unable to work well. Specifically, the secondary
labels under location-labels and time-labels are independent, so we only select the most
related label under each class. In contrast, the secondary labels under person-labels and
event-labels are relevant, and we select multiple labels under each class.

2.2 Multi-task Learning

Multi-task learning [42] is a paradigm that aims to jointly learnmultiple related tasks and
improve learning efficiency and prediction accuracy by appropriately sharing parameters
between different tasks [43]. Comparedwith each task being solved separately by its net-
work, multi-task learning demonstrates the advantages of less memory, faster inference
speed, and better model generalization ability.
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One of the challenges ofmulti-task learning is theweight optimization of loss for each
task. The manual cost of this optimization is prohibitively high as it requires significant
labor time from experienced people [44]. If we directly sum up the loss of all tasks, it
will cause an imbalance in model optimization. Therefore, we should carefully balance
the joint learning of all tasks to avoid a situation where one or more tasks dominate the
network weights [45]. There have been many studies in this area. For example, Chen
[46] proposed a gradient normalization (GradNorm) algorithm, which automatically
balances the training in the multi-task model by dynamically adjusting the gradient
size. Like GradNorm, Liu [47] proposed a dynamic weighted average (DWA) method,
which adapts the task weights over time by considering the loss change rate of each
task. Besides, Kendall [44] proposed an uncertainty weighting method, which weighs
multiple loss functions by considering the homoscedastic uncertainty of each task. It can
effectively improve the accuracy of each task in multi-task learning.

3 Proposed Method

We introduce our proposed method in detail in this section. First, we give an overview
of the model in Sect. 3.1. Second, we detail the model structure for Task-I in Sect. 3.2,
which aims at the multi-label classification problem of person-labels and event-labels.
Third, we explain the model structures of Task-II and Task-III in Sect. 3.3, which tar-
gets the classification of location-labels and time-labels, respectively. Finally, Sect. 3.4
introduces the trade-off and optimization of loss between multiple tasks.

3.1 Overview

First, we define some notations and describe the multi-label text classification task. Let
D = {d1, d2, . . . , dm} represent a dataset composed ofm scenario cases. Given the label
space with l labels Y = {y1, y2, . . . , yl}. The task is to assign a subset y in the label
space Y to di, di ∈ D.

Figure 3 shows an overview of our proposedmodel. The input of themodel is the text
after preprocessing. Each text comprises a sequence of words. Let di = {x1, x2, . . . , xn}
denote the ith text, where n is the number of words in this text. We feed the original
text into the input encoder and convert them into vectors. Then its output is fed into the
Bi-directional Long Short-Term Memory (Bi-LSTM) [48] language model to capture
the semantic information of the input sequence in the forward and backward directions.

At time-step t, the forward LSTM layer obtains the information of time-step t and
the last time of the input sequence. The backward LSTM layer obtains the information
of time-step t and the subsequent time in the input sequence. We get the hidden states
of Bi-LSTM at time-step t as follows:

�ht = −−−→
LSTM

(�ht−1,wt

)
(1)

(2)

where wt ∈ Rk is the embedding vector of the tth word in the input sequence, and k is
the dimension of the embedding vector.
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Toobtain the overall representation of the input sequence,we concatenate the forward
and backward word context representations. We represent the whole text as a matrix
H ∈ R2k×n.

−→
H =

(−→
h 1,

−→
h 2, . . . ,

−→
h n

)
(3)

←−
H =

(←−
h 1,

←−
h 2, . . . ,

←−
h n

)
(4)

H =
(−→
H ,

←−
H

)
(5)

Each label contains semantic information. Like the text to be classified, we input
labels into the input encoder to get the embedding vectors. In this case, matrix L ∈ Rl1×k

indicates the embedded vector of the label set, and l1 is the number of labels for Task-I.

Fig. 3. The overview of our proposed model

3.2 Task-I

Self-Attention. Each sample in the multi-label text classification task is labeled with
multiple labels, and each label has its context. However, the features in each sample are
not easy to map precisely to the corresponding labels. One approach is to capture the
contribution of all words in a sample to each label. We use the self-attention mechanism
to obtain the labels’ attention score matrix of all words in the text. The attention score
matrix A(s) ∈ Rl1×n is as follows:

A(s) = softmax(W2tanh(W1H )) (6)

whereW1 ∈ Rda×2k andW2 ∈ Rl1×da are the self-attention parameters to be trained, and
da is a hyper-parameter. tanh is the hyperbolic tangent nonlinearity activation function
[49]. Without an activation function like tanh, the output would be a linear combination
of inputs, making it meaningless to increase the number of neural network layers.
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We perform a weighted calculation on this weight matrix and the hidden layer rep-
resentation of the input text. By assigning a higher weight to the context most relevant
to the label, we obtain textual representation (M (s) ∈ Rl1×2k) that can reflect the degree
of contribution to each label:

M (s) = A(s)HT (7)

Label-Attention. Self-attention does not consider the semantic information of the labels
but only trains according to the text content. Some labels have fewer samples than others,
so the learning effect of these labels will be affected to some extent. Furthermore, their
related context will differ even if two samples have the same labels. Therefore, it is nec-
essary to use the semantic information of the labels to establish thematching relationship
between the text representation and each label. With the label embedding matrix and
the text representation of the Bi-LSTM output, we obtain the semantic similarity score
between each label and the text through the dot product method:

�A(l) = L �H (8)

(9)

The above semantic similarity score is weighted with the text representations from
Bi-LSTM to obtain text representations that can reflect the degree of matching with each
label:

�M (l) = �A(l) �HT (10)

(11)

(12)

where �M (l) ∈ Rl1×k and represent the text’s forward and backward embed-
ding representations under the label-attention, respectively.M (l) ∈ Rl1×2k is a complete
textual representation that reflects the matching degree of each label.

Adaptive Weighting. M (s) focuses on text information that contributes more to the
labeled labels while M (l) focuses on text information that is more semantically related
to labels. To fully use these two parts of information, we adopt a fusion strategy to weigh
them to construct a comprehensive text representation.

Perform linear transformation on M (s) and M (l), W3, W4 ∈ R2k are the parameters
to be trained. Then input the sigmoid function to map them to the 0–1 interval to obtain
two weight vectors (λ, μ ∈ Rl1 ). Each row of λ and (λj, μj), respectively, represents the
weight of self-attention and label-attention in constructing the text representation when
considering the relevance of the jth label to the text.

λ = sigmoid
(
M (s)W3

)
(13)
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μ = sigmoid
(
M (l)W4

)
(14)

The final text representation combines the text representations obtained by self-
attention and label-attention. Therefore, we restrict λj and μj to add up to 1. Based on
the fusion strategy, when considering the correlation between the jth label and the text,
the text representation is as follows:

Mj = λjM
(s)
j + (

1 − λj
)
M (l)

j (15)

Then, we can concatenate Mj to get the comprehensive-textual representation M ∈
Rl1×2k .

Label Prediction. After obtaining the comprehensive-textual representation, we can
build a multi-layer perceptron (MLP) to predict label distribution (PLD). For Task-I,
each scenario case can have multiple labels. As a correlation coefficient between 0.8 and
1.0 indicates a strong correlation [50], we set 0.8 as the threshold. When the predicted
probability is greater than 0.8, we consider this label is relevant to the scenario case. We
define the predicted probability as follows:

ŷ = sigmoid
(
W6f

(
W5M

T
))

(16)

where W5 ∈ Ra×2k and W6 ∈ Ra are the parameters of the fully connected layer and
output layer, respectively. The value of a depends on the number of labels for Task-I. f
is a nonlinear activation function. The sigmoid function maps the predicted probability
to between 0 and 1.

3.3 Task-II and Task-III

Self-Attention. Task-II and Task-III are different from Task-I. In Task-II and Task-III,
an input text can only select one fine-grained label from location-labels and time-labels,
respectively. The contents corresponding to the labels in these two tasks are relatively
stable. Therefore, these two tasks only obtain the high-level features of the text through
the self-attentionmechanism, which can also reduce the time cost with little compromise
of accuracy. According to the attention score matrix, we weigh the text representation.
The calculation process is as follows:

B(s) = softmax(W8tanh(W7H )) (17)

N (s) = B(s)HT (18)

where W7 ∈ Rdb×2k and W8 ∈ Rl′×db are the self-attention parameters to be trained. db
is a hyper-parameter we can set arbitrarily. N (s) ∈ Rl′×2k is the text representation after
weighting calculation. l′ = l2 and l′ = l3 represent the number of labels for Task-II and
Task-III, respectively. tanh is an activation function used to increase the nonlinearity of
the neural network model.
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Label Prediction. In Task-II and Task-III, a scenario case can only have one scenario
label. Therefore, we select the label with the highest predicted probability as the final
prediction result. We define the predicted probability as follows:

ŷ = sigmoid
(
W10f

(
W9N

(s)T
))

(19)

whereW9 ∈ Rb×2k ,W10 ∈ Rb are the parameters of the fully connected layer and output
layer, respectively. The value of b depends on the number of labels for the current task.

3.4 Loss Optimization

For Task-I, we use cross-entropy as the loss function. L1 represents the loss of Task-I:

L1 = −
∑m

i=1

∑l1

j=1
yij log

(
ŷij

) + (
1 − yij

)
log

(
1 − ŷij

)
(20)

where m is the number of training texts. For the ith text, yij ∈ {0, 1} indicates the target
probability of the jth label, and ŷij ∈ [0, 1] is the predicted probability.

Use the label smoothing method [51] when calculating the loss for Task-II and Task-
III. The regularization strategy adds noise to the 0–1 probability distribution of the true
labels, reducing their weight in calculating the loss function and preventing the model
from overfitting. L2 and L3 are as follows:

L2 =
∑m

i=1

∑l2

j=1
L(ŷij, y

′
ij) (21)

L3 =
∑m

i=1

∑l3

j=1
L(ŷij, y

′
ij) (22)

where L is the standard cross-entropy loss, and y′
ij indicates the soft labels after

smoothing.
We use the uncertainty weighting method [44] proposed by Kendall to optimize

the loss of the three tasks. Multiple loss functions are measured by considering the
uncertainty of the same variance for each task:

Ltotal =
∑3

i=1

1

2σ 2
i

Li + logσi (23)

where σi is the model’s observation noise parameter. It captures how much noise the
outputs have.

4 Experiment

4.1 The Dataset

Scenario data collection in this study began on October 24, 2021, over 15 days, and 108
undergraduate students from Hefei University of Technology participated in this effort.
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Considering the ambiguity of the scenario concept, we first explained the scenario ele-
ments and predefined scenario labels to the scenario collectors. To meet the labeling
needs of collectors, we allowed collectors to customize labels beyond that scope. Col-
lectors then filled out scenario collection forms describing the life scenarios of older
adults around them or on the Internet and news.

The form content includes a complete scenario description and scenario labels asso-
ciated with the scenario case. The scenario description includes time, location, older
adults, events, and more. The scenario labels are represented in a hierarchical structure
with two levels, as shown in Fig. 1. There are four classes of first-level scenario labels:
person-labels, location-labels, time-labels, and event-labels.We consider only leaf nodes
to simplify the problem. The secondary labels under location-labels and time-labels are
independent, so collectors can only select one label under each class. Unlike the above,
the secondary labels under person-labels and event-labels are relevant, and collectors
can select multiple labels under each class. We aim to label all related labels for each
scenario case as much as possible.

Finally, we collected 938 scenario cases and identified 55 scenario labels.We use this
dataset to train and test our proposed method. The sample distribution of scenario labels
is non-uniform and presents a class imbalance challenge. The majority of scenario cases
have five or fewer labels. However, only a few scenario labels are used regularly, two
of which refer to more than 500 scenario cases, namely “Daytime” and “The self-care
older adults.” Fig. 4 shows the distribution of scenario labels to scenario cases. Each
bar corresponds to a scenario label, and the height represents the number of its scenario
cases.

Fig. 4. Sample distribution of each scenario label

Before our work, scenario collectors would manually label scenario cases. This pro-
cess is costly and time-consuming. Because each scenario case can belong to more than
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one scenario label, different annotators may have differing ideas on the labels involved
in the same scenario case. Reconciling these differences and maintaining consistency
between scenario cases is a considerable challenge.

4.2 Evaluation Metrics

Following the settings of previous work, we adopt the micro-F1 score and hamming loss
to evaluate the model’s performance. In addition, we also report precision and recall
for reference. These metrics use the following parameters: True Positives (TP), True
Negatives (TN), False Positives (FP), and False Negatives (FN).

Precision = TP

TP + FP

Recall = TP

TP + FN

F1 = 2 × Precision × Recall

Precision + Recall

Micro-F1: the weighted average of precision and recall. Labels with large sample
sizes usually have a more significant impact on the final evaluation.

Hamming-loss: the fraction of the wrong labels to the total number of labels. The
optimal value is zero, and the upper bound is one. The smaller the value, the better one’s
classification ability.

4.3 Baselines

We compare our approach with the following baseline approaches:

• BR [25] works by decomposing the multi-label classification task into independent
binary classification tasks for each label. Its potential weakness is that it ignores the
correlations between labels.

• CC [26] links together binary classifiers in a chain structure such that label predictions
become features for subsequent classifiers.

• CNN [31] utilizes layers with convolving filters to extract text features, then inputted
to the linear transformation layer to output the probability distribution over the label
space.

• SGM [36] views the multi-label classification task as a sequence generation problem
and applies a sequence generation model with a novel decoder structure to model
label correlations.

• LSAN [37] uses a self-attention and label-attention mechanism to determine the
semantic connection between labels and documents for constructing label-specific
document representation.
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4.4 Parameter Setting

We implement our model in Pytorch and run our experiments on NVIDIA Tesla T4.
Sentence length: We performed length statistics on the preprocessed scenario cases.

The CDF diagram is drawn according to the text length statistics, as shown in Fig. 5. The
average length of all scenario cases is 195.8 words. If the text length is too long, it will
introduce mixed information. On the other hand, if it is too short, the text information
will be lost. We conducted length comparison experiments, choosing 400 as the length
of the input texts and adopting the strategy of long truncation and short complement.

Embedding layer: Transformer models show outstanding performance on a wide
array of NLP tasks. We use the pre-trained language model BERT [52] as the input
encoder, where the embedding space size is 768, i.e., k = 768. The hidden size of
Bi-LSTM is 300.

Neuron weights: The parameters corresponding to the neuron weights are da = 200
forW1 and W2, db = 256 for W7 and W8.

Optimization: Thewholemodel is trained via Adam [53] with an initial learning_rate
= 5e–5, weight_decay = 1e–5 and the batch size is 4.

Training: We trained the model for 40 epochs and chose the best model according
to the performance of the validation set. After 1000 batches, if there is no improvement
in the effect of the model, the training is ended early.

The parameters of all baseline models are adopted from their original papers. All
baselines follow the same data division.

Fig. 5. Text length statistics for scenario cases
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4.5 Results and Analysis

In this section, we report the evaluation results of our method and all baselines on the
test set. We use the same 10 random seeds to train the proposed model and baselines and
calculate the mean. As shown in Table 3, the symbols HL, P, R, and F1 denote hamming
loss, micro-precision, micro-recall, and micro-F1, respectively. The symbol + indicates
that the higher the value is, the better the model performs. The symbol – indicates the
opposite, i.e., the higher the value, the worse the model performs. In each line, we mark
the best result in bold.

Table 3. Comparison between our method and all baselines on the aging scenarios dataset

Models HL(–) P(+) R(+) F1(+)

BR 0.0745 0.3748 0.7911 0.5086

CC 0.0744 0.3763 0.7906 0.5098

CNN 0.0745 0.8235 0.3484 0.4859

SGM 0.1207 0.4311 0.5075 0.4654

LSAN 0.0792 0.8410 0.3355 0.4249

Ours 0.0805 0.6523 0.6061 0.6166

Results show that our proposed method performs best in the primary evaluation
metrics. Specifically, on the aging scenarios dataset, compared to SGM, which considers
capturing the label correlations, our proposed model decreases by 33.31% on hamming
loss and improves by 32.49% on micro-F1. Our method improves a 45.12% micro-F1
score on the aging scenarios dataset over the label embedding method LSAN.

The experiment results of CNNandLSANalso showhigh precision and low recall. In
otherwords, they can predict the high-frequency labels formost scenario cases but cannot
accurately predict the low-frequency labels. The low-frequency labels are connected to
only a few scenario cases, making them hard to learn. On the contrary, the experiment
results of BR andCC show high recall and low precision. It shows that these twomethods
improve the accuracy by outputting more labels, even if there are many wrong labels in
the prediction results. In comparison, our method has a better balance between precision
and recall. It also fully considers the labeling requirements.

5 Conclusion

This paper is the first to manage and utilize aging scenarios to the best of our knowledge.
Firstly, we explored the importance of the needs of older adults in providing quality
eldercare services and products. Inspired by the scenario era, the life scenarios can well
show the problems and needs of older adults in a specific time and location. Therefore,
analyzing the aging scenarios is one of the ways to obtain their actual needs.

Further, we constructed the scenario model in the field of Smart Eldercare. Consid-
ering the generation of personalized needs of older adults, we used part of the scenario
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elements as scenario label classes. We aim to label relevant labels to scenario cases
to facilitate their classification, retrieval, and aggregation. After that, according to the
characteristics of the scenario labels, we adopted a strategy of joint optimization of mul-
tiple tasks for the multi-label classification of scenario cases. This strategy can alleviate
model overfitting and improve generalization ability by parameter sharing. Compared
with baseline models, the proposed method can achieve an accuracy of 61.66% and is
better than other models.

This study encourages the eldercare practitioners and Smart Eldercare enterprises
to focus more on the needs of older adults with aging scenarios. This study also builds
the foundation for building an aging scenarios database that stores, shares, and manages
scenarios and their cases. In this database, product requirements analysts in the eldercare
field can efficiently retrieve and associate related scenario cases through automated
scenario annotation in this paper. Furthermore, they can design demand-centric products
and services for older adults by analyzing the actual needs in the same category of
scenarios.

This study has the following limitations. First, the label distribution of this dataset is
unbalanced. Some labels are only associated with a handful of scenario cases. To solve
this problem, we can find more related scenario cases in the future. Then these new
scenario cases are merged with training data, and we will retrain the model to ameliorate
the effects of class imbalance. Second, we chose 400 as the length of the input texts
after length comparison experiments. There is room to optimize this process to find the
optimized text as input in the future.

In addition, we did not desensitize the currently used dataset. Usually, scenario
descriptions include time, location, characters, and other detailed information, and some
scenario cases even expose the actual name of older adults. Therefore, it is necessary
to desensitize the personal information in the dataset before adding them to an aging
scenarios database. We can also take measures to protect the privacy of older adults.
For example, let data collectors not use any private information such as real names and
concrete addresses of older adults. This operation will prevent the personal data of older
adults from being leaked. At the same time, it can improve the trust of older adults in
the database and encourage more people to share their life scenarios.

Acknowledgments. This work was partially supported by grants from the Anhui Provincial Key
Technologies R&D Program (2022h11020015), the Program of Introducing Talents of Discipline
to Universities (111 Program) (B14025), and the Non-profit Central Research Institute Fund of
the Chinese Academy of Medical Sciences, Grant No. 2021-JKCS-026 with accordance ethical
approval from the funding academy.

References

1. Wang, S.: Spatial patterns and social-economic influential factors of population aging: a global
assessment from 1990 to 2010. Soc. Sci. Med. 253, 112963 (2020)

2. Ying, G., Zonghua, L.: Application and development of smart pension products in China. In:
2020 4th International Seminar on Education, Management and Social Sciences (ISEMSS
2020), pp. 287–291. Atlantis Press (2020)



258 N. An et al.

3. Kleinman, A., et al.: Social technology: an interdisciplinary approach to improving care
for older adults. Front. Public Health 9, 729149 (2021). https://doi.org/10.3389/fpubh.2021.
729149

4. Sun, J., Li, W.: How is smart pension possible from the perspective of population aging. In:
7th International Conference on Humanities and Social Science Research (ICHSSR 2021),
pp. 345–348. Atlantis Press (2021)

5. Xin, S., Li, J., Wang, Y.: The development of smart pension with benefits and challenges.
Tech. Rep., EasyChair (2019)

6. Requirements list of Smart Eldercare application scenarios in Shanghai. https://www.sha
nghai.gov.cn/nw31406/20200820/0001-31406_1441030.html (2020 version). Accessed 10
June 2022

7. The second requirements list of Smart Eldercare application scenarios in Shanghai. https://
mzj.sh.gov.cn/2021bsmz/20210629/6a32755904584d21a7c665a8b86e8ae3.html. Accessed
10 June 2022

8. Requirements list of Smart Eldercare application scenarios in Guangzhou. http://mzj.gz.gov.
cn/gkmlpt/content/7/7925/post_7925097.html#346. Accessed 10 June 2022

9. Requirements list of Smart Eldercare application scenarios in Chengdu. http://cd.wenming.
cn/wmbb/202205/t20220509_7605909.shtml. Accessed 10 June 2022

10. Meyrowitz, J.: No Sense of Place: The Impact of ElectronicMedia on Social Behavior. Oxford
University Press (1986)

11. Wu, F., Huang, S., Yin, B.: Scenario-based service: new thinking of the design of learning
service. e-Educ. Res. 39, 63–69 (2018)

12. Shi, L., Yang, X., Li, J., Wu, J., Sun, H.: Scenario construction and deduction for railway
emergency response decision-making based on networkmodels. Inf. Sci. 588, 331–349 (2022)

13. Seibert, K., et al.: Application scenarios for artificial intelligence in nursing care: rapid review.
J. Med. Internet Res. 23(11), e26522 (2021)

14. Yifei, Y., Longming, Z.: Application scenarios and enabling technologies of 5g. China
Commun. 11(11), 69–79 (2014)

15. Kahn, H.,Wiener, A.J.: TheNext Thirty-Three Years: A Framework for Speculation, pp. 705–
732. Daedalus (1967)

16. Nisbett, R.E.: Mindware: Tools for Smart Thinking. Farrar, Straus and Giroux (2015)
17. Cognitive function screening in Xinhong Street. http://www.shmh.gov.cn/shmh/sqxx-xhjd/

20201216/499154.html. Accessed 24 Feb 2022
18. Sturtz, D.N.: Communal categorization: the folksonomy. INFO622: Content Representation

16 (2004)
19. Shen, K., Wu, L.: Folksonomy as a complex network (2005)
20. Quintarelli, E.F.: Power to the people. In: ISKO Italy-UniMIBMeeting, Milan, June 24, 2005

(2005)
21. Katakis, I., Tsoumakas, G., Vlahavas, I.: Multilabel text classification for automated tag

suggestion. In: Proceedings of the ECML/PKDD, vol. 18, p. 5. Citeseer (2008)
22. Yang, Y.: Multilabel classification with meta-level features. In: Proceedings of the 33rd Inter-

national ACM SIGIR Conference on Research and Development in Information Retrieval,
pp. 315–322 (2010)

23. Tsoumakas, G., Katakis, I.: Multi-label classification: an overview. Int. J. Data Warehousing
Mining 3(3), 1–13 (2007)

24. Zhang, M.L., Zhou, Z.H.: A review on multi-label learning algorithms. IEEE Trans. Knowl.
Data Eng. 26(8), 1819–1837 (2013)

25. Boutell, M.R., Luo, J., Shen, X., Brown, C.M.: Learning multi-label scene classification.
Pattern Recogn. 37(9), 1757–1771 (2004)

26. Read, J., Pfahringer, B., Holmes, G., Frank, E.: Classifier chains for multi-label classification.
Mach. Learn. 85(3), 333–359 (2011)

https://doi.org/10.3389/fpubh.2021.729149
https://www.shanghai.gov.cn/nw31406/20200820/0001-31406_1441030.html
https://mzj.sh.gov.cn/2021bsmz/20210629/6a32755904584d21a7c665a8b86e8ae3.html
http://mzj.gz.gov.cn/gkmlpt/content/7/7925/post_7925097.html#346
http://cd.wenming.cn/wmbb/202205/t20220509_7605909.shtml
http://www.shmh.gov.cn/shmh/sqxx-xhjd/20201216/499154.html


Automatically Labeling Aging Scenarios 259

27. Zhang, M.L., Zhou, Z.H.: ML-KNN: a lazy learning approach to multi-label learning. Pattern
Recogn. 40(7), 2038–2048 (2007)

28. Clare, A., King, R.D.: Knowledge discovery in multi-label phenotype data. In: Raedt, L.,
Siebes, A. (eds.) PKDD 2001. LNCS (LNAI), vol. 2168, pp. 42–53. Springer, Heidelberg
(2001). https://doi.org/10.1007/3-540-44794-6_4

29. Elisseeff, A., Weston, J.: A kernel method for multi-labelled classification. Adv. Neural Inf.
Process. Syst. 14 (2001)

30. Ghamrawi,N.,McCallum,A.:Collectivemulti-label classification. In: Proceedings of the 14th
ACM International Conference on Information and Knowledge Management, pp. 195–200
(2005)

31. Kim, Y.: Convolutional neural networks for sentence classification. In: Proceedings of the
2014Conference onEmpiricalMethods inNatural LanguageProcessing (EMNLP), pp. 1746–
1751. Association for Computational Linguistics, Doha, Qatar (Oct 2014). https://doi.org/10.
3115/v1/D14-1181. https://aclanthology.org/D14-1181

32. Liu, P., Qiu, X., Huang, X.: Recurrent neural network for text classification with multi-task
learning (2016)

33. Chen, G., Ye, D., Xing, Z., Chen, J., Cambria, E.: Ensemble application of convolutional
and recurrent neural networks for multi-label text categorization. In: 2017 International Joint
Conference on Neural Networks (IJCNN), pp. 2377–2383. IEEE (2017)

34. Yang, Z., Yang, D., Dyer, C., He, X., Smola, A., Hovy, E.: Hierarchical attention networks
for document classification. In: Proceedings of the 2016 Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language Technologies,
pp. 1480–1489 (2016)

35. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8), 1735–1780
(1997)

36. Yang, P., Sun, X., Li, W., Ma, S., Wu, W., Wang, H.: SGM: sequence generation model for
multi-label classification (2018)

37. Xiao, L., Huang, X., Chen, B., Jing, L.: Label-specific document representation for multi-
label text classification. In: Proceedings of the 2019 Conference on Empirical Methods in
Natural Language Processing and the 9th International Joint Conference onNatural Language
Processing (EMNLP-IJCNLP), pp. 466–475 (2019)

38. Guo, B., Han, S., Han, X., Huang, H., Lu, T.: Label confusion learning to enhance text
classification models (2020)

39. Zhang, W., Yan, J., Wang, X., Zha, H.: Deep extreme multi-label learning. In: Proceedings
of the 2018 ACM on International Conference on Multimedia Retrieval, pp. 100–107 (2018)

40. Du, C., Chen, Z., Feng, F., Zhu, L., Gan, T., Nie, L.: Explicit interaction model towards text
classification. In: Proceedings of the AAAI Conference on Artificial Intelligence, vol. 33,
pp. 6359–6366 (2019)

41. Pappas, N., Henderson, J.: Gile: a generalized input-label embedding for text classification.
Trans. Assoc. Comput. Linguist. 7, 139–155 (2019)

42. Caruana, R.: Multitask learning. Mach. Learn. 28(1), 41–75 (1997)
43. Zhang, Y., Yang, Q.: A survey onmulti-task learning. IEEETrans. Knowl. Data Eng. 1 (2021).

https://doi.org/10.1109/TKDE.2021.3070203
44. Kendall, A., Gal, Y., Cipolla, R.: Multi-task learning using uncertainty to weigh losses for

scene geometry and semantics. In: Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR) (2018)

45. Vandenhende, S., Georgoulis, S., Van Gansbeke, W., Proesmans, M., Dai, D., Van Gool, L.:
Multi-task learning for dense prediction tasks: a survey. IEEE Trans. Pattern Anal. Mach.
Intell. 1 (2021). https://doi.org/10.1109/TPAMI.2021.3054719

https://doi.org/10.1007/3-540-44794-6_4
https://doi.org/10.3115/v1/D14-1181
https://aclanthology.org/D14-1181
https://doi.org/10.1109/TKDE.2021.3070203
https://doi.org/10.1109/TPAMI.2021.3054719


260 N. An et al.

46. Chen, Z., Badrinarayanan, V., Lee, C.Y., Rabinovich, A.: GradNorm: gradient normalization
for adaptive loss balancing in deep multitask networks. In: Dy, J., Krause, A. (eds.) Proceed-
ings of the 35th International Conference on Machine Learning. Proceedings of Machine
Learning Research, vol. 80, pp. 794–803. PMLR (10–15 Jul 2018). https://proceedings.mlr.
press/v80/chen18a.html

47. Liu, S., Johns, E., Davison, A.J.: End-to-end multi-task learning with attention. In: Proceed-
ings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR)
(2019)

48. Zhou, P., Qi, Z., Zheng, S., Xu, J., Bao, H., Xu, B.: Text classification improved by integrating
bidirectional LSTM with two-dimensional max pooling. arXiv preprint arXiv:1611.06639
(2016)

49. Kalman, B.L., Kwasny, S.C.: Why tanh: choosing a sigmoidal function. In: Proceedings of
the 1992 IJCNN International Joint Conference on Neural Networks, vol. 4, pp. 578–581.
IEEE (1992)

50. Moore, D.S., Notz, W.I., Notz, W.: Statistics: Concepts and Controversies. Macmillan (2006)
51. Müller, R., Kornblith, S., Hinton, G.E.: When does label smoothing help? In: Wallach, H.,

Larochelle, H., Beygelzimer, A., d’AlchéBuc, F., Fox, E., Garnett, R. (eds.) Advances in
Neural Information Processing Systems, vol. 32. Curran Associates, Inc. (2019)

52. Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: Bert: pre-training of deep bidirectional
transformers for language understanding (2019)

53. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization. arXiv preprint arXiv:1412.
6980 (2014)

https://proceedings.mlr.press/v80/chen18a.html
http://arxiv.org/abs/1611.06639
http://arxiv.org/abs/1412.6980


Web Accessibility for People with Cognitive
Disabilities: A Systematic Literature Review

from 2015 to 2021

Mateo Borina, Edi Kalister, and Tihomir Orehovački(B)

Faculty of Informatics, Juraj Dobrila University of Pula, Zagrebačka 30, 52 100 Pula, Croatia
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Abstract. Web accessibility refers to the extent to which websites can be con-
sumed by people with disabilities, elderly people, as well as people living in rural
areas and developing countries. To make sure that everyone is included and has
an equal user experience, developers need to create highly accessible websites.
Cognitive disability, which can take various forms, represents an umbrella term
that is used when a person has certain limitations in mental functioning and skills
such as communication, self-help, and social skills. To determine the degree to
which web accessibility for people with cognitive disabilities has been examined
in the period from 2015 to 2021, we have carried out a systematic literature review.
Reported findings indicate that accessibility of the majority of current websites is
very poor but can be improved with a simple design of user interface elements,
by providing relevant information in various forms and on the top of the website,
and by avoiding distractors of any kind. We also discovered that studies in which
people with cognitive disabilities actively participate in the development and eval-
uation of software solutions meant for enhancing their web experience are rather
rare. Drawing on reported findings, limitations of current studies and future work
directions are presented and discussed.

Keywords: Systematic literature review ·Web · Accessibility · Cognitive
disabilities

1 Introduction

Web accessibility denotes the degree to which a website can be used by people with the
widest range of characteristics and capabilities [35]. The success of a particular website
depends on the extent to which it is usable to all people. Therefore, websites should be
designed in such a way that the peculiarities of each potential user are considered. While
disability refers to a condition that prevents a person from using a physical or mental
part of his/her body fully or with ease, its cognitive aspect (which is by far the most com-
mon) is related to the degree to which a person can conduct mental tasks [8]. Cognitive
disability can take many forms, including Down syndrome (chromosomal disorder that
results in varying degrees of physical and mental retardation), traumatic brain injury
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(a sudden injury that causes damage to the brain), autism (range of conditions char-
acterized by challenges with social skills, repetitive behaviours, speech and nonverbal
communication), dementia (group of symptoms affecting person’s memory, thinking
and social abilities), dyslexia (form of language-based learning disability), attention
deficit hyperactivity disorder (person’s disability to focus, sit still, and pay attention),
dyscalculia (difficulty in learning or comprehending math), amnesia (deficit in learn-
ing new information and in retrieval of information from long-term memory), aphasia
(impairment or loss of language), alexia (partial or complete inability to read), agraphia
(disturbance problems in writing), acalculia (impairment in doing numerical compu-
tations), apraxia (skilled movement disorders which cannot be reduced to elementary
factors such as impaired comprehension or motor weakness), agnosia (failure of recog-
nition), and neglect (difficulty in reporting, responding, or orienting to information due
to an injury), among others [16, 50]. Around 15% of the world population has some
form of disability [53]. Although a global estimate for people with cognitive disabilities
does not exist, it is reasonable to assume that a considerable portion of one billion people
with disability deals with some variety of cognitive disability. With such an extensive
and complex structure of cognitive disabilities and their presence in the world of web
users, it is important to consider the difficulties persons with such disabilities face.

The objective of this paper is to present and discuss the findings of the systematic
review of the literature published in the period from 2015 to 2021 that tackles web acces-
sibility for people with cognitive disabilities. The remainder of the paper is structured as
follows. Overview of related work is provided in the next section. The research method
is described in the third section. Findings of the systematic literature review are reported
in the fourth section. Conclusions are drawn in the last section.

2 Related Work

Although web accessibility guidelines [52] represent authority for designing and devel-
oping websites that are usable to all people, they do not address all the problems users
with disabilities are facing. To determine those problems, Calvo et al. [13] carried out a
study in which seven accessibility experts examined 62 accessibility evaluation reviews.
The analysis of the audit revealed that 6% of problems found are not covered by web
accessibility guidelines. These problems are as follows: (1) information is hidden visu-
ally but not for screen readers or vice versa, (2) common design patterns are not followed
properly, (3) wide gaps which separate related content, (4) the use of custom components
to adapt interface elements or interaction to requirements of a particular company, (5)
size of buttons and text is too small, (6) color contrast ratio between icons and background
is too low, and (7) important information is not shown at the top of a website.

Paiva et al. [39] conducted a systematic literature review of 92 papers in the period
from 2011 to 2019 to find out how accessibility has been included in the software
development process. They in particular discovered that studies were most commonly
focused on testing web systems in the domain of government and education. Their
findings also indicate that there is a paucity of studies dealing with the human aspects
of using interactive systems by people with disabilities. Given that current studies are
most commonly addressing visual impairment, the same authors emphasized that future
studies should consider other disabilities as well.
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Menger et al. [31] explored factors that might act as barriers or facilitators to Internet
use by people with aphasia. Since aphasia is a condition that often co-exists with other
medical issues, people facing it are commonly digitally excluded individuals because is
quite complex for them to access the Internet. According to the same authors, the reason
for this does not necessarily have to be just the medical condition of a user but also other
concomitant factors (e.g. age, disability, social exclusion) or additional factors at the
individual level (e.g. cognitive skills, type and amount of therapy intervention available,
personal goals, motivation, support from family, caregivers, and friends). To overcome
these barriers, Menger et al. [31] suggested that people with aphasia should be actively
involved in research projects dealing with the development of specific technologies as
domain experts.

Alzahrani et al. [36] examined to what degree animations on websites affect autistic
people. Given that people with autism can be easily distracted by potentially irrelevant
elements, the authors emphasized that animations, images, and pop-ups on the website
may reduce their efficiency in performing a particular activity or even prevent them to
complete the task.

Drawing on a review of 17 papers published in the period between 2005 and 2015,
Pagani Britto and Brigante Pizzolato [36] proposed a set of 28 guidelines for design-
ing accessible websites for people with autism. These guidelines are systemized in the
following ten categories: visual and textual vocabulary, customization, engagement,
redundant representation, multimedia, feedback, affordance, navigability, system status,
and interaction with touch screen.

The systematic literature review conducted by Cinquin et al. [15] tackled the accessi-
bility of online e-learning systems for people with cognitive disabilities. As an outcome,
they found that current studies most commonly offer design recommendations while
only a few of them evaluate the effectiveness of e-learning systems. The authors also
discovered that current studies are more focused on particular neuropsychological dis-
orders or syndromes (e.g. ADHD, dyslexia) rather than on impairments of cognitive
function (e.g. attention, memory, etc.) and that accessibility standards are poorly and
inconsistently used across the studies without a rationale for their employment in the
design process.

The aim of the systematic literature review carried out by Bernard et al. [4] was to
identify barriers people with mental disorders encounter when interacting with websites
as well as facilitation measures that would make websites operable, understandable,
perceivable, and robust to a sufficient extent. The authors uncovered that distracting
and confusing design, complicated content and website functions, an overabundance of
information, high demand for good fine motor skills, and rapid information processing
are the most common barriers that are decreasing the experience of using websites for
people with mental disorders. To overcome these barriers, the same authors suggested
the use of intuitive navigation, correctly functioning features, simple language, explicit,
consistent, and easy-to-detect website components, organized content, a flat hierarchical
content structure, multimedia formats, and easy-to-operate functions.

Rocheleau et al. [46] reviewed 58 publications to find out the main purpose of Assis-
tive Technologies for Cognition (ATC). Their findings revealed that ATC is commonly
used for enhancing or maintaining users’ cognitive functioning, reducing the cognitive
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demands of everyday tasks, informing caregivers about the person’s daily well-being
and functioning, and supporting independent living.

To improve the usability ofwebsites for peoplewith cognitive disabilities, Blazheska-
Tabokovska et al. [7] provided a set of guidelines that need to be consideredwhen creating
web content. These guidelines are summarized as follows: (1) navigation needs to be
unambiguous and have various options, (2) interaction with interface elements needs to
be simple, brief, and without any distractions, (3) text should be short, understandable,
and presented in multiple formats while non-literal content should be avoided, and (4)
page layout should be consistent while extra material and clutter need to be reduced.

All the aforementioned findings indicate that barriers people with cognitive disabili-
ties are facing when interacting with websites still have not been addressed properly and
that there is much room for improvement. To determine the extent of advancement in
web accessibility for people with cognitive disabilities in the period from 2015 to 2021,
we carried out a systematic literature review whose results are presented and discussed
in the following sections.

3 Research Method

A systematic literature review was carried out based on the guidelines proposed by
Kitchenham and Charters [29]. The backbone of our study is composed of the following
four research questions: (1) how to make it easier for people with cognitive disabilities
to use and navigate the web? (2) how accessible is the average website for people with
cognitive disabilities? (3) what are unresearched subdomains regarding the accessibility
of the web for users with cognitive disabilities? (4) what are the shortcomings of current
studies on web use by people with cognitive impairments? The current literature was
searched using the following strings:

• (“HCI” OR “human-computer interaction”) AND (“web” OR “world wide web” OR
“internet”) AND (“accessibility” OR “ease of access”) AND (“cognitive disabilities”
OR “mental disorders” OR “intelligence impairments”)

• “human-computer interaction” AND (“web” OR “world wide web” OR “inter-
net”) AND “accessibility” AND (“cognitive disabilities” OR “mental disorders” OR
“intelligence impairments”)

• “HCI” AND “web” AND “accessibility” AND “cognitive disabilities”
• HCI web accessibility cognitive disabilities

The systematic literature review was carried out in the period between Novem-
ber 2021 and January 2022 and included papers from the following databases: Google
Scholar, IEEE Xplore, Emerald Insight, Elsevier ScienceDirect, ACM Digital Library,
Web of Science, Hindawi, Inderscience, MDPI, SAGE Journals, SpringerLink, and Tay-
lor & Francis. Based on the aforementioned search strings, we identified 5477 records.
A summary of the number of records discovered in databases is shown in Table 1.
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Table 1. Distribution of identified records by databases.

Source Number of records

Google Scholar 4150

IEEE Xplore 2

Emerald Insight 38

Elsevier ScienceDirect 92

ACM Digital Library 258

Web of Science 2

Hindawi 1

Inderscience 3

MDPI 0

SAGE Journals 8

SpringerLink 893

Taylor & Francis 30

The selection process was performed in three phases. During the first one, papers
were selected based on the connection of their title with the topic of the systematic
literature review. As a follow-up, all papers that have met the criterion of the first phase
have been downloaded. If it was not possible to find and download the full version of
a particular paper, it was excluded from the further selection procedure. In the second
phase, the abstract of each paper that passed the purification procedure of the first phase
has been read. All papers whichwere found relevant based on the content of their abstract
proceeded to the third phase in which the whole text of every paper has been thoroughly
examined. Papers that have met the requirements of all four research questions have
been added to the final pool of relevant studies. In all three selection phases, we excluded
papers that have not been written in the English language, which have been published
in books or as book chapters, and those that turned out to be duplicates.

4 Results

4.1 Identification of Studies

Out of 5477 identified records, the title of only 82 of them was related to the topic of
our research and they have been therefore included in the screening step. Five of the
screened studies were not retrieved because their full versions could not be found. The
remaining 77 studies were assessed for eligibility. Out of them, two duplicate studies
were identified, two studies were not written in English, twelve studies were not of a
desired and required type of literature, and seventeen of the assessed studies were not
in the scope of our study. As an outcome, the systematic literature review resulted in 44
studies that were thoroughly analyzed. A standardized report of the selection process in
the form of the PRISMA 2020 flow diagram [38] is presented in Fig. 1.
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Fig. 1. Flow diagram of the studies selection procedure

4.2 Summary of Findings

The list of reviewed papers consists of twelve quantitative studies [19–22, 24–26, 30, 44,
45, 48, 54], ten qualitative studies [6, 9, 11, 18, 32, 34, 40, 41, 43, 55], five mixed studies
[12, 14, 17, 27, 49], nine systematic literature reviews [2, 4, 7, 13, 15, 31, 36, 39, 46], five
studies focused on the development of software solutions [3, 10, 23, 47, 48], one study in
which both a literature review and qualitative research were carried out [33], one paper
in which software solution was proposed and quantitative study was conducted [1], and
one paper in which qualitative evaluation of introduced software solution was carried out
[5]. The aforementioned indicates that out of 44 studies, there are 20.46% of systematic
literature reviews, 15.91% of them are focused on software development, 27.27% of
studies include qualitative researchmethods, 29.55% of studies are quantitative in nature
while in 11.36% of them both quantitative and qualitative studies were conducted. The
set forth findings are presented in Fig. 2.

Regarding the publication type, 47.73% of papers were published in journals [1, 4,
6, 10, 15, 17, 18, 20, 21, 24–26, 30–32, 34, 39, 44, 49, 54, 55] while 52.27% of them
were presented at conferences [2, 3, 5, 7, 9, 11–14, 19, 22, 23, 27, 33, 36, 37, 40, 41, 43,
45–48].
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Papers that are included in this systematic literature reviewwere mainly published in
different journals and conference proceedings. The most popular journals in that respect
are Universal Access in the Information Society and ACM Transactions on Accessible
Computing with two papers being published in each of them. When conferences were
considered from the perspective of frequency in publishing papers related to the topic
of this systematic literature review, we discovered that six papers were presented at
International Web for All Conference (W4A) while two papers were included in pro-
ceedings of the International Conference on Software Development and Technologies
for Enhancing Accessibility and Fighting Info-exclusion (DSAI), the International Con-
ference onHuman-Computer Interaction (Interacción), and the International Conference
on Universal Access in Human-Computer Interaction (UAHCI).

The number of literature reviews and proposed software solutions ranges up to two
per year. The amount of both quantitative and qualitative studies as well as the overall
number of papers being published is in a declining trend. The highest number of papers
(thirteen)was published in 2015while the smallest amount (three) of themwas published
in 2021. Trends in publishing papers on web accessibility for people with cognitive
disabilities in the period from 2015 to 2021 are shown in Fig. 3.

Findings on the frequency of publishing papers related to web accessibility of par-
ticular types of cognitive disability in the period from 2015 to 2021 are summarized in
Fig. 4.

When web accessibility for different cognitive disabilities was tackled, we found
that majority of studies (70.45%) is dealing with this topic in general. Autism is the
most researched cognitive disability with six published papers followed by dyslexia and
impairment in elderly people that were examined in three papers each while aphasia was
explored in only one paper in the period from 2015 to 2021.
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4.3 Qualitative and Quantitative Studies

Considering forty-four studies were analyzed in this systematic literature review, there
is a lot of theoretical knowledge extracted. To start with, web accessibility is defined
as the extent to which all people can use the web in many different contexts [41]. By
using the words “all people”, it is particularly referred to the elderly and people with
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disabilities. Contexts of use include both mainstream technologies and the ones which
assist people with impairment.

If we look at web accessibility from a legal perspective, a lot of work has already
been done [6]. However, there are still challenges that need to be overcome. People with
cognitive disabilities are frequently excluded from proper use of the web in different
ecosystems. For instance, barriers related to information retrieval, website navigation,
file management, and authentication are making online education hard for young adults
with intellectual disabilities [11]. To enhance their level of inclusion in that respect,
it is important to implement software solutions that mitigate the challenges they are
facing with. In addition, a solution that works for users who have different cognitive
impairments has not yet been created [54]. This is because every user with a cognitive
disability has a variety of individual needs.

Although web content that belongs to governments is required to be equally acces-
sible to everybody, web forms and transactional services are not yet fully there [32].
Different actions can be taken to mitigate these barriers. However, making changes to
such systems and improving mentioned aspects requires a lot of effort [18]. Regard-
ing the guidelines for the development of web content, there have been a lot of new
recommendations in recent years. Unfortunately, improvements are arriving slowly and
implementation of guidelines into the development process is rather difficult. Awareness
of accessibility is increasing, but it is not yet at a satisfactory level [37]. The majority of
recommendations are directed toward content simplification and the use of certain design
choices such as using easy-to-read fonts. Most notable and extensive recommendations
are offered byBritto and Pizzolato [36], who systemized existing accessibility guidelines
and best practices to design web interfaces appropriate for people with autism. Eraslan
et al. [21] carried out an eye-tracking empirical study to evaluate guidelines related to
the visual complexity of web pages and the distinguishability of web page elements.
They found that people with autism have a higher number of fixations and make more
transitions with synthesis tasks. On the other hand, Rello [43] suggested guidelines for
typeface and font size that are beneficial for both people with and without dyslexia.
Although new guidelines are a positive thing, it is equally important to avoid acces-
sibility errors when creating web content [40] and to provide suitable technologies to
improve its readability and understandability [33]. Even though accessibility guidelines
are widely available, many web developers do not seem to be aware of them nor their
relevance [14].

The web is a pool of information consumed by many users on daily basis. Since the
web offers a lot of information in a variety of forms, it is often challenging for people
with cognitive disabilities to find exactly what they searched for. People with autism
experience many barriers because of different eye tracking scan paths [19] which is why
the employment of an eye-tracker for data collection, while they are using websites, is
very useful [54]. Users with cognitive disabilities commonly prefer different methods
of searching the web [34], which makes it even harder to solve everyone’s problem. The
most important guidelines that have been offered in that respect are simple design and
error corrections. Hu and Feng [26] found that people with cognitive disabilities prefer
searching over browsing because less information is required for using search engines
than for using hyperlinks. It is a common misconception that the web is rarely used
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by elderly people while the reality is quite the opposite. Problems that prevent elderly
people to use the web effectively are mostly related to a decrease in their cognitive power
[24] which is the reason why this group of users also requires content simplification.

4.4 Development of Software Solutions

There are seven papers in which authors introduced software solutions designed to make
the web more accessible for users with cognitive disabilities. In 2015 de Avelar et al. [3]
developed a browser extension to facilitate the use of the web by people with dyslexia.
The extension has a lot of features for changing the appearance of the text which makes
web content easier to read. Although the browser extensionwas perceived as a useful and
helpful solution, its makers emphasized that the use of that kind of piece of software can
sometimes be tiring. Rupprecht et al. [47] developed a system for generating electronic
forms that are accessible to dyslexic users. Its main advantages are support for addi-
tional clarification of elements that can be in different types of media, personalization,
and modeling the arbitrary state information for a form which all together is enhanc-
ing the self-confidence of people with dyslexia. Saggion et al. [48] developed an email
client named Kolumba that based on speech technology, text simplification, and text-
to-pictographs improves web accessibility for users with intellectual or developmental
disabilities. The empirical study on Kolumba evaluation uncovered the wrong choice of
synonyms and the unnatural voice of the text-to-speech system as its major drawbacks
which were addressed by its authors [48]. Later in 2017, Galiev et al. [23] proposed
a combined tangible (Sifteo cubes) and distributed (accessible web form, AWF) user
interface in the form of an AWF-Cube prototype that makes navigation through and
interaction with a web form easier for cognitively impaired persons. The findings of an
empirical study revealed that although the speed of tilting was too fast and the colored
semicircles were too small, the AWF-Cube prototype was perceived as easy to use solu-
tion by the sample of representative users [23]. In 2018, Adio and Adeyemo [1] designed
an interface whose objective was to enhance the user experience of elderly people with
cognitive impairment. The results of the performance evaluation indicate thatmemorabil-
ity, learnability, utility, effectiveness, and efficiency of the novel interfacewere perceived
as better when compared with the existing interface of a social web application [1]. On
the other hand, Bircanin et al. [5] went in a completely different direction with iterative
application design. They created an interactive information retrieval research apparatus
that enables collecting and examining browsing patterns of non-verbal individuals with
severe autism and intellectual disability on a video platform. However, the use of such
an apparatus requires long-term engagement and trials because it is hard for cognitively
impaired people to stay focused for long periods [5]. Finally, Broccia et al. [10] devel-
oped an open and flexible integrated solution for automatic accessibility assessment that
enables single page and multi-page evaluation, generating reports in various formats for
both web developers and users, and validating the accessibility according to WCAG 2.1
guidelines [52].
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4.5 Answers to Research Questions

This section contains answers to research questions that represented the main motivation
for conducting a systematic literature review and were raised at the beginning of this
paper.

Facilitated use of the Web
The first research question was: “how to make it easier for people with cognitive
disabilities to use and navigate the web?”

The analysis of the literature suggests that the answer lies in simple navigation and
content. To make navigation easier, both browser and website should be well-designed.
This means avoiding any clutter on the pages and making their design simple as pos-
sible. The relevant text should be much more noticeable than the background which
can be achieved with high contrast [17]. It is also advisable to avoid having too many
functionalities on the interface because they would distract a person with disabilities
from what (s)he is looking for. There should not be too much information on one screen,
and it would be good to discreetly point out links that would help users to deepen their
searches.

State of the Art on the Accessibility of the Average Website
The second research question was: “How accessible is the average site for people with
cognitive disabilities?”

Findings of a systematic literature review indicate that the accessibility of the major-
ity of current websites is very poor. Namely, websites are not designed for people with
cognitive disabilities because they do not use websites regularly [42]. Apart from the
variety of advertisements that constantly interferewith thework of even themost focused
users, the design of the pages itself is such that numerous distractors give the website
a better design, but significantly impair its visibility and usefulness. Also, the multi-
media nature of many websites makes them completely unusable for most people with
cognitive disabilities.

Unresearched Domains and Open Questions.
One of the most important research questions of our study was: “what are unresearched
subdomains regarding web accessibility for users with cognitive disabilities?”

The extant body of knowledge is composed of studies in which authors are offering
different solutions to enhance the web experience for people with cognitive disabilities.
Although there are papers in which proposed solutions have been evaluated, usually
by a small sample of representative users, studies focused on obtaining feedback from
people with cognitive difficulties are rather scarce. Empirical studies in which data
will be collected with different measuring instruments and examine various facets of
usability and user experience for peoplewith cognitive disabilities are necessary. Specific
methods, algorithms, and interfaces that would facilitate the evaluation process are also
needed.

Shortcomings and Limitations of Existing Research
The last research question in our studywas: “what are the shortcomings of current studies
on web use by people with cognitive impairments?”
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The first shortcoming of current studies inwhich validation of the introduced solution
was carried out is the homogeneity and size of the sample of users [51]. Although people
with disabilities represent a minority in a society, to draw sound and generalizable
conclusions they should involve a more heterogeneous sample of people with cognitive
disabilities concerning their demographics, including age, gender, geographic location,
type and severity of impairment (if applicable since some solutions are focused on only
one type of cognitive disability), etc. The second shortcoming is that current studies are
not tackling all types of cognitive impairment equally. For instance, the researchers are
mainly focused on peoplewho suffer fromautism and dyslexiawhile studies dealingwith
other forms of cognitive disabilities are deficient and this iswhat should be changed in the
future. The fact that it has not been sufficiently researched how people with cognitive
disabilities understand the web represents a third drawback of current studies since
their perception should serve as a backbone for designing a solution that would enrich
their experience in interaction with websites. The last shortcoming of previous studies
is that people with cognitive disabilities are not sufficiently involved in the design of
solutions that would help them to use thewebmore effectively. To address this drawback,
people with cognitive disabilities should actively participate in every relevant stage of
the development process, from collecting requirements to verification and validation of
the solution.

4.6 Future Work Directions

Web accessibility for people with cognitive disabilities is quite specific and therefore
insufficiently researched in the human-computer interaction field. To fill the gaps that
were identified in the current literature, we are proposing the following suggestions for
future research efforts:

• Existing web browsers offer a large number of features but people with cognitive
disabilities are employing a very limited number of them [3]. It would be therefore
interesting to find out which browser functionalities are most commonly used by all
people with cognitive disabilities and if some of them are used only by certain groups
of people with cognitive difficulties. As a follow-up, a specialized web browser for
people with a certain type of cognitive disability could be developed.

• Considering that range of cognitive difficulties is large and complex, it would be
very hard to develop a universal algorithm that could cover all types of cognitive
impairment. Also, recent studies are suggesting that people with cognitive disabili-
ties should be approached individually [28]. Therefore, future research should focus
on developing a smart search algorithm or pattern recognition algorithm that would
automatically adapt the websites to the needs of people with certain cognitive disabil-
ities, suggest the results they most commonly searched for in their prior sessions, and
provide recommendations on content that is the most similar to those they recently
interacted with. An integral part of such an algorithm should also be the evaluation
procedure that will be triggered after a certain time or number of uses to collect data
on satisfaction with the design and the quality of the information obtained as well as
the perceived accessibility of websites.
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• The growing popularity of artificial intelligence and machine learning raises the ques-
tion of their suitability for enhancing web accessibility. Machine learning could be
applied to find accessibility issues inweb applications. As an outcome of data training,
a machine can be taught to act like a person with cognitive disabilities and accordingly
used for finding elements in web applications that could cause issues for users with
particular impairments.

5 Conclusion

This paper aimed to carry out a systematic literature review on web accessibility for
people with cognitive disabilities. To get answers to four research questions, current
literature was searched with predefined strings. An initial pool of 5477 records was
reduced to 44 papers which were subsequently thoroughly examined. We in particular
found that 20.46% of papers were systematic literature reviews, 15.91% of them were
focused on the development of specialized software solutions, 29.55%of them employed
quantitative research methods, and 52.27% were published in conference proceedings.
The majority of papers (70.45%) were dealing with cognitive disabilities in general
while autism was the most researched type of cognitive disability. The highest number
of papers was published in 2015.

Current literature indicates that accessibility guidelines have not been implemented
properly in the design of the majority of current websites. Namely, there are a lot of
advertisements on websites that constantly interfere with user activities while the mul-
timedia nature of many pages significantly impairs their visibility and usefulness for
people with cognitive disabilities. When designing websites, any kind of clutter should
be avoided because people with cognitive disabilities will otherwise have a hard time
finding what they are looking for. There should not be too many elements on the user
interface and not toomuch information on one screen.Website designers need also make
sure that relevant text is as noticeable as possible and that links that facilitate further
search are discreetly pointed out.

Although there are many papers focused on enhancing web experience for people
with cognitive difficulties, their feedback and involvement in the studies are uncommon.
An additional drawback of current empirical studies is that sample of representative users
is commonly composed of a small number of participantswho share similar demographic
characteristics which makes it difficult to draw sound and generalizable conclusions.
Considering all the aforementioned, future studies should involve more heterogonous
samples of users and aim to determine how the web is perceived and used by users with
cognitive disabilities.
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Abstract. Seniors are often affected by a decline in physical and mental abilities,
resulting in social isolation, anxiety, and frailty. They often live alone, spatially
separated from family members and friends, who cannot visit them regularly.
Moreover, seniors often suffer from physical ailments. Thus, they cannot go out-
side anymore on their own and feel even more isolated or depressed. Various stud-
ies show that playing board games and doing physical exercises keep the mind
and body trained and thus have the potential to prevent loneliness and diseases.
Therefore, we developed TACTILE – a mixed-reality (MR) solution that connects
seniors with family members and friends even when apart. The TACTILE system
offers two basic functionalities: (i) board games that can be played with a remote
partner and, (ii) physical exercises that are done together with a virtual avatar.
While using the system, users can also talk to each other when playing games and
interact with the virtual avatar that accompanies the physical exercises. Such inter-
action strengthens the intuitiveness of the system and the social component even
more. Three prototype versions were evaluated within three end-user workshops
and a final prototype during long-lasting field trials in two test countries: Austria
and the Netherlands. This paper describes the status of the TACTILE system, its
components, the strong end-user involvement, and the results and findings from
the field trials where the final prototype has been tested for an extended period by
64 end-users in their home and life setting.

Keywords: Mixed reality · Seniors · Social interaction · Physical training ·
Staying fit

1 Introduction and State of the Art

Elderly people are frequently affected by a decline ofmental and physical abilities, which
results in anxiety, frailty, and reclusiveness. The risk of developing dementia grows with
declining mental and physical abilities. Previous studies show that the combination of
cognitive and physical training has a positive effect on slowing down mental and phys-
ical decline[1–4]. The combination of physical and cognitive activity induces cognitive
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gains [3, 5]. When an individual trains an individualized task at an appropriate level of
challenge, learning is maximized [6]. Emotional well-being and social interaction are
important factors for health and improving quality of life [7, 8].

AugmentedReality (AR),VirtualReality (VR) andMixedReality (MR) technologies
offer novel opportunities that allow users to perform physical and cognitive exercises in a
fun and interactive way. There are some existing solutions that support seniors in staying
active and socially included using VR or AR but notMR. Rehabilitation Gaming System
(RGS)1 was a project aimed to develop and validate a VR tool for the rehabilitation of
elderly people after suffering brain damage from a stroke. The authors conducted a
pilot-controlled trial selecting a representative sample of patients with chronic stroke
[9]. After receiving a daily training of 30 min for six weeks, patients were asked to solve
individual cognitive tasks (e.g., word search puzzle or draw specific figures). A specialist
assessed the patients’ responses using the Consolidated Standards of Reporting Trials
(CONSORT) statement2. The system was exhaustively evaluated by real patients [9–
11] and is commercialised by EODYNE Systems3. Rendever4 offers a virtual reality
platform that allows people to share experiences or stories and deepen social interaction
between them in a defined group setting. The system aims to overcome social isolation
through reminiscence therapy (e.g., visit the childhood home), family bonding (e.g., go to
a family vacation), and travel (e.g., climb a mountain). Huang and Lee [12] investigated
the effects of aVR software on cognitive function and balance in elderly peoplewithmild
cognitive impairment (MCI). Although the response and acceptance by the patients was
positive, the authors remarked the difficulty to generalize the results of the study due to
the limited number of participants [12]. Tuena et al. [13] provided an overview of current
research of VR systems oriented to elderly people evaluating feasibility and usability
regarding healthy aging and age-related clinical conditions. The authors reported a good
usability and acceptance between the participants. Further research regarding further
VR and AR applications for the elderly target group can be found in [14–18]. MR-based
solutions have various supporting potentials but are not widely used, especially not in
the target group of older adults. Existing solutions mainly aim to entertain, but there is
no communication or possibility to play together with a real person especially combined
with a training aspect.

TACTILE5 aims to connect seniors with their family and friends and support their
social interaction. TACTILE’s novelty is the use of MR that makes the remote partner
virtually present focusing on communication and interaction with their loved ones. The
MR software is specifically designed and developed for elderly people to interact in a
natural way (Fig. 1). Users can play board games and do physical training exercises.
When playing board games, they can interact with the real game pieces and game board
while seeing the game figures of the remote partner projected onto their own game
board. To increase the social aspect of gaming, a VoIP connection is established during
the game. During the physical trainings, users are accompanied by a virtual avatar that

1 http://www.aal-europe.eu/projects/rgs.
2 http://www.consort-statement.org/
3 https://www.eodyne.com/
4 https://rendever.com/
5 http://mytactile.eu/
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Fig. 1. End-users testing the system. Left: Training with the virtual avatar; Right: Playing Ludo

guides them through the exercises. Users can place the virtual avatar inside their real-
world surroundings (e.g., in the middle of the living room) and the avatar encourages and
accompanies the user in a joint training session. Physiotherapists or skilled residential
caretakers can adapt the training to the individual needs via a web interface. Advantages
are twofold: (i) addressing potential physical limitations of the user, and (ii) avoiding
frustration using generalized training plans because one single training plan cannot fit
all users properly. Previous prototypes of the TACTILE system were evaluated and
positive results by end-users were reported [19, 20]. Recommendations from the users’
feedback were considered in the further developments of the current prototype. This
paper extends previous work [19, 20], where we had introduced the TACTILE system,
the corresponding User-Centred Design (UCD) process and presented the results and
findings of the first and second end-user workshops. Since then, we have incorporated
the feedback from the user workshops and provided a final prototype that not only fits the
end-users’ needs but also brings them joy in their everyday life. This paper complements
the aforementioned work by describing the strong end-user involvement, and the results
and findings from the field trials where the final prototype has been tested for an extended
period by 64 end-users in their home and life settings.

The paper is organised as follows: Sect. 2 focuses on the technical description of the
TACTILEsystemconsistingof theMRapplication and theweb-basedbackendportal that
manages users and their individual physical exercises and trainingplans.Wealso describe
the system’s extensibility (i.e., howadditional cognitive games andphysical exercises can
be easily added) andwe describe howwe implemented loggingmechanisms for enabling
remote support for secondary end-users to detect possible misuse during the field trials.
Section 3 focuses on the final design, accessibility, and usability improvements gained
in the second and third user workshop and the corresponding UCD approach. Besides,
a description on how the feedback has been incorporated towards the final prototype is
given. Section 4 summarises the field study design, the methodology used for testing
the prototype (including advantages and limitations), the several-week long-lasting user
involvement, and the results gained from this final field trial. This section also describes
how the set-up in the user’s home has been prepared and carried out, i.e., how users
found their way with the system when using it on their own. Section 5 concludes the
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paper with an outlook toward the market perspectives and about possibilities to foster
the TACTILE concept utilizing new, upcoming, and more affordable devices.

2 The TACTILE System

The TACTILE system consists of a frontend and a backend. The frontend is a mixed
reality application, which allows the user to play common board games with remote
opponents and train together with a virtual avatar at the user’s home. The backend
provides aweb-portal for accountmanagement and exercise setup by secondary end-user
such as formal and informal caregivers.

2.1 Mixed Reality Application

TheMR application was developed for and tested on theMagic Leap One6 (ML1) mixed
reality glasses. The field trial ready prototype provides two board games – Ludo and
Halma – as well as 14 physical exercises.

Board Games. The idea of playing board games in the TACTILE system is to allow
traditional gameplay with a remote partner. The player is wearing the ML1 and uses a
physical game board and physical game pieces. The glasses display the opponent’s game
pieces virtually at the correct location on the physical game board. The local players
use real game pieces and move them by hand, experiencing the tactile feedback they are
used to while playing board games. This provides an intuitive user interaction.

The detection of the game pieces on the board is done in two steps: In the first step the
physical game board is detected via computer vision algorithms and AprilTag7 markers.
Four markers are applied to the board to allow for users looking at different parts of the
board while still being able to detect it (see Fig. 2). Via the marker detection the game
board’s position and orientation within the real environment can be derived.

The second step is the game piece detection. Using the well-known geometry of the
possible positions (game fields) on the game board, the game piece detection determines
if a game piece is present at one of these positions. If a game piece is detected, the MR
glasses display it on the correct position at the other player’s game board. To inform users
of the complete state of the game, not only the opponent’s pieces are projected on the
board, but also the player’s own game pieces are projected to visualize that the detection
has been correct. Brightly coloured game pieces are used to enable robust game piece
detection. Color-coded game pieces would allow for the detection of different types of
game-pieces (as in Checkers or Chess), however the currently implemented games only
use one type of game pieces. To avoid occlusions that can happen especially when the
board is viewed from low angles, hindering the efficiency of computer vision algorithms,
flat Checkers pieces are used in all games. Changing light conditions, which could affect
colour-based detection algorithms, are mitigated through continuous white-balancing
on the white parts of the markers. A sanity check algorithm also checks if detections can
be correct based on the game played and discards them otherwise.

6 https://www.magicleap.com/magic-leap-1.
7 https://april.eecs.umich.edu/software/apriltag.

https://www.magicleap.com/magic-leap-1
https://april.eecs.umich.edu/software/apriltag
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Fig. 2. Ludo and Halma game boards with attached markers

To allow a similar level of a social experience as in classic board gameplay, users
can communicate via a Voice over IP (VoIP) connection from the moment they decide
to play a game until the end of the game. When playing dice-based board games such
as Ludo, the players can use a virtual dice, visible to both users, to mitigate distrust of
unseen dice rolls of the opponent.

The TACTILE system uses a modular and a simple configuration system that would
allow for quick additions to the games provided in the system (e.g., Nine Man Morris,
Chutes and Ladders, Checkers).

Physical Exercises. The TACTILE app provides end users the means to stay physically
fit by doing physical exercises together with a virtual trainer. The used MR technology
allows the user to place the virtual avatar inside their home environment. The final
TACTILE prototype includes 8 distinct exercises to activate and strengthen upper and
lower body parts as well as exercises to improve balance and coordination. Some of those
8 exercises were animated in a standing and sitting stance to ensure maximum flexibility
with regards to user requirements and to consider potential physical impairments. Thus,
a total of 14 distinct exercise animations were created. The training capabilities of the
TACTILE system are easily extensible, as the avatar animations are provided in the
BVH format8 and are thus loaded dynamically during the app’s start-up phase. This
process allows for adding new or removing or modifying existing animations through
the backend system, described in Sect. 2.2. The exercise animations together with the
training configuration are stored locally on the ML device, which allows the usage of
the training system in an offline setting, when no internet connection is available. If an
internet connection is available, an automatic update mechanism ensures that the latest
exercise animations and training configuration are fetched from the backend system
and the local exercises are updated. The training configuration is used to define the
exercises and their difficulty levels individually for each user, such as number of sets,

8 https://www.cs.cityu.edu.hk/~howard/Teaching/CS4185-5185-2007-SemA/Group12/BVH.
html.

https://www.cs.cityu.edu.hk/~howard/Teaching/CS4185-5185-2007-SemA/Group12/BVH.html
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pause between sets, hold duration, number of repetitions, duration of a repetition and
the pause between repetitions. By that, the perceived difficulty of an exercise can be
customized to each user individually. The virtual trainer will adhere to the settings
specified, while the user tries to follow the trainer’s movements as closely as possible to
experience the chosen difficulty level. Exercise difficulties can be defined on a general
basis, where a set of difficulty parameters can be grouped as being “easy”, “medium”
or “hard”, which can then be assigned to any exercise. As users might not perceive an
“easy” difficulty setting similarly “easy” for every exercise or even for the same exercise,
it is possible to define and assign custom difficulties levels as needed.

The placement of the virtual trainer in the user’s environment is achieved by using
the MLSpatialMapper9 component provided by the Magic Leap SDK, which is used for
scanning rooms and detecting objects. The spatial information provided by the MLSpa-
tialMapper is further used to determine whether a virtual 3D object of a certain size fits
in a given area on the floor in the user’s environment. In the placement mode, the users
see the avatar in front of them through the Magic Leap (ML) with a minimum distance
of 2 m. The avatar is moved by turning the head, i.e., by looking around in the room.
A color indicator on the avatar’s clothes informs the user whether the current position
is suitable for the virtual trainer. A suitable position is found when the avatar is not
obstructed by objects in the room like furniture or when being too close to a wall. Once
the trainer’s clothes turn green, the avatar can be placed at that position. Otherwise, the
clothes would show red. This concept is shown in Fig. 3.

Fig. 3. The placement of the virtual trainer, showing a valid position (left image with green outfit)
and in an invalid position (right image with red outfit)

Once the virtual trainer is put in place, the user can choose to do a predefined
training session containing multiple exercises (which are configured by physiotherapists
or skilled residential caretakers through the web interface) or select one specific exercise
from a list. During the exercises, the avatar acts as a trainer and shows the exercise while
the end-users are free to follow the movements at their own pace. After each exercise the

9 https://www.magicleap.com/en-us/privacy/spatial-mapping-overview-and-detail-options.

https://www.magicleap.com/en-us/privacy/spatial-mapping-overview-and-detail-options
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user is asked to give feedback about the exercise e.g., stating whether it was too hard,
too easy or just right. Likewise, once the whole training session is finished, the uses are
asked to give feedback on whether they liked it. This feedback is saved in the backend
system and shown in the web interface. Based on the given feedback, the associated
caretaker can adjust the exercise and training intensity for the user. Figure 4 depicts a
female and male virtual trainer, showing different exercises and using virtual props like
chairs and tables.

Fig. 4. The virtual training: male and female avatars, displayed through the MR glasses, showing
different exercises in sitting and standing stances.

Since users inTACTILE’s target groupdonot usually have special training equipment
at home, none of the exercises require any. However, household items like chairs and
tables are included into the training plan and used instead. The avatar lets users know
whenever such an item is needed for the upcoming exercise. Using furniture can help
the seniors to safely perform exercises, for example by holding onto the backrest of a
chair to keep the balance.

2.2 Web Portal

The backend portal was created for the secondary users (e.g., relatives, caregivers) to
manage the settings for the primary users. It allows to create and adapt training plans,
assign exercises and manage difficulty levels. To be able to do this adequately, the
secondary users can see the feedback on exercise levels given by the primary users
via the web portal. Furthermore, the backend portal allows monitoring the use of the
TACTILE system through a timeline.

Further, the MR application automatically transmits game and exercise data and log
information to the backend. The backend provides the possibility to customize a user’s
account, for example providing them with a nickname and a profile picture that other
users can see, when looking for a partner to play a board game with. In the timeline the
use of the system is visualized alongside the user’s feedback on the actions. This together
with the logging information of the system, facilitates finding out if users struggle with
the complexity of the system or might need help. The logging information was also
incorporated for technical partners to give technical support to the secondary end-users
during the field trials if needed.
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The most important feature of the portal is the setup of training plans which the
secondary users canmanage for the primary end-users according to their needs. Exercises
can be selected along with the number of repetitions and sets and thus difficulty levels
can be adapted. A selection of these exercises makes up a training plan, which is then
downloaded by the mixed reality application and can be performed by the primary
end-user.

3 Design and Development Methodology

Within the TACTILE project a user-centred design process took place. The development
phase was accompanied by three end-user workshops where users could test the current
state of development. Within the first workshop that took place in October 2019, differ-
ent user interfaces and interaction methods as well as avatar designs and first physical
exercises were tested. The results can be found in [19]. In the second user workshop
that took place in March 2020, the end-users tested the second prototype, that included
the board game “Ludo” as well as the first 8 training exercises. Results from the second
workshop are described in [20]. In the 3rd workshop in Q4 2020 the users tested the 3rd

prototype consisting of 14 physical exercises and two board games – Ludo and Halma.
The feedback from the 3rd workshop was incorporated into the final prototype. The fol-
lowing Sects. 3.1 and 3.2 describe this process. The final prototype was tested in 4 field
trial rounds at the end-users’ homes (see Sect. 4).

3.1 Board Games

The selection of the implemented board games started with a user survey on ranking the
users’ favourite board games. Taking in consideration not only the answers of the users,
but also the technical feasibility of the games, the consortium chose Ludo and Halma.
The main problem during the second and third user workshops was, that the tracking of
the game figures was sometimes too slow. This happened mainly if game figures were
not in the field of view of the Magic Leap’s RGB camera. Thus, we implemented hints
to notify users when the game board or the game figures are not seen by the glasses.
When playing Ludo, the users wished for a possibility to see the opponent’s dice rolls
and to choose a game figure colour as the implemented concept had fixed colours for the
local and the remote player. Therefore, a virtual dice has been implemented that can be
thrown by pressing a button of the Magic Leap controller. The virtual dice of the user
and the opponent is projected on the real game board of the user. So, each user can see
his/her own dice as well as the dice of the other player. When playing Halma, the users
wanted to see how the other player moved from position A to position B. Thus, a virtual
tracer was implemented, which visualizes the path the game figure took. Figure 5 shows
the virtual dice projected onto the Ludo game board and the virtual path in Halma.

3.2 Physical Exercises

For the selection of the physical exercises a literature research was conducted. A good
overview on exercises according to strength, coordination and balance was found in
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Fig. 5. Left: Virtual dice of player and opponent; Right: The yellow path shows which way the
game figure took for the game move (Color figure online)

[21]. Another bundle of exercises that can have an impact on the cognitive and physical
abilities are taken from [22] and [23]. The exercises were chosen in two steps: First,
the literature research findings were discussed with a physiotherapist, an occupational
therapist and an ergo therapist, who chose the exercises with the highest benefit. Then,
from these exercises the ones with a clearly visible range of motion were chosen so that
they can be effectively shown by the virtual trainer in the MR glasses.

Using the selected exercises from the literature as a template, the exercise animations
were created.

User feedback regarding the physical exercises was gathered in 3 user workshops.
In the third user workshop the biggest challenge for the seniors was to place the avatar
in the room. The avatar was sometimes stuck in the floor or moving the avatar with
the controller was not convenient. These issues were resolved in the final prototype by
adapting the algorithms to find the floor and by placing the avatar by moving the user’s
head rather than the hand controller. A minimum distance between the user and the
avatar was added and the algorithms became more tolerant concerning the distance to
walls and furniture. Apart from this, the feedback regarding the training’s user interface
(e.g., hiding the interface during an exercise) was incorporated into the developments
towards the final prototype. Further, the refinement of animations to reduce collisions
and clipping between the virtual trainer and the props (chair, table) was realized.

Finally, the loading time of the TACTILE appwas reduced by introducing an exercise
animation caching mechanism to store a copy of each exercise on the ML device after it
was downloaded from the TACTILE backend.

4 Results

In this section the field trials that took place in the last months of the TACTILE project
are described in detail. For testing the final prototype of the system 4 rounds of testing
periods took place. In the first 3 rounds, only primary users tested the system. In the
last round seniors (primary users) had the possibility to test the system together with a
relative (secondary end-user). Each period lasted 5 weeks and included 8 test-users in
Austria and 8 test-users in the Netherlands. Due to personal reasons of end-users (e.g.,
illness) one person in Austria and 4 persons in the Netherlands did not complete the field
trial. Further, in Austria 5 primary users decided to also participate in the last field trial
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together with relatives, whereas in the Netherlands only newly recruited users tested the
system together with their relatives.

At the end of the field trials, the data of 46 primary (N-AUT = 21, N-NL = 25)
and 8 secondary users (N-AUT= 5, N-NL= 3) was analysed. In order to participate as
primary end user, participants had to be 65 + years old. Further, every test person had
to do the Montreal Cognitive Assessment (MoCA) [24] and the Geriatric Depression
Scale (GDS) [25] to test exclusion criteria. A score of 23 or lower in the MoCA test
would mean that the test person has dementia in an early state which would lead to an
exclusion of the test person. In GDS a value of 10 or higher was the cut off score to
exclude a person because of a major depression.

75% of the participants in the field trials also participated at least in one of the
three conducted user-workshops. The other 25% were recruited because some test users
dropped out during the workshop phase for reasons like e.g., illness or having less time
because of a care situation in the partnership.

In May 2021 the field trails started with the briefing of the first test users in their
homes. The users were informed about the conditions of their participation and had to
sign the informed consent before testing the exclusion criteria.

After passing the questionnaires, the components of theTACILEsystem (MRglasses,
router, etc.) have been explained to the users. The whole system was set up together with
a representative of the end-user organisation. The participants had to start the TACTILE
app and were guided through the system. The participants did a training session with the
avatar together with a supervisor of the end-user organization to get to know the system.
After finishing the setup and answering the participant’s questions, the supervisor asked
the participant to play a board game and do a training at least twice a week. It was
recommended to make appointments with other participants via telephone or to use a
fixed weekly timeslot.

The participants were informed that they will receive a five-minutes phone call once
a week for feedback and questions as well as an invitation to a round table in the third
test week to discuss their experiences together with other test-users.

After the field trials, the standard questionnaires UEQ-S (User Experience Question-
naire – Short version) and SUS (System usability scale) were filled in and open interview
questions were answered by the end-users.

For questions and technical support, the test-users had the possibility to call a
representative of the end-user organisation or write an e-mail.

The Austrian sample included N = 21 primary users (15 female, 6 male) and 5
couples of a primary (4 female, 1 male) and a secondary user (4 female, 1 male). The 21
primary users in Austria were on average 74,75 years old (standard deviation 7,07). The
23 (15 female, 8 male) primary users in the Netherlands were on average 80,21 years old
(standard deviation 6,76). The living condition of the test-users has been very different
in Austria and the Netherlands. In Austria, all 21 test-users were living independently
at home. In the Netherlands 4 persons lived at home independently, 10 persons visited
a day care facility and 11 people lived permanently in a care institution.
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4.1 Qualitative Results

The statements users gave in the phone calls, round tables and final interviews are
summarized in the following section. It must be stated, that for primary users it was hard
to distinguish between the ML1 and the TACTILE app. For them, it was one system.

38% of the test-users claimed that they would like to continue to use the system after
the project. Most users that claimed that they do not want to continue using the system,
said that they feel fit and independent and thus do not have the need to use TACTILE in
their daily life. However, 95% of the test users would recommend TACTILE to persons
who are feeling alone and have a small number of social contacts.

Hardware
In terms of hardware 18 of the 21 Austrian test users reported that the Magic Leap
became uncomfortably hot after some time, so they avoided to use the glasses for too
long. Further, the users were sometimes overwhelmed with the cables that came with
the Magic Leap. The users wished for a manual to have a better understanding about the
cables (e.g., loading cable for the controller) and would wish for a smaller device.

Boardgames
As mentioned before, TACTILE provides 2 board games that can be played together
with a remote player. This should provide social inclusion. 77,7% of the users claimed
that they felt socially connected to the other player. 71% of the test persons claimed that
besides having fun during the game, they enjoyed the IP telephony. Regarding problems,
the users reported that sometimes game pieces disappeared or were seen at the wrong
position. This occurred especially for users that needed glasses in daily life. Further, a
problem for the users was to arrange an appointment with another player because they
often had other plans. Due to the low number of participants (N= 8) in each trial it was
unlikely to find another player online if no appointment had been scheduled. Apart from
this, one participant with color blindness had problems because of the red and green
game figures. Thus, the colors of the game figures should be changed to blue and yellow
in the future. When the users were asked what they would wish for in the future to be
integrated into the system, three main points came up: (a) the possibility to schedule
appointments, (b) more challenging games, and (c) the update of the game pieces should
be faster.

Physical Trainings
Apart from the board games, TACTILE offers 14 physical exercises that can be adapted
to physical restrictions of the end-users. Regarding the physical exercises, 42,8% of the
users did not like the training exercises, since they had the feeling that the exercises were
designed to help seniors to stay fit when suffering from a certain amount of immobility.
Further, the duration of breaks between the sets was too long for them, since the exercises
were too easy from them. They would wish for more advanced exercises with higher
difficulty levels that they can adjust by themselves. Regarding technical difficulties, they
claimed that it was sometimes hard to position the avatar in the room.
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4.2 Quantitative Data

After the field trials each user filled out the UEQ-S (User Experience Questionnaire) and
the SUS (SystemUsability Scale) questionnaire. In this section the results are described.

UEQ-S – User Experience Questionnaire Short Version
The UEQ-S [26] measures classical usability and user experience aspects. It contains
eight items that refer to two dimensions. The pragmatic quality reflects the terms of
usability, whereas the hedonic quality shows the feeling and perception of the user.

Fig. 6. Results of the UEQ

Figure 6 shows the outcome of the UEQ-S. The hedonic quality is rated excellent in
the range of the best 10%, but the pragmatic quality is rated bad – so just 25% of the
results could be worse. In total this leads to a result that is slightly above the average.

SUS – System Usability Scale
Similar results as in the UEQ can be seen for the SUS [27]. The questionnaire consists of
10 questions that are rated within a five-rating-scale from “strongly agree” to “strongly
disagree”. The cut off value of this questionnaire is 68. A score of 68 and higher shows
that the usability of the system is better than the average. The results in the SUS reflect
the results of the UEQ. The usability is rated below the average from more than 75% of
the participants (see Fig. 7 Left).

Fig. 7. Left: Results of the SUS; Right: SUS usability ratings corresponding to age
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The right diagram of Fig. 7 shows that there is a difference in rating the usability
corresponding to age. Primary users aged under 80 years rated the systemmore positively
than higher aged users. This could also be a matter of familiarity with new technology.

5 Summary and Outlook

This work highlights the goals, the technical prototype, and the results of the field
trials of the TACTILE project. The paper presents the benefits of our MR solution.
Section 4 shows the qualitative and quantitative results. The qualitative results show
that most of the end-users enjoyed the solution, but the training exercises were too
easy for them. The major problems were the placement of the avatar and the device’s
RGB camera’s limited field of view resulting in missed detections of game pieces not
in view. Furthermore, the complexity of the hardware (multiple chargers, number of
cables, bulkiness, heat retention) reduced the comfort of the system. The quantitative
results show that the hedonic quality stayed the same compared to the results of the
second user workshop [20], whereas the pragmatic quality was reduced. This can be
explained by higher expectations on the system in comparison to the second workshop
and the decrease of the novelty factor of the system as most end-users that participated
in the field trials already knew the system from the workshops.

Regarding market perspective, it can be stated that current MR glasses are still too
expensive for the private market. However, it is assumed that futureMR glasses, released
within the next years, will become more affordable. This can be already seen with the
Nreal Light MR glasses10, which, at almost the size of sunglasses, are less bulky and
are powered by the connected smart phone, thus reducing the need for extra chargers.
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Abstract. In this paper, we describe a preliminary study on a multisensory music
experience for people with hearing loss. Our main goal is to provide a music event
through visual and tactile stimuli, granting a multisensory experience using hap-
tic interfaces and taking advantage of visual feedback, vibrations and pressure to
induce feelings. In this context, a mobile application was developed, allowing the
user to interact with recorded audio samples that exploit vibrations to trigger emo-
tions, such as fear, adrenaline, anxiety, suspense, drama, adventure, or even more
complex moods like when dancing and relaxing. We thus describe our method-
ology (design, implementation and user assessment) for a preliminary study of a
music experience based on a user-centered design approach. Indeed, we gathered
promising results as the experience was considered effective and satisfying. We
also uncovered some development issues to be addressed in future work, having to
do with the use of specific hardware for providing a fully immersive experience.

Keywords: Multimedia ·Multisensory experience · Haptic interfaces ·
Interaction design · Audio ·Mobile applications · Hearing loss · Digital inclusion

1 Introduction

In recent years, interactive computer-based systems have become tools for communica-
tion, collaboration and social interaction amongst diverse user population with different
abilities, skills, disorders, requirements and preferences in a variety of contexts of use [1].
Indeed, the development and implementation of new systems and methodologies should
assure amore user-friendly approach and become amotivational/behavioral solution that
aggregates multiple advantages regarding different fields of interest (e.g., rehabilitation
of patients) [2]. As such, the needs of the users are becoming increasingly important and
digital environments should be accessible and usable by anyone, anytime, anywhere.

Digital inclusion is considered a Human Right, as digital environments provide an
unlimited number of services, products and benefits for personal, professional and social
contexts. The term “user interfaces for all”, firstly coined by Stephanidis et al. in the late
90’s [3–5], represents an effort to overcome known accessibility and usability challenges
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and should be conceived as a new perspective on HCI. However, “one solution does not
fit All”, as there are specific target-populations not able to handle digital environments
similarly, mainly due to cognitive or physical setbacks. In this perspective, our top
research goal is to provide a user-centered solution for one main audience – people with
disabilities – to accomplish specific tasks.

With this goal in mind, we followed a new approach and explored a new area of
interest in our research: provide people with hearing loss with a multisensory music
experience, through visual and tactile stimuli. Specifically in this study, we present the
audio samples recorded, the mobile application developed and the contexts of use.

Indeed, our first step was to analyze previous studies, in which authors use sound
as a mean to convey information. Furthermore, after recording some audio samples,
we tested them in order to understand which type of emotion could be transmitted to a
person with impairments of the auditory system. Hence our focus on haptic interfaces
and its capacity to cause vibrations as the mean to provide the user with important
feedback. Indeed, the proposal of our preliminary investigation is to create a mobile
application, thus providing portability, that allows testing of some audio samples with
the multisensory goal in mind. Our ultimate ambition is to be able to convey specific
basic emotions, such as fear, adrenaline, anxiety; and even cause more complex feelings
like the ones affiliated with the act of dancing or relaxing. Likewise, we developed audio
samples to evoke moods of Suspense, Drama and Adventure.

Finally, we pursued a user-centered design methodology and invited a smartphone
user with hearing loss to be part of our development process, thus providing valuable
feedback regarding the accessibility and usability of the solution presented.

The paper is structured as follow: first, we present a background analysis with a
brief statistical context and characterization of hearing loss as a disability. We deepen
the concept of inclusive sound experience through vibrations and introduce studies of
sound as an inclusive content, i.e., studies that use sound as amean to convey information
in different areas. After presenting a brief overview regarding haptic interfaces and their
benefits, we discuss the basis on the theory of emotions, thus underlying our choices for
this preliminary study. We then introduce our multisensory experience and describe: the
methodology and context of use; the mobile application developed; the audio samples
recorded; the results of the assessment and the discussion regarding the initial user
evaluation. Finally, we present the main conclusions and point out future work.

2 Theoretical Framework

2.1 Statistical Context and Characterization of Hearing Loss

The World Health Organization (WHO) estimates over 5% of the world’s population
has hearing loss (approximately 466 million people). By 2030, there will be nearly 630
million people with hearing loss; and by 2050, the number can rise to over 900 million.
Furthermore, nearly 1 out of 3 people over 65 years old and up to 5 out of every 1000
babies are affected by hearing loss [6].

When we talk about hearing disabilities, we must consider four levels of severity:
mild, moderate, severe or profound; that can affect one ear or both, leading to difficul-
ties in “hearing conversational speech or loud sounds” [7]. Furthermore, there are four
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established types of hearing disabilities: conductive hearing loss, sensorineural hearing
loss, mixed hearing loss (contains elements of both conductive and sensorineural hearing
loss) and central auditory loss [7].

Another relevant aspect worth mentioning are the different expressions used when
referring to people with limits in the auditory system. A person is considered to have
“hearing loss” if he or she is not able to hear “as well as someone with normal hearing” –
hearing thresholds of 25 dB or higher in both ears. Specifically, the diagnosis of people
with hearing loss is based on [6]:

• Adults (15 years and older) hearing more than 40 decibels (dB) in the better hearing
ear;

• Children (0 – 14 years of age) hearing more than 30 dB in the better hearing ear.

Another expression commonly used is “hard of hearing” and it refers to people with
hearing loss ranging from mild to severe. This group “usually communicates through
spoken language and can benefit from hearing aids, cochlear implants, and other assistive
devices, as well as captioning” [7].

On the other hand, “deaf people” is an expression regularly used in the literature and
refers to people who have profound hearing loss, i.e., very little or no hearing. In these
cases, sign language is used to communicate [7].

WHO describes three main areas of impact for people with hearing loss [7]. First, the
functional impact: the individual’s ability to communicate with others is compromised,
as the “spoken language development is often delayed in children with unaddressed
hearing loss”. This affects, clearly, the students’ learning experience. Second, the social
and emotional impact: peoplewith hearing disabilities can feel, or even be, excluded from
the most basic communications, leading to feelings of alienation, frustration and social
isolation, since it is through the process of communication that we relate to each other,
developing our identity. This situation is particularly common among older people with
hearing loss. Third, the economic impact: “WHO estimates that unaddressed hearing
loss poses an annual global cost of US$ 750 billion. This includes health sector costs
(excluding the cost of hearing devices), costs of educational support, loss of productivity,
and societal costs” [7].

Regarding communication, not all have the same skills: some individuals commu-
nicate using oral language and/or writing and lip-reading, others use sign language, and
some are bilingual that use both forms of communication [8–10]. The development of
communication skills involves various factors, such as: the family profile, which deter-
mines the way a child is raised and has contact with sign language; the social context,
i.e., the education inclusion policies specific to each country; and the type of deafness
and the psychological affectations that may result from the disability [7, 8].

Lastly, WHO has asserted the importance of sign language as well, stating that
“family members, medical professionals, teachers and employers should be encouraged
to learn signs/sign language in order to facilitate communication with deaf people” [6].
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2.2 What is Sound?

Sound is defined as air vibrations that the ear can pick up on and convert into electrical
signals, which are then interpreted by the brain. The hearing sense is not the only one able
to provide this experience: touch can provide a similar experience. With low-frequency
vibrations, the ear becomes ineffective and the remaining sensory areas of the body
begin to take on more control over the audio capture. For some reason, we tend to make
a distinction between hearing a sound and feeling a vibration, but, in fact, they may be
the same. In this context, Holmes affirmed “deafness could not mean that you cannot
hear, only that there is something wrong with your biological auditory system. Even
someone who is deaf can still hear and/or feel sounds” [11].

Namely, sound is amechanical wave that propagates longitudinally in physical mate-
rials. The speed of sound varies with the density of the material in which it propagates,
so the denser the medium, the faster the sound. Indeed, sound waves are classified as:
sound – mechanical waves produced by a source that emits human audible frequencies,
ranging from 20 Hz to 20 000 Hz; infrasound – mechanical waves where the frequency
is less than 20 Hz and cannot be heard by humans (notwithstanding the fact that there are
some animals that make and hear sounds at these frequencies); and ultrasound –mechan-
ical waves that have a frequency higher than 20,000 Hz, which means they cannot be
heard by humans, either.

As Friedner andHelmreich stated in their study, “the frequency spectrumwhere hear-
ing and deaf scholars have recently been meeting in order to unsettle the earcentrism of
sound studies and the visually centered epistemologyofmuchDeaf studies” is infrasound
or vibration lower than 20 Hz [9].

Goodman has even gone further and proposed the notion of “unsound”, referring to
the infrasonic and the ultrasonic as zones at “the fuzzy periphery of auditory perception,
where sound is inaudible but still produces neuro effects or physiological resonances”
[12].

Therefore, these authors motivate the use of “sound as a vibration of a certain fre-
quency in a physical material rather than centering vibrations in a hearing ear. Sound
plays, thus, a role in experiences where people with hearing impairment can benefit”
[12].

2.3 A Brief Note on Haptic Interfaces

Haptic technology refers to the sense of touch, taking advantage of vibrations and / or
forces being applied to the user’s body. This designation contemplates data acquisition
and object manipulation by the means of the user’s touch, considered as manual interac-
tion with environments that can be real or virtual [13]. Indeed, studies show that tangible
user interfaces may even influence the speed and accuracy of specific age groups when
completing basic tasks, as content insertion or manipulation, whether they are children
or older adults [14, 15].

These sensorial interfaces should adjust to other interaction paradigms and allow
a more intuitive use of the systems multimodally, considering several input / output
mechanisms in order to create synergies amongst them [16, 17].
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Haptic computing is a field of rapid progress and development. There is a multiplic-
ity of disciplines it can embrace, such as biomechanics, neurosciences, mathematics,
software engineering, rehabilitation, product design, among others [13].

This technology is, thus, studiedwithin the scope of peoplewith disabilities, as visual
or hearing impairments [18, 19], since the touch is more intimately related to the users’
emotions than any other natural interaction paradigm [20].

2.4 The Theory of Emotions

It is relevant to state that emotions and feelings are often used interchangeably, but they
do not refer to the same thing. Indeed, emotions come first, then feelings follow with
our bodies’ release of specific chemicals, in response to our interpretation of a specific
trigger. Then moods grow from a combination of feelings. Indeed, there are different
types of emotions that can influence how we live and interact with others [21].

Throughout the years, researchers have tried to identify the different types of emo-
tions that people can experience. Distinct theories have emerged to help categorize and
explain the emotions that people feel.

During the late 1970s, Eckman identified the six basic emotions universally experi-
enced in all human cultures: happiness, sadness, disgust, fear, surprise, and anger [22].
He named them the Big-Six emotions and theorized that not all expressions are the result
of culture. Instead, they express universal emotions and are therefore biological. Later,
he extended this list of basic emotions to include such things as pride, relief, shame,
guilt, embarrassment and excitement.

On the other hand, psychologist Robert Plutchik introduced the “wheel of emotions”.
Much like the color wheel, he grouped emotions into common areas illustrated with
colors, and defended emotions can be combined to form different feelings, much like
colors can be mixed to create other shades [23, 24]. He proposed eight primary bipolar
emotions: joy versus sadness; anger versus fear; trust versus disgust; and surprise versus
anticipation.

Since then, other theories have emerged, focusing on what emotions make up the
core of the human experience. A more recent study suggests that there are at least 27
distinct emotions, all of which are highly interconnected [25]. Thus, rather than being
entirely distinct, people experience these emotions along a gradient: complex, sometimes
mixed emotions, are a merge of basic ones (e.g., basic emotions like joy or trust can be
combined to create love).

2.5 Technological Breakthroughs for People with Hearing Loss

The technological breakthroughs for people with hearing loss have been prominent and
the use of technology to provide musical experiences is a recurrent practice for people
with central auditory loss, sensorineural or mixed hearing loss [9].

The following studies present technological solutions for this specific target by pro-
moting visual or tactile stimuli in order to provide amusical experience in different forms,
whether through sound, vibrations or visual displays. In point of fact, several researches
defend the use of vibrations and tactile stimuli, as it can allow the transmission of support
information in daily lives activities for people with hearing loss.
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Ohtsuka et al. presented a body-braille tool as an information transmission sup-
port tool for the deaf-blind using vibrations. They used a vibration speaker to improve
readability and obtained a correct answer rate of 85%, even with participants with no
experience with a two-point Body-Braille system [26].

Manaf and Sulaiman created a mobile application for scenarios involving fire, which
integrated vibration sensing and non-speech visualization to notify hearing impaired
students in a controlled situation. Specifically in this study, it was proven that integration
of vibration detection increased the level of alertness of the hearing impaired during a fire
notification occurrence, and that signals can be an effective tip-off with the visualization
of alert images [10].

Yao et al. presented a pair of shoes designed to allow vibrotactile sensing and fulfil
the dancing entertainment demand of the hearing-impaired dancers [27]. Overall, it
seems that the cerebral response to vibrations reaches a speed and a response identical
to the capture of sounds or images. This evolutionary mechanism allows people with
deprivation of a sense to adapt and compensate using other senses. Some authors report
that deaf people have the sensation of vibration in the part of the brain that other people
use to hear [27]. These findings suggest that deaf people receiving vibrations have similar
emotions to other people when they listen to music.

The study of Mazzoni and Bryan-Kinns (DATA) explored a glove as a “portable,
hands-free, wearable haptic device that maps the emotions evoked by the music in
a movie into vibrations.” In this study, authors did not test the solution with people
with hearing loss. Overall, results indicated “people are able to associate emotional
states to vibrotactile stimuli played at different frequencies and intensities”. Specifically,
“combination of low intensity and low frequencywould induce in participants a low sense
of arousal and a low sense of valence, whereas vibrations at high intensity combined
with high frequency communicated to people a high sense of valence and a high sense
of arousal” [28].

Petry et al. presentedMuSS-Bits (Music Sensory Substitution Bits), an ad-hoc wear-
able solution that enables deaf people to explore sound from various audio sources
(instruments, digital devices or environmental sounds) and receive real-time feedback
[29]. The authors also presented a literature review of existingmusic sensory substitution
systems and affirmed that the HCI community explored assistive technology using visual
[30–32] and vibrotactile [33–35] sensory substitution systems to bridge the feedback
loop gap for musical activities.

Tranchant et al. tested seven individuals with hearing loss and compared perfor-
mances of 14 individuals with no hearing impairments in order to investigate beat syn-
chronization to vibrotactile electronic dance music in hearing and deaf people. In the
experiment, the first group used a vibration stimulus and the second one the auditory
stimulus (no vibration). Results showed there was no difference in performance between
the two groups andmost participants were able to precisely time the bounces to the vibra-
tions. On the other hand, the hearing group showed a higher performance regarding the
auditory condition when compared to the vibrotactile condition. Also, they observed
that accurate tactile-motor synchronization in a dance-like context occurs regardless of
auditory experience, though auditory-motor synchronization is of superior quality [36].
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In the research by Trivedi et al., an affordable wearable haptic device for people
with hearing disabilities to experience music was developed. The prototype consisted of
Vibrotactile sleeveswith bone conduction speakers, providing sensory input of vibrations
via the bone conduction speakers. The development process was based on subjects’
surveys and feedback on different assistive technologies. For assessment, the authors
developed a visualization system that gives visual clues that represent the given musical
notes. User testing results showed that this system can be used to provide a musical
experience to people with hearing impairments [37].

Furthermore, the visual stimulus is another sense effectively promoted in the devel-
opment of adapted or universal technological solutions for this specific target. In pre-
vious studies, different solutions were described to provide inclusive and autonomous
interaction. For example:

Sridhar et al. presented the relationship between pixel colors and sound type, or
illuminationpattern and sound type, exists for one-pixel-displays amongdeaf andhearing
persons. Results suggested patterns might be more intuitive when compared to pixel
colors; and the position and size of the one-pixel-display seems to depend on the personal
preferences and should, therefore, be customizable. They also pointed a preference to
two of Harrison’s patterns identified in the study: the Staircase Blink pattern for alarm
sounds and the Blink Slow pattern for notification sounds [38].

MyCarMobile [39] is a travel assistance android mobile application for deaf peo-
ple, and was a solution presented to manage the deaf people’s serious communication
problems, where the use of smartphones has been explored as a solution to break commu-
nication barriers and enhance their communication, providing access to basic services.
In this APP, authors explored the usage of iconographic interfaces in smartphones as a
solution for providing further autonomy to deaf people, by applying a model for asyn-
chronous and non-verbal communication through iconography. This solution allowed
travel assistance services without involving audio, using an iconographic interface to
report road accidents. The authors used a user-centered design approach on the devel-
opment of the prototype and performed usability tests with eleven deaf users, in order
to validate the mobile application. They stated good performance and satisfaction levels
of the users that interacted with the application.

3 Multisensory Music Experience

Music is an important part of our daily life. We listen to the radio, enjoy concerts or
makemusic. This high exposure tomusicmakes even children experts inmusic-listening
[11]. In musicmaking activities, this expertise enables humans to compare the created
with the intended sound and completes the feedback-loop formusic-making (play, listen,
evaluate, adjust). However, this is a challenging task for a deaf individual (deaf, deafened
or hard of hearing) interested in learning to play an instrument [29].While those systems
are well studied and deliver accurate musical information in real-time, often the input
possibilities (sound sources) and portability are limited or pre-defined.

Wearable electronics, such as smartwatches, mobile phones and MUVIB [10] could
provide pervasive access to sound through vibrations [29], thus demonstrating that music
can be capable of conveying emotions [28].
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In this framework, and as previously explained, it is thought that people with hearing
loss can feel music through vibrations, as they are processed on the same side of the brain
where auditory people can hear. Therefore, with the application presented, we intend
to produce vibrations through samples so that users can feel emotions transmitted by
music, just like with people without hearing problems.

3.1 Methodology

Following a user-centered designmethodology,we prepared eight audio samples through
vibrations (low frequencies). These were meant to test if we could convey specific basic
emotions, such as: fear, adrenaline, anxiety; as well as incite more complex feelings
related to suspense, drama or adventure. Likewise, we developed audio samples to evoke
moods associated with the act of dancing or simply relaxing. We decided on these
feelings / moods following the assumptions of previous researchers that introduced the
complexity of emotions, as explained in the previous section.

For this preliminary study, each audio sample was created with virtual instruments
and audio manipulation, and developed with a fundamental frequency, ranging from
20 Hz to 250 Hz. Likewise, we took under consideration the audio speed and repetition,
depending on the feeling we wished to stimulate. The sound samples were digitally
created, with virtual instruments and audio manipulation, using LOGIC X [40] and
Ableton Live [41].

Specifically, the fundamental frequencies used for the different audio samples were:
64–67 Hz, for fear; 74 Hz, for drama; 50 Hz, for anxiety; 108 Hz, for the relaxing mood;
90 Hz, for the dancing mood; 55 Hz, for adrenaline; 61Hz, for suspense; and 39 Hz, for
adventure.

Regarding the sound experience, and to achieve a fully inclusive sound experience,
we considered two experimental test scenarios, each with different devices for the haptic
response. Firstly, the user must be in a controlled room and have speakers that can
reproduce the full frequency range. They can use a portable computer or amobile device.
For the first, a wood table or other physical material capable of resonating frequencies
must be available. Hands are used to feel vibrations or (for an optimized experience) a
sub-woofer, where users can put their feet against in order to feel the vibrations. The
second scenario takes advantage of a mobile application (and smartphone) with an audio
system andBluetooth, like JBLorBOOSE, to achieve an autonomous and portable sound
experience closer to the daily reality. Through this software, the user’s request is sent to
the speakers, or other audio system chosen, and the chosen audio sample is played.

Next, we present the application development and test the audio samples.

3.2 Interface Design

The applicationwas designedwith the aim of transmitting emotions to users with hearing
loss, through vibrations. Specifically, it was created to be ease-of-use and intuitive for
all users, thus following a user-centered design methodology.

To handle the application, users should read the instructions to understand its purpose
and options; and then, start navigating.
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Fig. 1. Application’s main screen

Fig. 2. Application’s main menu

After loading the main screen (Fig. 1), the main menu appears, presenting three
options: Instructions, Who are we?, Start the experience (Fig. 2). In the “Instructions”
section, the application provided information regarding the experience (materials used
and scenarios) and the different sound samples. The procedures of the experiment were
also described (e.g., how and when to put the hands closer to the haptic device in order
to feel the vibrations). Regarding the “Who are we?” section, the bedrock of our study
was explained. On the other hand, in the “Start the Experience” section, users could
choose from eight sound samples, each representing an emotion / mood. Figure 3 shows
the first four sound samples’ menu. After selecting the intended sound sample, the user
could sense the corresponding vibration.
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Fig. 3. Application’s sound menu

3.3 Preliminary User Evaluation

We performed a preliminary assessment session with one user in order to understand
their first impression and feedback, and also discover sample problems, if any. Our goal
was always to improve the sound experience for people with hearing loss. Next, we
describe the assessment carried out in our early study.

Indeed, with the aim of developing an interface capable of helping deaf people, we
understand that its validation in a real context of use was important. We did not intend
to carry out a profound study on the interface and the overall multisensory experience
during this stage, but did acknowledge the value of having a target user participating
in the assessment of the interface and its implementation. With a participatory design
approach in mind, we invited a user with moderate hearing loss to take part in the entire
development process and, thus, better understand and meet our target’s needs. The user
was 38 years old, with experience using mobile systems and tactile/haptic interaction
on a daily basis, due to their use of a smartphone with those capabilities every day for
the last ten years. Naturally, the participant gave their signed consent.

The user testing was performed in a controlled environment, but not in a com-
pletely isolated room. Both the mobile device (Fig. 4) with the application and the
computer (Fig. 5) were provided to the participant, and they were asked to randomly
navigate through the application, encouraging an autonomous interaction. It was, how-
ever, mandatory to go through all the options provided. Therefore, the participant needed
to test the three menu options described in the previous section (“Who are we?”, “In-
structions”, “Start the experiment”). When navigating through the audio samples, each
time the user selected a sample and sensed it, they were asked to describe the emotion
felt for evaluation purposes, i.e., give feedback about which emotion the audio sample
transmitted – ultimately, the goal was to verify if there was any correlation between the
emotion selected and the one felt.
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Fig. 4. Participant exploring the application in the mobile device

Fig. 5. Participant exploring the application in the computer

The results were promising. The participant was pleased to enroll in this experi-
ence and recognized the importance of the studies on digital accessibility, emphasizing,
nonetheless, some aspects that needed improvement.

In detail, some of the samples were not able to correspond to the emotions that the
user felt, due to our choice to try and recreate complex emotions, and even moods, in this
preliminary stage. Basic emotions, such as anxiety and fear were correctly discovered
/ felt. However, complex moods, like dancing or relaxing were somehow difficult to
explain, and thus difficult to be perceived. Namely, the participant revealed that they
could not perceive some samples, as well as not being able to interpret a sample that
had three sounds including the fundamental frequency. This situation could be due to
the room conditions, as it was not completely isolated.
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Another feedback given was that the application was well-designed and very easy
to interact with. Also, text and images were easy to understand. The participant could
test all the options without difficulties or errors during interaction.

Overall, the participant was excited about the multisensory experience and con-
sidered it to be an important step for digital inclusion of people with hearing
loss.

4 Conclusions and Future Work

With this introductory study, it was possible to have a glance at understanding how
people with hearing loss can feel emotions through vibrations. During this preliminary
experience, we set two scenarios for user testing and retrieved feedback from it. Much
more work must still be conducted with regards to the fidelity of the samples, but we
considered this first approach an important step towards the study of inclusive solutions
for people with hearing constraints.

Overall, we verified that some emotions initially determined on the audio samples
did not correspond to the emotions reported by the participant. Indeed, this early study
shows that simple emotions are easier to translate than complex moods. However, we
obtained promising results, as the experience was considered effective and satisfactory.

We are aware of the embryonic nature of our study. Consequently, as future work we
feel ready to initiate a methodical strategy for user evaluation with multiple participants,
thus validating our approach. We also intend to proceed with the production of other
samples and provide a different multisensory experience environment, e.g., project a full
immersive sound experience resorting to different sensory stimuli.
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Abstract. Developing appropriate user interfaces is crucial for a posi-
tive user experience, as some users may require that the interaction sup-
ports specific interface elements for them. However, developing adequate
interfaces for autistic users is not easy, as software development teams
may not know how to design a user interface from the collected require-
ments. This paper presents a specific artifact, called Table of Require-
ments and Constraints, or simply TRC, to support interface design from
requirements identification to prototype development of applications for
the autism domain. Also, we identified quality attributes and defined a
process to refine the requirements into user interface design ideas. We
evaluated our proposal in an interface project development with indus-
try practitioners to gather data on its feasibility. The obtained results
indicate that these practitioners found that the artifacts guide the devel-
opment team by defining an interface while providing opportunities for
improvement in the requirements registration template to improve its
use. With this work, we intend to support the professionals from the
requirements identifications until the prototyping stage by developing
and integrating these artifacts.

Keywords: ASD · Autism Spectrum Disorder · Interface design ·
Software requirements

1 Introduction

There are several techniques to help engineers gather requirements. In the
requirements gathering phase, analysts obtain software functionality from cus-
tomers and users. In addition, they also identify information about business
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rules and usability characteristics [14]. Among the various types of existing
requirements and their main elicitation techniques, there are graphical interface
requirements, which present software demands related to interface components
and information presentation [5,13].

For a good interface design, it is necessary to ensure that the client’s request
has been replicated both in the prototyping and in the software product. There-
fore, an accurate description and presentation of these requirements are funda-
mental so that the development team can interpret and carry out a consistent
implementation. And when the software user has a disorder, such as Autism
Spectrum Disorder (ASD), the choice of technique and the appropriate pre-
sentation of the requirements becomes even more important, to adapt to their
usability and accessibility needs [2]. People with ASD have several limitations in
communication, social interaction, and behavior [1]. In addition, there are other
autistic users’ characteristics to be taken in software development, such as verify-
ing whether it is verbal or non-verbal, whether it is high or low functioning, age,
etc. Such characteristics and limitations are, in most cases, not known by the
software development team. Due to this, it is necessary to use specific techniques
to elucidate the requirements of this type of software. However, techniques and
works are scarce in the literature for gathering software requirements for autistic
people.

In this context, this article presents an artifact called Requirements and Con-
straints Table (TRC), which aims to aggregate and represent interface require-
ments for software designed for low-functioning autistic people. Due to its abil-
ity to combine requirements and constraints with the representation of interface
components, TRC strongly contributes to mapping requirements into interface
elements, significantly helping with the prototyping activity.

It is important to emphasize that the context of autism is because TRC is part
of ProAut, which is a process to support the prototyping of application interfaces
aimed at autistic people, the result of a doctoral thesis. ProAut includes activities
and artifacts that also meet the needs of low-functioning autistics.

2 Context and Related Work

Requirements Engineering [14] is the name given to the set of activities related
to the discovery, analysis, specification, and maintenance of a system’s require-
ments. The term engineering reinforces that these activities must be performed
systematically, throughout the life cycle of a system, and, whenever possible,
using well-defined techniques [16]. Several techniques are used for requirements
elicitation, including interviews with stakeholders, application of questionnaires,
reading documents and forms from the organization hiring the system, con-
ducting workshops with users, implementing prototypes, and analyzing usage
scenarios [16]. In this way, requirements gathering activity has always been a
challenging task because changing or incompletely defining requirements is one
of the main challenges and can contribute to failure or failure of the software
project [6,12].
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In the universe of existing software requirements, this work falls into the
context of user interface requirements, which is the key to application usabil-
ity. Interface requirements, generally, include non-functional aspects for content
presentation, application navigation, and user assistance. And due to the exten-
sive framework of requirements elicitation techniques for a graphical interface,
it is crucial to focus on how these requirements are presented to developers to
facilitate understanding and, consequently, build a software interface in the right
way [13].

Based on this context, Hadar’s work [10] proposes a methodological app-
roach for integrating accessibility requirements in descriptive language-based
user interface (UIDL) development. The proposed strategy involves integrating
accessibility requirements in the first versions of the application requirements.
The approach automatically generates the interface design. However, this work
does not present a clear description of which components are used in the assem-
bly of the graphical interface, unlike TRC, which for each requirement already
presents the recommendation of interface elements. Specifically for the public
with ASD, Tahir et al. [15] created the Autistic Users Requirements Engineer-
ing (AURE), which is a methodology for collecting requirements from autistic
users composed of 9 stages that go from requirements gathering through the cre-
ation of mind maps and documentation, and ending with evaluation. Although
the authors present a methodology to help requirements engineers in require-
ment elicitation with autistic users, no technique adapted to the autism context
was introduced, and no form of requirements presentation to support specific
software design for the autistic audience.

Cabral [2] presents a set of requirements elicitation techniques based on the
adaptation of existing approaches, allowing the software engineer to include the
autistic child in the process, and bring a more realistic view of the require-
ments needed to direct the development of the application. The author proposes
several techniques, such as interviews and brainstorming, to extract necessary
information from the child, from expressions or gestures, replacing the need for
dialogue commonly used in these techniques with other types of audiences. The
differential of our proposal to Cabral’s work, among others, is that we promote
a mapping of the requirements into interface elements, which will help in more
efficient and effective prototyping. Another point to highlight is the challenge
when dealing with low-functioning autistic people.

3 Table of Requirements and Constraints (TRC)

The TRC is an artifact in the form of a table belonging to ProAut [7]. ProAut has
four stages based on Design Thinking (DT) [18], namely Immersion, Analysis,
Ideation and Prototyping. Activities of the ProAut include artifacts that are
used since requirements elicitation [4], through the generation of empathy with
autistic people [8–10] to the TRC for prototyping. In the context of ProAut, the
TRC is an artifact used from the analysis phase to prototyping, based on the
requirements collected in the Immersion phase. The goal of TRC is to provide
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a macro but specific view to designers, to guide them accurately and quickly in
prototyping an interface.

3.1 TRC Conception

The TRC arose from the need to contemplate the requirements for prototype
development of applications for autistic people in a broad and generalized way.
Our inspiration to TRC was the Product Backlog List of the Scrum Methodology,
which presents a product’s functional and non-functional requirements. However,
we wanted an artifact that would record both the requirements and its form of
interface representation.

The TRC was initially designed in two tables: Summary and Detailing
Tables. The Summary Table consisted of three columns: the element identifi-
cation (ID), the element description, and the type. The Breakdown Table had
four columns, namely: (i) Requirement Identifier (ID); (ii) Requirement, to give
a brief description of the requirement; (iii) Detailing for specifying the require-
ment; and (iv) Persons, to indicate who would interact with the requirement.
This first version of TRC, called simply TRC1, was evaluated by three focus
groups, with a total of nine industry professionals that worked in application
developing/design.

3.2 Method

A focus group generates valuable research data by facilitating discussion and
interaction among its members, who come together to discuss and evaluate a spe-
cific topic [11]. This research method is perfect when the aim is to elicit people’s
understanding, opinions and views and explore how they might be elaborated
in a social context [17]. “Face-to-face” discussions allow for more spontaneous
responses and can provide a sense of belonging, helping participants feel safe to
share information [18]. The method used to conduct the focus group followed
the procedure presented by Wong [18] which includes the following: planning
the research questions, developing the discussion guide, planning and executing
participant recruitment, setting the location, planning the data collection and
analysis, and ending with reporting the findings. We detail each of these items
as follow:

– Research questions - The goal of the focus group was to evaluate and
validate each element of TRC1 composition (in this case, the columns);

– Discussion guide - We began the discussions with an explanation of the
purpose of the focus group, on the context of TRC in ProAut and in the topic
of autism. Then, we presented TRC1, its elements, purpose, and the proposed
recommendation of using it in each process step. We invited participants to
ask questions and give feedback about the TRC1 elements (in this case, the
columns) during and after the presentation. Some questions that guided the
discussion were: Do any of you disagree with the function of the components
of TRC1? Is there anything that should be considered and that was not
addressed?



From Requirements to Prototype 311

– Recruitment of participants - We invited a total of 17 industry profession-
als, but only ten agreed to contribute, and of these, only nine participated.
We contacted them by telephone and text message app since they had already
participated in other studies. Due to the difficulties of reconciling the partic-
ipants’ schedules, we divided them into three focus groups according to their
abilities. Thus, we had a group with three requirements engineers, a group
with two developers, and a group with four designers. None of them had expe-
rience with autistic applications or even familiarity with the topic of autism.
Five of them (78%) had more than four years of professional experience;

– Location definition - Due to the Coronavirus pandemic, all sessions were
held via the Google Meet platform. We had three meetings with each group
and an average duration of 1 h 30 min.

– Data collect - After presenting the group’s goals, we asked permission to
record the meeting. Next, we read the Informed Consent Form (ICF) and
asked if everyone agreed with it, to which we obtained unanimity. Everyone
agreed, so we recorded the session using the Google Meet Platform’s resources.
We also took notes during the discussions.

– Analysis and Results - As a result of evaluating the elements of TRC1 in
the focus groups, we obtained that 100% of participants of all groups did not
agree with the two-part composition of TRC1. The main argument was that
more and more people are looking for simple techniques and artifacts that
make tasks less laborious and more productive. Another issue was that five
of the nine participants pointed out the PERSONAS column as unnecessary
since we used personas when drawing interface ideas for the requirements
in the brainstorming session. Furthermore, Some participants also suggested
that TRC should have some column about the context of autism, as none
of the current columns reflected this. Thus, we analyzed all suggestions, and
we redefined the TRC in a single table with six columns, namely: Id, Type,
Requirement, Requirement Item, Description of Requirement Interactivity,
and Interactive Features.

3.3 Final Version of TRC

To reduce interpretation bias in creating the artifact by a single researcher, we
presented the modified TRC to a new focus group. This group was composed
of four specialists in software development: a designer and three requirements
engineers. They were industry professionals with a minimum of 8 years of experi-
ence. Only one of them participated in evaluating the first version of TRC. The
procedures followed were the same as those defined for the focus groups in the
TRC1 evaluation.

We summarized the result of the evaluation of this group of specialists in
the following: (i) renaming of the columns Description of Required Interac-
tivity and Interactive Resources, to Specification of Required Item and
Main Interface Elements respectively; (ii) insertion of two columns: Com-
plementary Interface Elements and Notes. The first is to supplement the
information in the Main Elements column, and the second is to register extra
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information that may be needed (including the autism context). The contents
of these two columns should be aligned with the guidelines for supporting the
interface design of autism applications. Thus, we highlight to TRC users that
for including aspects related to the autism theme, they have consulted specific
guidelines for application interface projects for autistic people.

Therefore, the second version of the TRC was left with eight columns, as
follows:

– ID - to identify the requirement/constraint;
– Type - to define whether it is a requirement (RQ) or a constraint (RT)
– Requirement - to describe the requirement or the constraint;
– Requirement Item - to represent a sub-item of the requirement, since a

unique requirement can originate several requirement items;
– Requirement Item Specification - to describe the Requirement Item in

more detail. This detailing can include aspects such as navigability, types of
buttons, messages, among others;

– Main interface elements - for reference to the elements that constituted
the main idea of the requirement. They are the main focus points for those
who will use the system. In other words, they are the elements that will
contextualize the scope of the application. Some example content for this
column could be: the format of the central figure of the interface (if in a
drawing or photo), if using voice, what would be the tone of voice, if there
would be an option to increase/decrease volume and muting. It is worth
pointing out that the content of this TRC column is primordial since, to fill
it out, the development team must consider the essential information to meet
the needs of autistic users;

– Complementary elements of the interface - correspond, as the name
implies, to any element that should be part of the interface, but in a more
discrete way. For example, the color of the background and the color of but-
tons; and finally

– Notes - any extra information that is necessary to register.

Figure 1 presents a view of the TRC with its respective columns. For space
reasons, the figure illustrates only one example of the TRC resulting from the
experimental study described in Sect. 4, containing two constraints and only one
requirement.

3.4 Filling the TRC

Considering that one of ProAut’s focuses is low-functioning autistic people, the
use of its artifacts requires, whenever possible, the participation of those respon-
sible in general, or specialists in the care of autistic people, such as speech ther-
apists, psychologists, among others, or even the customer himself. Therefore,
They become responsible for “giving voice” to the low functioning autistic since
most have communication limits, such as echolalic language (repeating what was
said outside the context of the conversation).



From Requirements to Prototype 313

F
ig
.
1
.
A

v
ie

w
o
f
T

R
C

re
su

lt
in

g
fr

o
m

th
e

ex
p
er

im
en

ta
l
st

u
d
y.

(C
o
lo

r
fi
g
u
re

o
n
li
n
e)
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The artifacts produced in the first stage of ProAut (Immersion) are three
canvas [7]. The first canvas consolidates the information obtained in the inter-
view with caregivers. The second summarizes the information resulting from
the interviews with autism specialists. The third consolidates the information
obtained in the interview with the application requester(client). The customer
can be a parent, an expert, a teacher, or another person interested in the soft-
ware product. All these canvas serve as inputs to start using TRC in the next
step (Analysis).

The Analysis phase (second step) consists of triangulating the data contained
in the Canvas for filling in columns 1 to 4 of the TRC. It is important to note that
the Analysis stage also includes two more artifacts aimed exclusively at gener-
ating empathy between the developers/designers and the autistic: EmpathyAut
[8], and PersonAut [9]. Each of these artifacts has specific and exclusive sections
for the characterization of the autistic individual. In the next step (Ideation),
the team conducts a brainstorming session. The three artifacts resulting from
the analysis phase are used in this brainstorming: TRC, EmpathyAut (Empa-
thy Map), and Personas. Then, each requirement must be discussed to promote
ideas for its representation in the interface. In addition, the team should have
relevant guidelines for designing application interfaces for autistic people so that
the interfaces are as suited as possible to the needs of these individuals.

The selected ideas fill in columns 5 to 8 of the TRC. Finally, the designer
will be able to build the prototype, having in single document information about
requirements, restrictions, and elements to be considered and included in the
prototype’s interfaces.

4 Experimental Study

4.1 Participants

We conducted an experimental study with a team of five members, composed
of industry professionals, and most of them with more than three years of expe-
rience. The team consisted of a requirements engineer, two designers, and two
developers. None of them had experience with autistic applications. We empha-
size that the study consisted of the complete experimentation of the stages and
artifacts ProAut. However, in this article, we deal only with the experiment on
the use of TRC.

4.2 Context of Application

Apps that teach compliance with daily routines are familiar. However, many
autistic people have difficulty dealing with routine changes. The client requested
an App to teach routine breaking, preparing the child to perform activities out-
side their daily routine, for example, going to the dentist. Thus, the App will help
the child become familiar with the event so that when the day comes to perform
it, he will be more prepared, avoiding or minimizing possible stress crises.
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4.3 Study Execution

We developed the study from the following steps:

(i) Training - We conducted training on the Google Meet platform for approx-
imately 2 h. The objective was to present the phases of ProAut and the use
and filling of the artifacts. In this training, we provide the team with a sup-
porting document and the artifacts in editable mode. The document infor-
mation explained the conduction step-by-step of the process, the description,
and guidance for using and filling in both the TRC and the other artifacts.
We emphasize that at each start of a new stage, we performed the corre-
sponding training;

(ii) Immersion - the team conducted an immersion in the autism theme, seek-
ing information about the main characteristics of an autistic person, as
well as existing applications in the context of routine teaching and routine
breaking for these children. The team collected requirements by interview-
ing a mother of a 6-year-old male low-functioning non-verbal autistic child,
an occupational therapist as an autism specialist, and the applicant of the
application who, despite his role as a client, was the father of an 11-year-old
low-functioning, verbal-echolalic autistic girl. After the interviews, the team
filled out the output artifacts of this stage (canvas);

(iii) Analysis - at this stage, the team initiated the use of the TRC. They
triangulated the data from the requirements elicitation and filled in the
columns pertinent to this stage. The TRC resulting has five constraints and
ten requirements with 34 requirement items. For space reasons, it is not
possible to present this TRC entirely.

(iv) Ideation - In this stage, the team performed brainstorming, brain drawing
and made the requirements specifications according to the procedures for
filling out the TRC;

(v) Prototyping - Based on the final TRC, the team’s designers developed
the prototyping of the application’s screens. Finally, through an electronic
questionnaire, the team performed a quantitative evaluation regarding the
use of each artifact, through perceived ease of use and usefulness, based on
the TAM [3], and a qualitative evaluation.

The complete execution of the study took approximately three months, of
which one only was for the Analysis and Ideation phases. Such phases required
six meetings to fill the TRC fully. Due to the coronavirus pandemic, we used
the Google Meet platform to hold all meetings. In each meeting, one partici-
pant played the role of leader and was responsible for scheduling and record-
ing the meetings. To define the interface elements, each member represented
the requirement, photographed it, and sent it to a WhatsApp group explicitly
created for exchanging messages between the participants. The leader would
project the photo sent, and everyone would make suggestions. Although every-
one participated with suggestions and opinions, only the leader was responsible
for completing the TRC.
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4.4 Results Achieved

Figure 1 shows the TRC produced from the study performed. The team colored
the constraint lines pink and the requirement lines yellow to make it easier to
see. We emphasize that, for space reasons, the photos produced by the study
team are presented in columns 6 and 7 but refer only to column 6.

In the conception of the TRC, we defined filling in text form of the Main
Elements and Complementary Elements columns. However, we realized that it
was a mistake because the team pointed out the difficulty of filling columns 6
(Main Interface Elements) and 7 (Complementary Interface Elements) in textual
form during the study. Faced with this difficulty, we allowed filling in the graphic
form of columns 6 and 7. Figure 1 shows one of the drafts that represent the
defined requirements, specifically requirement item: When the child indicates
that he has already performed the activity, receive reinforcement. For example,
applause, congratulations, and the requirement specification: When marking
an activity as complete, the selected virtual assistant should appear to the child
clapping and saying Congratulations! You did it! Figure 2 presents the interfaces
referring to these drafts of requirement RQ05.

To evaluate the TRC, the team answered an online questionnaire. This ques-
tionnaire was of three parts: the first one included the characterization of the
respondents; the second one with questions to evaluate artifacts based on the
Technology Acceptance Model (TAM) [4], and the third part addressed qualita-
tive questions with open-ended questions.

Fig. 2. Example of one of the prototype screens resulting from the experimental study.

As for the quantitative evaluation, the Figs. 3 and 4 present, respectively,
the graphs resulting from the evaluation of the TRC regarding the perception
of ease and the perception of usefulness by the study participants. We can see
that the TRC had a very positive evaluation in both aspects.
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Fig. 3. Evaluation of perceived easy of use of TRC.

Fig. 4. Evaluation of perceived of usefulness of TRC.

Figure 6 presents the questions that comprised the qualitative assessment
(identified by the letter Q before the numeral), as well as the most relevant
responses from the participants. The letter P before the digit indicates the
participant-for example, P1 for participant 1, P2 for participant 2, and so on.

As seen in Fig. 6 in the answers to questions Q2, Q4 and Q7, the partici-
pants reinforced the difficulty of filling in the columns Main Interface Elements
and Complementary Interface Elements. Therefore, the participants P1 and P6
pointed out this difficulty in Q2; by participants P1, P5, and P6 in Q4; and
finally, participants P1 and P5 in Q7. This problem highlighted during the study,
and added to the evaluation comments, led us to update the base document and
insert this topic in training to future users of the TRC or other studies.

Still concerning the filling out of the columns Main Interface Elements and
Complementary Interface Elements, we observed that in Q6, two participants
commented that they thought there was no need for these two columns. Even
with the small number of evaluators of the TRC, we decided to accept the sug-
gestion, keeping in mind that the final TRC, resulting from the study, has ten
requirements and 32 requirement items, and none of them had complimentary
elements defined. Thus, we unified the two columns into one and named it Inter-
face Elements. We also renamed the column Requirement Specification to just
Detail.
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Fig. 6. Part of the result of the qualitative evaluation

Constraints refer to conditions, observations, and details mapped from the
recommendations/guidelines or interviews with parents and autism specialists
in the Immersion phase. The result of the evaluation also showed that although
the TRC contemplates requirements and restrictions and has a column called
Type to differentiate a requirement from a restriction, the restriction is not ref-
erenced in the other columns of the TRC, confusing the TRC user about how
to handle restrictions. Based on this, we added the word constraint in columns
3 and 4. Thus, the columns named Requirement and Requirement Item are now
named Requirement/Restriction and Requirement Item/ Constraint respectively.
In addition, we have also updated the base document and training guide with
information about the description of restrictions in columns 1 to 4 only.

To make the base document less complex, we decided to include in the
TRC header, besides the title of each column, a number indicating their order,
to facilitate reference in the text and future studies. The last aspect of the
evaluation concerns question Q7, in which participant P2 suggested using plat-
forms/software for brainstorming. However, we decided not to address this aspect
in TRC, leaving it up to the professional or group of professionals who will use
it to seek the best means of performing brainstorming.

The final TRC version was made from the study’s results, with the sugges-
tions for improvement and the relevance of comments from those who used it.
In general, we observed that the TRC served to assist software development
teams in mapping requirements for interface generation and prototyping in a
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positive way. Figure 5 presents the definitive TRC containing six columns: (i)
Id, (ii) Type, (iii) Requirement/Constraint, (iv) Requirement/Constraint Items,
(v) Interface Suggestions for Requirement, and (vi) Guidelines/Notes.

5 Conclusions

Developing apps for autistic audiences is a challenge for development teams. This
challenge consists mainly of the unpreparedness of these teams and the few arti-
facts that help them. Thus, we present an artifact called Table of Requirements
and Constraints (TRC). Such an artifact belongs to ProAut, a process that
aims to support the prototyping of application interfaces for autistic users. TRC
includes activities ranging from requirements specification to interface design or
prototyping. To this end, the TRC is used in conjunction with other artifacts,
such as the Empathy Map and Personas. We conducted an experimental study
with a team of industry professionals who used and evaluated the TRC. The
TRC was defined based on focus group discussions and validated by experts in
Requirements Engineering and Interface Design. The result of this study showed
that the artifact is very promising. Therefore, through TRC, we intend to make
the designer’s task easier and faster. With TRC, he will already have the require-
ments and their proper representations since the information in the TRC will
already be ready to be created.

We hope that the artifact can contribute positively to teams that develop
applications for people with ASD. In the following steps, we intend to carry
out other studies to validate the improvements suggested by the team in this
experimental study and thus make the TRC an instrumental artifact for mapping
requirements in interfaces.

Acknowledgments. This research was partially funded by the brazilian Coordination
for the Improvement of Higher Education Personnel (CAPES). The authors’ thank
the Universidade do Estado do Amazonas (UEA) for their support. The results were
published through the research and development activities of the project ACADEMIA
STEM, sponsored by Samsung Electronics of Amazonia Ltda., with the support of
SUFRAMA under the terms of Federal Law No. 8.387/1991.

References

1. American Psychiatric Association, et al.: Diagnostic and statistical manual of men-
tal disorders: DSM-5 (2013)

2. Cabral, L.N., et al.: Análise de técnicas para elicitação de requisitos de softwares
gamificados para crianças com autismo (2021)

3. Chuttur, M.Y.: Overview of the technology acceptance model: origins, develop-
ments and future directions. Work. Pap. Inf. Syst. 9(37), 9–37 (2009)

4. Davis, F.D.: Perceived usefulness, perceived ease of use, and user acceptance of
information technology. MIS Q. 13, 319–340 (1989)

5. Hadar, I., Soffer, P., Kenzi, K.: The role of domain knowledge in requirements
elicitation via interviews: an exploratory study. Requir. Eng. 19(2), 143–159 (2012).
https://doi.org/10.1007/s00766-012-0163-2

https://doi.org/10.1007/s00766-012-0163-2


From Requirements to Prototype 321

6. Kulk, G., Verhoef, C.: Quantifying requirements volatility effects. Sci. Comput.
Program. 72(3), 136–175 (2008)

7. Melo, A., Oran, A., dos Santos, J., Rivero, L., Barreto, R.: Requirements elicitation
in the context of software for low-functioning autistic people: An initial proposal
of specific supporting artifacts. In: Brazilian Symposium on Software Engineering,
pp. 291–296 (2021)

8. Melo, A.H.d.S., Rivero, L., dos Santos, J.S., Barreto, R.d.S.: EmpathyAut: an
empathy map for people with autism. In: IHC 2020. Association for Computing
Machinery, New York (2020). https://doi.org/10.1145/3424953.3426650

9. Melo, A.H.d.S., Rivero, L., dos Santos, J.S., Barreto, R.d.S.: PersonAut: a per-
sonas model for people with autism spectrum disorder. In: Proceedings of the
19th Brazilian Symposium on Human Factors in Computing Systems, IHC 2020.
Association for Computing Machinery, New York (2020). https://doi.org/10.1145/
3424953.3426651
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Abstract. Older adults face barriers in using technology to make decisions. With
the ongoing global pandemic, this issue has become more important than before
due to our initial reliance on technology and social distancing policies. This has
emphasized the critical need to understand better how older adults use technology
tomake timely decisions. This reviewoutlines howweaddress this gap, determines
how older adults use technology, and identifies barriers tomaking decisions. Using
a three-stage PRISMA review framework, a total of 335 articles were found across
four highly regarded databases (ACMDigital, IEEEDigital Library, PubMed, and
Web of Science), resulting in a final sample of 10 articles. From these 10 articles,
the review presents three emergent themes: (a) the use of technology for health
decision-making is predominant; b) while technologies for decision-making are
positively received, access and usability present challenges; and c) there is limited
focus on older adults’ use of technology in the context of decision-making across
all life choices. These findings highlight the importance of older adults’ use of
technology to engage in a digitized world to help them make decisions as they
age. This review identified specific research gaps in terms of older adults’ use of
technologies in decision-making. Some future research directions are discussed
at the end.

Keywords: Aging and individual differences · Gerontology · Technology use ·
Judgment and decision-making

1 Introduction

Currently, 1.4 billion people worldwide are aged 60 years and over, with the pace of
population aging expected to grow to one-sixth of the population by 2030 [1]. The
increasing aging populationmakes it necessary to consider individual and environmental
approaches to limit loss, aid in decision-making abilities, and ensure success among
older adults. As people age, they may experience a myriad of cognitive, physical, and/
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or perceptual declines, whichmay limit their ability tomake decisions [2]. These changes
are often not linear nor constant. Instead, they can relate to an individual’s physical and
social environment, which can vary depending on the family one was born into, sex,
ethnicity, mobility, and social support, which can lead to inequalities in health.

The impact of globalization and technological advancements influence the lives
of older adults in a variety of ways [1]. As the dependency on technology expands,
especially in the wake of the COVID-19 pandemic, older adults must adopt and use
technology. Increasingly, technologies have been used throughout life, from assisting
individuals with work, education, and daily living, to streamlining government and orga-
nizational services, to delivering lifesaving healthcaremeasures and emergency response
[3–5]. The technologies adopted to make decisions across life segments include commu-
nication devices, video conference systems, personal health trackers, telehealth services,
specialized equipment to aid in a particular job or a task, or technologies to assist daily
living activities. Such technologies are adopted differently by sub-populations due to
a variety of factors. In particular, older adults’ reliance on technology is affected by
common cognitive or physical barriers, digital illiteracy, or general wariness regarding
technological innovation that comes with age [6, 7]. These barriers may limit the use of
technology and thus the ability to make decisions in a society that is heavily reliant on
technology.

Decision-making, be it social, academic, occupational, or medical, is a necessary
aspect of life. However, older adults are faced with a greater risk of illness and disease,
social isolation, or economic constraints, thereby emphasizing the need for technology
that supports decision-making [8]. With the expansion of technology to aid in decision-
making, it is necessary to understand howolder adults approach decisions via technology
and the general success of such endeavors. To date, a few systematic reviews have
focused on how older adults use technology for decision-making [9]. This signifies there
are critical knowledge gaps about the ways older adults use technology for decision-
making. These gaps must be addressed to create better communication techniques and
enhance decision-making capabilities in circumstances where a decision could affect
the economic or social state, health outcomes, or general wellbeing of older adults.

Therefore, this systematic review seeks to investigate academic research onhowolder
adults use technology to make decisions. This study addresses the gaps in literature and
presents future research directions. The specific aims of this study are: (1) to identify
existing works on older adults and the use of technology for decision-making; and (2) to
collect evidence for ways technology can be utilized to improve decision-making in
daily life.

This study conducts a systematic literature review to examine the types of
research conducted since 2016 on older adults’ use of technology for decision-making.
The decision to begin the search in 2016 is that it can provide context pre-pandemic,
where beginning in 2020 there was a significant global reliance on technology. The
results, discussion, and conclusion follow.
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2 Background

Technology use since 2016 has increased among all age groups. Several researchers
have investigated the use of technology and its connection to well-being. While there
has been a slight negative impact on the well-being of adolescents, a higher correla-
tion was found between the use of information and communication technology (ICT)
and the well-being of older adults aged 80 and older [10]. In a 12-month randomized
field trial by Czaja [11], older adults who used the Personal Reminder Information and
Social Management System (specifically designed for older adults) were found to have
enhanced social connectivity and reduced loneliness, as well as increased technology
self-efficacy. Similarly, older adults’ use of social technologies was found to increase
well-being, result in better self-rated health, fewer chronic illnesses, and depressive
symptoms [12]. Conversely, some research explains that the use of ICT was associated
with more psychological distress and less sense of community when used by older adults
who are also lonely [13].

Previous studies have investigated technology use by older adults finding that the
more popular activities included the use of social technologies such as mobile phones,
social networking (e.g., emailing), and surfing the Internet [12, 14, 15]. There was
also evidence that demographic differences might be predictors of use, with educated,
married, younger white men leading in technology use among older adults [15]. Barriers
to technologyuse byolder adults have included lack of knowledge, negative attitudes, and
age-related changes such as vision and hearing loss and finemotor difficulties [14]. Since
the pandemic, there is evidence that older adults have faced some exclusion in the use
of digital tools [16, 17].

Older adults are more frequently faced with medical decision-making because of
the increased use of healthcare services than younger adults [18, 19]. The use of tech-
nology such as the Internet has been related to better healthcare and financial decision-
making among older adults [20]. Older adults use the Internet to seek health infor-
mation that assists them in making informed decisions [20, 21]. As mentioned in the
introduction, the pandemic also forced an increase in the use of various technologies by
older adults to assist in decision-making.

Information and communication technologies such as telemonitoring and
telemedicine increase older adults’ awareness of their health conditions and thereby
enables them to take appropriate action when needed [22]. Older adults use technology
to attain knowledge, and it helps them make their life simple [23].

3 Methods

In this systematic literature review, we conducted a comprehensive, exhaustive search of
the literature and synthesized the results to answer the research question [24]. According
to Xiao andWatson, systematic reviews are conducted in an unbiased, reproducible way
to identify gaps to improve academic research and practice [24]. The following outlines
the search strategies, record selection, and eligibility criteria used in this study.

The search strategy utilized in this review ensured we identified a range of academic
studies fromhighly-regarded electronic databases.Weperformed three rounds of system-
atic searches in four databases, ACMDigital, IEEEDigital Library, PubMed, andWeb of
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Science. First, we searched predetermined keywords in the selected databases. Next, we
screened the titles and abstracts of the records using predetermined inclusion/exclusion
criteria. Lastly, we screened the full text of the remaining articles to ensure that they met
the same inclusion/exclusion criteria.

On April 11, 2021, we searched using the string [elderly OR “older adults”] AND
[decision-making OR “decision making”] AND [technology] in each of the selected
databases limiting results to those published between 2016–2021. From there, articles
were included in Stage 1 if the combination of the three search terms were in the title,
keywords, or abstract, and/or corresponding metadata. In ACM Digital, 63 results were
found searching Title, Abstract, and Keywords. In IEEE Digital Library, 65 results were
found searching All Metadata (i.e., title, abstract, and indexing terms). In PubMed, 76
results were found searching Mesh Terms. In Web of Science, 183 results were found
searching Topic (i.e., title, abstract, and keywords). A total of 297 non-duplicate results
were found, 90 duplicates were omitted.

To ensure that this review contained all relevant academic studies to date, another
search was run on October 20, 2021, in each of the databases to extract any additional lit-
erature published between April 2021 and October 2021. This secondary search resulted
in an additional 38 results. Therefore, 335 non-duplicate results advanced to stage two
of screening.

Next, all the authors independently screened approximately 1/5 of the titles and
abstracts of the 335 articles. The initial exclusion criteria included determination of the
study type, population sampled, study design, publication status, and language. Five
reviewers examined the titles and abstracts. Using the exclusion criteria (listed in more
detail below), we removed 234 articles that did not meet one or more of the set criteria
based on the abstracts and titles. After removing the 234 articles, 101 remained for
full-text review.

Third, we screened the full text of the remaining 101 articles and eliminated 91
articles using the same exclusion criteria. The screening led to the inclusion of 10 studies
for review in this paper. Following the PRISMA guidelines for reporting systematic
reviews, we summarize the selection process in Fig. 1.

3.1 Eligibility Criteria

The eligibility criteria for inclusion in this review were based on six items, 1) the type of
study, 2) the population sampled, 3) the study design, 4) the publication status, 5) the lan-
guage, and 6) the year of publication. Records that intentionally focus on older adults and
the use of technology for decision-makingwere included in this review.Decision-making
is thought of as a reasoning process based on the assumptions of values, preferences,
and beliefs of the decision-maker. Technology refers to communication devices, video
conference systems, personal health trackers, telehealth services, specialized equipment
to aid in a particular job or a task, or technologies to assist in daily living activities.

*Articles excluded in both the first and second screening using 5 reviewers.
The population of interest in this study is elderly or older adults. This paper utilizes

measures and indicators of population aging of the United Nations andmost researchers,
which are based on a person’s chronological age, defining older persons as those aged 60
or 65 years or over [25]. In solely focusing on these participants, we are making sure to
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Fig. 1. Flow Diagram of the Search Strategy

provide vital understanding to academics and practitioners about a subsection of socially
vulnerable populations, such as adolescents, racial and ethnic minorities, people with
disabilities, and others facing barriers to technology use for decision-making [3, 5]. We
do recognize in limiting studies to those that study older adults aged 60 or over, we may
be missing studies that include this age range but define older adults at lower ages.
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We included only empirical studies that used data to synthesize the empirically vali-
dated evidence, although conceptual findings were used to capture scholarly insights
about older adults’ use of technology for decision making. Additionally, we only
included peer-reviewed journal articles and conference papers. Furthermore, we only
selected English written records in accordance with common practice, given the
difficulties in translating and reproducing the review [26].

Finally,we selected records between 2016 and 2021. The year 2016was chosen as the
starting point, given the growth and changes in technology. Technology research changes
due to the emergence of novel and new approaches to technology and decision-making
regularly, so anything older than 2016 may not account for the drastic changes brought
forth by artificial intelligence (AI) or social media. Furthermore, the social distancing
and stay-at-home policies implemented globally in 2020 contributed to an increase use
of technology across all demographics.

4 Results

The findings of the 10 articles are summarized below (See Table 1). The number of
publications was consistent, although it increased each year between 2016 and 2021.

Table 1. Summary of the Final Review Articles

Year Author Participants Method Country Tech Sector

2021 Soubutts et al 4 primary users, 2
additional
household residents
(including 3 older
adults), and 9
service providers

interviews and
focus groups

UK Stairlift Lifestyle,
Health

2021 Povey et al 26 surgeons, 30
patients between
68–72 years old

semi-structured
interviews

UK three-dimensional
imaging

Health

2021 Segkouli et al One Case study of
Aging at Work

the framework
was applied
and tested in
the use case of
an EU-funded
project, Aging
@ Work

Europe SmartFrameWorK Workplace,
Health

2018 Angelova
et al

507 telecare service
users (with a
majority of the
sample aged 60 +)

statistical
analysis,
decision trees

England Telecare Health

2018 Bozan
& Gewald

46 participants aged
65 +

survey USA health goal
tracking software

Health

(continued)
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Table 1. (continued)

Year Author Participants Method Country Tech Sector

2021 Caldeira et al 17 participants aged
65 +

interviews USA technologies for
managing chronic
conditions

Health

2020 Eng et al 371 cancer
survivors, 58 of
which were older
adults aged 65 +

cross-sectional
survey

USA internet and social
media use

Health

2020 Holden et al 23 primary care
patients aged 60 +
that use
anticholinergic
medications

task-based
usability testing
of Brain Buddy

USA Brain Buddy,
consumer-facing
mHealth
technology for
medication safety

Health

2019 Jaana,
Sherrard, &
Paré

23 patients aged 60
+ with chronic
heart failure

Longitudinal
study/ survey

Canada telehealth
monitoring

Health

2017 Richards Two local crafting
groups
(Discardia and a
local senior center
lap quilting group)

8 h of
observation of
crafting groups,
technology
design for
crafters, and 2
h of beta testing

USA Tech-enabled
crafts and systems

Lifestyle

Of the studies that include individual participants, over 700 older adults use technol-
ogy for health and well-being [27–34]. The participants in the studies were older adults
aged 60 +. All but two of the studies had sample sizes below 50 participants (ranging
from 1 to 46). The two studies had sample sizes of 504 and 371 with mixed aged partic-
ipants. Most of the articles (60%) used qualitative research to test their theory-informed
hypotheses. A majority of the studies were thus small sample size utilizing qualitative
methods, with few using larger datasets.

Most of the articles (90%) focused on the use of technologies for decision-making in
the health care sector, including one focused on a case study on aging-at-work. As shown
in Table 1, most of the studies (70%) emphasize the importance of telemonitoring and
Internet use in influencing the life decisions of older adults, especially regarding their
health and wellness. Though most of the studies focused on a variety of health solu-
tions, such as telehealth, mhealth, and other health technologies, other technologies
were included, as well. The studies tested the outcome of whether one had a willingness
to adopt technology to aid in decision making, with limited focus on how they use the
technologies to make decisions. Furthermore, 90% of articles involve holistic or col-
laborative uses of technology to help older adults make health decisions. One study
specifically investigated technology outside of healthcare, focused on a variety of main-
stream technologies used by older adults and the other for educational or skill devel-
opment [35]. There was limited literature on decision-making outside of health and
wellness (one article), signifying a gap and area for future research.
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According to Jaana et al. [34], older adults use telemonitoring services for self-care
and self-management. Senior patients with heart failure were found to be more confident
in assessing their symptoms, taking actions to alleviate these symptoms, and analyzing
the effectiveness of their actions.Richard [35] found older adults to be open to tech-
nology and were interested in customized technological functionalities. “For example,
one quilter asked if one of their current projects could be made interactive by playing a
tune when pressing different quilt squares, a possible task using a LilyPad buzzer” [32,
p. 170]. Similarly, Bozan and Gewal [30] noted that older adults use self-management
apps to set health goals and receive feedback from physicians on their goal progression.
While most studies indicated a general trust in technology, at least one showed that older
adults are less likely to trust online health information than younger adults [32].

While all the articles discussed digital technologies, three of them presented new
technologies to aid in life choices [33, 35, 36]. A majority of the studies discussed smart
devices, software, and technology use [30–34], and two of the studies focused on mobil-
ity or lifestyle enhancement technologies [27, 35]. Only one study focused on work or
employment for older adults [36]. Many of these studies reported positive outcomes
when older adults used technology for decision-making, including significant improve-
ments in decision confidence, greater efficiency in decisions, increase employability, and
improvement in wellness (or life) skills. Despite examples of positive outcomes, some
of the studies noted that technology may have negatively affected decision confidence.
Reported challenges that older adults face when using technology for decision-making
included access, ease of use, management, functionality, digital literacy, perceived use-
fulness, and perceived security. At the forefront of these challenges were access, ease of
use, and digital literacy.

The studieswere conducted around theworld,withmost inNorthAmerica (60%) and
50% of the total articles from theUnited States. The other region representedwas Europe
(40%), with thirty percent of articles focused on the UK. This limits the knowledge
learned from other regions and developing countries.

5 Discussion

This paper reports a systematic review using the PRISMA framework. A total of 335
articles were found across four highly regarded databases (ACM Digital, IEEE Digital
Library, PubMed, and Web of Science). The three-stage PRISMA resulted in a final
sample of 10 articles.

From these 10 articles, the review presents three emergent themes: (a) studies primar-
ily focus on the use of technology for health decision-making, b) while technologies for
decision-making are positively received, access and usability present challenges to older
adults, and c) there is limited focus on older adults’ use of technology in the context of
decision making across all life choices including daily activities like grocery shopping,
work, and accessing government services.

Noticeable among the included articles is that 60% were published during the
COVID-19 pandemic, this may indicate a growing interest in the use of technology for
decision-making, given the reliance on technology during that time [1, 3, 5]. These find-
ings highlight the importance of older adults’ using technology to engage in a digitized
world to help their decision-making as they age.
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Given these studies were conducted in North America and the United States, it raises
concerns about whether older adults in developing countries receive opportunities to use
technologies to make their decisions in their daily lives and if so, are their needs being
explored. It also presents challenges for researchers to delve into the research to see if
there are ways to help older adults all over the world.

It can also be observed that a majority of the articles (90%) are focused on the health
sector. It might be worth examining if health is the only sector that older adults need to
make decisions in or whether researchers’ perspective is that it is the only sector that
older adults need to make decisions. Previous studies indicate that technologies were
used in various sectors to make decisions during COVID, indicating that older adults
might need to use technologies in sectors other than health [4, 5]. Therefore, if the latter
is the case, much work needs to be carried out to investigate other sectors in which older
adults can use technologies to improve decision-making.

Among the ten articles, respective technologies were offered to older adults for their
use. Obviously, the number of technologies identified in this review is quite limited. It
limits our knowledge in comprehensively understanding the use of technologies in older
adults’ decision-making processes. More research is needed to identify and develop
innovative technologies for older adults’ decision-making.

In Segkouli et al., the ethics of digitizedworkplaces for older adults were investigated
[36]. Specifically, ethical aspects have been identified in alignment with smart, person-
alized, and adaptive ICT solutions. Human values, including “sense of control, trust,
sense of freedom and ownership” were considered. With the development of artificial
intelligence and other advanced technologies, and the interest in using advanced tech-
nologies to assist older adults in their everyday life, the ethical aspects of technologies
should receive enough attention in future research endeavors.

This systematic review has its limitations. The selection of our initial search terms
was not exhaustive. Because we use “technology” as our search term, we may have
missed other terms that researchers used as synonyms or more specific technologies that
were used to analyze decision-making. Additionally, there is the potential for selection
bias, whereby a researcher unintentionally chooses articles that support their own belief.
To reduce the potential for this bias, five coders were used. Despite these limitations,
this systematic review is valuable as it has identified existing work and research gaps on
older adults’ decision-making using technologies.

6 Conclusion

This review indicates there is a great demand for understanding how older adults use
technology to make timely decisions in their daily lives. In particular, this review iden-
tified a huge knowledge gap in the area relevant to older adults’ decision-making using
technologies. In future work, we will focus on identifying additional technologies that
can contribute to improving the life qualities of older adults and examining other sectors
that may contribute to this goal. Future research in this area should consider studying
the use of technology in fields other than health, such as for work and socializing. Addi-
tionally, studies in other regions beyond North America and Europe would add to the
broader understanding of the technology used by older adults in various cultures and in
developing countries.
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Abstract. Understanding the meaning of technical terms is essential when using
technical and scientific documentation, whether directed to education, research, or
labour. In education settings, there is a need to provide clear definitions of terms,
to use a glossary explaining the meaning of each technical term when introducing
a new topic, and to align terminology and communication channels to the abilities
of the target audience. It is exactly at this last point that equity and inclusion issues
originate. If we provide definitions or explanations of new concepts using spoken
languages in writing, as we commonly do, we leave apart all those who cannot
fluently read them. Deaf people cannot read fluently. Sign languages and spoken
languages are distinct languages, each one on its own. Sign and spoken languages
in the same country use distinct channels, different phonology and morphology,
different grammar and arise from different cultures. When we force deaf students
to study via written/spoken languages, we are placing them at a clear disadvantage
and seriously compromising equity. Inclusive education is about assuring that all
students have the conditions and the resources they need to succeed; this does not
happenwhenwe force students to study using a language they do notmaster. There
is a need for a tool that can introduce and explain to deaf students technical and
scientific concepts from specific areas of knowledge in sign language. TechWhiz
is a glossary of scientific and technic concepts, described in sign language, aiming
to assist deaf students in gaining access to education in their first language and
enhance their learning achievements.

Keywords: Sign language · Scientific glossary

1 Introduction

Deaf students, who use sign language to communicate, continuously experience difficul-
ties in educational settings. “Users of sign languages are often forced to use a language in
which they have reduced competence simply because documentation in their preferred
format is not available” [1]. Unable to be accompanied by sign interpreters, communi-
cation between teachers and students is not always effective, jeopardizing the learning
process [2]. This ineffective communication relates to the shortage of information and
lack of availability of sign language, thus making it so important to improve access to
information and educational content in sign language [3].

Sign and written/spoken languages have different features, creating a deep gap
between them, andmaking it quite difficult for deaf individuals to read/understandwritten
languages [4].
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“Communication barriers are constantly present and arise naturally due to the use
of different languages. Different forms and channels of communication by the
deaf community, the blind community, and the rest of the students and teachers
often lead to the loss of information. Although some deaf can read text fluently,
they are a minority” [5].

In fact, sign languages are the only languages deaf individuals can learn effortlessly.
Sign languages are the deaf’s first language [6]. As any other student, deaf students have
the right to access information and education in their first language.

The number of deaf students attending higher education has been steadily rising
[3] which demands new methods allowing the deaf to have easy access to educational
content and technical terminology like a dictionary prepared to deliver explanations of
technical terminology in any study field, in any students’ first language.

1.1 TechWhiz: An Inclusive Approach for the Deaf

A key issue for European Higher Education is the access to equal opportunities and
educational and social inclusion of disabled people. Numerous efforts are now being
made to improve education, by the means of inclusion. To address existing and future
challenges, it is necessary to develop new tools to enhance educational settings and the
learning experience. Those tools can lead to new opportunities for educational and social
inclusion [7].

Focusing on accessibility and educational inclusion is crucial for the Deaf commu-
nity. The development of assistive tools that enhance access to information and educa-
tional content in deaf students’ first language – sign language – is of extreme importance
for the fulfillment of their learning experience. For those reasons, dictionaries are being
made available for the learning of basic signs and specific terms of different areas, i.e.,
engineering or psychology, for instance [6].

The TechWhiz project begins to help deaf students overcome constraints in the
understanding of educational specific terminology. The expected results correspond to
the components that integrate into theTechWhiz platform.These are an online dictionary,
mainly directed to deaf students, that can be searched to find explanations of technical and
scientific terms in any of the four sign languages of the partnership; a gloss loader,mainly
directed to teachers and interpreters, that will be used to edit explanations and to add new
terms/concepts and their explanations to the online dictionary; a tool to configure signs
and store the corresponding 3D animations into the TechWhiz avatar database allowing
to use other sign languages besides the four base ones (the sign languages from the
partner countries) and to add new signs into the avatar vocabulary in any sign language;
a staff training course and the online tutorial to teach how to use and fully explore the
TechWhiz platform. The online tutorial will be directly accessible from each one of the
platform components to provide instructions for the use of each one of its functionalities.

Accessibility and improving deaf students’ experiences in every environment where
they don’t have the possibility of being accompanied by a sign interpreter is the primary
goal of this project, and this scientific glossary can prove to be very helpful towards that,
by reducing communication barriers between students and teachers, through an assistive
tool of sign language translation/explanation.
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By reducing communication and education barriers, which have “a significant impact
in the academic, personal, and professional development of deaf (…) students” [5], the
TechWhiz project is ameans towards equity. The enhancement of the learning experience
can encouragemore deaf students to enroll in higher education and promote professional
and social competencies in those already engaged.

2 Methodology

The TechWhiz project aims to enhance access to education in every student’s first lan-
guage, by supporting common teaching explanations in the languages that deaf stu-
dents do master. Its purpose is to be educational and inclusive since it is developed
towards accessibility and educational inclusion of students with disabilities. The Tech-
Whiz project methodology and its outcomes will enhance and value inclusiveness and
education while assisting and enhancing higher education students learning experience.

2.1 Concept

Technical terms are an essential part of all technical and scientific documentation,
whether directed to education, research, or labor. Each study field typically uses a
vocabulary that relays a variety of specialized concepts through technical language.
These special terms convey concentrated meanings that have been built up over signif-
icant periods of study of a field. The value of a specialized set of terms lies in the way
each term condenses a mass of information into a single word. Technical terminology is
often thought of as a shorthand, a way of gaining great depth and accuracy of meaning
with the economy of words. However, technical terms can also lead to a great density of
prose that is difficult to understand.

There is a need to provide clear definitions of unfamiliar terms, to use a glossary
explaining the meaning of each technical term when introducing a new topic, and to
match terminology and communication channels to the target audience’s abilities. It is
exactly at this last point that equity and inclusion come into the scene. If we provide
these explanations, as we currently do, using spoken languages we leave aside all those
who cannot fluently understand them.

Deaf people cannot read fluently. Sign languages and spoken languages are distinct
[2]. They have different channels, different phonology, different morphology, different
grammar and arise from different cultures [6]. One cannot expect that a deaf person
used to communicate via sign language can understand written languages as well as
we cannot expect that a person used to communicate in written/spoken languages can
understand sign language [2].

So, when we force deaf students to study via spoken languages, we are putting them
at a clear disadvantage and seriously compromising equity. Inclusive education is about
assuring that all students have the conditions and the resources they need to succeed; this
does not happen when we force students to study using a language they do not master.
The lexicon of sign language is more reduced than that of spoken language.
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This difference is particularly notorious in technical vocabulary that is usually used
only by those directly involved or with an interest in a specific scientific area. Common
fields of study, such as engineering or geography, lack signs representing specific lexica
like nanotechnology or tropical rain belt. This is a tough barrier for deaf students who
face serious difficulties to understand new technical concepts all along their academic
path.

There is a need for a tool that can introduce and explain technical or scientific
concepts from specific areas of knowledge to deaf students in sign language through
a dynamic process enabling the co-creation - by experts in the field and sign language
experts - of glossaries addressing specific needs [8].

TechWhiz aims to assist deaf students in gaining equal access to education and
enhance their learning experience. TechWhiz addresses a concrete need faced by deaf
students and teachers; they need to understand and explain, unknown technical concepts
to students who don’t master spoken languages. This need was noticed on several occa-
sions by researchers when discussing with deaf teachers the challenges faced by deaf
students in education.

The solution to developing by the TechWhiz project is innovative, in the sense that
there is no similar solution available for schools, teachers, and students, and is grounded
on the technology and previous results in the field of automatic translation of sign
languages [1].

The TechWhiz platformwill advance inclusive higher education by tearing down the
barriers that deaf students face when coming across unknown technical or scientific con-
cepts. Such concepts require an explanation to be provided to promote a swift takeover
of new knowledge. When a sign language interpreter is not available to provide these
explanations using a language the deaf student can understand, students get blocked in
their learning process. Progressing studies under such circumstances demands signifi-
cant time to disclose the meaning of unknown concepts hampering students’ intents and
motivation.

TechWhiz will develop a semi-automatic glossary able to provide explanations of
technical terms/concepts in any sign language. The glossary/dictionary will be deployed
through an online platform offering all the functionalities required to have it accessed by
deaf students looking for explanations as well as teachers willing to update the dictionary
with new terms and explanations. The sign language dictionaries already available online
do not provide explanations; instead, they represent the sign language signs correspond-
ing to spoken language words. Most of them, not to say all, are exclusively dependent
on pre-recorded video clips which is a rather static approach that does not escalate well.
None of the dictionaries available online can explain words/terms that have not been
previously uploaded into the system.

The TechWhiz glossary/dictionary is based on artificial intelligence, web scrapping,
and 3D animation technologies that, merged, generate a solution that overcomes all these
handicaps.

The foundations of TechWhiz rely on VirtualSign, a computer system for the transla-
tion between spoken and sign languages, a research result developed by the R&DGILT-
Games Interaction and Learning TechnologyUnit [3]. TechWhizwill use theVirtualSign
3D avatar and its translation infrastructure to provide explanations in sign language. The
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results of I-ACE, another R&D GILT Unit project, allow us to have a glossary available
in any national sign language. In summary, TechWhiz will build on top of the automatic
translation between spoken language and sign language provided by VirtualSign – in
particular the 3D avatar and the translation infrastructure – and the translation model
by I-ACE enabling the translation to any sign language [5]. Building on top of these
previous achievements is crucial to developing the TechWhiz platform.

2.2 Objectives

The TechWhiz project aims to assist deaf students in gaining access to education in their
first language thus enhancing their learning experience. To address this goal, we will
develop an online semi-automatic platform to create and search a glossary providing
explanations of technical or scientific terms in sign language.

TechWhiz aims to promote equity in education by providing access to explanations
of technical and scientific concepts for deaf students in their mother language. Although
the project results are aiming for higher education, they will be designed, deployed,
and disseminated to be publicly available for anyone interested in using the TechWhiz
platform regardless of its study field and level of education. By the end of the project,
the TechWhiz platform will be available to all those who might be interested in using it.

A tutorial will be publicly available so any interested person can learn how to use
and tailor the TechWhiz platform to specific areas, to address specific needs of a person,
a group of persons, a school, a company, or any other type of organization.

The design and the validation of the project results – the TechWhiz platform and
all its components – will be assured to verify its applicability in all fields of education
and training and not exclusively higher education although this is our main target. Tech-
Whiz brings in a direct and valuable contribution to advance inclusion and equity in the
education and training of deaf communities.

Thus, themain objective of theTechWhiz project is to enhance inclusion anddiversity
in all fields of education, training, youth, and sport. To do that, the specific objectives
are:

• Develop anonline semi-automatic platform to dynamically create,maintain and search
a glossary providing explanations of technical or scientific terms in sign language.

• Deploy a version of the glossary for the study fields of Information Technologies and
Electrical Engineering in Portuguese, German, Slovenian, and Greek sign languages.

• Setup a course to introduce new users to the TechWhiz platform and its correct usage.

2.3 Implementation

The TechWhiz platform will be an application available on the web and accessible to
the public to search for technical or scientific terms grouped per study field and subject.
The platform will provide explanations of terms in the user sign language. Portugal,
Germany, Slovenia, Greece, and Cyprus sign languages’ will be available.

As a proof of concept, wewill use the platform to create a glossary covering concepts
from the subjects of Databases, Big Data, Artificial Intelligence, Blockchain, and Virtual



Inclusive Technical Terms for the Deaf 339

Reality, framed by the study field of Information Technologies. We expect to load 50
technical explanations with an estimated lexicon of about 500 signs that have to be
loaded in each national sign language. The sign language explanations loaded into the
platform will finally be certified by experts.

The translation and production of sign language will be performed using the Vir-
tualSign technology. VirtualSign is a research result developed at the R&D GILT Unit
for automatic translation between spoken and sign language pairs [9]. The first stage
of the project will be devoted to developing the TechWhiz platform. During the first
phase, we will analyze and design the platform, its components, and their integration
with the VirtualSign technology. This will be also the time to design the verification and
validation procedures, the quality scenario, and the test cases.

We will develop the platform following an iterative and incremental methodology
confined by four releases. At the end of each release, we will have a subset of the
functionalities implemented andbeingvalidatedby end-users. This agile approach allows
integrating independent feedback throughout all the development cycle assuring a final
product under end-users needs and expectations. In the meanwhile, we will develop
a video tutorial, to integrate into the online platform as a quick reference guide, and
a course to teach new users how to use the platform, to introduce participants to the
functionalities and added value of TechWhiz.

3 Development

The TechWhiz platform (Fig. 1) integrates three components: the Dictionary, the Gloss
Loader, and the Studio. The TechWhiz Dictionary is an online glossary of technical
terms explained in the sign language of the user. The dictionary is editable by registered
users so teachers and sign language experts can create specific terms’ explanations and
glossaries to meet specific needs in an open freeway. If the user searches for a term that
is not yet available in the dictionary, an automatic explanation will be generated using
artificial intelligence and web scraping technologies.

Fig. 1. TechWhiz architecture.
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The Dictionary is the core project result and the one that satisfies in its own the
project goal. However, the explanations available at the Dictionary require the other
two components which are the tools that support the creation and maintenance of the
glossaries and the sign language explanations available for search at the Dictionary.

The TechWhizGloss Loader allows experts from the technical fields to upload expla-
nations in spoken language and sign language experts to load the corresponding sign
language gloss (a gloss is a sequence of words from a spoken language that represent
the signs in a sign language sentence). The Gloss Loader is a crucial component for a
dynamic live dictionary since it will make the glossaries editable and maintainable by
registered users.

The TechWhiz Studio is a tool allowing sign language experts to create and load
new sign animations in a specific sign language. This component links TechWhiz to the
VirtualSign 3D avatar that will produce the sign language explanations. When a new
explanation includes new signs, they will be configured at the Studio by sign language
experts and, after being validated, they will become available for all. The Gloss Loader
and the Studio empower experts to co-create glossaries for specific fields of knowledge.

These three components, Dictionary, Gloss Loader, and Studio, constitute the Tech-
Whiz platform that will bring a fresh push to the inclusion of deaf students in higher
education as well as at any other level of education. The TechWhiz course and the online
video tutorial will assist newcomers to start exploring the TechWhiz platform and will
promote multiplier effects and the sustainability of the platform beyond the funding
period.

3.1 TechWhiz Dictionary

The TechWhiz Dictionary is the core output of the project. This is an online glossary
where deaf students in higher education or other levels of education can search for terms
and find their explanations provided in their own sign language by a 3D avatar.

There are no tools that might provide explanations of technical terms that have no
corresponding sign in the students’ national sign language or convey new technical or
scientific meanings unknown to the students. When faced with such cases, deaf students,
who cannot read fluently text in spoken languages, are blocked in their learning process.
To proceed they will have to wait until a teacher, or a sign language interpreter explains
the concept. These solutions are not always handy or affordable and place deaf students
at a clear disadvantage. This is a notorious case of inequity that has a serious negative
impact on the ambitions and learning achievements of deaf students.

Currently, there are no tools available online that might provide explanations of
technical or scientific concepts in sign language. The TechWhiz Dictionary brings in
the following innovations: (1) it uses a 3D avatar and the VirtualSign translation model
[9] to provide explanations in sign language and (2) the explanations for terms not yet
available in the dictionary database are obtained in real-time using artificial intelligence
and web scraping techniques. This way, the student will always have an explanation
provided by the platform.
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Deaf students will be empowered for an independent study process being able to
understand new concepts anywhere and at any time regardless of the availability of a
teacher or a sign language interpreter to assist them. A unique solution to promote equity
in the education of deaf students.

By the end of the project, we will support the sign languages of Portugal, Germany,
Slovenia, Greece, and Cyprus. A pilot glossary for Information and Communication
Technologieswill be set up as a proof of concept.Other sign languages can be added to the
dictionary since the sign language 3D avatar used byTechWhiz is based onVirtualSign, a
sign language translation technology that supports multiple sign languages and dialects.
Existing glossaries can be updated, and new glossaries can be added on a continuous and
dynamic process available to users registered in the platform and assigned to the role
of Editor. This functionality will allow to address new specific subjects and enlarge its
reach and its added value to the deaf communities and education in general regardless
of its level and study field [8, 10].

3.2 TechWhiz Gloss Loader

The TechWhiz Gloss Loader is a component of the TechWhiz platform that will be used
to upload explanations in a non-automatic (manual) fashion. Through the Gloss Loader,
registered users, namely teachers and sign language interpreters, can submit explanations
for existing terms or submit new terms and their explanations. Sign language gloss is a
written representation of a sign language sentence, using spoken languagewords as labels
for each sign. When signing the corresponding sign, we have the sentence expressed in
sign language. To useVirtualSignwe need to generate or acquire the gloss corresponding
to the explanation. Then, the avatar signs sequentially each term in the gloss to produce
sign language [10].

The TechWhiz Gloss Loader is a fundamental component of the TechWhiz platform.
It is essential to allow for updates of existing glossaries as well as the creation of new
glossaries. Although we may use VirtualSign to generate gloss from spoken language,
the gloss provided by sign language experts will be more effective. The Gloss Loader
will allow improving the explanations provided in sign language whenever required.

It will be possible to submit manual (non-automatic) explanations in several formats:
plain-spoken language in text format, sign language gloss in text format, or sign language
in video format. Having an online tool available for registered users to upload explana-
tions simplifies the interaction between teachers and students through the platform and
promotes multiplier effects.

The flexible way to provide explanations to existing terms or new terms, either in
spoken language, sign language gloss, or sign language, in text or video, makes the
glossary a very dynamic tool easily adaptable to new ideas and innovative didactic
activities.

3.3 TechWhiz Studio

The TechWhiz Studio is a component of the TechWhiz platform through which sign
language experts like teachers and sign language interpreters will be able to configure
the 3D sign animations that are needed to produce the sign language explanations. This
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will be a simplified version of the VirtualSign configuration tool currently in use. The 3D
animation database is a live resource that must evolve to give support to new glossaries
and new term explanations. The animation database must store all the signs required for
each explanation in each available sign language. When new glossaries are created for
new subjects, some of the signs from the sign language lexicon for that specific subject
might not be available in the database and have to be configured; this is the purpose of
the TechWhiz Studio.

The VirtualSign platform for automatic translation of sign languages already has a
configuration tool in use. The TechWhiz Studio will be a new version of this configurator
with a simpler lightweight user interface. It will allow the continuous update of the sign
language vocabulary available to generate technical terms explanations and open the
door for the integration of new sign languages.

The TechWhiz platform has the potential to be extended for use in other countries,
thanks to the TechWhiz Studio.

3.4 TechWhiz Course

The TechWhiz Course and the online tutorial provide the required information to start
using and taking advantage of the TechWhiz platform for educational activities or any
other usage scenario where the explanation of terms in sign language can be an asset.

Although the TechWhiz platform and each one of its components will be designed
with a core concern on user-friendliness and simplicity of use, this course will provide
a comprehensive view of the purpose, the features, the procedures, and the use cases
of this tool. The online tutorial provides the information details on each feature of the
platform that will be available on the fly to clarify any issues the user may face while
using the platform. The online tutorial is planned to save newcomers time when they
start using the platform.

The TechWhiz course and the online tutorial complement the TechWhiz plat-
form with the required resources to place the platform to the service of society in an
autonomous way. Those interested in using and benefiting from the TechWhiz platform
will find in this course and the online tutorial all the information, the practice, and the
guidelines they might need.

Any person interested in using the TechWhiz platform will be able to understand its
purpose, architecture, operational procedures, and features through the course. Course
modules will be designed to be as autonomous and independent from each other as
possible to assure that trainees will only be required to attend the specific modules
addressing their current needs. Certificationwill have this possibility into account; course
units will be certified independently.

The course will be available to the public through Moodle or a similar learning
management system. A lightweight version will also be available online, embedded in
the TechWhiz platform, as a tutorial to provide clear and straightforward information
on the use of the platform features and operation procedures. The course and the online
tutorial will be available in English, Portuguese, German, Slovenian, and Greek.
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4 Evaluation

The approach to assessing the performance of the TechWhiz platform is adapted to
each one of its components. The Dictionary is the core outcome of the project and the
one that will be used by the end-users, i.e., mainly deaf students willing to understand
the meaning of a given technical term in their sign language. The assessment of this
component will be based on its added value as perceived by the end-users who will
have the chance to like/dislike the explanations provided by the TechWhiz Dictionary.
This feedback will be also of high relevance to improve the learning algorithm of the
automatic explanation process; in fact, the web-scrapping and the artificial intelligence
components of the TechWhiz Dictionary that are gathering explanations on the web will
rely on the quality of each explanation, computed from the number of likes/dislikes it
gets over time.

TheGloss Loader and the Studio are the backstage tools allowing experts tomanually
improve or create new entries in the available glossaries or to generate new glossaries for
new study fields/topics. These two components will be assessed from two distinct points
of view: the content will be evaluated by the frequency of updates while the functionality
will be evaluated through periodic surveys to the experts using the platform to maintain
its glossaries using the Gloss Loader and the Studio.

To assess the course, we will rely on questionnaires that the participants in the pilot
course editions will be asked to fill in.

5 Conclusions

Deaf students face several challenges in their learning experience in higher education
as well as other levels of education. The educational system is often unprepared to
welcome and assist deaf students. The fact that students in higher education must deal
with technical and scientific specific terminology generates a need for an assistive tool
capable of explaining the meaning of such terms in students’ first language, let it be a
spoken or a sign language.

The TechWhiz Dictionary is an online tool generating and providing explanations
of technical terms in sign language. This is an innovative feature not currently available
to deaf students unless they have permanent access to sign language interpreters or
sign language interpretation online services. Both these alternatives are expensive and
not always available. It is not feasible to rely on such solutions because they will not
be available whenever they might be needed during the academic path of a student.
TechWhiz is a unique assistive technology solution that will overcome these blocking
factors bringing equity to higher education while placing deaf students in an educational
environment where they meet the resources they need to succeed.

TechWhiz is a step forward in the digitalization of higher education services relying
on Information and Communication Technologies and Artificial Intelligence to offer
access to explanations of technical and scientific concepts in sign language anywhere
and at any time they might be needed. It is a dynamic access point to create, search,
explore and benefit from technical glossaries for specific technical fields.
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Abstract. The elderly population grows worldwide while the size of families
decreases. In addition, there is the figure of caregivers of the elderly, who play a
crucial role in preserving these older adults’ health and reducing their loneliness.
However, in the not-too-distant future, the availability of this professional in the
market may become scarce to meet the growing demand arising from the aging
of the world population. Therefore, it is necessary to build systems that promote
healthy aging. Social agents embedded in devices like Alexa can be a significant
weapon in this scenario. However, the development of such agents is still in its
infancy, and there are few guidelines to guide new projects. This work investigated
the construction of an agent based on the common ground theory as a conversation
starter, which proved to be effective in producing meaningful dialogues. The text
reports this experience and presents a series of guidelines for future developers.

Keyword: Guidelines · Relational agent · Common ground · Elderly ·Wizard of
Oz experiment

1 Introduction

According to the World Health Organization (WHO), the number of people over the age
of 60 will reach 2 billion by 2050. With data from the Ministry of Health, Brazil, in
2016, had the fifth-largest elderly population in the world. However, the forecast is that
by 2030, the number of older people will exceed the total number of children between
zero and 14 years old. Thus, numbers show us that there will be a higher percentage of
older adults in our population with advancing age. Therefore, we need to pay attention
to adapting and understanding more and more about longevity. This high proportion, as
already mentioned, is due to the high fertility observed in the 1950s and 1960s and to
the drop in birth and mortality rates with benefits for all population groups.

The proportion of older people living alone in Brazil is increasing. This puts pressure
on the health system due to falls, mental health problems, among other reasons. The
profession of caregivers for the elderly also emerged due to this.

Older adultswho decide to live alone orwith caregivers or nurses are likely to develop
depression, according toNational Institute on Aging [20]. In addition to this disease,
high expenses with health plans, medicines, caregivers, and accessibility infrastructure
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suitable for the elderly, constitute obstacles for middle and low-income families. The
more a retiree who, in addition to losing income, has higher expenses withmedicines and
health plans, etc. It appears that a viable option for these patients is their empowerment.

At the same time, people are increasingly communicating through the most diverse
mobile devices, such as smartphones, tablets, and notebooks. Moreover, with the emer-
gence of communication applications (WhatsApp, Telegram, Signal, among others)
increasingly sophisticated, accessible, and secure, their popularity is also noticeable
in this segment.

Chatbots are simple chat programs, while conversational agents are chatbots
enhanced with machine learning. They can identify linguistic and context variations
and thus better understand user inputs. However, these systems do not guarantee a long-
term engagement with the user, as explained in Campbell [6]. Finally, the relational
agent is a conversational agent with humanized traits (see Sect. 4.5), which determines a
long-term engagement for the application that has this resource. In the case of this work,
the aim is to prototype an application to achieve a long-term engagement with elderly
users using, for this purpose, the common ground technique.

According to Clark [9], common ground is information shared by two or more peo-
ple. Technically, it’s the sum of your mutual knowledge, mutual beliefs, and mutual
assumptions. To find common ground between the parties, participants must look for
positive, neutral, or negative signs of recognition, often subtle and subject to misunder-
standing. This seeks to solve a complex problem of chatbots, which is that they do not
have any common groundwith the elderly, whichmakes the whole process of acceptance
and engagement of the elderly with technology difficult.

In this sense, these relational agents could help older people by offering themmedical
instructions and guidance to change unhealthy habits (physically or mentally). However,
the definition of a practical technological and communicational approach to influence
positive behavior change is a result. These individuals are anyone’s guess in the context
of chatbots.

There are still no published works that present guidelines to the developers of rela-
tional agents aimed at the elderly public. Therefore, it is expected that this research will
address the construction and evaluation of this type of chatbot, and, in the end, these
guidelines will be produced. This will be possible for future researchers and developers
to take advantage of this theoretical-experimental framework designed to guide their
decision-making in projects involving this specific scenario.

When embedded in smart speakers, these dialogue systems represent a promise for
the HCI area that, for some reasons, deserves to be investigated. Among these reasons,
we can highlight:

1. Improvement of the significance of the conversations carried out; and
2. Increased user engagement with the application compared to the engagement found

between users and trivial chatbots.

Thus, thiswork aims, finally, to devise guidelines for the elaboration of chatbot dialog
flows aimed at the elderly public based on the results observed from the intervention,
the Wizard of Oz experiment, adopted in this work. But unfortunately, there is also the
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fact that no one has tested these conversational agents with older adults from different
social classes in Brazil.

Subsequent sections of the work are organized as follows. In Sect. 2, the related
works are presented, mainly considering the common ground technique used to estab-
lish an initial understanding between the interlocutors, thus facilitating user engagement
with the prototyped application. In Sect. 3, the methodology used in this study is dis-
cussed in Sect. 4, the topics (process, modeling of the guardian relational agent, common
ground questionnaire, interaction architecture, conversation techniques, conversation
scripts, participants, and technologies) about the Wizard of Oz experiment’s realization.
Section 5 presents the results obtained from the investigation, with the following topics:
problems identified and proposed guidelines. Finally, in Sect. 6, the conclusion of the
results produced in this work is briefly described.

1.1 Objectives

As a general objective, it is intended to investigate the process of building a relational
agent, embedded in a smart speaker, aimed at the elderly public,mainly regarding the lack
of engagement and, in the end, to produce guidelines for future researchers, developers,
and companies of software.

Based on the general objective presented above, the specific objectives of the
proposed work are listed below:

1. Design a data collection instrument (questionnaire) that will support the construction
of a database of dialogues based on common ground with older people and apply
the questionnaire with people who surround the elderly to assist in the creation of a
database of common ground with older adults, to create a dialogue bank based on
data from older adults to form the initial common ground; and

2. Implement the Wizard of Oz concept, which will serve to talk to the elderly, create a
history of conversations, the corpus, and carry out theWizard of Oz experiment with
the research subjects following the interaction methodology to evaluate the impact
of the interaction quality of the common ground database.

2 Related Works

Studies [2, 3, 8, 15, 19, 23, 24] e [25] were selected through debates and discussions
held between the involved in the production of this research and as a way of expanding
the number of studies reviewed here, a second inclusion of studies through the back-
ward snowballing method was carried out in the selected studies collected, to verify
the methodology used in these works to base the method proposed in this work. This
systematic review activity was dealt with in detail in Gama et al. [13].

In Clark and Brennan [7], the notion of common ground was developed as a concept
that refers to the theory where mutual knowledge, common beliefs, and shared assump-
tions that the authors believe are essential for successful communication. Although,
according toAdler andRodman [1], successful communication occurswhen themeaning
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of the statement is negotiated, several factors can create negative and positive impres-
sions of a speaker: accent, choice of words, speech rate, tone voice, etc. Therefore,
common ground is a technique people use to facilitate interpersonal relationships.

According to Clark [9], common ground is information sharing. In this book, it is
said that the idea lies behind three contributions:

3. Participants in a conversation work together against a background of shared
information;

4. As the conversation proceeds, participants accumulate shared information by adding
it to each iteration; and

5. Speakers design their utterances so that their addresses can readily identify what
should be added to the conversation at common points.

The basic principles of the common ground theory are based on the foundations of
eye-to-eye communication, that is, face to face, which is the primary form of communi-
cation and happens intuitively between human beings. At the same time, the symbologies
used in writing are more complex processes requiring the knowledge of the writer and
reader to understand the symbols used to represent the spoken content. Moreover, some
gestures and expressions provide information complexly in addition to writing.

According to Geison [14], theWizard of Oz experiment can be used for virtually any
interface. Still, it is particularly effective for prototyping AI-based experiments because
the range of system responses is almost impossible to replicate with prototyping tools.
In addition, the cost of building a system to test a concept is prohibitive.

AWizard of Oz session works like this: the researcher is in a room with a participant
talking to a device that looks like a smart speaker or voice-enabled product. Another
research teammember controls the device’s responses in another environment, as shown
in Fig. 1 referred to in Geison [14]. No actual programming is involved – just a person
behind the curtain pulling the levers like the Wizard of Oz.

Fig. 1. How the Wizard of Oz method works.
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3 Methodology

Based on the information presented above, the steps of the methodology used in this
study are described below:

1. Modeling the Guardian application architecture;
2. Send this project to the research ethics committee together with another student

linked to this research, since the experiment with human beings cannot be carried
out without the approval of the ethics committee1;

3. Construction of one or more anamnesis questionnaires to collect data from the
participants of the experiment, based on the purpose of the application (mental
health);

4. Validate anamnesis questionnaire with one or more health experts;
5. Collect data with a significant sample;
6. Enable the Wizard of Oz experiment using Alexa installed on smart speakers;
7. Validate the solution;
8. Prepare the dialogue/script flows to use certified content;
9. Test the entire apparatus together2;
10. Recruit research subjects;
11. Collect data from the anamnesis questionnaire with close people and relatives of

the elderly participants in the experiment;
12. Process the anamnesis questionnaire data obtained from the research subjects;
13. Perform the Wizard of Oz Experiment;
14. Collect Alexa data after the participant has it in their home for four days to be

then sanitized and transported to the home of the next elderly participant in the
experiment. Regarding this step, the researcher who plays the role of Wizard of Oz
must be fully available for any scheduled (or unscheduled) interaction time with
the experiment participant. However, the interaction is limited to one session per
day.

15. Organize and analyze the collected data using statistical methods; and
16. Based on the experiment’s findings, establish guidelines for the development of

relational agents aimed at the elderly public for software developers and companies
aimed at the older adults.

4 Conducting the Wizard of Oz Experiment

4.1 Process

Each elderly participant in the research received the prototypeof theGuardian application
installed on the Echo Dot smart speaker device at their home, during which they were

1 This research is duly registered on Plataforma Brasil (national and unified database of research
involving human beings) under the number CAAE 46437621.7.0000.5534.

2 “Drop In” functionality of the Alexa app, audio recording application to record the days of the
experiment with each participant, scripts of the dialogue flows and the researcher’s performance
during the experiment sessions Wizard of Oz.
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trained to use it. It was explained how the conversation would occur and the times and
days that the elderly should be in the environment.

Data collection was carried out with some selected older people who agreed to
participate in the experiment proposed in this work. In the experiment in question, an
individual simulates the artificial intelligence of the prototyped relational agent applica-
tion through a technique known as theWizard of Oz. In this experiment, the user believes
he is talking to an artificial intelligence, but he is talking to a person. The objective of this
experiment is to obtain information about usability, feeling, and, mainly, the engagement
of the participants in the conversations carried out.

A questionnaire was designed to collect data from the elderly to form a database of
the participants in the experiment. Furthermore, an application was used to convert the
researcher’s text into voice so that, in this way, he can play the role of the Wizard of Oz
in the intended experiment, to give the older person the impression that he is talking to
an artificial intelligence, and, finally, a superficial analysis of the dialogues carried out,
consolidated in a corpus, was carried out during the Wizard of Oz experiment with each
of the seven participants.

It was created by the author of this work, who plays the role of the Wizard of Oz
in the intended experiment, a questionnaire based on an anamnesis interview about
the mental and physical health of the elderly with people in his social circle. This work
consists of creating aprototypeof an application for health suppliedwith user information
(application of the common ground theory).

Seven participants (elderly) were recruited, and to build the common ground of each
elder, a person close to each research subject provided data on the elder to be transformed
into dialogue flows of the prototype relational agent, by the condition of intervention in
the intention to compose the sample of the Wizard of Oz experiment, according to what
is suggested by Nielsen [21].

To carry out this experiment, the inclusion and exclusion criteria of the participants
are mentioned below:

• Inclusion criteria: research subject must be 60 years of age or older; and
• Exclusion criteria: there are no exclusion criteria for the intended experiment, thus
aiming to cover all characteristics (conditions, diseases, or disabilities) found in this
specific audience, thus making this experiment as inclusive as possible.

These research subjects were recruited through a research assistant, considering that
the primary author could not have contact or prior information about the experiment
participant in order not to bias the conversations between the Wizard of Oz (this role
was fulfilled) by the author of this work) and the older adult, who contacted people
close to him, offering them the opportunity to participate in this experiment. These
participants were reached only by the research assistant, a role performed by another
researcher involved in the work that is not the Wizard of Oz since the Wizard of Oz
cannot interact with these individuals in order not to be influenced to the point of basing
their interactions with these individuals from information and impressions not obtained
directly by the questionnaire that was applied to collect a wide variety of information
about these selected elderly. The participants were not compensated for their time. They
voluntarily made themselves available to collaborate in this stage of the work.
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Then, this informationwas stored in a spreadsheet that served to support the dialogues
aimed at the elderly by theWizard ofOz, who used theGuardian application. Finally, this
actor used TTS software and a pre-scripted script to run this simulation conceived for the
Wizard of Oz to guide what subjects should be addressed on the day of the experiment
in question. In all, four days of the experiment were used for each participant recruited.

The interactions between the older person and the Guardian relational agent were
predefined by the participant one day before the Wizard of Oz experiment session took
place during the scheduled period. After each session of the Wizard of Oz experiment,
the recording of the conversation was heard. Finally, an analysis of the conversation
was carried out to support the elaboration of new dialogue flows used in the subsequent
conversations with the participant in question.

Candidates were contacted by phone or in person. The study was explained to them
by the lead researcher, and a recruitment meeting was scheduled. After the participant
was selected, a research assistant went to each participant’s home to install and configure
the smart speaker at the beginning of the experiment.

At first, consent was obtained. Then, a research assistant configured the Echo Dot
device with the developed Skill installed. Next, participants completed a profile ques-
tionnaire. Next, it was shown how to interact with the system that makes use of the
Wizard of Oz technique (an experiment in which a human actor pretends to be an intel-
ligent relational agent), and, finally, the sessions of the Wizard of Oz experiment were
conducted with the recruited participants.

The research subjects’ participation data were recorded at the end of the Wizard of
Oz experiment sessions. The smart speaker was collected and sanitized to be reused
by the following experiment participant until seven individuals who participated in the
intended experiment were added.

The interaction history was documented in log files to consolidate a corpus of all
communications carried out through a recorder during conversations, keeping track of
participants’ actions in the developed system. Participants were instructed to interact
only once a day with the smart speaker.

As actors of the objectified experiment, we have the following profiles:

• Wizard of Oz represented by the lead author of this study, whowas in charge of talking
to the elderly to achieve long-term engagement with the application user; and

• Experiment participants must be familiar with technologies such as smartphones,
social networks3, and smart speakers.

The environment where the experiment took place was the experiment participant’s
house, preferably in a room that the older person feels comfortable with, that has an
outlet to power the smart speaker and a good internet connection. The Wizard of Oz
experiment sessions took place at pre-established times determined by the participant.

3 For example, Facebook - which is usually more used by elderly users, since this social network
stores the birthdays of the grandchildren of older people.
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Regarding the division of the groups in this work, the participants were divided
between the “protocol validation” and “data collection” groups, since, as this research
encompasses an experiment not yet fullymapped in the reviewed literature,we chose to if
by selecting only the first participant as a component of the “protocol validation” group,
to discover practical approaches tomaintain the engagement between the research subject
and the Guardian (simulated using the Wizard of Oz technique), so that the from these
evidenced findings apply these with the participants included in the “data collection”
group.

In short, while the biggest concern of those involved in this study in the interaction
with the “protocol validation” group is practical learning, the biggest problem of those
involved in the interaction with the “data collection” group is, in fact, the establishment
of significant conversations (combining the lessons learned with the other group and the
knowledge and techniques found in the specialized literature) and, with that, the verifi-
cation of a positive engagement between the user of the application and the relational
agent Guardian.

4.2 Common Ground Questionnaire

The data collection questionnaire for this work was prepared, as can be seen in Gama,
Ferreira, and Oliveira [11], it was applied by the research assistant, a role occupied by a
member of this work who was willing to collaborate with this work, with a person from
the experiment participant’s social circle.

The data collection questionnaire was applied to a person present in the social circle
of the elderly (family member, friend, neighbor, etc.). Therefore, this questionnaire
should be shared online with people close to the elderly. This stage of the work aims
to collect initial data that could help discover the participant’s essential characteristics
and tastes of the experiment to support the formulation of engaging dialogues (using the
common ground technique) that the prototype of the Guardian app would later use.

The interviewees’ data about the experiment participants were inserted into the
questionnaire. Thus, these are the variables of characterization of the research:

• Personal and social;
• Habits and lifestyle;
• Health; and
• Interpersonal.

4.3 Interaction Architecture

Regarding the architecture of interaction, which takes place through conversation, four
conversational flows were established through which predefined dialogues can flow or
pass through to increase the chances of the conversation being engaging for the research
subjects. The four flows created, with their respective durations in the conversation, are
shown in Table 1. The third flow is directly derived from the answers to the common
ground questionnaire passed to the experiment participants.
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Table 1. Types of dialogue flow used to elaborate the scripts for the Wizard of Oz experiment.

Flow Conversation topic Interaction duration

F1 Cordiality Very short

F2 News Moderate

F3 Miscellaneous subjects Long

F4 Coaching Short

F5 Features Moderate

4.4 Conversation Techniques

Based on Riker [22], the following techniques and steps were adopted to maintain an
interesting conversation with the participants of the intended experiment. Since Tech-
nique 1 (T1), nicknamed “the sinking stone”, was inspired by the concepts established in
the common ground theory, while Technique 2 (T2), active listening, is based entirely on
the individual’s interpersonal skills,Wizard of Oz, which aims to engage the interlocutor.

• T1: a metaphor to skip the surface part of a conversation and engage your interlocutor
through emotion. To apply Technique 1, it is necessary to follow the steps listed below:

1. Be knowledgeable about the other person, what they like, what they do or
have done, something they said or mentioned. Keep the hook personal, but not too
personal – this is where common ground theory enters the conversation.

2. Ask about an emotion related to the fact. For example, there are dialogues “Do
you like this subject?” and “What are the biggest challenges for those who deal with
this subject normally?”.

3. Understand why that emotion arose. For example, we have the dialogues “Why
is he so interesting to you?” and “Oh, I figured this issue would work the other way.
What made you learn so much about him?”

• T2: active listening is when your attention is dedicated to what the person is saying,
not just looking for a break to express your own opinion. An example of using active
listening is shown below:

1. In active listening, the listener emits the vocalization “Hm” or the dialogue “I
understand”.

Based on these techniques and steps, it is intended to maintain an engaging and fluid
conversation with the older adult, always open to the emergence of new topics during
the speech.

As subjects that will be discussed during the dialogues, always considering the
profile of each participant involved in the experiment, the following are presented: family,
friends, TV program, cinema, theater, concerts, exhibitions, outdoor programs, bars, and
restaurants, reading books, accessing the internet, dancing, traveling, resting, gardening,
cooking, handicrafts, painting, football team, sports, physical activities, habits, lifestyle,
and health.
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4.5 Conversation Scripts

Regarding the elaboration of the dialogue flows for the days of the experiment, based
on the information obtained in the questionnaire, found in Gama, Ferreira, and Oliveira
[11], the dialogue flows were produced, which is, during each session of the Wizard of
Oz experiment, accompanied by the questionnaire proposed to, in this way, supply the
common ground (unique for each participant) of humanization, to increase the research
subject’s engagement with the conversational agent of this work, Lady Laura, a name
dedicated to the music of the singer Roberto Carlos4 who shows a particular welcome
by most of the elderly who participated in the experiment.

A parallel script was created with dialogue flows that could supply the conversation
if the experiment participant tried to get to know Lady Laura better. The members of
this work gave the name to the relational agent prototyped through the Wizard of Oz
experiment. Therefore, it was decided to create a character for Lady Laura, her tastes,
thoughts, and characteristics. This information can be checked at the Gama, Ferreira,
and Oliveira [12]. The technique used in this study is the Wizard of Oz experiment.
On that occasion, a TTS conversion API was used so that the author could impersonate
the relational agent nicknamed “Lady Laura”, a name inspired by the famous song by
Brazilian singer Roberto Carlos that was released in 1978. It is a song well known by
older adults. Therefore, it was decided to name the relational agent “Lady Laura” to
bring the proposed application closer to her target audience.

4.6 Participants

Division of Groups. As a requirement for implementing conversations with research
subjects for the Wizard of Oz experiment, Table 2 shows the seven research subjects
(RS’s) that will be part of the intended experiment. The other participants not selected
in the sample did not participate in the proposed experiment due, respectively, to the
reasons: death, travel, withdrawal, and excess of the number of participants necessary
to carry out the intended investigation.

InTable 2, it is also possible to see that the participants of the experimentwere divided
into two groups: “protocol validation” and “data collection”, in which the research
subjects placed in the “protocol validation” group would serve as a practice for the
conversational techniques adopted in Sect. 4.4. In contrast, the “data collection” group
participants would evaluate the strategies adopted or developed by the researchers of
this work in the protocol validation phase of the Wizard of Oz experiment.

4 Brazilian singer, songwriter, and entrepreneur. Known in Brazil and Latin America as “King”,
Roberto Carlos began his career in the early 1960s.
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Table 2. Duration of the Wizard of Oz experiment with selected participants.

ID Group Days Duration Total duration

RS1 Protocol validation 19/07/2021 44 min 52 s 2 h 21 min 6 s

20/07/2021 29 min 56 s

22/07/2021 33 min 55 s

23/07/2021 32 min 23 s

RS2 Data collect 26/07/2021 25 min 47 s 2 h 27 min 12 s

27/07/2021 42 min 9 s

28/07/2021 44 min 11 s

29/07/2021 35 min 5 s

RS3 Data collect 23/08/2021 33 min 57 s 2 h 31 min 40 s

24/08/2021 34 min 8 s

25/08/2021 49 min 50 s

26/08/2021 33 min 45 s

RS4 Data collect 23/08/2021 31 min 53 s 2 h 31 min 56 s

25/08/2021 36 min 46 s

26/08/2021 42 min 47 s

27/08/2021 40 min 30 s

RS5 Data collect 02/09/2021 36 min 32 s 2 h 36 min 28 s

03/09/2021 38 min 47 s

04/09/2021 44 min 53 s

11/09/2021 36 min 16 s

RS6 Data collect 07/09/2021 21 min 39 s 2 h 29 min 38 s

08/09/2021 42 min 38 s

09/09/2021 42 min 49 s

10/09/2021 42 min 32 s

RS7 Data collect 13/09/2021 39 min 28 s 2h 45 min 37 s

14/09/2021 42 min 14 s

15/09/2021 33 min 15 s

16/09/2021 50 min 40 s

Participants Profile. Based on DISC methodologies Marston [18] and on Ned Her-
rmann’s HBDI (Herrmann Brain Dominance Instrument), which was validated in Bun-
derson [5], some consultancies developed a test that is already being applied in compa-
nies to identify the profile of each professional. The test consists of 25 questions that are
presented to the candidate. Each question has four words arranged in a vertical alpha-
betical list A, B, C, D, which the individual has seven seconds to choose or mark only
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one of them. In total, there are 25 questions. In the end, the letter that was marked the
most times, revealing the person’s profile as follows: eagle, wolf, dolphin, and shark are
counted. As a result, the following results are obtained:

• Wolf: is the administrator. Always attentive to planning, punctuality, and con-
trol. Detailed, conservative, organized, predictable, loyal, with difficulty adapting
to changes, and responsible for carrying out the agreement are still characteristics.

• Eagle: is the visionary. A person who likes to do things differently. Some of the main
characteristics of this person are curiosity, creativity, intuition, flexibility, the search
for freedom, vision of the future, and innovation.

• Dolphin: is the communicator. He is a person who likes to work in a team and interact
with other people. This profile is characterized by the need to be socially accepted,
put happiness above results, be recognized by their team, and enjoy working in a
harmonious environment.

• Shark: is the executor. This one is characterized by people who search for results, a
sense of urgency, impulsiveness, practicality, focus on the future, and commitment to
goals.

In some tests, the dolphin figure is exchanged for the cat. This test aims to draw an
individual profile from a behavioral map that indicates each person’s brain dominance
and how these preferences determine the behaviors and values that motivate all people
[17].

A questionnaire that could be applied to identify the profiles of the participants of the
experiment carried out can be seen in Weizenmann [26]. In this way, each questionnaire
will be answered, pretending to be each research subject, to classify the experiment’s
participants. Each profile will be related to assessing the engagement they answered at
the end of the Wizard of Oz experiment. After analyzing the recordings of the conversa-
tions and the data collected through the questionnaires sent to people close to the older
person, the profiles of the participants of the experiment carried out are consolidated in
Table 3, where the profiles are classified and ordered according to the predominance of
the characteristics of individuals.

Table 3. Profiles of the research subjects of the Wizard of Oz experiment.

RS Profile Justification

RS1 1. Dolphin
2. Wolf
3. Eagle
4. Shark

RS1 is a calm, friendly and polite participant, in addition to being a very
active, organized, and hardworking housewife

RS2 1. Eagle
2. Shark
3. Wolf
4. Dolphin

RS2 is a highly erudite and well-informed participant, has higher education,
and is very hardworking, but he is not close to his children

(continued)
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Table 3. (continued)

RS Profile Justification

RS3 1. Dolphin
2. Eagle
3. Wolf
4. Tubarão

RS3 is a friendly, kind, and super friendly participant. She loves her pets
(her birds and cats) and enjoys being with her friends and knitting

RS4 1. Wolf
2. Shark
3. Dolphin
4. Eagle

RS4 is a very active and hardworking participant, is well connected to local
and national political issues, and is very close to his family members

RS5 1. Dolphin
2. Shark
3. Wolf
4. Eagle

RS5 is a participant who is always thinking about her family, a person with a
fighting nature, and very polite and aware of current social and political
issues

RS6 1. Eagle
2. Dolphin
3. Wolf
4. Shark

RS6 is a participant who was once a distinguished worker. Today he is a
well-informed person with a well-established opinion on various topics and
is always available to help his family members, and loves to cook

RS7 1. Dolphin
2. Wolf
3. Eagle
4. Shark

RS7 is a simple, friendly, polite, and humane participant. She does gardening
and has considerable knowledge in this practice. She is religious and a
housewife dedicated to the house and her family and who sings very well

4.7 Technologies

Software Used.As a requirement for the implementation of conversations with research
subjects for the Wizard of Oz experiment, it is exposed in Table 3 the seven participants
(RS’s) who will be part of the intended experiment. The other participants not selected
in the sample did not participate in the proposed experiment due, respectively, to the
reasons: death, travel, withdrawal, and an excess number of participants necessary to
carry out the intended investigation.

Amazon Alexa, or simply Alexa, according to Kelly [16], is a virtual assistant tech-
nology developed by Amazon, first used in the Amazon Echo smart speaker and the
Echo Dot, Echo Studio, and Amazon speakers. Tap designed by Amazon Lab126. It
can voice interaction, play music, create to-do lists, set alarms, stream podcasts, play
audiobooks, and provide weather, traffic, sports, and other real-time information such
as news.

A study was carried out on the software that could prototype the relational agent,
and the Cloud Text-to-Speech API was found, the text-to-speech converter fromGoogle,
which was developed with AI technologies. The main features of this API are custom
voice (beta version), WaveNet voices, voice adjustment, and compatibility with text and
SSML, among others. To build the corpus of the experiment with the smart speaker, a
recorder was used to record the conversations between the relational agent, operated by
the Wizard of Oz, and the participant of the experiment.
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Alexa can also control various smart devices using itself as a home automation sys-
tem. Users can extend Alexa’s features by installing Skills, which are additional features
developed by third-party vendors, in other settings that are more commonly called apps,
such as weather programs and audio features. It uses NLU, speech recognition, and other
simple AI to accomplish these tasks. Among the Alexa Echo Dot models used in the
Wizard of Oz experiment.

Echo Dot 2 and Echo Dot 3 devices were used. The first model mentioned it was
used on the researcher’s side, playing the role of the Wizard of Oz, while the second
was installed and configured on the participant’s side of the experiment. This decision
was made because, due to the superior quality of the speakers of the latest model of
the Echo Dot device, it would be more opportune to leave this device with those with
weaker hearing, which, in this case, were the research subjects.

The “Drop In” functionality was used for communication between Echo Dots, which
serves to start an instant conversation between devices or Alexa contacts. When a “Drop
In” is received, the Echo Dot’s light indicator flashes green, and the user is automatically
connected to their contact. However, to “Drop In” to contact a different Amazon account,
the user and their contact must first grant “Drop In” permissions to each other. Without
this permission, the user cannot “Drop In” in the Alexa app and cannot specify which
user contact devices can use the “Drop In” feature.

Sounds Used. The names, followed by their applications, of the pre-recorded tracks in
MP3 format used in the Wizard of Oz experiment are presented below:

1. Heart beating: used when Lady Laura says something exciting to the experiment
participant;

2. Musical tracks: themusical tracks played during the sessionswere all fromYouTube
videos,whichwas the video streaming platformused to find and play the participants’
favorite songs in the experiment in real-time. This change brought convenience to
the Wizard of Oz, already in charge of listening to the recordings of the sessions to
prepare the scripts for the following sessions with each research subject;

3. Applause: used when the participant spoke of an incredible feat of his own, even if
it happened many years ago; and

4. Laugh: used when the research subject said something funny. I can say that, by
far, this was the most played audio track during all sessions of the Wizard of Oz
experiment with all participants because, in addition to having this purpose, it was
observed that when the audio of Lady’s laughter Laura was reproduced, there was
a great chance that the older adult would laugh with the relational agent, which
increased the participant’s engagement with the prototyped application.

These tracks, which were used to make up for the absence of the emojis feature, are
often used in instant messaging applications and social networks to show emotions and
reactions to certain content or posts.
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The laugh recording was essential throughout the experiment as it was observed that
when Lady Laura laughed, the participants often laughed along with her, thus demon-
strating that there was an emotional connection between the prototyped realtor and the
participants of the experiment, which resulted in a positive impact on user engagement
with the application.

5 Results

5.1 Problems Identified

Findings and difficulties observed during this intervention will be synthesized and con-
verted into guidelines for software companies and developers of relational agents in
Sect. 5.2, which specifically deals with the design of guidelines for the development of
relational agents aimed at the elderly public, which is the final and main objective of
this academic work.

The problems observed during the realization of theWizard of Oz experiment, which
can be a harbinger of the difficulties to be faced, in fact, in the course of developing a
relational agent aimed at the elderly, are presented below.

• Themethodology for applying the data collection instrument (questionnaire) is poorly
designed, allowing the collection of dubious or false information, often derived from
the lack of knowledge that the interviewee has about the elderly.

• Unavailability or instability of the Cloud Text-to-Speech API used in the text-to-
speech conversion, causing crashes during text-to-speech conversion or audio play-
back, forcing the Wizard of Oz to reload the website page multiple times to send
a message to the participant, negatively affecting the user’s engagement with the
application.

• Difficulty finding: software artifacts made by developers who have previous experi-
encewith senior-accessible software projects; records that report failed decisions from
last software projects to provide the required level of accessibility for older people;
and online training courses that teach how to incorporate accessibility into chatbots
designed for the elderly.

• Difficulty knowing: At what points, before and after development, users need to be
involved.

• Internet connection instability, either on the user side or on the application/Wizard of
Oz side.

• The limitation of conversations produced before theWizard of Oz experiment session
led to the elaboration in real-time of new dialogue flows from the newly acquired
information about the older adult to prolong the duration of the conversation.

• The relational agent at times interrupted the older person’s speech.
• Absence of method for building the script of dialog flows. Older people sometimes
did not understand the questions asked of them.

• Absence of a broad notion of the environment where the experiment participant finds
himself resulted in communication failures identified after reviewing the recorded
conversations.
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• Absence of a multidisciplinary team of professionals (psychology, social communi-
cation, health, etc.) for the elaboration or validation of dialogue flow scripts and the
lack of a creative team to create the personality of the relational agent.

• Lack, non-existence, or unavailability of legal requirements, national or interna-
tional standards. Difficulty following relevant specific standards when planning user
engagement.

• Limitation of engagement features to put in voice user interfaces.
• Difficulty in keeping the user’s attention and gaining the trust of the research subject.

5.2 Proposed Guidelines

Developing accessible software is a complex process – and companies meet the require-
ments defined in the standards and guidelines set by governments and specific agencies.
Some guidelines for developers of relational agents for seniors are presented below. They
can help make project decisions so that the products and services developed are more
inclusive, considering that the elderly, in many cases, are people with limited digital
literacy. The categories (C’s) of the proposed guidelines are presented below:

• C1. Data collect;
• C2. Software engineering;
• C3. Software testing;
• C4. Computer network;
• C5. Communication;
• C6. Human resources;
• C7. Standardization;
• C8. Human-computer interaction;
• C9. Attention;
• C10. Understanding; and
• C11. Trust.

Many guidelines need to be followed for a relational agent conversation to be suc-
cessful. Any non-compliance with these guidelines can lead to the interruption of the
conversation, which exposes, in many cases, a poorly designed user experience. Under-
standing how and why talks fail can help conversational agent designers design better
conversational experiences. Creating conversational happy path scenarios is not tricky.
What is problematic is putting alternate path scenarios in mind.

So why do conversations fail? What do users say that takes the conversation off the
happy path? There are several reasons why. To understand this, we need to delve deeper
into the guidelines on what makes conversations between seniors and relational agents
successful, presented in Table 4. Below are the guidelines (G’s) developed:
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Table 4. Proposed guidelines.

ID C Description

G1 C1 The common ground questionnaire prepared proved to help generate meaningful
dialogues around the health of the elderly. Therefore, it is recommended to adopt
this strategy, always observing the application objectives

G2 C1 To create the data collection instrument, it is suggested to look for a
multidisciplinary professional (for example, areas indicated for the context of the
application described in this work: design, psychology, health, social
communication, etc.) to create the data collection instrument

G3 C2 Searching for certified content and adapting it to the dialogues is advisable

G4 C2 The Wizard of Oz experiment used to prototype the relational agent Guardian
through dialogues based on the responses to the common ground construction
instrument proved to be efficient. Therefore, relational agent designers should use
techniques to build corpora that automatically generate meaningful dialogs

G5 C2 With the corpora formed through the Wizard of Oz experiment sessions, there is
material to train mathematical models to generate meaningful dialogues
automatically

G6 C3 A second group of users, who satisfy the chatbot’s user profile, can be used for
summative evaluation (qualitatively and quantitatively). There is also the
opportunity to adjust the mathematical model underlying this generation

G7 C4 The dialog generation engine needs to have the speed of response to maintain the
fluidity of the conversation. Human-to-human interaction is very sensitive to
delays. Any delay from any source will have a very negative impact on the
experience and engagement

G8 C9 It is suggested that the chatbot practice active listening to maintain conversation
engagement

G9 C5 It is suggested that the relational agent knows how to recognize: his turn in the
conversation to not interrupt the user’s speech and the environment in which the
experiment participant is to avoid communication failures

G10 C5 It is recommended to design the relational agent to inform, either through visual
or audible stimuli, the user that the application is receiving or processing their
input to avoid communication problems

G11 C5 It is recommended that the communication channels not present noise to be
considered appropriate for an engaging conversation

G12 C6 It is suggested to form a multidisciplinary team to collaborate in creating the
methodology of elaboration of scripts of dialogue flows and the personality
(humanization) of the relational agent

G13 C6 When carrying out the Wizard of Oz experiment, the individual who plays the role
of Wizard of Oz is accompanied by another person who can assist him in
producing meaningful dialogues in real-time if the prototype application has as
purpose the engagement of the experiment participant

(continued)
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Table 4. (continued)

ID C Description

G14 C7 It is suggested to consider legal requirements, such as national and international
standards, in developing the relational agent aimed at the elderly public

G15 C8 Depending on the subject, it is recommended to have voice user interface
engagement features, such as sound effects, reactions, and voice intonation. For
example, if the subject is sad, the voice generated must also promote empathy

G16 C8 To facilitate understanding the messages from the relational agent by the elderly,
it is advisable to simplify and repeat the dialog flows

G17 C10 The agent must introduce himself to the first dialog. It makes its limitations and
qualities clear to the user and, mainly, demonstrates its usefulness in the user’s
daily life

G18 C11 Strategies should be defined during the design of the relational agent to build trust
with the user to ensure their long-term engagement

Above, 18 guidelines were proposed to make the interactions of relational agents
successful with older adults who need to be part of a project to develop relational agents
aimed at this audience and which, in particular, can serve to increase long-term engage-
ment. However, if these guidelines are followed, they carry the potential to resolve
difficulties about the design of relational agents for the elderly in a context favorable to
the elderly.

6 Conclusion

As lessons learned for carrying out meaningful conversations with the participants of the
experiment, we have the following considerations: being polite all the time; being present
in the conversation practicing active listening; let the conversation flow naturally; not
paying attention to thoughts unrelated to the discussion that may arise during the con-
versation; better to err on the side of caution; focus on the experiences of the experiment
participant; not delve into the details of the conversation; not comparing experiences,
that is, not exposing personal opinions; if a topic is not known, it is possible to research
on the internet; not give advice too often to the other person; avoid being repetitive; and
be objective.

The creation of the common ground questionnaire, found in Gama, Ferreira, and
Oliveira [11], was one of the main contributions of this research since it provided the
common ground used during the Wizard of Oz experiment. Moreover, it was observed
that itworkedverywell for the beginning of conversationswith the participants during the
investigation carried out, which is one of the remarkable findings of this work. Therefore,
it is expected that other scholars in relational agents will use this questionnaire.

The common ground emerged as an initial opportunity to generate meaningful dia-
logues. After this initial generation, the common ground produced by the instrument
was dispensed with, as the dialogue itself deepened the common ground. The problem
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observed in the work Ferreira et al. [10] seems to have been the absence of initial com-
mon ground, and, in this regard, the questionnaire developed was handy. First, however,
the questionnaire was applied to identify the participant’s profile found in Weizenmann
[26] in this work.

Using the Wizard of Oz technique, the experiment achieved a satisfactory subjective
engagement, based on the content of the recorded conversations, with all seven older
adults who participated in the investigation.

Section 5.2, based on the experiment detailed in Sect. 4, provides significant and
current insights into developing guidelines around relational agents for older people in
context. It provides indicators for activities and actions relevant to different stakeholders,
particularly software developers and companies. A fundamental theme that permeates
this work is “long-term engagement”.

It is believed that the list of guidelines shown in Table 4 can help software developers
and companies to anticipate obstacles that can lead to interruptions in the conversation of
elderly users due to lack of interest, accessibility, etc. Based on the guidelines formulated
in this research, it is expected that the projected relational agent will provide a better
conversation experience and that it is configured to anticipate the difficulties pointed out
in Sect. 5.1 to be prepared with strategies to recover the user’s interest so that it gets
back on track for the conversation.

This study presents a framework of guidelines that can immerse the user in a more
engaging conversation with a relational voice agent embedded in a smart speaker. It is
hoped that the guidelines conceived in this work consider the limitations of the target
audience presented in Campbell [6].

All documentation and source code produced in this work was publicly available on
the GitHub software repositories platform at the URL https://github.com/thiagoddcqg/
guardiaoprojeto.

6.1 Future Works

Part of the assumption of this study is that the intended Guardian application would be
more valuable the more isolated the older person was. Still, to reach this conclusion,
another study involving demonstrably lonely older adults would have to integrate the
sample of individuals, and, preferably, it is expected that this software is implemented.

To alleviate depression and loneliness, it is proposed in the successor implementation
work to this study, an application that presents itself as a user’s friend. This idealized
application will provide the elderly user with means to maintain a long-term engagement
with an artificial intelligence programmed tomeet the affective demands of someonewho
needs someone else to listen to their problems and who can influence positive changes in
the day to day of its user, according to the information presented in Bickmore, Schulman,
and Yin [4].
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Abstract. Studies have shown that learning personal stories could help provide
individualized eldercare services. However, personal stories are often disordered
because of the scattered collection, including informal interviews or daily inter-
actions, which brings difficulties in acquiring valuable information quickly. One
solution to this problem is to extract events from personal stories and automati-
cally organize them in chronological order. Events extracted by current methods
from social media or news corpus are mainly organized in a linear structure. These
works usually focus on the event time and ignore the consistency of event contents
when organizing events. This paper aims to organize events into a tree structure
based on an event network, with stem nodes representing key event topics and
branch nodes representing detailed events. Social workers or caregivers can clar-
ify the life experience of the older adults quickly through the event tree and have a
preliminary understanding of them. The experiments show that the event tree gen-
erated by our method has a better performance in consistency than current event
organization methods. A survey study shows that our method achieves the highest
logical coherence for the event tree branches compared with other algorithms.

Keyword: Personal stories · Eldercare · Event tree

1 Introduction

Some medical workers or caregivers have used personal life story work as an interven-
tion for older adults in nursing homes and older adults who have a cognitive disorder
[18]. Learning these life stories can improve family caregivers’ insight and judgment of
the needs and demands of older adults [17]. It is a basis for individualized care, assists in
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transitions between different care environments, and helps to develop improved relation-
ships between older adults and family caregivers [24]. Besides, older adults can learn
about who they are and make meaningful connections with society [23].

Life stories create an opportunity for older adults to tell others about their past expe-
riences and then use these life stories to benefit them in their present situation [12, 18,
19]. They usually tell their life stories in informal interviews or daily communication.
Such interactions with older adults are generally short and frequent, resulting in scat-
tered fragments. Besides, older adults just talk about what comes into their minds for
each interaction, resulting in disordered and redundant personal life stories. It can be
a daunting task for caregivers to manually organize these life stories chronologically.
What’s more, it’s hard to unearth helpful information for eldercare from these redundant
and random life stories.

Using artificial intelligence to automatically extract key information from these sto-
ries and reorganize them can be an effective way to solve this problem [1]. Therefore,
this paper proposes an automatic event tree generation framework, which organizes the
events of an older adult into a tree structure to show the logical relationship between
events. It can help caregivers quickly clarify the life experience of older adults and get
a basic perception of them.

Motivating Example. Figure 1 illustrates an event tree generated by our method to
show the story ofWu. T1 · · ·T5 are stem nodes representing event topics in the event tree.
The edges connecting T1 node to T5 node forms the trunk of the event tree, which denotes
the core experience in Wu’s life. E1 · · ·E12 are branch nodes representing the detailed
events under different event topics. Each branch denotes the evolution of events under
a certain topic. For example, the T1 stem node represents Wu’s education experience.
Path E1 → E2 describesWu’s different events during his primary and secondary school,
which are chronologically arranged. We can quickly sort out Wu’s personal life stories
from the event tree. Before generating the tree, these events E1 · · ·E12 are scattered
across different documents. It is no doubt that modeling the evolutionary connections

ROOT

Between 1942 
and 1943, Wu's 
hometown of 
Huainan, Anhui 
province, was 
occupied by 
Japanese troops. 
Wu joined the 
army

T1

E1

T2 

Grandpa Wu 
began to study in 
a private school 
at the age of 
seven 

Wu began to 
study at the age 
of seven.

E2 
Grandpa Wu 
entered middle 
school at the age 
of 15

E3 

Between 1942 and 
1943, Wu's hometown 
of Huainan, Anhui 
province, was 
occupied by Japanese 
troops

E4 

Grandpa Wu began to 
participate in the 
Anti - Japanese War 
when he was a 
teenager.

T3 

During the Huaihai 
Campaign in 1948, Wu 
was almost captured by 
the enemy

E5 During the Huaihai 
Campaign in 1948, 
when marching to 
Henan and 
Shandong, the 
army clashed with 
the enemy

E6 
Wu retreated 
hastily and was 
almost captured

E7 The army retreated 
in Shandong, and 
the enemy was 
within a hundred 
meters of Wu's 
army 

Wu met his 
wife in 1953 
during the 
Korean War

T4

E8 

Wu met his wife in 
1953 when he was 
serving as a division 
chief during the 
Korean War

E9 

She was a 
soldier in Wu's 
regiment

E10 

At that time, Wu 
recalled, it was the girl 
who took the initiative 
to pursue him 

Wu was 
transferred to 
work in North 
Korea

T5

E11 

Wu took part in the 
construction of the 
local air - raid 
shelter until the end 
of 1958

E12 

During this period, 
Wu can take a leave 
of absence for one 
month at a time to 
visit relatives

Fig. 1. An event tree example to show the story of Mr. Wu
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between events into an event tree structure can help people learn the primary information
quickly.

Some attempts have been tried to extract events and organize them in timeline struc-
tures or graph structures by linking events with their timestamps [21] or connections
[20]. These works focus on measuring and modeling the relationship between events in
pairs. However, they ignore the consistency of the whole story. Most biographical events
do not follow a simple storyline. Compared with other structures, the tree structure is a
more effective way to represent biographical events [12]. At present, the tree structure
is mainly used in breaking news corpus to organize events, and few works focus on
generating event trees for older adults’ personal life stories. Against this backdrop, this
paper proposes an automatic event tree generation method based on an event network –
EventNET for older adults’ personal life stories. The experimental results demonstrate
the EventNETmethod can organize personal life stories into a logical tree structure with
better event consistency compared with other methods. These event trees generated by
our approach can help caregivers have a preliminary understanding of older adults and
provide personalized services.

2 Related Work

2.1 Event Organization

Current event organization work mostly focuses on social media corpus. Chen Lin et al.
generated event storylines from microblogs [11]. It is a pioneer work in developing
storylines from social media. Jiwei Li et al. studied the problem of reconstructing users’
life history based on their Twitter stream and proposed an unsupervised framework that
creates a chronological list of individuals’ important events (PIE) [10]. The disadvantage
is that when users frequently post content about a specific keyword, the algorithm will
identify such events as public events and ignore them.

Some researchers extract events and group them by topics to capture the evolving
structure of events. RameshNallapati et al. proposed the concept of Event Threading and
captured the dependencies between events based on similarity measures [22]. Yi Chang
et al. proposed a novel framework Timeline-Sumy to organize events from social media
with a timeline structure [3]. And Directed Dicyclic Graph (DAG) is a visual construct
by scoring the document distribution to calculate the relationship between events [26].

These works usually measure the relationship between events in a paired way, and
they don’t consider the overall story consistency. In subsequent studies, researchers
pay attention to the relationship between events and hope that events can be organized
consistently to better express the story.

2.2 Event Tree

To the best of our knowledge, there are few works on the event tree generation for older
adults’ life stories. Current works mainly focus on the social medial corpus. Shize Xu
summarized documents with crucial images and sentences and then extracted storylines
with different definitions of coherence and diversity [25]. TheUniversity of Alberta part-
nered with the Tencent platform, clustered documents with a 2-layer clustering approach
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based on both keyword graphs and document graphs, and then organized the events in the
document as an event tree [15]. Directed edges in the tree indicate a temporal evolution
or a logical connection of events. The tree structure can show the development of topics
and perform the evolution of events under each topic through the tree’s branches. Simon
Gottschalk et al. presented a multilingual event-centric temporal knowledge graph –
EventKG and verified its effectiveness in generating a biographical timeline [7]. This
paper automatically organizes the older adults’ personal stories to create an event tree
based on an event network, which is a variant of the event logic graph and is essential for
building event trees. Liu Ting first proposed the event logic graph [6]. The event logic
graph is a theory logic knowledge base with events as nodes and relationships between
events as edges. The event network can better describe the relationship between events
based on event elements and event texts.

3 Method

This section describes the overall framework of the method. Figure 2 shows the method
flow chart.

• Extract events: We improve the open domain event extraction method ODEE to fulfill
the event extraction task [16].

• Build an event network: Calculate the similarity between events. Build an event
network based on event relationships.

• Cluster the events: Cluster the events with a strong relationship in the event network.
• Generate the event tree: Topics and topic paths generate the trunk of the event tree.
Events and event paths create branches of the event tree.

Event tree

Event 

Event cluster Event topic 

Event set

Event cluster

Event network

Fig. 2. Framework for the event tree generation
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3.1 Event Extraction

We have improved the open domain event extraction method ODEE proposed by Xiao
Liu et al. to fulfill the event extraction task. ODEE is an event extraction method suit-
able for extracting unconstrained type events [16]. The key to event extraction is event
detection, which defines a template for matching events. First, we use LTP [4] to extract
verbs and gerunds from 15% of the samples as trigger words and manually correct the
extracted trigger words. Then we manually classify the events to form the initial seed
template types and calculate the similarity of all samples of the initial seed templates
according to semantic similarity. Events with high similarity to the seed template will
be added to the same template.

The elements of an event may exist in different documents, resulting in numerous
referential expressions for the same event element. Therefore, coreference resolution
of entities is required. We mainly deal with the named entity types of name elements
and location elements. When processing the words, referential terms have the lowest
priority, and the non-referential words with higher accuracy have higher priority to be
recognized as named entities. Then, we adopt the principle of the statistical majority to
replace other entities with the entity with the highest occurrence frequency to achieve
the coreference resolution of entities [9].

3.2 Building an Event Network

The event network represents the relationships between event entities, including event
entities and edges connecting event entities. The process of building the event network
is as follows:

Firstly, the representation of event entity features is the basis of building the event
network. We express each event entity feature as a binary vector E = (em, et). et is
the sequence of event elements. ET is the event text. Then, we calculate the correlation
according to the similarity of the event elements and text features. We adopt the cosine
similarity to calculate the similarity SE of elements between a pair of events Ea and Eb,
and the formula is as follows:

S(ema, emb) =
∑n

i=1emai × embi√
∑n

i=1

(
emai

)2
√

∑n
i=1

(
embi

)2
(1)

where i ∈ {ei, tm, loc, ag, pa}. And ei, tm, loc, ag, pa represent the event elements of
trigger word, time, location, agent, and participant, respectively.

We use Rouge-L to calculate the text feature similarity ST between the two events
[14]. Suppose Xa with Yb is the text sequence of event Ea and event Eb. LCS(X ,Y ) is
the length of the longest common subsequence of Xa and Yb. m is the length of Xa, and
n is the length of Yb.

Rlcs = LCS(Xa,Yb)

m
(2)

Plcs = LCS(Xa,Yb)

n
(3)

ST =
(
1 + β2

)
RlcsPlcs

Rlcs + β2Plcs
(4)
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Finally, the correlation ϕE of a pair of events can be calculated by using the Euclidean
distance of the weighted coefficient as follows:

ϕE =
√

ω1SE2 + ω2ST 2 (5)

Judge the relationship between events according to ϕE . After an experimental com-
parison of combinations of different thresholds, we set event relationship thresholds
(0.11, 0.63, 0.88) and divide the relationship between events into congruent, strong,
weak, and uncorrelation. If the relationship between the events is higher than 0.88,
merge the two events into one event in the event network. If the relationship between
events is between 0.63 and 0.88, establish a strong correlation between the two events in
the event network. If the relationship between events is between 0.11 and 0.63, establish
a weak correlation between the two events. If the relationship between events is lower
than 0.11, we do not specify a correlation between the two events.

Event fusion is an indispensable step in constructing an event network. There may be
many redundant events due to the diversity of data sources and the richness of language
expression. Therefore, event fusion is needed to remove redundancy to improve data
quality and application value. In the event network, we combine the elements of the two
events if they are a strong correlation.

We approach conflict resolution based on majority-rule voting or the credibility of
the data source. The data sources in this paper are actual data from interviews with
older adults. To ignore the credibility of data sources, we only calculate the credibility
of event elements and select those with high credibility as the final event elements. In
general, the more times the event elements of the same event appear, the greater the
credibility. Therefore, the voting mechanism of the minority subordinate to the majority
is adopted. When the element’s granularity of the same element is different, the higher
the granularity of the event element, the higher the credibility of the event element.

3.3 Event Tree Construction

We construct the event tree based on the event network, which is mainly divided into
five steps:

Event Clustering. In the event network, we set a topic threshold. When the similarity
between events exceeds the topic threshold,we consider events to describe the same topic
and cluster these events into one event cluster. To detect the event cluster, we utilize the
betweenness centrality score of edges to measure the strength of each edge in the event
cluster. An edge’s betweenness score is the number of shortest paths between all pairs
of nodes that pass through it [13]. An edge between two events is expected to achieve
a high betweenness score. The iterative splitting process will stop until the number of
nodes in each subcluster is smaller than a predefined threshold of 0.5, or the maximum
betweenness score of all edges in the subcluster is smaller than a threshold that depends
on the subcluster’s size.

Event Rearrangement. The event rearrangement in the event topic needs to consider
three factors, which are the event time tE , the location piE of the event in the original
text and the correlation ϕE between the events.
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Assume that an event node NEi is given, find the next node NEi+1 from the remaining
nodeswhose event node is closest to the connection of the nodeNEi . The event correlation
function is as follows:

EventRelationship
(
NEa ,NEb

) = Time
(
tEa , tEb

) × Position
(
piEa , piEb

) × ϕE
(
NEa ,NEb

)

(6)

Time
(
tEa , tEb

)
is used to calculate the timestamp gap between the two events. We

convert tEa to the Epoch Timestamp of the system and then calculate it, as shown below:

Time
(
tEa , tEb

) =
{
eTimestamp(tEa )−Timestamp

(
tEb

)

tEa < tEb
0 otherwise

(7)

If the timestamp tEb is less than the timestamp tEa , then NEb should be sorted after
NEa in time, and return the time difference between the them, otherwise, NEb should not
be sorted after NEa , and return 0.

Position(piEa , piEb) is used to calculate the difference between the positions of two
events in the original document. This function returns a valid value only if both events
are in the same document.

Position(piEa , piEb) =
{
epiEa−piEb piEa < piEb

0 otherwise
(8)

If piEa is less than piEb and both are in the same document, then Eb should be
sorted after Ea in the text position, and return the location difference between the them,
otherwise Eb should not be sorted after Ea, and return 0.

When sorting the events in one topic, the first step is to find the first event node
from the event cluster. We assume that the earliest event of the time element is the first
event node under the topic. The earliest event of the time element is the first event node
under the topic. Next, we extend the branch of the event topic. The last event node of the
current branch is NEi . Calculate EventRelationship(NEi ,NEj ) in the alternate events in
turn. When EventRelationship(NEi ,NEj ) is the largest, NEj is the next event node NEi+1

of the event node NEi . This loop continues until the alternate events of the event topic
are empty. You can see the detail in the text pseudo-code. All the directed edges from
one event node to another are the event paths.

Topic Summarization Extraction. In our previous research on generation timelines
based on life stories, we proposed an effective method to extract summaries from life
stories -- the ALBERT Based Text Extraction Network (ABTE-NET). We adopt the
ABTE-NET method to extract the summary and show it on the event node [1].

Topic Rearrangement. We arrange the topic summarizations in the event tree accord-
ing to the time element order of the first event in the topic. The topic path is all the
directed edges from one topic node to another.

Event Tree Construction: Topics and topic paths generate the trunk of the event tree.
Events and event paths create branches of the event tree.
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3.4 Baseline

Story Forest [12]: Story Forest is a collection of online schemes that automatically
group streaming documents into events and connect them in growing trees to produce
developing stories.

EventKG [8]: EventKG is a multilingual event-centric temporal knowledge graph
and demonstrates the effectiveness of the biographical timeline generation based on the
EventKG.

LDA + Temporal Ordering (LDA+ TO) [5]: We build an LDA topic model over the
datasets and temporally order the events into a timeline chain as a baseline model. This
method exemplifies the naive approach to solving the timeline structure summarization
problem.

3.5 Evaluation

We evaluate the coherence between event nodes in the same event topic. We evaluate
the consistency of the events by calculating the coherent score of events. The coherent
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score of the event topic is the average similarity of all events in the event topic according
to the topic path [2]. σi represents the event node.

CS(σ1, σ2, . . . , σk) = 1

|k − 1|
∑|k−1|

i=1
Sim(σi, σi+1) (9)

As can be seen fromTable 1, the coherent score of EventNET is 32.32%, 19.81%, and
10.28%higher than that of the baselinemethod LDA+Temporal Ordering, Story Forest,
and EventKG, respectively. This shows that EventNET performs well on the coherence
between event nodes from the Older Adults’ Life Stories dataset. This is because the
core idea of the Coherent Score is to calculate the average similarity between all the ele-
ments of two events. EventNET focuses on improving the accuracy of event similarity
calculation through features, including word vector features of texts, lexical features,
grammatical features and semantic features of event elements, etc. The algorithm com-
bines the time and location of the event in the original document and the correlation
strength of the events to determine the location of the event node in the event topic
branch. This approach rationalizes the event nodes and makes the event tree structure
coherent.

Table 1. The coherent score evaluates the event tree structure

Method Coherent score

LDA+ TO 42.13%

Story Forest 54.64%

EventKG 64.17%

EventNET 74.45%

In addition to the above experiments,wedo a human evaluation tomeasure the quality
assessment of the event tree. We invite 12 graduate students from the Gerontechnology
Lab of the Hefei University of Technology to participate in the survey to evaluate the
event tree quality. All 12 participants have participated in projects related to eldercare.
We use LDA+ TO, Story Forest, EventKG, and EventNET to organize older adults’ life
stories and create four kinds of event trees. In this study, participants need to evaluate
four different event trees of 16 older adults.

We designed the following questionnaire based on the questions posed by Bang Liu
et al. in their study to evaluate event trees [15]. We compare the output story structures
given by different algorithms on the logical coherence of paths and the overall under-
standability of different story structures. Participants evaluate the quality of the event
tree with the following two questions.

Question 1: Do you agree that the paths are logically coherent for each event tree
structure given by different algorithms? Based on a seven-point Likert scale, we set 1 to
strongly disagree, 2 to disagree, 3 to partially disagree, 4 to not sure, 5 to partially agree,
6 to agree, and 7 to strongly agree.

Question 2: For each event tree structure given by different algorithms, do you agree
that the event tree can help you quickly develop a preliminary understanding of older
adults? Based on a seven-point Likert scale, we set 1 to strongly disagree, 2 to disagree,
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3 to partially disagree, 4 to not sure, 5 to partially agree, 6 to agree, and 7 to strongly
agree.

For path coherence, Table 2 shows the proportion that holds the same attitude regard-
ing whether each path is logically coherent under different algorithms. EventNET gives
significantly more coherent paths: the average path consistency score is 5.17 for the
EventNET and is 0.39, 1.48, and 0.79, respectively, better than LDA+ Temporal Order-
ing, Story Forest, and EventKG. In addition, the path of the event trees generated by the
EventNET method has the lowest standard deviation score for logical coherence. This
result shows that the logical consistency of the event trees generated by the EventNET
is more stable.

Table 2. Percentage of the path consistency score

Method 1 (%) 2 (%) 3 (%) 4 (%) 5 (%) 6 (%) 7 (%) M SD

LDA+ TO 0.76 5.99 10.61 18.46 32.51 24.79 6.89 4.78 1.32

Story Forest 8.57 8.73 7.35 62.76 7.23 4.34 1.03 3.68 1.20

EventKG 2.04 4.34 6.35 51.24 17.43 14.29 4.31 4.38 1.19

EventNET 0.12 0.71 4.27 30.73 18.88 31.87 13.43 5.17 1.18

Table 3 shows the overall understandability of different story structures. The evalua-
tors can better understand the older adults through the event tree generated by EventNET.
The LDA+ Temporal Ordering has an average score of 4.66 and a standard deviation of
1.17. The Story Forest has an average score of 4.36 and a standard deviation of 1.16.
The EventKG has an average score of 3.17 and a standard deviation of 1.55. EventNET
has an average score of 5.50 and a standard deviation of 1.06. The results show that
EventNET performs the best in mean and standard deviation.

Table 3. Percentage of the event tree comprehension score

Method 1 (%) 2 (%) 3 (%) 4 (%) 5 (%) 6 (%) 7 (%) M SD

LDA+ TO 1.56 6.77 11.98 27.08 39.06 13.02 0.52 4.66 1.17

Story Forest 17.19 20.83 18.23 25.52 9.38 7.29 1.56 4.36 1.16

EventKG 0.52 2.60 12.50 28.65 30.73 20.83 4.17 3.17 1.55

EventNET 0.00 1.04 2.60 10.94 34.90 31.77 18.75 5.50 1.06

4 Discussion

“Life story” is a way to review an older adult’s life events by working with them or their
families. The stories are recorded and used to help care for them. We explore the impor-
tance of the personal life stories of old adults for eldercare services. However, personal
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life stories are often disorganized and influenced by scattered interactions. Therefore,
automatically organize personal life stories to generate event trees is an effective way
to reduce the work pressure of caregivers. And event trees can help caregivers better
understand the older adults. This study automatically organizes the older adults’ per-
sonal stories to generate an event tree based on the event network. Experiments show
that EventNET has a good performance.

The life event trees solve the disorganization of life stories, reducing the cognitive
load and helping caregivers form a preliminary understanding of the older adult quickly.
Besides, as the event tree is a kind of formatted text, it is easy for computers to process.
In the future, we will develop smart eldercare application by using the event trees of
older adults’ life stories to analyze the older adults’ needs, developing socially assistive
robots for older adults, and recommending personalized eldercare services.

5 Limitations

Understanding is a big term and fully understanding an older adult is a daunting chal-
lenge. Life event trees which simplify older adults’ life stories, may hinder some detailed
information that can be learned about older adults, leading to confirmation bias. While
this is one limitation of life event trees, they can still give caregivers and older adults a
good start and help caregivers establish a more positive relationship with older adults.
And as the number of old adults’ life stories increases, the hiding of such information
will gradually decrease.
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Abstract. A number of initiatives are underway for digitalizing real
estate transaction processes. Public and private sector bodies are work-
ing to automate information retrieval and processing of the financial,
ordinance and fiscal aspects of such transactions. Other initiatives, such
as ours, are targeted toward helping stakeholders directly involved in
selling and buying real estate. We present the results from a set of group
sessions, where the focus was on improving the presentation of salient
information to sellers and buyers of property. Based on an earlier concep-
tualization of perceived information difficulties, we elicited user stories
for facilitating a better generation, provision and consumption of relevant
information for the residential real estate transaction process. A total of
ten services were aggregated from the user stories. We then asked a set
of stakeholders to rate the effect of the services on functional objectives;
i.e., on how they will affect the transaction process. We asked stakehold-
ers at the managerial level to rate the functional objectives on strategic
objectives. Combining the two sets of ratings, one obtains a rating of
perceived benefit for the services, which can help in prioritizing which
services to start developing first. In the outset, real estate transactions
involve stakeholders with opposing interests. We conclude that multi-
stakeholder group sessions can help generate services that serve these
conflicting interests on a common ground.

Keywords: Real estate transactions · Technical conditions
information · Service design · Stakeholder journey · Benefit estimation

1 Introduction

In the wake of the rush for digitalization, where information is becoming ever
more available, one is left with several challenges [16,17,25–27]. Two such chal-
lenges have received particular attention: information protection as expressed
through legislation such as the General Data Protection Regulation (GDPR),1

1 https://gdpr.eu/.
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and information accessibility as expressed in, e.g., the Web Content Accessibility
Guidelines (WCAG).2 These two important issues pertain to getting information
out to everyone in a secure manner. Upon these basic features, however, other
complex issues arise. Processes in the public space increasingly utilize and rely
on the availability of information [17], and obligations are put on the public to
provide, compile and consume information from several sources to make, and
act upon, informed decisions [13,14,17,18].

We study the increased demands for human information processing in res-
idential real estate transactions. National legislation holds the property seller
and buyer – both of which are usually lay persons – responsible according to the
relevant information before the fact, with less opportunity to claim ignorance,
or to claim on additional information, after the fact. This places added strain
on stakeholders in an already stressful situation that involves a large private
investment under an often undue time pressure. Our investigation concerns dig-
ital services to help stakeholders with their information processing in residential
real estate transactions.

The process of selling and buying real estate is complex and involves infor-
mation from several sources that may not be coordinated. It can be severely
challenging for the stakeholders involved to retrieve and distil the information
that is most relevant. Sellers must use this information to make decisions on
when to sell, at what asking price and on what to fix in the case there are faults
on the property. Buyers must choose between properties on offer, make decisions
on how much to bid and have situational awareness on any refurbishments that
may be needed. Decisions made must be sustainable in the sense that they are
perceived to be valid by all parties after the transaction is completed so as to
avoid conflicts and claims in the aftermath.

Responsibilities for the technical condition of a property under sale are
becoming clearer cut, with less opportunity to sell real estate as is. Examples
are the move in the U.K. from caveat emptor – where that the seller is not
legally required to disclose known or unknown defects, and it is up to the buyer
to investigate – to including real estate transactions under the Consumer Pro-
tection Against Unfair Trading Regulations3 and the much stricter information
requirements imposed on both the seller and buyer in recent Norwegian legisla-
tion.4 Sellers have a greater obligation to document flaws and adhere to building
regulations, and buyers are required to see to it that they are informed. On both
sides, there are waning possibilities to claim ignorance. Various innovative digi-
tal solutions are being developed to meet the needs for heightened awareness of
the attributes of real estate. Examples are Opendoor in the US and Solgt.no in
Norway which both operate in the iBuying segment, where the idea is to facil-
itate home buying directly from sellers without involving a real estate agent.It
is important that solutions address the actual needs of stakeholders and that
the solutions are accessible to all parts of the public. While it may appear that

2 https://www.w3.org/WAI/standards-guidelines/wcag/.
3 https://www.legislation.gov.uk/uksi/2008/1277/contents/made.
4 https://lovdata.no/dokument/LTI/forskrift/2021-06-08-1850.
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successful innovation happens by unintended fluke, data suggests that this is
only the case for an exceptional minority,5 while the vast majority of innova-
tions would benefit from analyses of stakeholder needs. For the presentation of
real estate information that may have implications, both legal and otherwise,
for those who give and posses this information, the development of information
services has to be deliberate.

2 Background

To facilitate the deliberate design of information services, we suggested a stake-
holder journey framework for innovations [11] based on Halvorsrud et al. [7].
In an earlier study, we used the framework to elicit a high-level journey with
possible technology touch points in a real estate transaction process (Fig. 1).

As seen in the figure, the analysis was conducted for five groups of stake-
holders, from bottom to top: the residential real estate buyer, the estate agent,
the seller, the technical condition assessor and the insurance company provid-
ing latent defects cover, an insurance policy that protects the seller against
claims from the buyer after the real estate transaction has taken place. Fol-
lowing [7], orange touchpoints are initiated by a service consumer, while blue
touchpoints are initiated by a service provider. Solid arrows indicate state shar-
ing between touchpoints. Dark-green touchpoints are adoption points for inno-
vators, and light-green touchpoints are adoption points for early adopters [21].
Dashed arrows indicate adoption transfers from innovators to early adopters.
Touchpoints with the gears symbol signify the type of services relevant to our
discussion; namely, those to be provided by a company offering property trans-
action services. Touchpoints with text indicate existing services widely in use
today. The white index cards indicate user stories describing how a particular
stakeholder uses a service at a touchpoint.

In Fig. 1, the only touchpoint for the assessor is the technical condition report.
The technical condition report is a central document in the Norwegian real estate
transaction protocol. It is written by a certified assessor before a home is put
on the market. The assessor surveys the home and writes an assessment of the
technical condition in a semi-structured format, based on a standard [23]. For
each part of the building, the report contains the following: a technical condition
grade (TG) being an ordinal scale ranging from TG0 (best) to TG3 (worst) or
exceptionally TGIU (not investigated). A TG0 signifies pristine conditions for a
building part not more than 5 years old, while a TG1 signifies an intact building
part older than 5 years. A TG2 should be given when there is an observable flaw,
or likely grounds (e.g., age or unfortunate circumstances) for expecting a flaw if
not observable, that needs attention in due course, while a TG3 signifies an acute
need for attention to a flaw. In the case of TG2 and TG3, a textual explanation
of probable cause and necessary measures to attend to the flaw is expected.
In practice, reports may contain technical terms that buyers and sellers have
problems understanding. Also, the actual building parts that appear in reports
5 https://www.cbinsights.com/research/venture-capital-funnel-2/.

https://www.cbinsights.com/research/venture-capital-funnel-2/
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Fig. 1. Planned stakeholder journey, adapted from [11].

and the organization of reports vary and are, to some degree, at the discretion
of the assessor.

The technical conditions report is shown as a touchpoint, because real estate
assessors use digital editing tools to generate technical condition reports. The
analysis so far only considers the technical condition report as an information
source to the touchpoint in the Estate Agent swim lane with the user story
“Explain set asking price”, which reads as follows:

Explain set asking price: As an estate agent, I can get a seller to understand
the rationale for my suggestion for asking price by using a service to show
the technical condition of the property.

That touchpoint indicates a desire to make it easier for non-experts to grasp the
technical condition of a residential property, and also to make it easier to compare
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Fig. 2. The focus of the current studies.

the technical condition of different properties. Moreover, several comments in
the previous workshops were related to managing expectations about price, as
expressed in the following user stories:

Understand asking price: As a seller of a property, I can understand how
the asking price is rooted in facts by using a service to show me how the
technical conditions report affects the price in relation to other comparable
properties.

Understand asking price: As a potential buyer of a property, I can understand
how the asking price is rooted in facts by using a service to show me how the
technical conditions report affects the price in relation to other comparable
properties.
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In the current study, we set out to elaborate on the technical condition report
touchpoint and the touchpoints with the three user stories above, as indicated
by the “area for further elaboration” frame in Fig. 2. In other words, we set out
to understand how these touchpoints should function in more detail and what
functionality the associated services should provide.

As a foundation for the current study, we conducted a survey [12] to uncover
issues concerning the technical condition report from the point of view of the five
groups of stakeholders above. From the content analysis of the survey, we devel-
oped the conceptual model in Fig. 3. The model shows the two themes of Form
and Content for the technical condition report as what needs to be addressed
concretely for producing better reports. Alongside to the right is the Assess-
ment theme that calls for increasing the competence of those who produce the
reports. Overarching the technical conditions report and the assessment theme is
the theme of Coordination which calls for explicating and delineating the roles of
various documents that are involved in a real estate transaction process and see-
ing to it that information is coordinated across those documents. Cross-cutting
all of this is the theme of Standardization, which calls for the systemic oversight
on the part of relevant regulatory and advisory bodies to provide ample sup-
port in the form of mandatory standards to ensure improvement in all the other
themes.

Fig. 3. Presentation of themes for the first two group sessions.
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3 Method

Research suggest that stakeholder and user involvement during the systems
development process are essential for system success [3,22]. Workshops are widely
used to involve stakeholders, traditionally conducted in a shared physical set-
ting, giving the participants the possibility of getting to know each other and
to participate in exercises and discussions to explore a subject or a design. It
is also recommended to use clearly defined artefacts for gathering information,
and user stories are one of the most frequently used artefacts [22].

Due to the COVID-19 pandemic, researchers have needed to resort to online
media to involve stakeholders in research and development activities. In the mean
time, people’s familiarity and use of video conferencing systems have increased.
Recent research indicates that the quality of workshops need not be compro-
mised, and may even be improved, when moving from face-to-face to online
environments, if carefully planned for [15].

We conducted four online workshops. The first two workshops were held
online due to COVID-19 restrictions. We chose to conduct the remaining work-
shop online also, even though the restrictions at this time had ceased, since we
had positive experiences with the online workshops and because it was easier
to get participants to attend online. The aim of the first two workshops was to
involve various stakeholders in identifying service functionality to improve on the
information issues conceptualized in Fig. 3. In the third and fourth workshops,
stakeholders were guided through a structured process to prioritize the previ-
ously identified services. The workshops and their results are presented in more
detail below. The workshops were held in accordance with national ethics, data
privacy and security regulations and were approved by the relevant regulatory
body prior to holding the workshops.

3.1 Online Workshops to Identify Service Functionality

The two first workshops were organized as focus groups with one representative
from each of the five stakeholder groups. Each work shop was divided into two
main activities:

1. For each of the themes in Fig. 3, elaborate on how digital tools can improve
on the current situation.

2. Summarize the discussion from your point of view by writing user stories
in the format 〈Actor〉 performs 〈task〉 by using 〈functionality in tool〉 at
〈stage in buying/selling process〉.

The conceptual model in Fig. 3 was presented to participants as an introduction
and also functioned as the theme guide for the discussion in the first activity.
For the second activity, the participants entered their suggestions in a shared
online spreadsheet with column names indicating the various parts of the user
story format above. The participants of the two focus groups wrote a total of 52
user stories, several of which expressed similar ideas. To distill the essence of the
user stories, we content analysed the performs 〈task〉 part of the user stories to
define services. This resulted in the ten services presented in the next section.



Eliciting and Prioritizing Services for Accessible Information 385

3.2 Elicited Services

Each of the following ten services are presented in Tables 1, 2, 3, 4, 5, 6, 7,
8, 9 and 10 in terms of their constituent user stories, preceded by a high-level
description of the service.

On-site access to information enables assessors and buyers to use portable
devices to access information about the dwelling on-site, either to write (assessor)
or read (buyer).

Table 1. Service functionality for “On-site access to information”.

Actor Task Service functionality Stage in process

Assessor Write digital report Use handheld device On inspection

Buyer Read listings and
reports on site

Download listings and
reports to handheld
device (via QR code)

At a viewing

Search and share information enables a stakeholder to locate technical con-
dition reports or other documents based on search queries (buyer, estate agent,
seller) or upload documents for other stakeholders to access (all stakeholders).

Table 2. Service functionality for “Search and share information”.

Actor Task Service functionality Stage in process

Buyer Easily find reports to
comply with
obligation to examine

Search for reports on device When looking for new
residence

Estate agent Make historical
reports accessible

Compile historical reports When preparing
documents

Seller Compare various
assessors

View previous reports from various
assessors, with explanations of assessor
conclusions

Before ordering an assessor

Estate agent Prepare sales
assignment

Retrieve relevant info from technical
condition report to sales
documentation, avoiding changes to
wording that can confuse or mislead
the buyer

When preparing sales
documents

Estate agent Share documents
better

Share joint information with
stakeholders persistently

When working with the
technical condition report

Estate agent Can upload the sales
documentation to a
shared platform to
save time for all

Store documentation in one place
without having to download from
various sites

When posting the ad

Assessor Collect relevant
information about the
property

Collect information on shared platform
for seller, assessor and estate agent

During the process

Buyer Access all sales
documentation
readily and rapidly

Use a one-click search bar where one
can enter the address of the home of
interest

Before, during and after a
viewing
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Readable documents provides the non-professional stakeholder with explana-
tory information to help them understand terms or questions in documents or
forms that they are to fill in. It also assists the assessor, a professional stake-
holder, in writing the technical condition report by both suggesting text and
changes to text and by checking the presence of specific topics.

Table 3. Service functionality for “Readable documents”.

Actor Task Service functionality Stage in process

Buyer Understand
documents

Search within documents, or get
explanation of technical words or
phrases

Upon reading technical
condition report or a
digital sales prospectus

Seller Understand questions
in the self-declaration
form

Get information on what the items in
the self-declaration form mean

Upon filling in the
self-declaration form
digitally

Assessor Ensure the readability
of technical condition
reports

Get fixed phrases for specific symptoms
or deviations and get alternatives to
difficult words

When preparing the report

Assist report preparation helps the assessor with preparing the technical
conditions report by giving guidance on assessment and tips on information to
include or leave out, as well as generating a summary and ensuring consistent
treatment of legal issues with the estate agent.

Table 4. Service functionality for “Assist report preparation”.

Actor Task Service functionality Stage in process

Assessor Ensure
completeness of
technical condition
report

Get building-part specific hints on
what to comment on

When preparing the
report

Assessor, Estate agent Uncover illegalities;
e.g., related to
rooms for rent
within a home

Ensure that potential legal issues are
discussed across stakeholders

When preparing the
documentation

Assessor Understand how
building parts
should be assessed

Get guidance on the assessment to
the relevant issue in the report

When writing the report

Assessor Improve the
provided
information

Include images of problem areas and
their locations on the floor plan

During and after the
inspection

Assessor Avoid irrelevant
information in
technical condition
reports

Get notification when the provided
information is not related to
deviations

When writing the report

Assessor Make a technical
condition report
summary

Collect critical technical condition
scores and other relevant
information automatically and
include in summary

When writing the report
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Costs provides the buyer with cost overviews for future maintenance and also
how to make insurance claims related to the property transaction.

Table 5. Service functionality for “Costs”.

Actor Task Service functionality Stage in process

Buyer Get an explanation
of the cost of
necessary
improvements
based on technical
conditions

(This is mandatory in new technical
condition reports since January
2022)

When reading a report

Buyer Get information
about future
maintenance and
costs

View a prioritized list of items When reading a report

Buyer Get an explanation
of the latent defects
insurance cover

Search the insurance policy, get an
explanation of its role and of how to
make a claim

At the time of, or after,
the transaction

Check documents assists the estate agent in accessibility and completeness of
the provided information and consistency with other documents, when preparing
the material for the future sale.

Table 6. Service functionality for “Check documents”.

Actor Task Service functionality Stage in process

Estate agent Get accessibility
guidance

Receive hints on information
accessibility; e.g., picking the right
formats, providing meta-information
on images.

Before publishing the
online advertisement

Estate agent Check the
completeness of
information

Follow a checklist of questions
ensuring that all relevant
information is included

When preparing the
sales prospectus

Estate agent Detect document
conflicts

Get a list of conflicts between
documents, e.g., between the
technical condition report and the
sales prospectus

Before publishing the
online advertisement

Summary of technical conditions summarizes the technical conditions for
the buyer.
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Table 7. Service functionality for “Summary of technical conditions”.

Actor Task Service functionality Stage in process

Buyer Get a summary
impression of the
technical conditions
to help decide
whether to go to a
viewing

See an overview of the technical
condition of the dwelling; e.g., using
colours

Before attending a
viewing

Buyer Get an overview of
deviations of the
dwelling

(This is mandatory in new technical
condition reports since January
2022)

When reading a report

Compare dwellings lets buyers compare documents pertaining to different
dwellings.

Table 8. Service functionality for “Compare dwellings”.

Actor Task Service functionality Stage in process

Buyer Compare technical
condition reports
or sales
prospectuses on a
portable device

Compare documents on the same
website as the search for dwellings is
done; e.g., compare documents page
by page

Before or after a viewing

Check legal issues and vagueness lets the real estate agent check the draw-
ings and legal issues of the property during preparations for the sales prospectus.
Also, the assessor is warned about potential issues with rooms in the technical
condition report.

Table 9. Service functionality for “Check legal issues and vagueness”.

Actor Task Service functionality Stage in process

Estate agent Detect deviations
in drawings

Check for deviations between text
and drawings such as the floor plan

When writing the sales
prospectus

Estate agent Fill out checklists
related to technical
conditions,
regulations and
legal issues

Receive checklists and send the
results to the assessor, on a platform
open to other stakeholders

After the sales
prospectus is drafted
(and before the
technical condition
report is available)

Assessor Avoid vague
assessments and
unclear status of
rooms

Get a list of legal questions on
rooms, e.g., is a basement room
approved as a regular bedroom with
an escape route?

When writing the report
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Standardization assists stakeholders with producing uniform documents that
has standardized contents or structure.

Table 10. Service functionality for “Standardization”.

Actor Task Service functionality Stage in process

Assessor Generate an
assessment
following a
standardized list of
building parts

Follow a checklist that standardizes
which building parts that must be
checked and included in the report

When writing the report

Estate agent Ensure the
consistency of
documentation

Be presented with a fixed structure
of document types

Before writing
documents

3.3 Online Workshops to Prioritize Services

Priority workshops have been introduced as a participatory design technique [4],
where the main idea is to support user participation in the design process to make
it more transparent and to address contextual issues, conflicts of interest and
quality of use. Rationality in the sense of explicit rules and rule-based structure
of the decision process is emphasized. Various techniques of user involvement in
prioritizing activities have been explored further [22].

As a part of the grounds for service providers prioritizing which services
should be developed in what order, it can be useful to understand how services
contribute to stated objectives and goals that the service provider must relate
to. In this particular case, the service provider is a startup company running a
research-based innovation project, whose functional objectives include:

– Improve the stakeholders’ level of understanding of a property’s technical condi-
tion – meaning that stakeholders understand the technical condition of various
building parts, the severity of faults and damages, their necessary repairs and
the immediacy of those repairs.

– Increase buyers’ and sellers’ levels of trust and confidence in the property transac-
tion process – meaning that the stakeholders trust the available information,
trust the other stakeholders and have confidence in their own competence to
act in the process.

– Increase the accessibility and usability of the property transaction process – mean-
ing that stakeholders find the tasks, and their dependencies in the process,
well-defined and transparent through accessible and usable tool support.

Functional objectives pertain to services’ effects on business and personal pro-
cesses. We asked a group of three stakeholders representing buyers, sellers and
assessors to assess the magnitude of effect that they foresee the services will have
on each objective. They conducted this assessment by assigning benefit points [9]
from 1 to 10 to each service, for each objective, in group sessions, where stake-
holders with various perspectives on benefit iteratively arrive at consensus.
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Table 11. Experts’ assessments of the effect of services on functional objectives, with
geometric means, unweighted and weighted.

Service Functional objective Weighted
geometric meanImprove

understanding
Increase trust
and confidence

Increase
accessibility
and usability

Geometric
mean

On-site access to information 8 8 7 7.65 7.61

Search and share information 9 9 7 8.28 8.20

Readable documents 7 7 7 7.00 7.00

Assist report preparation 9 8 6 7.56 7.52

Costs 7 10 8 8.24 8.02

Check documents 5 5 5 5.00 5.00

Summary of technical conditions 6 6 6 6.00 6.00

Compare dwellings 9 9 9 9.00 9.00

Check legal issues and vagueness 8 10 9 8.96 8.82

Standardization 9 9 9 9.00 9.00

Total 77 81 73

Table 11 shows the stakeholder group’s ratings of the relative effect that
the services have on each of the functional objectives. For example, the ser-
vice Search and share information is one of four services rated highest on the
functional objective Improve understanding, while Check documents was rated as
having the lowest effect on that objective. All services were assessed on each
functional objective in this manner. For each service (row), the geometric mean
then aggregates the rankings across functional objectives by multiplying the rat-
ing for that functional objective and taking the cubic root (since there are three
functional objectives). For example, for On-site access to information, the geo-
metric mean is (8 ∗ 8 ∗ 7)1/3 = 7.65. More generally; the geometric mean g(s) for
ratings of service s on m functional objectives is

g(s) = (
m∏

j=1

rs,j)1/m

where rs,j is the rating of s on objective j. The geometric means are displayed in
the unweighted geometric mean column in Table 11. It is appears that Legal issues
and vagueness has the highest total rating. We will regard weighted geometric
means shortly.

We use the geometric mean rather than the arithmetical mean commonly
used to aggregate ratings, because the geometric mean is insensitive to ratings on
different scales and to totals being unequal [24]. In our case, the three functional
objectives have different underlying metrics, even though the effects on them
are all rated on a 1–10 scale. The totals for each objective are not the same,
since assessors were not required to keep track of the total. A common fix for
the arithmetic mean is to normalize ratings to get equal totals; however this can
lead to differences in rankings [24], and raises the question as to whether unequal
totals may signify actual perceived differences in obtainable effects, or whether
differences are an artefact of the rating exercise [8].
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Objectives can be declared at various levels [8,10,11]. Functional effects can,
in turn, give effects on objectives that pertain to more strategic goals. Lower-
level objectives can thus be rated on how much they contribute to higher-level
objectives. We asked a stakeholder group consisting of representatives for busi-
ness management at the service provider to rate each functional objective on
each of the following higher-level business and societal objectives stated for the
innovation project:

– Increase the customer base, which is the business objective of increasing the
number of users of the company’s service portfolio.

– Reduce the number of buyer-seller conflicts, which is the societal objective of
avoiding the substantial number of conflicts arising today due to dissatisfac-
tion in the aftermath of residential real estate transactions.

– Reduce the number of unfounded insurance claims, which is the busi-
ness/societal objective of avoiding claims based on a poor understanding of
the technical conditions under which the residential real estate was sold.

Table 12 shows how this stakeholder group rated the functional objectives
on each business/societal objective on a scale from 1 to 10. For example, the
group assessed Increase accessibility and usability and Increase trust and confidence
as, respectively, least and most influential on the business objective Increase
customer base. All functional objectives were assessed on each business/societal
objective in this manner. For each functional objective (row), the geometric mean
aggregates the rankings across business/societal objectives. For example, for
Improve understanding, the geometric mean is (8∗10∗9)1/3 = 8.96. Formally, the
geometric mean g(f) of ratings for functional objective f on k business/societal
objectives is

g(f) = (
k∏

i=1

rf,i)1/k

where rf,i is the rating of f on objective i.

Table 12. Experts’ assessments of the impact of functional objectives on busi-
ness/societal objectives, with geometric mean.

Functional objective Business/Societal objective Geometric mean

Increase the
customer base

Reduce the number
of buyer-seller
conflicts

Reduce the number
of unfounded
insurance claims

Improve understanding 8 10 9 8.96

Increase trust and confidence 7 5 5 5.59

Increase accessibility and usability 10 8 8 8.62

Total 25 23 22 23.17

We see that functional objectives have different worth when assessed on
higher-level objectives. We can now use that fact to compute a weighted mean
for the effect of services:
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gw(s) = (
m∏

j=1

r
g(j)
s,j )1/

∑m
j=1 g(j)

For arithmetic means, weights are expressed by multiplicative factors. Analo-
gously, weights in a multiplicative mean are given as exponents. Here, the expo-
nents are the corresponding geometric means for the functional objectives. For
example, the weighted geometric mean for On-site access to information is

(88.96 ∗ 85.59 ∗ 78.62)1/23.17 = 7.61

The weighted geometric mean for each service is then given in the rightmost
column of Table 11. In this particular case, the ordering of services according
to the unweighted and weighted geometric means is identical, but this may not
necessarily be the case in general.

According to the stakeholders’ assessments of benefit, the innovation project
should prioritize work on the Compare dwellings and Standardization services,
followed by Check legal issues and vagueness. The Check documents service is
seen as the least beneficial according to the given criteria.

4 Discussion

The highest rated services were Compare dwellings, Standardization and Check
legal issues and vagueness. The overarching theme of these services can be said to
be standardized, correct and consistent information. The lowest rated services
were Check documents, Summary of technical conditions and Readable documents.
The overarching theme of these services is more about accessibility and usabil-
ity. The reason for this prioritization may be that more emphasis is placed on
the information content being unambiguous and correct than on it being user-
friendly. This should be seen in connection with the fact that, for the buyer and
seller in particular, buying and selling a home is a question of large sums of
money and the associated risks. It is interesting to note that the assessment at
the strategic level rates the functional objective Increase accessibility and usabil-
ity at the highest mark on the business objective Increase the customer base,
while the services that might effectuate that functional objective are rated low
by the stakeholders that constitute part of that customer base. This should be
a point for further investigation. None of the participants had disabilities, and
one could speculate that had the stakeholder representatives been sampled more
broadly, the ratings might have shown a different picture. On the other hand, it
is conceivable that even for persons with a greater need for accessible and usable
services, the requirement for unambiguous and consistent information will be
more important than accessibility, in the light of the economic aspects. By law,
the services must comply with the Norwegian Web Accessibility Directive (which
refers to WCAG). This means that one might assume that services will have a
minimum level of accessibility. It is not clear, however, if participants were aware
of this fact and whether that awareness had any influence on the rating.
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Physical meetings may be advantageous for plenary discussions and social
aspects of communication such as body language. Digital workshops may facili-
tate an opportunity to combine discussions with a more intense focus and greater
discipline when performing individual tasks. The success of an online workshop
may also depend upon the tools and artefacts that are used, and the goal of
the workshop. In our case the online worksheet where participants individually
could enter user stories seemed to be understood intuitively and all participants
contributed with a number of stories. Depending on the remote environment, it
may give an opportunity for working with individual tasks without disturbances
and too much awareness of other people in the room, as may be the case in
physical workshops. Moreover, the main goal of the workshop was to elicit infor-
mation and to form consensus around services and the participants did not have
a personal relationship. If, on the other side, it had been important to form or
strengthen social bonds or gain certain interpersonal benefits, a physical work-
shop might have been a more appropriate method. Then the benefits of being
physically next to each other might be crucial as opposed to, merely a positive
side effect for most people.

In the two rating workshops, we asked stakeholders to rate the effectiveness
of services and functional objectives on scales from 1 to 10. The geometric mean
relies on this scale being a ratio variable; that is, the variable has equidistant
intervals (so that addition and subtraction are meaningful) and a zero point (so
that multiplication and division are meaningful). The assumption is then that
raters perceive that giving a ‘4’ means “twice as much” as giving a ‘2’, and that
two items that are rated ‘3’ and ‘2’, respectively, together have equal effect as
another item rated ‘5’, etc. It is often more suitable to ask respondents to rank
items instead of rating them, since this involves ordering items without any con-
sideration of magnitudes. This is conceptually a different exercise and results in
assessments on an ordinal variable, where intervals are not known to be equidis-
tant. We could have asked stakeholders to rank services and functional objectives
rather than to rate them. To generate an aggregate ranking is more complicated
than computing a geometric or arithmetic mean, but various methods have been
suggested [1,2]. The main reason for us to use ratings, rather than rankings, is
that a ratio variable lends itself to being incorporated into a benefit/cost index
for further considerations of prioritization [8].

5 Conclusion

In many ways, the present real estate transaction process, with its hectic time
line and inferior information quality, is designed for co-destruction [5,20]. Recent
measures to improve this situation places added information requirements and
judicial pressure on citizens and may not lead to intended effects. This study
aims to develop services that foster co-production [6]; which in our context is
the trustful and confident collaboration using information services to achieve
sustainable transactions. Co-production is hard enough when the collaborating
parties ostensibly have the same goal, as in, e.g., public health services [19].
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When there are conflicting or opposing interests, such as in public legislative
services (tax, customs, etc. – the vast sums involved in tax evasion bears witness
of opposing interests) and in real estate transaction (the seller strives for as
high a price as possible, while the buyer wants as low a price as possible) service
consumers and service providers will struggle in the outset to co-produce a viable
result. We propose that multi-stakeholder sessions with systematic service design
and benefits evaluations, that explicitly addresses divergence problems in service
production, may contribute to the design of services or tools to support better
co-production in challenging contexts.
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Abstract. Eye tracking systems are crucial methods by which motor
disabled people can interact with computers. Previous research in this
field has identified various accessibility affecting eye tracking technolo-
gies and applications. However, there is limited research into first-hand
user experiences among individuals with motor disabilities. This study
aims to examine the actual challenges with eye tracking systems and
the gaze interaction faced by motor disabled people. A survey was con-
ducted among people with motor disabilities who used eye trackers for
computer interactions. It reveals the current issues from their first-hand
experiences in three areas: eye tracking program, gaze interaction, and
accessible applications. A knowledge graph arising from the survey delin-
eates the connections among the eye tracking usability issues. The sur-
vey’s results also indicate practical strategies for future improvements in
eye trackers.

Keywords: Eye tracking · Gaze interaction · Challenges · User
experiences

1 Introduction

Eye tracking is a technique monitoring the point of gaze or eye movements [1],
enabling computers to be operated using gaze control [2–4]. It provides a cru-
cial means of access to human computer interaction for motor disabled people
[1,2,4,5]. However, existing eye tracking technologies demonstrate various prob-
lems connected with target selection [6–8,11], user interfaces [9,10], and eye
tracking accuracy [9,11], alongside the accessibility of eye tracking applications
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[10]. There is limited existing research on gaze-control usability and its related
challenges for motor disabled people in practical scenarios. Moreover, individuals
with motor disabilities are a minority group in society and therefore less available
to participate in surveys. Consequently, the real-life challenges of eye tracking
systems and gaze interaction for motor disabled people have to date remained
largely unknown. Thus, the research question is what actual challenges with
eye tracking systems and gaze interaction are faced by motor disabled people?
This paper therefore aims to answer the research question and address this lack
of knowledge. This was undertaken by conducting a survey among individuals
with motor disabilities who used eye trackers to interact with computers. It
then examined their user experiences across multiple aspects, including the eye
tracking program, calibration, gaze interaction, and accessible applications. The
accessibility of computer games and computer graphics were a particular point
of investigation.

The contributions of this paper are twofold. Firstly, it examines first-hand
user experiences among motor disabled people, revealing existing challenges of
eye tracking technologies and filling the knowledge gap of eye tracking accessi-
bility in real-life scenarios. In addition, it summarizes the reported issues of eye
tracking systems and gaze interaction with a knowledge graph, and explicates
some practical strategies for improving eye tracking technologies in the future.

2 Related Work

Existing gaze interaction systems have identified several major challenges in
previous research, as follows:

2.1 Target Selection and the Midas-Touch Problem

Target selection [6–8] by gaze can be accomplished by fixing on the target for
a predefined interval, i.e., the dwell-based approach. However, this approach is
likely to cause inadvertent selection as it is impossible to distinguish between
intentional and unintentional fixation. This problem is referred to as the Midas-
Touch problem [5,11,13]. The current approaches to reduce the Midas-Touch
problem are dynamic adjustment of the dwell time by letter prediction for gaze
typing [12], and utilizing multi-modals for selection, e.g. combining voice input
[14,15], head movement [14], and foot pedalling [15]. However, these multiple
modalities are not accessible for people with severe motor disabilities such as
lack of speech or physical movement.

2.2 Creative Tasks for Eye Tracking Systems

Previous research has proposed many gaze-control for computer interaction such
as typing [12,16,17], desktop controls [18,19], and gaming [20,21]. In terms of
creative tasks, drawing by gaze-control was explored by early research a decade
ago [22–27]. However, gaze-control drawing proved to be problematic as the
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continuous gaze signals cannot distinguish between drawing and simply viewing
[26]. Neither of these aforementioned studies reported usability evaluation. Yet
there are few attempts at using gaze to control design works other than drawing
[9]. User experiences and challenges when accessing current creative applications
remain unknown.

2.3 Gaze-Based Interfaces

Huang and Westin [10] found that eye tracking fidelity and user interface design
significantly affect the ease of gaze-control. In their playtests, losing control of
gaze led to game crashes and hindered the game experiences. They also found
that some current eye tracking games’ user interfaces fail to consider Fitts’ law
for gaze-control [28]: that is to say, the button sizes are too small for gaze-based
selection. As computer interfaces are usually configured for mouse and keyboard,
there are limited details as to how popular applications are accessible for gaze
interaction among motor disabled people.

Above all, current usability studies in eye tracking technologies generally
focus on a specific problem. However, the view and user experiences in eye
tracking systems and gaze interaction in daily life scenarios from motor disabled
people have been less researched. Therefore, this study will go further into eye
tracking challenges based on the aforementioned areas. Moreover, it will focus
on a systematic examination of all the possible eye tracking scenarios based on
a user paradigm structure (Sect. 3.1).

3 Methodology

3.1 Method

A survey (N = 33) was conducted among motor disabled people to reveal the
challenges of using eye tracking technologies. Three major usability stages were
uncovered under a usability paradigm structure: starting the eye tracking pro-
gram1; entering applications; and interacting with the gaze-control program
(Fig. 1). Accordingly, three aspects of the gaze-control challenges were associ-
ated with each stage: the accessibility of the eye tracking program, gaze inter-
action, and the accessibility of eye tracking applications. The questionnaire was
designed with questions in a five-point Likert Scale [29] depicting the difficulty
levels or the degrees of agreements. and descriptive analysis.

3.2 Participants and Utilities

We implemented the survey in Sweden, France, and China with the 33 par-
ticipants (Sweden = 8, France = 7, China = 18) who were motor disabled or
severely disabled and depend on eye trackers in their daily lives. Specifically, the
1 This paper uses eye tracking program to indicate the eye tracking drivers and eye

tracking setting systems, so that to distinguish it from eye tracking applications.
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participants from Sweden were recruited via Tobii, while those from France were
recruited via Capgame, and those from China were recruited via the Disabled
Persons’ Federation of Guangxi and Hubei province. All of the participants were
experienced in using eye trackers (Table 1).

The survey was either conducted online with confidential links to the par-
ticipants internally regarding the Covid-19 pandemic or conducted physically in
the participants’ living place after receiving their permission. In order to pro-
tect privacy and ensure confidentiality during the survey, we excluded personal
information in the questionnaire (including but not limited to names, genders,
and physical conditions).

Table 1. Participants’ experiences in using eye trackers

1–2 years 3–4 years More than 4 years

Sweden 3 2 3

France 1 4 2

China 12 5 1

Figure 2 shows five types of eye trackers used by the participants. To order
the proportion from high to low, these included the Tobii 5, PCEye series, Tobii
4C, 7Invensum and the Tobii Dynavox i series. In total, up to 65% of participants
used Tobii products.

Fig. 1. Gaze-control usability paradigm structure

4 Results

4.1 Start-Up Eye Tracking Programs

63% of the participants considered eye tracking calibration to be difficult. Sig-
nificant problems included the following: (1) Cannot completely configure the
eye trackers by themselves because of their specific disability; (2) Adding and
organizing pictograms and various functions was complicated; (3) The need for
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Fig. 2. The eye trackers used by the participants

frequent recalibration; (4) Cannot recalibrate because of the hidden layers of the
program, for example, opening the re-calibration window when eye tracking is
inaccurate; (5) Low efficiency and failure to recalibrate on many occasions.

4.2 Gaze Interaction

Figure 3 shows five types of gaze interaction, all of which were investigated pro-
viding drag-and-drop, with a high score of 3.36. Drag-and-drop was regarded as
the most difficult interaction type by participants. The other four types of gaze
interaction were similar at the moderate to difficult level. Clicking and target
selection represents a similar difficulty level to scrolling. Precise clicking and
selection proved to be slightly more difficult than typing and scrolling, whereas
switching between different tools/windows has the lowest difficulty.

Figure 4 reveals the highest severity issues associated with eye tracking sys-
tems was lack of functionality supporting gaze-control; this was scored at 3.6 and
labeled “high difficulty”. The second most significant challenge was close, with a
score of 3.48, and was associated with the accuracy and eye tracking robustness
of the systems, which was also considered to be at a high level as measured by
the scales. The third greatest severity issue was that the applications the par-
ticipants required did not support eye tracking. The issue of positioning errors
when eye tracking provides a low-moderate level of severity, validating the score
in Fig. 3 (e) as precise clicking and selection.

Additionally, Fig. 5 shows 85% of the participants consider it extremely nec-
essary to customize user interfaces for the purpose of eye tracking.

4.3 Eye Tracking Application

Difficulties were associated with using five types of eye tracking applications.
In Fig. 6, drawing (computer graphics software) obtained a significantly high
score of 4.58, while the scores provided by other applications were much less.
Additional applications were identified on the scale as falling between low and
moderate. In the case of these applications, web browsers were labeled as mod-
erately difficult. The third most difficult application is computer games, which
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Fig. 3. Difficulties when conducting these interactions: (a) Clicking and target selection
(e.g., typing on the on-screen keyboard); (b) Drag-and-drop; (c) Scrolling up and down;
(d) Switching between different tools/windows; (e) Precise clicking and selection. A
higher score indicates higher difficulty.

Fig. 4. The severity of the issues associated with eye tracking systems: (a) Serious
inaccuracy: the cursor (mouse) loses control; (b) Minor inaccuracy: position errors
when tracking the eyes; (c) Not sufficiently functional to replace mouse and keyboard
control; (d) Many applications that I need do not support eye tracking. A higher score
indicates higher severity.
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Fig. 5. The necessity to have customized user interfaces for eye tracking: (a) No neces-
sity; (b) A little; (c) A moderate amount; (d) A large amount; (e) Extremely necessary.

Fig. 6. The difficulties of using these types of applications: (a) Desktop control; (b)
Computer games; (c) Web browsers; (d) Drawing (graphics software); (e) Document
editing (Word, Messenger, etc.). A higher score indicates higher difficulty.

were also classified at the moderate difficult level. Notably, the difficulty posed
by desktop control was the lowest of the five types at only 1.82, close to being
considered “not difficult at all”.
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Fig. 7. The levels of the factors that hinder the game experience while playing: (a)
Fidelity or accuracy of the gaze-control is not enough; (b) Few games can be played by
gaze-control only; (c) Game design is too difficult for gaze-control; (d) Inappropriate
game interface for gaze-control; (e) Precise selection. A higher score indicates higher
severity.

The probable challenges arising from gaze-control games were investigated
in detail. Figure 7 shows five factors with relatively similar scores, i.e., between
moderate (2.84) and high (3.54). The effect factor with the highest score reveals
few games can be played using gaze-control only. The factor “game design is too
difficult for gaze-control” is the second most significant issue with a high score.
Inappropriate game interface and the difficulties with precise selection are other
two negative factors that result in scores that are slightly higher than moderate.
Finally, insufficient fidelity or accuracy of gaze-control is considered moderate.

To explore the existing challenges associated with computer graphics soft-
ware further, five challenges were examined in the context of drawing. Figure 8
shows all five issues associated with gaze-control drawing achieve significantly
high scores (almost above 4), signifying “very high difficulties”. Meanwhile, “to
control the shape precisely” and “gazing precisely and drawing details” obtain
the highest score of about 4.5. “Too many steps when performing tasks” and
“the difficulty in switching between tools” also result in relatively high scores.
The drawing application is not designed for gaze-control, and receives the lowest
score from among the five challenges, despite still having a high level of difficulty
(3.54) compared to the other gaze-control applications (Fig. 4, Fig. 6 and Fig. 7).



404 L. Huang et al.

Fig. 8. The level of the challenges when drawing with eye tracking: (a) Too many steps
performing tasks; (b) It is difficult to gaze precisely and draw details; (c) It is difficult
to control precisely what shape I want to draw; (d) Drawing application is not designed
for gaze-control; (e) It is difficult to switch between drawing functions. A higher score
indicates a higher degree of agreement.

Figure 9 reveals that 39% of participants did not use drawing applications.
Among the remaining participants, Photoshop was the most widely-used appli-
cation. In total, 18% of the participants used Inkscape or Windows Paint, which
was second only to Photoshop. The proportion of participants using Illustrator,
Windows Paint3D and ArtRage were similar, namely 9%.

Fig. 9. The graphics applications used among motor disabled people: (a) Do not use
drawing applications; (b) Photoshop; (c) Illustrator; (d) Inkscape; (e) Windows Paint;
(f) Windows Paint3D; (g) ArtRage.

5 Discussion

The data provided by the participants in this study reveals Tobii as the most
popular eye tracker manufacturer. This may be because Tobii has developed
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economically portable eye trackers and made them sufficiently affordable for
motor disabled people to use daily. The other eye tracker producers, for example,
SMI, Ergoneers, Pupil Labs, and iMotion typically produce wearable eye trackers
and research eye trackers that are more costly.

The questionnaire portion of the survey reveals several challenges associated
with eye tracking systems. The problematic areas linked to eye tracking usability
are described below.

5.1 Issues with the Eye Tracking Program

The eye tracking program is not sufficiently accessible for disabled people to cus-
tomize independently. This is due to the multiple hierarchical layers and hidden
elements present in the eye tracking program’s interface. Furthermore, recali-
bration is a significant issue of concern in eye tracking programs. Specifically,
when eye tracking is inaccurate, it is rather difficult to open the calibration from
the second or higher hierarchical menu. Additionally, on many occasions failure
occurs during the recalibration process, exposing a lack of accuracy in the eye
tracking program.

The issues arising as a consequence of the eye tracking program were rarely
mentioned in previous eye tracking research. This was because the majority of
the eye tracking research was conducted after the calibration process and affirms
that the eye tracking configuration was appropriate. However, the eye tracking
program is a crucial component informing the daily usage of the eye tracker.
If it does not support unimodal gaze-control or independent manipulation by
the user, this makes it inconvenient for severely disabled people who rely on
unimodal gaze-control.

Moreover, the most significant issue is that hierarchical layers accompanying
recalibration challenges were not reported in existing eye tracking studies, to
the best of this authors’ knowledge. It is strongly recommended that the cali-
bration process be activated by a straightforward and fast command and located
within the first layer on the eye tracking program interface. The eye tracking
program interface should also avoid complex hierarchical layers for the purpose
of operational efficiency.

5.2 Issues Associated with Gaze Interaction

Among the forms of gaze interaction (i.e., click and target selection, drag-and-
drop, scrolling up and down, and switching windows), drag-and-drop was found
to represent the biggest challenge for disabled people. It carries a difficulty
weighting that is significantly greater than other forms of interaction. Drag-
and-drop requires real-time output from gaze trajectories. It means the bias
of gaze locations will immediately show on screen and cannot be corrected in
the same way as dwell click. Thus, it is most likely to trigger the Midas-Touch
problem [5,11,13]. Furthermore, the system inaccuracies (as will be discussed
below) create a bias in gaze locations, consequently reducing the control poten-
tial of drag-and-drop. To the best of our knowledge, there is scant opportunity
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to conceptualize the drag-and-drop command precisely in current eye tracking
research. In contrast, numerous studies exist detailing technical improvements
to other forms of interaction identified in gaze interaction research, especially
clicking and target selection [6–8,11–13]. Moreover, dwell-click [7,11,30,31] as
the major command for gaze-control, is compatible with mouse clicking for the
most part, while drag-and-drop has to be activated by clicking on a functional
menu [32] to simulate a “drag-and-drop” action in the eye tracking program.

There are three main issues associated with gaze interaction. First, eye track-
ing systems were determined to have relatively serious inaccuracies. The cursor
often lost control during interactions according to user feedbacks. This may be
due to many reasons. For example, inaccuracies in the eye tracking program
(Sect. 5.1) can produce errors when controlling the cursor. Huang and Westin
[10] noted that changes in head posture and body position are likely to cause
eye tracking failure. Furthermore, eye tracking applications can produce serious
inaccuracies because of inappropriate interface design [10] and system bugs when
connected with the API (Application Programming Interface) in the eye track-
ers. The eye trackers also have inherent errors originating from the hardware
and eye tracking algorithm [31,33].

Second, the functions supporting eye tracking systems were relatively limited
such that the mouse and keyboard control could not be replaced by the eye
tracker and unimodal gaze-control completely. Similar to the issues observed
with eye tracking programs, eye tracking does not support unimodal gaze-control
or self-control, rather it impedes accessibility among severely disabled users.
Additionally, there many of the applications used failed to support eye tracking.

Nearly all the participants found it extremely necessary to provide gaze-
adaptive interfaces, and heavily underlined the importance of both gaze-adaptive
and customized interface. This clarifies that the user interfaces available with cur-
rent applications are not adequately compatible with gaze interaction. Notably,
interfaces for gaze-control adapted to the current eye tracking accuracy are
expected to maintain sparse elements with at least 94px [28]. However, some
user interfaces, e.g., gaze-control games fail to observe this rule [10]. The fol-
lowing recommendations are proposed: firstly, design applications for unimodal
gaze-control accuracy, which are limited by natural eye behaviours [34] and cur-
rent eye tracking technology. Secondly, there is a need to enable retrofit the
most commonly used applications designed for mouse and keyboard interaction
with interface plug-ins to increase their accessibility to people with severe motor
disabilities.

5.3 Issues of Eye Tracking Applications

This study categorized gaze-control applications into several genres: desktop con-
trol, document editing and typing, computer graphics and computer games. The
comparison between the difficulties associated with the applications reveals that
drawing by applying gaze interaction is particularly challenging, while the other
applications were relatively straightforward to use. It can further be inferred
that similar creative applications (e.g., CAD, 3Ds Max) would prove challenging
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for motor disabled users. Existing gaze-control drawing research [22–27] only
focuses on drawing straight lines and producing preset geometric patterns like
circles and squares. The results in these studies proved a lack of fidelity and flex-
ibility, and a big gap to free-hand drawing. Approaches to conducting creative
tasks via eye tracking system have been explored in recent years [9]. However,
this study evaluated applications that rely on dwell-click for the gaze-control,
leaving the interactive obstacles when operating drag-and-click unsolved. Thus,
computer graphics application have remarkable scope for improvement.

When this study examined the specific challenges associated with gaze-
control drawing (Fig. 8), it was indicated that precision is the most significant
problem, including the ability to control the brush and fixate at the pixel-level.
Since conducting computer graphics has high demand in terms of fidelity and
precision when drawing, the limit of eye tracking accuracy and precision [31,33]
make drawing via gaze-control extremely difficult. Notably, lack of accuracy and
precision is also a factor affecting level of difficulty when conducting drag-and-
drop mouse action via gaze-control (Fig. 3). Therefore, it is rather difficult for
gaze-control to emulating free-hand drawing on screen as this activity completely
depends on drag-and-drop.

The participants also stated that switching between different drawing func-
tions in graphics software is troublesome. This is probably due to the compiled
interface and complicated drawing commands integrated into graphics software.
Specifically, when this study examined the graphics software used by motor dis-
abled people, it found no gaze-based drawing software available in the market-
place. The participants who used it to draw applied Photoshop, Inkscape and
Windows Paint as the most frequently used graphics software. However, such
software was developed for mouse and keyboard interaction, thus has no gaze-
based interfaces or assistive function supporting eye tracking. For example, it is
impossible to conduct free-hand drawing on canvas, either using marquee, lasso,
and eraser, as all of these are executed by drag-and-click. Professional drawing
software also has pixel-level icon sizes that are significantly smaller than toler-
ance for gaze-control accuracy (97 px) [28]. Hence, it is vital to explore drawing
systems accessible for gaze interaction.

In contrast, other applications have achieved sophisticated eye tracking tech-
niques and good accessibility for gaze interaction, especially in the context of
desktop control. These sophisticated applications take advantage of mainstream
eye tracking research, such as target selection [6–8], typing [12,16,17], and gaze-
controlled game design [20,21].

In terms of computer games, accessibility to eye tracking utilities is good.
Figure 7 shows that the issues associated with eye tracking accuracy, precision
and interface only affect gaze-control games moderately. The slightly remarkable
finding is the lack of game genres applying gaze interaction. Real-time games
remains a challenge, especially for unimodal gaze control, with similar demands
of precision and accuracy, limited time for interaction and added challenges of
game events that can disturb gaze control. Conclusively, it is recommended that
additional gaze-control modes be sought to enable gameplay.
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5.4 The Knowledge Graph of the Eye Tracking Issues

Finally, the connection between the eye tracking issues mentioned above is delin-
eated in the knowledge graph (Fig. 10). This also implies a correlation with these
three aspects throughout the usage of eye tracking systems (i.e., eye tracking pro-
gram, gaze interaction, and accessible applications). It is shown here that the
issues associated with accessibility and accuracy are the most significant of all
the impact factors discussed herein. On one hand, the accessibility of contempo-
rary eye tracking systems and gaze interaction necessitates urgent improvements
in many areas, including the interaction modes, functionality, interface design.
On the other hand, accuracy problems affect the usability of many eye tracking
systems, including calibration (recalibration), gaze-control drawing, and gaze-
control games.

Fig. 10. Knowledge graph of the eye tracking issues. A bigger size of the dot indicates
the issue is more influential and correlative to the others.

6 Conclusion and Further Research

This study has conducted a survey of the first-hand user experiences of dis-
abled people utilizing eye tracking systems for human-computer interaction, and
has systematically investigated the challenges they encounter. These challenges
were identified and evaluated in three narrative stages following the gaze-control
usability paradigm structure. The results reveal five major gaze-control chal-
lenges, while a knowledge graph delineates the connection between various eye
tracking usability issues.
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In detail, the challenges uncovered by this study associated with eye track-
ing systems and gaze interaction are: (1) Independent operation and system
configuration for motor disabled people; (2) Tracking and estimating of the eyes
in accuracy and precision; (3) Dual input interaction such as click-and-drag;
(4) Accessing the gaze-adaptive user interface designed for the tolerance of eye
tracking accuracy; (5) Accessing available graphics applications for gaze interac-
tion and enabling gaze-control drawing; and (6) Accessing the diversity of game
genres, which are available for eye-tracking-supported game design and gaze
interaction. The conclusion of this study provides valuable information about
the first-hand user experiences of motor disabled people and provides guidance
on the focus of future eye tracking research.

In view of the aforementioned uncovered challenges, our planned future
research will be twofold. Firstly, we will seek solutions to produce more accessible
eye tracking systems, especially targeting computer graphics and related gaze-
control mode, which was revealed to be the most challenging area for computer
interaction. Secondly, we will aim to focus on severely motor disabled users and
continuously update the usability study with the latest eye tracking technologies.
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Abstract. People aged 55–65 are going through a special period in their life.
Many of them don’t feel old or identify themselves as older adults in terms of
their appearance and daily behavior, but they still face conditions of early physical
aging and are a relatively underserved population in the digital age. In this paper,
we studied 15 late middle-aged people to understand their behaviors when facing
frustrations during online shopping. Their verbal response and physical activity
behavior were encoded based on grounded theory. The results show that, when
shopping online, late middle-aged users frequently encounter frustrations that
affect their emotional state, and they usually lack immediate and convenient help.
Finally, four design strategies were suggested in this paper to help reduce the
number of frustrations and improve the recovery from the frustration of the late
middle-aged users. Furthermore, in the study of adaptive aging, behavior coding
can provide useful insights to help designers understand the characteristics of
users.

Keywords: Late middle-aged people · User frustration · Online shopping · User
experience

1 Introduction

World Health Organization (WHO) considers that people become older adults when
they reach 60 or 65 years old [1], which is widely accepted in most elderly-related
studies. In China, the Law of the People’s Republic of China on Protection of the Rights
and Interests of the Elderly defines people over the age of 60 as older adults.1 In the
meantime, the earliest common retirement age for adults with working ability is 55.2

Existing studies have paid less attention to people between the ages of 55 and 65. At
present, there is no unified term to define this group.

1 See Law of the People’s Republic of China on Protection of the Rights and Interests of the
Elderly, effective on August 29, 1996, amended on August 27, 2009, July 01, 2013, further
amended on December 29, 2018.

2 Interim Measures for the retirement of state functionaries, effective on January 1, 1956.
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In China, the majority of people aged 55–65 have just retired fromwork and returned
to a more family-centric life. They are the primary user group of smartphones over the
age of 55 [2] and spend a significant amount of time daily on different online platforms
such as social chat, video-sharing and online shopping. Despite the fact that many of
them don’t identify themselves as older adults, they still face conditions of early aging,
therefore cannot be simply classified as general “middle-aged people”. The continuous
expansion of latemiddle-aged users indicates that they are becoming an important online
user group in the future.

2 Related Work

2.1 The Late Middle-Aged Group

Some researchers in China have already begun to study users aged 55–65 when using
smart products [3, 4] or online platforms [5]. The user habits of electronic products will
persist for some time in the future when users get older [3], the behaviors of people in this
age group reflect the characteristics of future old adults. This paper adopts the definition
of people aged 55–65 in previous studies and identifies them as the late middle-aged
group. Neither their self-perception nor the public’s impression of them makes them
feel “old” in terms of their appearance and behavior, this may cause them to become
anxious about howwell they canuse their smartphones. The current neglect of technology
acceptance of the late middle-aged people is more likely to lead them to anxiety and
to lose self-confidence in the future [4]. In such a context, it becomes an important
proposition for researchers and designers to pay more attention to late middle-aged
users, understand their anxiety when using smart products, and develop new design
strategies to improve their acceptance and adaptability to new technologies.

2.2 User Frustration

In the field of psychology, Freud (1921) defines that frustration occurs when the people’s
goal is disturbed by inhibition conditions, caused by external reasons such as physical
environment, social or legal obstacles and internal reasons such as lack of knowledge
and skills [6]. It relates not only to failed actions but also to failed expectations [7]. The
importance of the goal to the individual, and the intensity of one’s desire to achieve
the goal, affect the intensity of one’s response to task interruption [8]. In the field of
HCI, researchers found that even if the computer system was operating in a correct state,
unexpected situations could still cause user frustration, such as pop-up ads and viruses
[9]. The user felt mood-changing and low satisfaction when experiencing unexpected
frustrations [10]. In conclusion, “frustrations” and “user frustrations” refer to a dynamic
emotional state that is constantly associated with the fluency of users’ tasks. Frustrations
lead to users’ negative emotions, which may result in their inability to complete the task.
For the late middle-aged group, it is important to understand their feelings and emotions,
as well as efficiency and proficiency in using smart products.
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2.3 Perceived Self-efficacy and Technology Acceptance

Late middle-aged people are generally healthy, and they seek positive feedback to con-
firm their confidence or belief in their ability to achieve specific goals, which refers to
their perceived self-efficacy [11]. People with high perceived self-efficacy will be more
positive and confident in dealing with various problems [11, 12]. Unlike older adults
over 65, late middle-aged users’ actual performance may contradict their high demand
of perceived self-efficacy, which will lead to anxious or depressive emotions, and affect
their self-confidence and willingness to learn [13], resulting in more task failure or
abandonment.

Technophobia refers to fear, dislike or discomfort caused by using modern technolo-
gies and complex technical devices (especially computers) [14] and is common to older
adults. Depressive emotions not only affect users’ interaction with the computer but
also reduce their learning motivation, social activity and technology acceptance [15].
Excessive technology anxiety may limit their benefits from new technologies [14]. Fisk
(2020) believes that the benefits of technology should be emphasized to increase users’
perceived usefulness of smart products. It is important to let users know that errors are
a normal part of the learning process and will not damage the equipment [16].

Adaptive aging design should focus on creating low-frustration experiences with
user-friendly guidance, minimizing the negative impact of frustrations, in order to
improve perceived self-efficacy and technology acceptance of late middle-aged users.

Based on the above research, we mainly focus on the following research questions:

RQ1: What kind of frustrations do late-middle-aged users experience during online
shopping?
RQ2: What is their emotional state when experiencing frustration?
RQ3: How do they solve these frustrations?

3 Method

In this study, we conducted face-to-face semi-structured interviews and observations of
late-middle-aged users of online shopping platforms. Each participant was fully aware
of the process of the interview and accompanied by 1–2 researchers. The data during
the experiment were only used for academic analysis and did not involve any privacy
infringement purposes.

3.1 Participant

15 participants aged 55–65 (59.8 on average) from China’s first-tier cities were recruited
through various channels, including online forums and older adults’ activity centers.
They are all frequent computer users in their jobs and have more than 7 years of experi-
ence in using smartphones. Among them, 12 have retired and 3 have been reemployed
after retirement. They were all familiar with online shopping and had at least one online
shopping experience during the week. In terms of health condition, they all had myopia
or presbyopia, and chronic diseases such as hypertension.
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3.2 Platform Selection

Based on a pre-test questionnaire,we identified twoonline shopping platforms (A,C) that
the participants used almost on a daily basis, therefore a different platform (B)was chosen
for our study. It was used by all participants but was not the most familiar one for them.
This choice helped us to observe the participants’ behaviors more accurately excluding
their differences in proficiency and memory. The two most common smartphone was
chosen to eliminate the interference factors caused by unfamiliarity.

3.3 Procedure

After a brief ice-breaking and introduction to the interview, all participants were invited
to go through the following steps:

1. Introduction of the purpose, and process of the interview and the user test to
participants. Participants were then asked to sign the informed consent.

2. A brief discussion of the current online shopping scenario, habits, most familiar
platforms, frequently encountered problems and degree of trust of the platform. If
possible, we hope the participants can show us their previous online shopping orders
on their smartphones.

3. Participants were asked to use platform B to buy paper towels and their behavior
was recorded.

4. Participants were then asked to apply for a refund, and their behavior was recorded;

After the tests, a more flexible interview was conducted focusing on the user
behaviors observed by researchers during the experiment.

To prevent the impact of external factors during the experiment, researchers and
participants communicated the time and place of the interview respectively. The overall
process lasted a minimum of 40 min and was adapted to the expressive needs of the
participants. All of their behaviors and conversations were recorded for subsequent data
analysis. If participants could not complete the task, they would be encouraged to try
again. If they needed help, we would give them some assistance or hints.

3.4 Analysis Based on Grounded Theory

After the interviews, researchers transcribed, analyzed and coded each video and screen
recording based on a unified definition of user frustration. Language and activity behav-
iors were both encoded aiming to form a more comprehensive observation of user’s
status when encountering frustration.We focused especially on the moments when users
expressed negative emotions. The activity behavior coding clearly showed the user’s flu-
ency and hesitation at each step, ensuring that no detailed information was overlooked.
Our coding principles are listed below in Table 1.

Each stress, complaint, confusion, doubt and other emotion expressed by the partic-
ipant that hampered the smoothness of the task was documented as one frustration. The
same situation might be recorded differently depending on the scenario. For example, if
the participant couldn’t find the refund button on the current page, it would be marked
as one frustration; if the participant failed to find the button on the wrong page, it would
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Table 1. Online shopping frustration behavior code

Behavior types Behavior
descriptions

Expressions

Language
behavior

Stress Negative about their behaviors

Complaint Dissatisfaction with the current interface

Activity
behaviors

Confusion 1. Hands hesitate and dare not click;
2. Check the interface back and forth, unable to determine the
target options and interaction mode;

Doubt 1. Unable to determine the current state and stop the operation;
2. Continuous invalid operation because the target couldn’t be
found;
3. Unexpected information after operation;
4. Difficult to see the key information;
5. Icon clicking;

Hesitation 1. Their hands hesitate and don’t know where to click
2. Slide up and down without clicking on the target

Dissatisfied 1. Stop the operation when they are not satisfied with the
information. For example, the refund reason set by the system;
2. Dissatisfied with complex system information

be registered as different frustrations; if the participant realized quickly the error of their
search path and returned to the right page, it would not be marked as frustration.

A member of the research team read the documents of each interview independently
and coded the data based on grounded theory.MAXQDAwas used for coding annotation
to form primary, secondary and tertiary codes [17]. Through open coding, a total of 502
codes were generated. Then three researchers discussed, compared and coordinated the
location and definition of each code many times. An initial code framework was estab-
lished, which integrates the behaviors of late middle-aged users during online shopping,
including frustrations during online shopping, the emotional impact of frustrations, ways
to solve frustrations. Then we discussed the internal relationship between these topics,
as shown in Fig. 1.

4 Findings

4.1 Frustration is Common

The minimum number of operations to complete the task is 10–14 steps, and the average
number of operations of participants is 17.46. 26% (n= 4) participants met the simplest
operation path, 13% (n = 2) users took 27 steps, and 40% (n = 6) users took more
than 20 steps. Through coding and sorting, it can be seen that each user encountered 5
frustrations on average and 11 frustrations at most.

Almost half of the situations of difficulty in finding the required functions in the
user tests were caused by participants’ inability to “see”. Late middle-aged people are
experiencing a decline in physical function, especially in visual search ability [18]. Even
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Fig. 1. Coding scheme

though they are familiar with online shopping, they still spend a lot of time searching
repeatedly, and may still be unable to locate the information they need.

4.2 The Emotional Impact of Frustrations

When facing frustrations, participants eventually completed the task on their own, but
the journey was quite bumpy. Each frustration had an impact on their emotional state
and overall experience. Participants may encounter frustrations at almost any stage of
online shopping, and their moods were always negative when frustrations occurred. VA
model was adopted to descript participants’ detailed emotional status in Fig. 2. The most
common frustration-related emotions are stress, hesitation and discouragement. Some
skilled users also felt dissatisfied and complain about the platform.

Fig. 2. The emotional impact of frustrations



418 T. Jin et al.

Before encountering frustrations, more than 80% of the participants confidently
talked about their online shopping habits and tips.But during the user tests, they gradually
seem to lose confidence.

P4 said in the discussion session that she often shopped from different platforms.
However, during the test, she encountered many frustrations and became stressed and
discouraged. When she failed to find the refund button, her forehead was sweating. She
asked the researcher awkwardly:

"There should be the function, but why didn’t I find it? What’s going on? Where
is it? Why can’t I see?"

P11 was very successful in the early stage of the task. She didn’t know how to apply
for a refund, so she chose to consult with customer service. However, she could not
fully understand the text description in the customer service’s reply, and was in a very
confused mood:

"Should I return it now? Orders? Comprehensive sales?Where are my orders? My
God, I haven’t been familiar with this platform at all. I really don’t know how to
find this refund."

Some skilled participants who were very confident in their abilities would also
express a stronger emotional response such as dissatisfaction or complaint when they
encountered situations that did not meet their expectations.

4.3 Participants Are Helpless When Encountering Frustrations

During the interview stage, we asked about the participants’ views on smartphones and
online platforms. P3 and P11 made it clear that they were not particularly interested in
intelligent gadgets. The remaining 12 participants showed high learning enthusiasm and
wiliness to keep up. They want to learn from other people especially younger family
members why frustration happened and how to solve it in order to avoid it in the future.
However, we found that no matter these 12 participants’ living situations with their
children is, they were generally helpless.

Helpless Because Children are Far Away. Some participants did not often meet their
children (n = 6), there were often no young people around them. However, these peo-
ple expressed a strong willingness to learn, and were more inclined to solve problems
by themselves using search engines or manuals. They were also more willing to seek
remote help, such as contacting online customer service or calling close friends, former
colleagues and subordinates. The lack of direct, convenient help made it difficult for
them to solve their frustrations smoothly.

P1, P15: “If my child is around me, I don’t worry about anything. But now she is
abroad. I can only study by myself and try to adapt to these things.”

Helpless Because Children’s Impatient. For other participants who lived with their
children (n= 7), and their all wished that they could be guided with more patience. Even
though they could easily reach out to their children when encountering frustrations, their
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proficiency was worse than the ones who lived without their children. 70% of them said
they didn’t want to ask their children for help because they might be blamed. Younger
family members may not provide timely and appropriate help. Late middle-aged users
might bear great psychological pressure when they had to ask for help.

P7 “Sometimes when I askmy son, he is impatient and operates too quickly. I haven’t
caught anything yet, but several steps have passed. I just hope he can teach me patiently.
Otherwise, I still can’t remember next time. And he will ask me why I can’t remember.”

P4, P12, P14 “My daughter is busy and I’m embarrassed to ask her. She may not
have much time. Moreover, young people speak too fast but we understand slowly.”

5 Discussion

5.1 Causes of Frustrations

After the age of 60, there is a significant decline in cognitive capacities, such as the ability
to receive and process information [19]. In particular, the declining anti-interference
ability in the information processing stage makes it difficult for users to find their desired
items in time in complex interfaces. And the reduction of their workingmemory capacity
results in heavy cognitive load and difficulty to retain a variety of information. The
degradation of these physical functions will accompany the late middle-aged group for a
long time. However, the better they understand the causes of their frustrations, the more
effectively they can solve the problem.

In the tests, 27%of the participants had no basic understanding of the refund function.
About 73% of the participants got stuck in the test because the system feedback was
not clear to them. A single frustration may not severe enough to disrupt the whole task
but still affect users’ emotions and overall experience. The following three categories of
causes were identified in this study.

Can’t see refers to the failure to obtain vital information visually on the interface.
Even if the participants know and can clearly describe the correct operation, they were
still less sensitive to the visual change of interface state.

Can’t understand refers to the confusion of unclear semantic description, incom-
plete understanding of icons or unclear status prompts.

Can’t operation refers to the frustration of not knowing where to click or not daring
to click, etc.The majority of them were in a state of aimless wandering, unsure of where
to go next.

5.2 Design Implications

Based on our findings, we develop a number of design implications to address salient
issues in the frustrations of the late middle-aged user when shopping online (as shown
in Fig. 3). We believe that these strategies could also benefit a certain level of other user
groups as well.
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Fig. 3. Design implications

Frustration Prevention: Develop an Age-Friendly Information Structure. The nor-
mal aging process will affect the way late middle-aged people use smart products. The
information architecture design should adhere to their mental models [20], such as shal-
low and broad structure with fewer layers, less frequent page switching and clearer
semantic descriptions. The button and font size of key features should be emphasized
visually.

Frustration Notification: Provide a More Visible Reminder of Frustrations. The
primary cause of frustration for older users when using smart devices is the declination
of sensory sensitivity and memory capacity, which means the interface should be more
enhanced in terms of user perception. System status changes should be displayed more
clearly to help users be aware of what’s going on. Multi-sensory (audio, haptic etc.)
feedback could be used to reduce the visual cognitive load of late middle-aged users.

Recovering from Frustrating Status: Convenient Help Channel and Humanized
Operation Guidelines. Although late middle-aged users usually could complete the
daily tasks on their own, sometimes they still need to seek help. More and more studies
have proved that IVA, as a long-term social partner and exercise coach for seniors, is a
feasible way to provide social support [21, 22]. An AI agent can measure the frustration
met by the user’s behavior such as the number of repeated actions, so as to provide
user-friendly step-by-step guidance. It can also record the steps that users most easily
forget and provide customized help in time, and assist users to recover from frustrations
stress-free [23].

Positive Feedback: Giving Praise after Recovering from Frustrated Status. At the
end of the experiment, we asked participants about the use of the “filtering” function in
online shopping. 73% of users (n = 11) admitted that they did not know this function
and eagerly turned to researchers to learn more. After successfully using this function,
every participant was excited.

P4 “I especially like being with young people! I can learn new things, and I feel like
I am getting younger.”

P9 “Wow! This is very useful. Really good! The next time I buy something I can use
this function.”

Frustration and confusion in the process of learning are better than boredom [24].
We found frustration could also strengthen the understanding of interface knowledge
and let users test their skill, which might give them a sense of achievement. In our study,
almost all late middle-aged users had a strongwillingness to learn. Positive feedback and
appropriate encouragement are vital for them to confirm their perceived self-efficiency
and learn better from their mistakes.
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6 Conclusion

6.1 Summary and Key Findings

Through the interview and observation, we studied 15 late middle-aged users to under-
stand their behavior when encountering frustrations during online shopping, the emo-
tional impact of frustrations, ways to solve frustrations. User’s language and activity
behavior were encoded and analyzed based on the grounded theory, which lead us to sev-
eral insights on the causes of frustrations, emotional characteristics and problem-solving
methods of late middle-aged users.

We found that people aged 55–65 generally have a high sense of perceived self-
efficacy, and the frustration they encounter when using smart products may cause them
to have negative emotions such as doubts, confusion and complaints. Due to their deteri-
orating eyesight, gradually slowing response and the lack of convenient help, the process
of their recovery from encountered frustration is often not smooth, which then contin-
ues to have a negative emotional impact on them. Based on the findings, we also pro-
posed design implications aiming to reduce user frustrations, help users recover from
frustrations and provide them emotional support.

6.2 Limitations and Future Work

Frustration does not consequentially interrupt users’ ongoing tasks but has an intermittent
negative effect on the user experience. In this study, the participants were not diverse
enough, most of them were highly educated in first-tier cities, and the gender balance
was insufficient. And we have not studied the emotional impact on later operations of
frustration on late middle-aged users.

In the future, we will enrich the study with a thorough selection of qualitative and
quantitative methodologies and continue to study how to help people aged 55–65 reduce
the impact of frustrations when using smart products or online platforms.
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Abstract. The literature has shown that normal ageing is associatedwith a decline
in sensory, perceptual, motor, and cognitive abilities. Physical activities and cog-
nitive training are considered beneficial for maintaining functional abilities and
enabling healthy ageing. Recent years have seen an increase of mobile apps
for physical and cognitive exercises. However, few studies have investigated the
usability of these apps, particularly for older users, to identify in detail the usabil-
ity challenges older users face when using these apps. In this paper we present
a heuristic evaluation of 10 training apps including five for physical training and
five for cognitive training. The results show that all the training apps have usabil-
ity issues. In order to provide apps with high level of usability for older users,
apps designers and developers should take into account usability principles and
the characteristics and needs of this user group.

Keywords: Usability · Older adults · Training apps · Heuristic evaluation ·
Physical and cognitive training

1 Background

Ageing is associated with reduced physical and cognitive capacity and a growing risk
of disease. Healthy ageing is the process of developing and maintaining the functional
ability that enables wellbeing in older age. Several systematic literature reviews and
meta-analysis [1–3] have shown thebenefits of physical and cognitive training, separately
or combined, on healthy ageing.

Mobile technology opens the possibility for providing medical and public health
support with mobile devices such as smart phones, tablets, smart watches, and other
wireless devices.Mobile health apps for older adults offer promising solutions tomanage
health issues associated with the aging society and growth of older population. There
is an increasing number of smartphone-based apps for physical exercise and cognitive
training in the market. Some are developed for younger users and recommended to older
adults, while others are developed specially for older adults. Although these apps may
be beneficial for the wellbeing of this user group, they can also pose challenges. Poorly
designed training apps with low usability could not only discourage older users from
using them, but also be potentially harmful for older users.
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Previous studies that investigate the usability of training apps for older adults mostly
focus on one particular app [4, 5] and use quantitativemeasurements to evaluate usability,
which often do not provide details of the usability challenges older users face when using
the app. The study presented in this paper aims to fill this gap by focusing on the detailed
usability challenges posed by cognitive and physical training apps for older users.

2 Related Work

A number of studies have investigated the usability of diverse mHealth apps for older
adults, such as apps for medication management [6, 7], diabetes self-management [7],
and managing heart failure [8].

Concerning training apps for older adults, Daly and colleagues [4] conducted a
pilot study with 20 participants focusing on feasibility, usability and enjoyment of a
commercial physical exercise app for older adults living independently in the community.
The usability of the app (called “Physitrack”) was measured by the System Usability
Scale [9]. Pfister and colleagues [5] conducted amixedmethods studyon the usability and
acceptance of an exercise app (called “Fit”) with 20 participants including 10 therapists
and 10 adults with mean age 57 years old. In addition to collecting System Usability
Scale scores, this study has also measured task completion rate and collected errors and
comments made by participants. The data reflected the usability challenges of the app for
the participants. Acknowledging the limitation of the study method, the authors of this
study commented that combining their study results with other usability methods such
as heuristic evaluation or cognitive walkthrough [10] would strengthen their results. A
similar study [11] used heuristic evaluation to investigate whether two popular fitness
apps Nike+ and RunKeeper were able to accommodate the needs of older users. The
study found that small target sizes, insufficient contrast and reduced font sizes are some
of the common usability issues that hinder older adults from using these apps. This study
concluded that the two fitness apps were not ready to accommodate the needs of older
users.

3 Methods

In the study presented in this paper we adopted a heuristic evaluation method to identify
usability challenges that training apps pose to older users. A carefully selected group of
physical and cognitive training apps (five in each category) for iOS was evaluated based
on Jacob Nielsen’s 10 usability heuristics1.

It is difficult to find commercial apps developed specially for older adults. Therefore,
we have selected apps that developed mainly for younger users but are recommended
to older adults by either health organizations and authorities or ageing-related fora.
The five physical exercise apps are: 7 min Workout, C25K 5K Trainer, Daily yoga,
MapMyWalk, and Yoga studio. The five cognitive training apps are: CogniFit, Elevate,
Lumosity, NeuroNation, and Peak. A free version of each app is downloaded from App
Store to iPhone with iOS version 12.5.1.

1 10 Usability Heuristics for User Interface Design.
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In each app, a list of representative pages was selected according to a set of criteria
such as essential functions and variety of page types. These selected pages are then
evaluated using the usability heuristics. A rating scale is used in the evaluation: 0-not
applicable or cannot be evaluated, 1-not comply, 2-partially comply, 3-comply. Along
with each rating, a description is provided to explain the rating and screenshots are taken
to support the description and rating. In cases of unclear rating, both researchers have
discussed and come to an agreement.

4 A Brief Introduction of Selected Apps and Pages

4.1 Cognitive Training Apps

All the cognitive training apps offers a variety of features related to brain training activ-
ities. Some of the features can only be accessed in the paid version or after the user has
carried out a pre-defined number of training activities. The training in cognitive apps is
presented as games.

CogniFit (Version 4.2.12). The interface of CogniFit includes fivemain pages: 1) gives
information on today’s games and training sessions, 2) shows overview of results, 3)
shows statistics and next goals, 4) shows all games, and 5) shows profile and settings.
Users are allowed to play 4 to 40 games every day.

Elevate (Version 5.40.0). The interface of Elevate has five main pages: 1) gives infor-
mation on today’s games, 2) shows statistics of results from playing games, 3) shows
overall games and statistics, 4) shows notifications, and 5) gives information about
achieved goals and settings. Users are allowed to play 3 games every day.

Lumosity (Version 9.84). The interface of Lumosity contains five main pages: 1) gives
information on today’s game, 2) shows all games, 3) shows statistics and training history,
4) provides insight into game progress reports, and 5) shows settings. Users are allowed
to play 3 games every day.

NeuroNation (Version 3.5.76). The interface of NeuroNation has five main pages: 1)
gives information on today’s games and training sessions, 2) shows extra physical exer-
cises such as stretching which can help with brain training, 3) shows information about
Premiums/paid version, 4) shows overview and statistics of results and achievement of
goals, and 5) shows settings.

Peak (Version 5.19.0). In the free version, some of the features require users to see a
promotional video to get access. The interface of Peak contains four main pages: 1)
gives information on today’s games, 2) provides an overview of all games, 3) shows the
statistics of results from playing the games, and 4) gives information about achieved
goals and settings. Users are allowed to play 2–3 different games once every day and
have access to 2–3 new games every day. If users want to play these games again, they
must first see a promotional video.
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For all five cognitive training apps, the following common features have been selected
for evaluation: choosing a game, starting a game, pausing/restarting a game, and quitting
a game. In addition, some common pages in each app were evaluated, including the
overview page of all games, the main pages for each game where users start game and
see information/introduction/statistics about the game, and the pages where users play
the games.

4.2 Physical Training Apps

Due to the diversity of the physical training apps, it is difficult to identify com-
mon pages in all apps. However, most of the apps have features such as choos-
ing/starting/pausing/quitting a workout/an exercise. These are selected for evaluation.
In addition, we have selected some specific pages and features in each app. These are
presented in the following sections.

7 min Workout (Version 4.4.9). This app contains three main pages: 1) allows users
to choose a workout and start training. Settings for the whole app is also included in
this page such as music and favorite exercises. For each workout, users can see which
exercises are included and the information about these exercises. 2) allows users to make
their own workout by choosing and adding different exercises. 3) shows users’ progress
over time and allows users to register their weights.

The pages selected for evaluation include the first page where users choose workout,
start training and the exercise pages. The features evaluated in these pages include choos-
ing an exercise, seeing an overview of exercises in a workout, and getting information
about exercises, turning on/off music, starting an exercise, pausing the exercise, going
back and forth between exercises, setting music and voice guidance, and going to full
screen.

C25K 5K Trainer (Version 5.1.0). This app has one main page. From this page, users
can go to settings, turn on/off dark mode, choose workout, and start workout.

The pages selected for evaluation include the page where users choose and start
workout and the page where a workout starts. The features evaluated in these pages are:
turn on/off darkmode, choose a workout, start a workout, pause a workout, and continue,
change music setting and go back and forth between exercises in a workout.

Daily Yoga (Version 7.49.00). This app has five main pages: 1) gives an overview of a
training plan, completed workout and favorites. 2) gives an overview of all workouts. 3)
only shows for paid users. 4) allows users to communicate with other users and sharing
photos and workouts. 5) allows users to edit profiles and change settings.

The pages selected for evaluation include the pages where users choose and start
workout and the page when a workout starts. The features evaluated in these pages are:
choose a workout, start a workout, pause a workout, quit a workout, turn on/off music, go
back and forth between exercises in a workout, changemusic setting and voice guidance,
and go to full screen mode.
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MapMyWalk (Version 21.8.0). This app contains five main pages: 1) allows users to
explore the app, find friends and see information about their own training. 2) allows
users to make challenges with friends and gives an overview of existing challenges. 3)
provides users with choices of activities and changing settings. In this page, users can
also connect via Bluetooth to other devices that measure pulse, speed, calories, etc. 4)
allows users to set up goals and training plans and shows an overview of completed
and future goals. 5) shows diverse additional information and features such as profile,
setting, privacy, help, friends, goals and workout routines.

The pages selected for evaluation include the pages where users choose and start
a workout and change settings related to the workout. The features evaluated in these
pages include: choose aworkout, start aworkout, pause aworkout, quit aworkout, change
setting for Voice Feedback, set up Delay Start Timer, see notifications, get information
about upgrade, and connect to other devices via Bluetooth.

Yoga Studio (Version 4.3.45). This app has five main pages: 1) shows downloaded
Yoga poses for use without network connection and allows users to change settings.
2) shows all Yoga blocks users can choose from. Users can make their own blocks by
combining a set of poses. 3) shows all Yoga poses where users can browse and search.
Yoga poses are described with text and image describing the exercise step-by-step. 4)
allows users to plan their own training. 5) shows achieved goals and badges.

The pages selected for evaluation include the pages where users choose and see
information about Yoga poses and make their own Yoga blocks. The features evaluated
in these pages are: search and choose Yoga poses, choose among blocks, and see/add
favorites.

5 Result

In this section we will first present an overview of the evaluation results (Table 1 and 2),
followed by a more detailed description of the challenges and issues categorized based
on the usability heuristics.

As shown in Table 1, all 10 apps were evaluated either Comply or Partially Comply
to all heuristics expect for 7 minWorkout and Yoga Studio. Seven apps had more partial
complies than full complies across all heuristics. CogniFit fully complies to only one
heuristic, while C25K fully complies to six heuristics. Table 2 shows that all heuristics
were found to be either complied or partially complied except for Heuristic 9: Help
users recognize, diagnose, and recover from errors. Six heuristics received more partial
complies than full complies across all apps. Heuristic 3: User control and freedom and
Heuristic 4: Consistency and standards received one fully comply each, while Heuristic
2: Match between system and the real world received eight fully complies.
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Table 1. Evaluation results of all 10 apps (how many heuristics each app complies, partially
complies, does not comply and heuristics that are not applicable or cannot be evaluated).

Apps Comply Partially comply Not comply Not applicable or
cannot be evaluated

Cognitive CogniFit 1 9 0 0

Elevate 4 6 0 0

Lumosity 4 6 0 0

NeuroNation 3 7 0 0

Peak 2 8 0 0

Physical 7 min workout 4 5 0 1

C25K 6 4 0 0

Daily yoga 5 5 0 0

MapMyWalk 5 5 0 0

Yoga studio 4 5 0 1

Table 2. Evaluation results of all 10 training apps categorized by usability heuristics (for each
heuristic, how many apps comply, partially comply, do not comply and the heuristic is not
applicable or cannot be evaluated).

Usability heuristics Comply Partially comply Not comply Not applicable or cannot
be evaluated

1. Visibility of system
status

2 8 0

2. Match between
system and the real
world

8 2 0

3. User control and
freedom

1 9 0

4. Consistency and
standards

1 9 0

5. Error prevention 2 8 0

6. Recognition rather
than recall

2 8 0

7. Flexibility and
efficiency of use

4 6 0

8. Aesthetic and
minimalist design

7 3 0

(continued)
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Table 2. (continued)

Usability heuristics Comply Partially comply Not comply Not applicable or cannot
be evaluated

9. Help users recognize,
diagnose, and recover
from errors

5 3 0 2

10. Help and
documentation

6 4 0

5.1 Evaluation Results Categorized by Heuristics

In the following sections we will provide details of the evaluation results of the apps
categorized based on the usability heuristics.

Heuristic 1: Visibility of System Status. This heuristic concerns keeping users
informed by showing system status and feedback in a timely and appropriate manner.
Except for NeuroNation and Daily Yoga, we have found system status visibility issues
in all the other apps evaluated. For example, in CogniFit and Elevate, warning sounds
are missing when a game starts or finishes. In Lumosity, users do not get immediate
feedback that it is a locked game when they try to open one. Instead, the main page for
the game opens with a button which users must press to unlock with Premium. In Peak
users of the free version are required to see a promotional video when they want to play a
game again. However, Peak does not inform users that the video is a promotional video.
In 7 min Workout’s full screen mode it is not clear for users where to tap in order to
pause a workout. In C25K voice feedback announces workout start/stop, but this voice
does not announce pause and resume. A similar issue was also found in MapMyWalk.
In Yoga Studio, a user can choose a photo for the Yoga block s/he has created. However,
there is no indication (e.g. by using a check box) on which photo the user has chosen.

Heuristic 2: Match Between System and the Real World. This heuristic concerns
using familiar concepts, symbols, and terms and presenting information in natural and
logical order to users. Except for CogniFit and Yoga Studio, all the other evaluated
apps have satisfied this heuristic. In CogniFit some of the terms such as inhibition and
shifting under Trained Skills in the game introduction may be difficult for users to under-
stand. Yoga Studio provides descriptions of poses. Most of the descriptions are easy to
understand, especially with the additional images of the poses. However, some pose
descriptions refer to other pose names which users may not be familiar with. It would
be helpful if it provides a link to the other pose descriptions or tooltips explaining the
pose names.

Heuristic 3: User Control and Freedom. This heuristic concerns providinguserswith
possibilities for going back, undoing, or canceling their action, thus allowing users to
have a feeling of control and freedom and avoid frustration. Except for Yoga Studio, none
of the other apps evaluated fully satisfy this heuristic. In CogniFit, users can neither skip
over instruction, go back and forth between pages in the introduction, nor have they
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an option to restart a game. In Elevate, when a user pauses a game, a page shows up
with options of Resume, Restart, Menu, and Game Instructions. The Menu option is
in fact the possibility to quit the game and go back to the main menu. But this is not
clear to users. In Lumosity, if a user chooses to see the introduction before playing a
game, the game starts automatically after the introduction. If the user wants to see the
introduction again, s/he must pause the game first, then choose How to play in the next
page. In NeuroNation, after a user has paused a game, s/he must first quit the game and
start it again since there is no restart option. In Peak, users must see all the steps in the
introduction of a game. They are not allowed to go back and forth between steps. In
7 min Workout it is not possible to pause the animation showing how to carry out the
exercise. A similar issue was found in Daily Yoga where users are not allowed to pause
instruction videos. In C25K when users start a workout, the app shows some tips. Users
can tap anywhere to close tips. However, if users choose Never Show Again, it is not
possible to find these tips again (Fig. 1a). In MapMyWalk, when users press the Shoe
icon (connecting to other devices with Bluetooth), if the Bluetooth is not turned on, a
message pops up giving users two options (Fig. 1b). Users can press OK to continue
with turning on Bluetooth. If users choose Not Now, a page shows up anyway asking
users to either connecting to Bluetooth or learning more about Bluetooth connection and
auto-sync.

Fig. 1. Screenshots illustrating a lack of user control and freedom. (a) In C25K it is not possible
for users to find the tips if they choose Never Show Again. (b) In MapMyWalk Not Now does not
stop the app from asking users for Bluetooth connection.

Heuristic 4. Consistency and Standards. This heuristic concerns maintaining inter-
nal and external consistency to improve learnability and reduce cognitive load. In our
evaluation, all the apps except for Yoga Studio have consistency issues. In CogniFit,
some of the warning sounds are the same for all games (e.g. for starting a game or going
to a next level), while other warning sounds (e.g. for a right answer or a wrong answer)
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are different fromgame to game.A similar issuewas also found in Peak. InC25K the icon
that is expected to show the length of workout time does not change when the workout
length changes. In Elevate, the Game Instructions option has a different design than the
other options (Fig. 2a). In Lumosity, instructions can be skipped in two different ways,
one using Skip Tutorial and the other using a cross icon (Fig. 2b). NeuroNation uses
different background colors for different games. However, when a user goes back from
a game (with a specific background color) to the main page, the main page’s background
color becomes the same as the game’s background color. This could be confusing for
users if they use color to recognize games. Daily Yoga shows an icon in the upper right
corner of a page with all training courses. It could be difficult for users to understand
that this icon means sorting and filtering training courses (Fig. 2c). In MapMyWalk, the
Shoe icon means connecting to other devices via Bluetooth. A Bluetooth icon would be
easier to understand for users. 7 min Workout uses two different icons in different pages
for music setting.

Fig. 2. Screenshots illustrating issues with consistency and standards. (a) Options have different
design in Elevate. (b) Different ways to skip an instruction in Lumosity. (c) Icon for sorting and
filtering (upper right corner) in Daily Yoga.

Heuristic 5: Error Prevention. This heuristic concerns eliminating error-prone condi-
tions and asking users to confirm before they commit to an action that can cause an error.
Except for 7 min Workout and C25K, all the other apps have issues in error prevention.
Elevate, Lumosity, Peak, and NeuroNation do not require confirmation or inform users
about the exercise is not saved when they press the Quit/Exit exercise button or Pause
button for going back to the main page. CogniFit informs users that if they exit from
a game their progress will not be saved. Users are expected to read this information,
because when they click on Exit, there is not confirmation. In Lumosity, if a user wishes
to see instructions again while s/he is playing a game, the game restarts automatically
after the instructions finish and the progress data is not saved. The user is not warned
about this beforehand, neither is the user required to confirm the see instructions action.
In Daily Yoga, users can delete search history by pressing Clear without any confir-
mation or warning. In MapMyWalk, when users press Learn More they are taken to an
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external website for developers. Users are not informed or warned about the external
website, nor are they required to confirm. This could be confusing for users. In Yoga
Studio, when users delete a Yoga pose from Favorites or from a Yoga block they are not
required to confirm.

Heuristic 6: Recognition Rather Than Recall. This heuristic concerns minimizing
users’ memory load and reducing the information users have to remember by making
elements, actions and options visible and easily recognizable. Except for 7 minWorkout
and MapMyWalk, challenges with this heuristic were found in all the other apps. In
CogniFit, Elevate, Lumosity, NeuroNation, and Peak, users have to remember that they
need to first pause the game in order to see instructions. In NeuroNation, users also have
to remember to swipe up in order to see more information about a game because there
is no indication (e.g. a scroll bar) on the page that the users can swipe up (Fig. 3a).
In C25K, free version users have to remember which functions are only for paid users
and which are available in the free version. In Daily Yoga, when users try to search for
courses/poses/users no suggestions are given, and users must know exactly what they
search for. This requires that users know for example the name of courses or poses. In
Yoga Studio, users can see a list of blocks or favorites. In order to delete one item from
the list, users must remember to swipe from right to left on the item in order to make the
Delete/Remove button visible (Fig. 3b).

Fig. 3. Screenshots illustrating issues with recognition. (a) No visible possibility to scroll down
in NeuroNation. (b) No visible Remove option in Yoga Studio before swiping.

Heuristic 7: Flexibility and Efficiency of Use. This heuristic concerns flexibility and
efficiency of user actions by providing shortcuts, allowing users to customize and tailor-
ing content and functions for individual users. Daily Yoga, C25K, Elevate, and Lumosity
were found to comply to this heuristic. In CogniFit, NeuroNation, and Peak users do
not have possibility to go back and forth or choose to see only one specific step in the
instructions. In 7 minWorkout, it is not possible to search. If users wish to find a specific
workout, they have to browse through all the workouts. In Yoga Studio, users also need
to browse when grouping poses and blocks according to categories. A filtering option
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will likely make this more efficient. In MapMyWalk, if a user wishes to move some stats
from Not Shown During Workout to Shown During Workout or vice versa, s/he needs to
press the icon on the right side, then hold and move the item up or down. There are no
other options for users who are not able to perform this drag-and-drop gesture (Fig. 4).

Fig. 4. In MapMyWalk moving item must use drag-and-drop gesture.

Heuristic 8: Aesthetic and Minimalist Design. This heuristic concerns keeping con-
tent andvisual design of a user interface focused on the essentials and avoiding distracting
users with unnecessary elements. Except for 7 min Workout, CogniFit, and NeuroNa-
tion, all the other apps satisfy this heuristic. In CogniFit, the backgrounds for the game
names are images of the games, which could make the names difficult to read. This also
makes the interface seem crowded (Fig. 5a). The same issue is found in 7 min Workout
where the backgrounds for workouts/exercises are images (Fig. 5b). In NeuroNation,
when choosing an exercise, a user can see the progress levels from Newcomer to Expert.
The “er” at the end of Newcomer is put in the next line (Fig. 5c) due to issues in the
layout design.

Heuristic 9: Help Users Recognize, Diagnose, and Recover From Errors. This
heuristic concerns communicating error messages to users in a clear and understandable
manner and providing guidance to recover from errors. C25K, CogniFit, Elevate, Map-
MyWalk and NeuroNation satisfy this heuristic. In Daily Yoga, if a user using a free
version chooses a PRO-workout (not a free workout) by mistake, instead of informing
the user that this is a paid workout, it shows Try for Free with Time limited in small
font size. When the user presses Try for Free, a warning pops out telling the user about
starting a 7-day free demo to get access to the workout (Fig. 6). Such feedback can be
confusing for users. Similar issue was found in Lumosity and Peak when users try to
open a locked game (not a free game).

Heuristic 10: Help and Documentation. This heuristic concerns providing easily
accessible documentation for users. 7 minWorkout, C25K, Daily Yoga, Lumosity, Map-
MyWalk and Yoga Studio satisfy this heuristic. All 10 apps provide some instructions
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Fig. 5. Screenshots illustrating issues with Aesthetic and minimalist design. (a) Backgrounds for
game names in CogniFit. (b) Backgrounds for workout types in 7 minWorkout. (c)Word breaking
in NeuroNation’s layout design.

Fig. 6. Pages shown after a free-version user chooses a non-free workout in Daily Yoga.

for users in the beginning of a game or workout with diverse level of details from video
instructions (e.g. Daily Yoga), step-by-step textual instructions with images (e.g. Yoga
Studio), to simple and brief instructions in text form (e.g. C25K). When a user has spent
a long time on a task, Elevate provides just-in-time help to guide the user to complete the
task. While playing a game, users in Peak can press the Question Mark icon to access
instructions. In CogniFit, at the beginning of a game, the app provides a step-by-step
instruction/simulation on how to play, but the instruction cannot be seen again during
the game. If users pause the game and choose to see instructions, the app shows a brief
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instruction in text. In Elevate, the information about the icon is difficult to find which
shows the data for the game are not registered. In NeuroNation, instructions are given
to users while users are playing the game and it is not possible to skip the instructions.
In Peak, instructions in text bubbles fly in from left and disappear in the right, while
animations are shown to users how to play the game. To follow the instructions requires
multitasking skills.

5.2 Summary of the Results

Fig. 7. Overview of evaluation results for all 10 training apps.

Figure 7 shows the overall rating of all apps and all heuristics. The evaluation has
shownmany good usability practices in the apps, including showing clearly which pages
users are in with colors and text (e.g. 7 min Workout, Daily Yoga, CogniFit, Peak) and
using warning sounds in combination with text and image as feedback (e.g. C25K, Ele-
vate), using clear and easily understandable languages and familiar images as icons
such as moon icon for dark mode, note icon for music settings (e.g. C25K, Daily Yoga,
Lumosity, NeuroNation), allowing users to pause/resume/restart games or workouts
(C25K, MapMyWalk, Lumosity), and browse, search and group exercises (e.g. Daily
Yoga,MapMyWalk, Yoga Studio), consistent use of icons and button layouts (e.g. C25K,
Yoga Studio), preventing errors by warnings and confirmations (e.g. C25K, 7 minWork-
out), providing text together with icons so users do not need to remember the meaning
of icons (e.g. C25K, 7 min Workout, Lumosity, Yoga Studio), providing users with
possibilities to change settings, making own training plans and Yoga blocks (e.g. 7 min
Workout, Yoga Studio), keeping content and visual design focused on essential activities
such as choosing and playing games and carrying out exercises (e.g. 7 min Workout,
Elevate), giving immediate feedback and suggestions when users make mistakes (e.g.
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C25K, 7 min Workout) and providing instructions/help in context right at the moment
that the user requires it (e.g. 7 min Workout, Elevate, Peak).

Despite of the good usability practices, the evaluation has also revealed many design
issues that do not satisfy the heuristics. In particular, more than half of the apps were
found to have usability issues related to heuristics 1, 3, 4, 5, 6, and 7. Some of the main
usability issues include not requiring confirmation or informing about progress data is not
savedwhen a user presses theQuit exercise button orPause button for going back tomain
page (e.g. Lumosity, NeuroNation, Elevate), not allowing users to pause, go forward or
backward when playing the instruction videos or animations (e.g. 7 min Workout, Daily
Yoga, CogniFit), not showing visible scroll bar when users must remember to swipe to
see more information (e.g. NeuroNation), not showing differences between functions
that are free and functions that only paid users can access (e.g. C25K), difficult for users
to understand and press-and-hold icons to move items up and down (e.g. MapMyWalk).
In addition, small font size, small icons, and low color contrast between foreground and
background were found in several apps (e.g. Elevate, Lumosity, Yoga Studio).

6 Discussion

The effects of ageing on perceptual, motor and cognitive abilities make it challenging
for many older adults to use mobile apps [12]. Some older users find the small target
size difficult; others find some gestures challenging to perform. In our study and other
previous studies such as [11], small target size and specific gesture such as drag-and-
drop are identified as usability challenges. Reduced motor skills also cause more errors
when interacting with apps. Older users are often afraid of making mistakes when they
use digital technology. It is therefore essential that apps for older users are designed to
prevent errors, providing easily understandable error messages, and supporting undo and
error recovery (Heuristic 3, 5 and 9). In our study, several apps are found not informing
users about possible progress data loss and/or not requiring users to confirm when they
try to delete information. Such usability issues will enhance the negative experiences of
older users with the apps. The decrease in visual perception includes reduced peripheral
vision, color vision, contrast detection and dark adaptation [13]. Therefore, many older
users found small font size and low contrast difficult. Our study confirms several other
studies [11, 14] that apps do not meet older adults’ specific visual requirements. Hearing
ability declines to 75% for people between 75 and 79 years of age [13] and they are
also become more easily distracted by details or noises. In our study, we have found
crowded interfaces in some apps (Heuristic 8). Some apps make use of sounds or voice
feedback, but lack of consistency (Heuristic 4). Such usability issues will also increase
the cognitive load for older users.

Cognitive decline associated with ageing causes the short-term memory to retain
fewer items and the workingmemory to be less efficient. Older adults also have difficulty
maintaining attention on more than one aspect at once [15]. Our study shows that some
apps do not have a visible scroll possibility and require users to remember to swipe in
order to see the complete information (Heuristic 6). Some apps require users to focus
on more than one element such as text bubbles flying in while an animation is playing.
Some apps use different icons for the same activity and some non-standard icons are
found to be difficult to understand (Heuristic 4).
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Our findings have not only confirmed the common usability challenges mobile apps
pose for older adults such as small target size, small font size, and low contrast, but
also revealed some new challenges and good practices that are related to digital lit-
eracy of older adults and their technology acceptance. Older users often feel insecure
or unconfident about their own ability to use digital technology [16]. Therefore, easily
understandable languages, error prevention,multimodal feedback, aswell as just-in-time
help are important in supporting older users to overcome these challenges. For training
apps, in particular, timely, clear, and easily accessible instructions are also crucial for
older users to accept and make use of the apps, as shown in our findings.

In the past decade, a few mobile app design guidelines and checklists for older
adults have been developed (see [17] for an empirical analysis) which cover an increas-
ingly complex set of usability categories and dimensions. Although these guidelines and
checklists need further empirical validation, they can be useful resources for develop-
ers when developing mobile apps for older adults. Many of the usability challenges we
identified in our study are covered by these guidelines and checklists.

7 Conclusion

This paper presents a heuristic evaluation of 10 training apps for older adults. The results
have not only confirmed the findings from previous studies, but also revealed challenges
and good practices related to older adults’ digital literacy and technology acceptance.

Although we did not use the severity scale in the evaluation, we have identified
several severe issues in the apps including the lack of confirmation or feedback about
losing progress data when users quit or pause an exercise. Future study should further
investigate the usability of training apps for older adults by user testing and evaluating
apps on different mobile devices such as Android phones, tablets, and smart watches.

Previous studies have demonstrated that older users are increasingly able to use
technology to remain independent, promote a heath lifestyle and improve their quality
of life. Decrease in cognitive and physical abilities among older adults can have negative
impact on their experienced usability of mobile apps. Training apps developers may
overlook a major group of users by failing to provide apps with high level of usability.
When recommending training apps to older adults that are not designed especially for
them, it is also important to consider the usability aspects and the special needs of this
user group.

The universal nature of the 10 usability heuristics by Nielsen allows for its wide
application in the evaluation of user interfaces. However, the heuristics have not been
created specifically for the design of mobile apps for older adults. Recent years have
also seen the efforts in developing heuristics to evaluate mobile apps targeted at older
users [18] and in developing mHealth evaluation framework and questionnaires, such as
the mHealth App Usability Questionnaire (MAUQ) by [19]. TheMOLD-US framework
by [20] are specially designed to classify usability barriers of mHealth applications for
older adults. Such heuristics, framework, and questionnaires could be considered in
future evaluation and analysis of training apps for older adults.
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Abstract. To delay cognitive decline, early detection of mild cognitive impair-
ment (MCI) is important. However, early detection ofMCI is difficult because it is
a condition in which some cognitive functions are impaired but without interfering
with daily life. Impaired visuospatial ability, one of the first symptoms of demen-
tia, is a cognitive disorder that causes problems in recognizing the spatial location
of objects and the spatial positional relationships of multiple objects. Therefore,
quantitative assessment of impaired visuospatial ability would be useful for early
detection of MCI. In this study, we developed VR content to quantitatively evalu-
ate user’s depth perception ability by using a head-mounted display (HMD) with a
gaze measurement function. In this study, we conducted a VR content evaluation
experiment developed for the younger group as a preliminary experiment before
targeting the MCI patient group. Consequently, it was possible to measure the
user’s convergence-divergence motion by using pupillary distance.

Keywords: Mild cognitive impairment (MCI) · Head-mounted display (HMD) ·
VR content · Pupillary distance · Convergence-divergence motion

1 Introduction

To delay cognitive decline, early detection of mild cognitive impairment (MCI), which
lies on the borderline between being healthy and having dementia, is important [1].
However, early detection of MCI is difficult because MCI is a condition in which some
cognitive functions are impaired but do not interfere with daily life. Objective cogni-
tive function tests are important in the diagnosis of MCI and require multidimensional
assessment of many cognitive domains, including memory, language, executive func-
tion, visuospatial cognition, and attention [2]. As a cognitive function assessment battery
for MCI, the Montreal Cognitive Assessment is considered excellent for detecting MCI
and is widely used [3]. However, screening tests based on memory load are effective
in detecting amnestic MCI but are not accurate in detecting non-amnestic MCI. As the
annual rate of progression from MCI to dementia is not low, being approximately 10%
[4], it is important to establish a testing method for the early detection of non-amnestic
MCI.
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It is known that early symptoms of Alzheimer’s dementia, such as difficulty in
drawing figures, getting lost when driving, and inability to drive in a garage, appear even
in the absence of visual impairment [5]. These symptoms, called impaired visuospatial
ability, are important clinical manifestations for early diagnosis. There are two pathways
for visual information processing in the cerebral cortex [6]. The first is the ventral
visual pathway, which processes information to identify objects. The ventral visual
pathway is a visual pathway that starts in the primary visual cortex, passes through the
temporal cortex, and ends in the prefrontal cortex. The other is the dorsal visual pathway,
which processes information about the position and depth of objects. The dorsal visual
pathway also begins in the primary visual cortex, which is a visual pathway that passes
through the parietal cortex to the prefrontal cortex. Visual information from these two
pathways converges again in the prefrontal cortex, and visual information processing
occurs. In Alzheimer’s dementia, in addition to parahippocampal damage, blood flow in
the parietal-occipital lobe is known to be reduced from the early stage of the disease [7].
Therefore, reduced blood flow in the parietal-occipital lobes in Alzheimer’s dementia
affects dorsal visual pathway dysfunction. This is believed to become the responsible
lesion, causing clinical symptoms such as “I can understand what the object is, but I
cannot understand the spatial information, such as exact location and depth.”

Impaired visuospatial ability is a clinical symptom observed not only in Alzheimer’s
dementia but also inMCI [8]. Therefore, quantitative assessment of impaired visuospatial
abilitywould be useful for early detection ofMCI. In this study,we developedVRcontent
that can quantitatively evaluate the depth perception ability of users. TheVR content was
developed using Unity, and the objects placed on the screen can move freely in the depth
direction. The VR contents were presented through a head-mounted display (HMD)
with a gaze-measuring function, and the gaze information while gazing at the objects
was obtained. In the experiment, we conducted a VR content evaluation experiment
developed for the younger group as a preliminary experiment before targeting the MCI
patient group. We investigated to what extent the eye information obtained from the
HMD can capture the depth change of objects.

2 VR Content Development

Figure 1 shows an example of the VR content developed in this study. This content was
developed using Unity, and up to three objects can be displayed in the VR space. The
parameters that can be changed are the number of objects, color, size, speed, range,
and initial position. The developed VR contents can be presented through an HMD
with a gaze measurement function to obtain the gaze information when gazing at an
object. In this experiment, we used HTC’s Vive Pro Eye VR system as the HMD with
a gaze measurement function (Fig. 2). This HMD is equipped with an eye tracker from
Tobii Technology, the world’s largest eye-tracking company, and is capable of acquiring
binocular eye-tracking information with a temporal resolution of 119.5 Hz. The gaze
information that can be obtained from the Vive Pro Eye system includes gaze vector,
eye position, pupil position, pupil diameter, and eye opening/closing. Examples of the
eye information that can be obtained from the Vive Pro Eye system are shown below.
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Fig. 1. Examples of the VR content developed: (a) Pattern-1, (b) Pattern-2, (c) Pattern-3, (d)
Pattern-4

Fig. 2. Main specifications of the Vive Pro Eye VR system [9, 10].

In Tobii’s HMD eye trackers, all data describing the coordinates of the 3D space
are given in the so-called HMD Coordinate System. The HMD Coordinate System is a
millimetric system whose origin is located at a point between the HMD device lenses,
at the same distance from the center of each lens. The coordinate axes are oriented as
follows: looking from the user’s point of view, the x-axis points horizontally to the left
side, the y-axis points vertically upward, and the z-axis points (forward) away from the
HMD, perpendicular to the HMD tracker lenses.
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• Example of a line of sight unit vector

In the Vive Pro Eye system, the gaze direction of the left and right eyes can be
obtained as an independent line-of-sight unit vector. Figure 3 shows the movement of a
line-of-sight unit vector when the object is periodically moved along the x-axis.

Fig. 3. Example of a line-of-sight unit vector: (a) left eye, (b) right eye.

• Example of eye position

The eye position is the starting point of a line-of-sight unit vector. Figure 4 shows the
movement of the eye positions of the left and right eyes when the object is periodically
moved along the x-axis. It can be confirmed that the left and right eye movements are
linked and that the axes are reversed in the left and right eyes.

Fig. 4. Example of eye position data in the x-direction.
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• Example of pupil position

The pupil position is the position of the left and right eyes in the HMD tracking area.
The HMD Tracking Area is a normalized 2D coordinate system with its origin (0, 0)
in the upper right corner (from the wearer’s point of view), and (1, 1) in the lower left
corner. Figure 5 shows the movement of the pupil positions of the left and right eyes
when the object is periodically moved along the x-axis.

Fig. 5. Example of pupil position: (a) x-direction, (b) y-direction.

• Example of pupil diameter

The pupil diameter can be obtained for each eye. In general, the pupil diameter
fluctuates between 2 and 8 mm. The pupil diameter becomes smaller when looking at
bright or nearby objects (contraction), and larger when looking at dark or distant objects
(mydriasis). Figure 6 shows the movement of the pupil diameter in the left and right
eyes when the object is periodically moved along the x-axis.
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Fig. 6. Example of pupil diameter variation with time.

3 Experimental Methods

In this experiment, we conducted a VR content evaluation experiment developed in
this study for a group of young people. The participants were 14 healthy young men
and women (21.79 ± 1.26 years). We comprehensively explained the experiment to
the participants and obtained their written consent beforehand. This experiment was
conducted after obtaining approval from the Ethics Committee of Toyama Prefectural
University (R3-1).

The experiment was conducted in a resting sedentary posture. After attaching the
HMD to the participant, we always calibrated the Vive Pro Eye system. Afterward, we
tested the wearing comfort of the HMD and the video display. After attaching the HMD
to the participants, all participants were given the following instructions before the Vive
Pro experiment: “always gaze at the object displayed in the center of the screen” and “do

Fig. 7. Examples of VR contents with varying depth patterns. Depth positions at (a) 1, (b) 3.75,
(c) 7.5, and (d) 15.
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not move your head during the gaze measurement.” In this experiment, to account for
the influence of eyeglasses, we asked participants wearing eyeglasses to remove them
and perform the measurement with their naked eyes. Subjects wearing contact lenses
were measured with their eyes unaided.

In the VR contents used in this experiment, only one object was displayed in the
center of the screen, and it was set to move periodically from the background direction
to the foreground direction at a frequency of five times in 30 s. We prepared four depth
patterns for the VR contents, and set the front position to 1 and the depth positions to 7.5,
15, 30, and 60 when the object size was set to 1 (Fig. 7). Measurements were performed
five times for each subject. To take into account the order effect, the order of experiments
for each depth pattern was randomized.

4 Results

In this experiment, we focused on the pupillary distance between the left and right eyes
as an index of depth perception during object gazing. The pupillary distance fluctuates
with convergence-divergencemotion and can be calculatedwith theVive Pro Eye system
by calculating the Euclidean distance from the time-series data of the eye positions of
the left and right eyes. Figure 8 shows an example of the time-series data of the pupillary
distance during object gazing for the same subject. It was confirmed that the divergence
motion tended to decrease as the depth position became farther.

In this experiment, the position of the peak frequency was calculated as a repre-
sentative value using the discrete Fourier transform (DFT). The intervals where blinks
were observed in the time-series data were considered as missing values from 0.05 s
before and after the blink, and interpolation was performed using linear interpolation.
An example of peak frequency using DFT is shown in Fig. 9. In this experiment, the
number of oscillations per 30 s is denoted as cycle per half minute (cphm), taken as the
peak frequency unit. It can be confirmed that the peak frequency was detected at 5 cphm
in all typical time-series data.

The peak frequency was calculated for all the pupillary distance time-series data and
the number of false positives was checked (Table 1). Consequently, the number of false
positives for the peak frequency was 0, 0, 5, and 12 in the order of 7.5, 15, 30, and 60.
Next, Fisher’s exact probability test was performed using the number of false positives
for peak frequency, and then multiple comparisons were performed using the Bonferroni
method. Consequently, there was a significant difference between the depth position of
60 and the depth position of 7.5 and 15 (p < 0.05).

Table 1. Detection position of peak frequency of pupillary distance.

Depth position 1 cphm 3 cphm 4 cphm 5 cphm 10 cphm Total

1 to 7.5 0 0 0 70 0 70

1 to 15 0 0 0 70 0 70

1 to 30 4 0 1 65 0 70

1 to 60 8 1 0 58 3 70
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Fig. 8. Example of pupillary distance for the same subject. Depth position at (a) 1 to 7.5, (b) 1 to
15, (c) 1 to 30, and (d) 1 to 60.
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Fig. 9. Example of peak frequency for the same subject. Depth position at (a) 1 to 7.5, (b) 1 to
15, (c) 1 to 30, and (d) 1 to 60.
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5 Discussion

In this study, we developed VR content that can quantitatively evaluate the depth per-
ception ability of users and conducted a VR content evaluation experiment on a group of
healthy young people. In this study, the temporal change in pupillary distance associated
with the congestion-distraction motion was used as an index for depth comprehension.
Therefore, we considered the possibility that the pupillary distance value would not
change if the depth position was too far away. Therefore, in this experiment, we used
four types of VR contents with different depths to examine the characteristics of the
pupillary distance time-series data. As a result, the number of false positives at the peak
frequency was 0, 0, 5, and 12, in order of depth position from 7.5, 15, 30, and 60. When
the depth position was close, the spatial position of the object was correctly captured, but
the number of false positives increased as the depth position moved away. A previous
study that focused on convergence angle and pupillary distance reported that when the
pupillary distance was 65 mm, the limit of spatial and distance understanding based
on convergence angle was approximately 2 m [11]. Therefore, the present experiment,
which uses the pupillary distance as an index of depth perception, may also have a limit
of approximately 2 m for space comprehension based on congestion-opening move-
ments. Conversely, in the time series where false positives occurred, it was confirmed
that the change in pupillary distance associated with the congestion-divergence motion
was not performed correctly. This may have been due to the speed at which the objects
displayed in the VR content moved. In this experiment, the period of the objects mov-
ing was always set as constant, so the speed of the objects increased relatively as the
depth position moved away. Therefore, the objects move faster when the depth is 60 than
when the depth is 7.5. This increase in movement speed may have prevented the object
from capturing the space correctly. Therefore, it is necessary to examine the movement
speed of objects in the future. In addition, by measuring healthy elderly people and MCI
patients, we will examine whether the VR contents developed in this study are effective
for the early detection of MCI.
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Abstract. The purpose of this study was to construct an experience system using
an elderly avatar that produces the Proteus effect, which promotes empathy for the
elderly and to evaluate whether the system can improve empathy for the elderly
compared to conventional methods. In this experiment, the following three condi-
tions were evaluated for the between-participants experiment: (1) young avatars
and a kit for simulating the elderly, (2) elderly avatars and no kit for simulating
the elderly, and (3) elderly avatars and a kit for simulating the elderly. The par-
ticipants were asked to answer a questionnaire to measure their empathy for the
elderly and evaluate the difficulty of their movements, which was used in the con-
ventional simulated experience of the elderly, before moving on to the experiment
in the virtual space. In the virtual space, it was confirmed that the participants’
movements matched those of the avatar and asked them to perform the task for 20
min to generate sense of embodiment. The results showed no change in empathy
toward the elderly in the condition using the conventional experience kit. How-
ever, empathy toward the elderly increased significantly using the elderly avatar
and no experience kit. In conclusion, it was revealed that the simulated experience
of the elderly using the Proteus effect proposed in this study may be sufficiently
valuable in terms of effectiveness. However, for the system to be used in various
fields, there is still room for improvement, such as understanding the decline of
physical functions and reproducing the vision of cataract patients using VR.

Keywords: Proteus effect · Empathy · Elderly simulation kit

1 Introduction

The development and design of barrier-free and universal design products require an
understanding of the physical functions and psychological changes of the elderly and
empathy for them. However, it is difficult for young people to recognize and understand
the issues when the elderly enjoys products and services [1]. Amethod to promote young
people’s understanding of changes in the physical functions and psychological changes
of the elderly is to use a simulated elderly experience kit (elderly simulation kit) [2–
7]. In the method using the simulated elderly simulation kit, participants simulate the
physical functions of older adults who have declined due to aging, such as hunchback,
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limited range of motion of lower limb joints, and visual and auditory characteristics,
using supporters and weights [2].

However, there are reports that these simulated experiences of the elderly can help
people understand the physical functions of the elderly that have declined due to aging,
whereas they cannot promote empathy for the elderly [8–11]. Conventional simulated
experience programs for the elderly are conducted using a method that allows partic-
ipants to experience various functions of the elderly by physically applying loads and
restrictions to their bodies using an elderly simulation kit [9]. In other words, by experi-
encing the difficulties of movement and behavior in a state of reduced physical function
compared to one’s current physical function, one can deepen one’s understanding of the
elderly with similar physical function. However, this understanding of an older adult is
indirect and does not directly change one’s perception of the elderly. Kurihara et al. [8]
stated that actual older adults take a long time to adjust to the decline in their physical
functions, and it is difficult for young people to experience precisely the same quality of
difficulties as the elderly by wearing the kit and experiencing these programs. Lee et al.
[11] also reported that the elderly simulation kit increased participants’ understanding
of age-related functional decline and vision problems but did not increase their empathy
for the elderly.

In this study, we focused on the Proteus effect to improve the understanding of
empathy and positive dignity for the elderly. The Proteus effect is an effect in which the
attractiveness of the avatar’s appearance, which moves in synchronization with one’s
body movements in the virtual space, changes the attitude and behavior of the operator
[12]. In the first study of the Proteus effect, participants who used attractive avatars in
virtual space became more intimate with opposite-sex collaborators in self-disclosure
and interpersonal distance tasks than those who used unattractive avatars [12]. The
Proteus effect has been reported to affect the user’s behavior and cognitive functions,
and perceptual abilities by reflecting the impressions given by the avatar’s appearance on
oneself [13–15]. Peck et al. [16] and Banakou et al. [17] have shown that the experience
of a white person controlling a black avatar in a virtual environment can reduce the
latent racist prejudice against blacks held by whites. In an experiment in which non-
human avatars were made to feel embodied in a coral reef avatar, it was reported that
the participants’ awareness of environmental conservation and maintenance increased
after participating in the experiment [18]. Although some previous studies using VR
have reproduced the yellowing of vision due to cataracts and the lack of vision due to
glaucoma, however, as far as we know, no study mentions the details of the simulated
experience of the elderly using avatars.

Therefore, this study aimed to construct an experience system using an elderly avatar
that produces the Proteus effect, which promotes empathy for the elderly. In addition,
we evaluated whether it is possible to improve empathy for the elderly compared to
conventional methods.

2 Methods

2.1 Participants

Fifteenmale university students between the ages of 21 and 24 cooperated as participants
in this experiment. The participants in the experiment were divided into three groups of
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five people each. The first group consisted of those who were presented with a youth
avatar and wore the elderly simulation kit, the second group consisted of those who were
only presented with an elderly avatar, and the third group consisted of those who were
presented with an elderly avatar and wore the elderly simulation kit.

2.2 Experimental Setup

The experimental environment in the real space is shown in Fig. 1, and the experimental
environment in the virtual space is shown in Fig. 2, respectively. The virtual space was
created using Unity as the platform. Vive Pro, a head-mounted display (HTC, 2880 ×
1600 resolution, 90 Hz refresh rate, 110-degree viewing angle), presented visual infor-
mation to the participants. Perception Neuron (NOITOM, latency 20 ms, tracking at 17
points: hands, feet, wrists, knees, shoulders, hips, and head) was used to acquire the
positional information of the body parts of the participants.

Fig. 1. Experimental environment in real space

Fig. 2. Experimental environment in virtual space

Figure 3 shows the elderly simulation kit (SANWA Elderly Simulation Materials
Standard Set PLUS3 110-058) used in this experiment. Each part of this device simulates
the decline of physical functions due to aging. The cataract-simulating parts, which were
originally included in the elderly simulation kit, were not used this time because they
interfered with the HMD.
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Fig. 3. Elderly simulation kit

2.3 Experimental Procedure

First, we explained the purpose of the experiment, the contents of the experiment, the
experimental apparatus, the experimental environment, the experimental procedure, the
approximate time required for the experiment, the number of task types, and the ques-
tionnaire to be filled out in order for the participants to understand the details of the
experiment. We also explained that they could tell the experimenter what they thought
and felt during the experiment, even if it was in the middle of the experiment. After that,
the participants were asked to answer two types of questionnaires. One was a question-
naire to evaluate the difficulty of daily activities, and the other was a questionnaire to
measure empathy toward the elderly. After answering the questionnaire, the participants
were fitted with the motion capture system and the elderly simulation kit. We calibrated
the head-mounted display so that the front of the display matched the orientation of the
participants.

At the start of the experiment, the participants stood in a room in the virtual space
that was visible through the head-mounted display and performed the actions instructed
by the experimenter. The experimental environment in the virtual space was set to be
slightly smaller than that in the real space so that the participants would not collide
with walls or objects in reality unless they collided with walls in the virtual space. The
constant monitoring of the experimenter ensured the safety of the participants in the
experiment.

After the calibration was completed, the experimental environment in the virtual
space was projected on the head-mounted display. We asked the participants to look
around and move their bodies lightly to confirm that the head-mounted display and
motion capture work properly. The first step was to ask the participants to look around
and move their bodies lightly to confirm that the head-mounted display and motion
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capture were working correctly. Once the participants had confirmed the movements,
theywere asked to performadesignated task to confirm that themovements of themselves
and the avatar matched to generate a sense of embodiment for the avatar. The first task
was to raise one hand and check its appearance using the subjective perception of the
participant and a mirror set up in the virtual space. Next, the participants looked down
at their torso and put one foot in front of the other. Then, the participants were asked to
perform the following actions: leaning forward, crouching on the spot, moving back and
forth, tilting the body back and forth, and moving the body to check the synchronization
of the movements. After that, the participants walked around the virtual space to find
an object that the experimenter instructed them to find. The experiment was terminated
after the participants had completed a battery of the performance in the virtual space for
20 min.

After the task was completed, Sense of Embodiment (SoE) questionnaires were
collected from the participants. This questionnaire was designed to determine the degree
of sense of embodiment generated by the use of avatars throughout the experiment. In
order to confirm the change from thequestionnaire before the experiment, the participants
were asked to answer the questionnaire again to evaluate their difficulty in daily life and
to measure their empathy for the elderly. The entire experiment took about 40 min,
including the collection of answers to the questionnaires.

2.4 Data Analysis

The two independent variables in this experiment were the avatars’ appearance (young
and elderly) and whether or not the avatar was wearing an elderly simulation kit. In
this study, we experimented with three of the four conditions with combinations of
independent variables:

1. Young avatars with an elderly simulation kit for the elderly
2. Elderly avatars without an elderly simulation kit for the elderly
3. Elderly avatars with an elderly simulation kit for the elderly

Figure 4 shows avatars used in the study.
The experimental designwas a between-participants design. The dependent variables

were 1) difficulty score, 2) sympathy score, and 3) Sense of Embodiment score.
Thedifficulty ofmovement score is part of the “Instant Senior Program”developedby

the government of Ontario, Canada, and approved by the JapanWell-Aging Association
[8]. For each of the 26 questions, participants were asked to rate their level of difficulty
in the activities of the elderly on a scale of 0 to 100 (%), with 100 (%) being their current
level. The difference in the scores before and after the experiment was treated as the
dependent variable.

The questionnaire score tomeasure empathy for the elderlywas taken from “Creation
of a shortened version of the Japanese version of the Fraboni ageism scale (FSA)” [19].
The score consisted of 14 questions, each ofwhichwas answered on a 7-point Likert scale
ranging from “I do not agree at all (+1)” to “I agree very much (+7)”. The difference in
scores before and after the experiment was treated as the dependent variable. The lower
the total score, the less ageism and more sympathy the participants had for the elderly.
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Fig. 4. Elderly avatar and Young avatar used in the experiment

The Sense of Embodiment score was taken from “Avatar Embodiment: A Standard-
ized Questionnaire” [20]. Sixteen questions were used in the original paper cited by
Franco et al. In this experiment, the number of questions was adjusted to 15 because
it was recommended to adjust the number of questions according to the content of the
experiment [20]. The higher the score, the more SoE was generated for the avatar. This
score was obtained after the end of the experimental trials.

In this experiment, a total of 15 participants were assigned, 5 for each experimen-
tal condition, and the difficulty in movement scores, empathy scores, and SoE scores
were obtained in one trial. The experimental data were statistically processed using the
statistical analysis package R, version 3.5.2.

3 Results

Figure 5 showswhether themean empathy score for the elderly in each condition changed
before or after the task. The results of the analysis using Wilcoxon’s signed rank sum
test (significance level 5%) showed that empathy for the elderly increased significantly
after the task only in condition 2 (V = 87, p = 0.0636 for condition 1, V = 196.5, p =
0.007948 for condition 2, and V = 416.5, p = 0.6944 for condition 3).

Figure 6 shows the changes in the difficulty ratings of the body movements before
and after the task in each condition. The difference between the two conditions was
analyzed usingWilcoxon’s signed rank-sum test, and it was found that only in condition
3, the post-task rating was significantly higher than the pre-task rating (V = 1678.5, p
= 0.4044 for condition 1, V= 2616.5, p= 0.05885 for condition 2, and V= 2821, p=
0.001617 for condition 3, respectively).
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Fig. 5. Mean empathy scores obtained before and after the task

Figure 7 shows the SoE scores for each experimental condition. A one-way analysis
of variance (5% level of significance) was conducted on the SoE scores for each condi-
tion. The results showed that there was no significant difference between the SoE scores
in the three conditions (F(2,12) = 3.208, p = 0.059).

Fig. 6. Difficulty ratings of the body movements obtained before and after the task
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Fig. 7. SoE scores for each condition

4 Discussion

4.1 Effectiveness as a Simulated Experience for the Elderly that Promotes
Empathy for the Elderly

The results of this experiment and previous studies are shown in Table 1. Since most
conventional studies using simulated elderly people have been conducted with nursing
and medical students, the Jefferson Scale of Empathy (JSE) has been used as the evalu-
ation questionnaire [21]. In this study, we used the FSA instead of the JSE because our
objective was not limited to medical students but was set up to target a wide range of
people, such as engineers who develop products that consider the universal design. A
direct comparison of this study with other studies based on questionnaire scores was not
clearly appropriate. Therefore, we made inferences based on the amount of score change
before and after the program experience, program duration, and program content.

Based on the data presented in Table 1, a comparison was made based on the amount
of score change before and after the program experience. The score change in the present
study was 4.8, while it was 8.2 in Gholamzadeh et al. [22], 0.31 in Jeong and Kwon
[23], 5.9 in Ferri et al. [24], and 2.7 in Van Winkle et al. [25]. Thus, the amount of score
change before and after the program experience in this studywas found to be comparable
to that of previous studies.

The time required for the program in this study was 15 min, which was about 1/10
of the time required in the previous study, which had a shorter program time. This result
indicates that the time required was less than 1/10 of the time required in the previous
study, and the same level of effectiveness was achieved.

4.2 Factors Affecting the Difficulty Ratings of the Body Movements

We expected that the difficulty ratings of the body movements would decrease after the
experiment in conditions 1 and 3, in which the participants were physically restrained by
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the elderly simulation kit, compared to condition 2, in which they were not physically
restrained. However, the results in Fig. 6 indicated that the difficulty ratings increased
after the experiment in condition 1, whereas they decreased before and after the experi-
ment in conditions 2 and 3. In a previous study [8], the items for which the movement
difficulty score decreased significantly were items related to vision, such as “seeing,”
“color discrimination,” and “reading public information boards,” and items involving
large body movements, such as “overall movement” and “arm bending”. In this experi-
ment, goggles with visual impairment, which are used in conventional simulated expe-
riences of the elderly, were not used because of the HMD. Therefore, there was no
difference in the vision-related conditions in any experimental conditions. In condition
3, most of the items in which the movement difficulty score decreased significantly were
physical movement items such as “bending the arm,” “stretching the arm,” and “getting
up from a chair”. These detailed conditions suggest that the difference between exper-
imental conditions 1 and 3, i.e., the difference in avatars (young and elderly), affected
the evaluation of physical movements.

Table 1. Literature reporting empathy scores compared with current study

Article Participants Time to
complete
the
program
(hrs)

Task items in
the program

Questionnaire
used to
evaluate
empathy
scores
(number of
items)

Empathy
score before
attending the
program

Empathy
score after
attending the
program

This study Male
university
students

0.25 Light work in
virtual space
to experience
the Proteus
effect

Fraboni scale
of ageism (14)

64.6 ± 12.7 69.4 ± 10.5

Gholamzadeh
et al. [22]

Nursing
students

8 Lectures,
workshops
and
role-playing

JSE-HPS(20) 77.8 ± 10.7 86.0 ± 7.3

Jeong and
Kwon [23]

Nursing
students

2.5 Use of elderly
simulation kit

Behavior
toward the
elderly (17)

58.0 ± 4.93 58.31 ± 5.3

Ferri et al.
[24]

Nursing
students

7 Meeting with
expert and
patients,
seminar

JSE-HPS(20) 115.9 ± 10.1 121.8 ± 10.0

Van Winkle
et al. [25]

Pharmacy
students

3 Participation
in
role-playing
on the subject
of aging

JSE-HPS(20) 110.5 ± 12.2 113.2 ± 13.5
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5 Conclusion

In this study, experiments were conducted using motion capture to synchronize avatars’
movements placed in a virtual space. The task assigned in the experiment was selected
based on previous studies that reported the involvement of the Proteus effect. The results
showed that empathy toward the elderly significantly increased only in the condition in
which the elderly avatars were used without the elderly simulation kit. The SoE for the
avatars was also highest in the condition in which the elderly avatars were used without
the elderly simulation kit. The fact that empathy for the elderly was higher than in the
conventional experience with the kit revealed the possibility that the Proteus effect may
be sufficiently valuable for simulating the elderly.

There is room for improvement to ensure that the system can be used in various set-
tings without problems with the Proteus Effect. For example, understanding the decline
in physical functions and reproducing the vision of a cataract patient using VR are
practical issues to be considered for improvement effects. In addition, a medium- to a
long-term evaluation of the effects of the Proteus Effect is required for the proposed
system to be widely used. Therefore, future research should include improvements to
the simulated experience of the elderly, such as changing the appearance of the avatar
and reproducing the vision of the elderly, as well as evaluating the persistence of the
Proteus effect overtime after the program experience.
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Abstract. Conversational systems allow communication by voice,
touch, and text between system and user through interactive interfaces.
They also allow users to carry out tasks such as shopping, answering
emails, and with few interactions, the user reaches the goal. The indus-
try usually disregards the limitations of the elderly public when design-
ing conversational systems. Such users may have problems with dex-
terity, vision, and hearing, impacting their interactions with the system
and, consequently, requiring applications accessible to their cognitive and
physical characteristics. The goal of this work was to propose a set of
functional and non-functional accessibility requirements for the develop-
ment of conversational systems for elderly. A first set of requirements
were gathered through the Wizard of Oz technique, applied with eleven
participants. For this, a conversational system, named Bob, was designed
to recommend YouTube videos to the user. Recommendations were made
according to the user’s needs and preferences, adapting visual and audi-
tory resources through the interface. After the trials, the results showed
that, especially for the elderly population, conversational systems can
also play the role of a friend or virtual company, with adaptable and
adaptive accessibility and interaction settings.

Keywords: Human-centered computing · Empirical studies in HCI ·
Conversational recommender systems · Accessibility · Elderly

1 Introduction

The expressive amount of applications available has brought challenges to the
design of accessible applications. The audience that uses the applications can
be diverse, and therefore each one has their perceptions, needs, and interests.
Elderly people, for example, who were not born immersed in technological lan-
guages need to migrate to a different reality from which they are used to. In
addition, they have needs which are different from those usually faced by people

c© Springer Nature Switzerland AG 2022
V. G. Duffy et al. (Eds.): HCII 2022, LNCS 13521, pp. 462–478, 2022.
https://doi.org/10.1007/978-3-031-17902-0_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17902-0_33&domain=pdf
http://orcid.org/0000-0002-4464-118X
http://orcid.org/0000-0001-9542-8189
http://orcid.org/0000-0001-9176-8709
http://orcid.org/0000-0003-3215-6918
https://doi.org/10.1007/978-3-031-17902-0_33


Conversational Recommender Systems and Accessibility 463

born with the use of technologies, such as young people and non-elderly peo-
ple. This fact, consequently, brings the necessity of research on accessibility and
usability in the technological context.

In the case of the elderly people, often, efforts to create solutions and tools
that help are limited to visual aspects such as customizing contrast, adjusting
font size on print screens, and easy pressing application buttons. But, there are
other problems that are associated with usability, such as the inability to under-
stand the procedures that make up the use of the proper tools for accessibility
[3]. In other words, there is a problem to facilitate access to the different param-
eters offered by a solution regarding its usability, otherwise users may give up
on using an application because they do not know how to configure it according
to their needs and preferences. Providing accessibility means removing barriers
that prevent people with disabilities from participating in substantial activities,
including the use of services, products and information [24]. Conversational sys-
tems must meet this premise, in addition to considering usability requirements
and being intuitive for users, especially for the elderly with low literacy or with
difficulties and disabilities.

Conversational systems are designed to carry out a variety of tasks in order to
simulate dialogues and interactions with humans. There are architectures capa-
ble of bringing relevant information in a conversational environment, such as
Frequently Asked Questions Systems (known as FAQ’s), which encompass fre-
quently asked questions of a system based on a probabilistic model [1]. However,
this strategy is not very relevant in the context of Natural Language Processing
(NLP), as the user is not able to express their request or ask about other issues
that are not frequent and related to the FAQ proposal.

Proposed in 1964, ELIZA was the first conversational system that simulated
dialogues based on natural language [32]. The system proposed a conversation
between the user and a psychologist, in which ELIZA was the psychologist and
the user was the patient. Its success was determined by characteristics similar
to human feelings. With the flow of conversation, the system could not main-
tain a coherent dialogue, but it was still a historic landmark for the study of
conversational systems.

Currently, virtual assistants have become popular with the development of
mobile devices such as smartphones and tablets. They consist of software that
interacts with the user through audio and text interactions. Popular agents such
as Siri (Apple), Google Assistant (Google) and Alexa (Amazon), support a vari-
ety of solutions, such as turning on lamps, closing curtains, turning on the tele-
vision and other electronics in order to facilitate everyday tasks. They also offer
other functionalities, such as providing weather information, opening applica-
tions, sending messages, among others.

In particular, such applications also offer content recommendations according
to users’ requirements, such as suggestions for restaurants near their location and
tourist attractions. Even though agents have become increasingly efficient and
useful for performing essential and non-essential tasks, the benefit generated
by them cannot be restricted to the average audience only. Rather, there is
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untapped potential for using these agents in the support needed for different
groups of users with disabilities or difficulties, such as the elderly audience.

In this sense, this work aims to analyze a sample of the target audience
and collect interaction and accessibility requirements to build an adaptable (by
the user) and adaptive (by the system) conversational system that recommends
content according to the user’s interests. For this, studies were carried out with
users using the Wizard of Oz technique1, and the data were analyzed, resulting
in a set of requirements to guide the development of conversational systems.

This paper is structured as follows: Sect. 2 presents the related works, Sect. 3
provides information on the preliminary case study conducted, Sect. 4 presents
the methodology used in this work, in Sect. 5 the results obtained with the
research are highlighted, Sect. 7 contains the discussion, and Sect. 8 contains the
final considerations and future work.

2 Related Works

This work considered three distinct themes for the identification of related works.
The first is related to the conversational interface that considers topics of acces-
sibility and usability, the second considers conversational recommender systems
and, finally, the third considers participatory design.

Ryu et al. [27] consider human psychological aspects in his work, and uses a
chatbot to relate and contribute to the mental health of elderly people. In this
sense, the research proposes a conversational system based on buttons to make
interactions. Button-based systems make it easy for the chatbot to successfully
identify what the user’s interaction intentions are, but limit interactions as users
may have other preferences related to the use of buttons, audio, text, or other
forms of input. Considering that works’s Ryu et al. [27] is a conversational system
for the elderly, the results obtained in the case study we did with the chatbot
Bob, suggests more types of interactions, which were not attributed to Ryu et al.
[27]. Because it is limited to this type of interaction, content recommendations
are not entirely accessible either.

Valtolina and Hu [31], in turn, using strategies to improve the quality of
life of the elderly, considers a chatbot that enables a connection between family
members and doctors. It is also able to remind users of their appointments
and medications, which for the elderly is promising. In addition, a proposal
contributes to factors related to loneliness and contextualizes the experiences
lived during a COVID-19 pandemic. Therefore, even though this is a preliminary
work, it considers the current aspects of the elderly’s daily life, but it was not
considered that the elderly may need and/or prefer the means of interaction

Georgieva [12] raises questions about digital inclusion and how it affects
the daily lives of the elderly population. This work considers a sample of first
generation and second generation elderly people, to make a comparison between
1 Term was invented by John Falk (“Jeff”) Kelley, around 1980, during the devel-

opment of his dissertation at Johns Hopkins University. More details: http://www.
musicman.net/oz.html.

http://www.musicman.net/oz.html
http://www.musicman.net/oz.html
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issues of digital inclusion, thus it is concluded that first generation elderly people
believe that technologies fail when they need it most, besides also showing that
others elderly people believe that technology makes things better. The author
brings these data to a discussion involving the behavior of chatbots. Addition-
ally, natural language processing would be an important factor for the tasks of a
chatbot that supports the dynamics and behaviors of elderly users, as they can
assist in complex tasks involving financial risk issues, such as banking services
per application. Although natural language processing helps the elderly to com-
municate with the system, there is still a gap on how chatbots should behave and
be built for this specific audience, as there are language, physical and cognitive
limitations that are characteristic of the decline of human functions in relation
to the natural aging process.

The work of Furini et al. [11] considers a problem still open in relation to
accessibility, which refers to the profile of each user, in a way that a child interacts
differently from an adult, who, in turn, interacts differently from elderly. With
the results obtained in this work, accent personalization strategies and region-
alism are shown to be a promising strategy regarding the user’s experience in
relation to their profile.

Pradhan, Mehta and Findlater [23], on the other hand, consider the approach
through voice commands that serves many people with disabilities. Thus, people
with reduced mobility can carry out tasks such as closing doors, turning on the
TV, while the visually impaired also benefit from questions such as “How is the
weather today?”. So, with just one accessibility feature, the user can carry out
everyday functions. Even though conversational agents have evolved to be more
accessible, researchers are still trying to understand the behavior of average users
in this type of system. The interactions of users with specific needs also need
to be researched, so, considering conversational solutions, this work shows some
results that address the need to go beyond the voice resources available on the
market, or even its evolution in different contexts of user.

Yu, Shen and Jin [33] bring a conversational recommendation system, in
which the user can evaluate content recommendations by visual resources.
Grasch, Felfernig and Reinfrank [13], in turn, feature a conversational recom-
mendation system, which supports voice interactions, but its recommendations
are limited to textual mode. Although they are two systems that enable dif-
ferent types of interaction, they are similar in using hybrid dialogue strategies.
Hybrid strategies enable greater accessibility in terms of interaction, so Ikemoto
et al. [18] combined natural language models with structured elements based on
forms, using visual resources for their responses to the user, although they did
not propose voice or text interactions.

The domain of a conversational application is a widely discussed topic in the
literature, and it should be task-oriented, considering precise and short inter-
actions, in order to allow people to communicate more easily and find what
they want with few messages [15]. From the consulted literature, it was evi-
denced that some applications use hybrid interaction approaches for content
recommendation. However, they are still restricted to a few accessibility features.
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Therefore, this paper explores conversational systems from another aspect, which
is to include accessibility features in applications for users with multiple difficul-
ties, such as the elderly.

In isolation, each system considers issues that evolve conversational systems,
but considering the elderly audience and their needs, more information and
resources are needed for the use of a conversational system.

The importance of participatory design is due to the objectives it seeks, which
are: to give voice to “invisible” people in the context in which they are inserted;
perform actual tasks in places familiar to the user in their real context; mutual
learning with the participants, in search of an intersection; use of tools that
effectively, in practical, concrete and specific situations, help the participant;
alternative visions about technology that can generate equality in any environ-
ment, and; democratic practices learned in the form of equality practices or
models [20]. However, Schlomann et al. [29] point out in their study that elderly
people, especially with cognitive deficits, are neglected by Voice Assistant devel-
opers, thus showing the need for participatory design. The authors recommend
these users’ high level of involvement in research on trade assistants, in order
to identify the best ways to introduce the use of these assistants, their benefits,
limitations, and possible risks to the elderly.

The next section describes more aspects of the elderly audience and their
interaction with technologies.

3 Elderly and Technology

A Brazilian Institute of Geography and Statistics (IBGE, in Portuguese) study
[8] on the use of Internet, television and cell phones in Brazil made it possible to
verify the increase in Internet use by 8 age groups. The study showed that two
groups had the same growth rate (6.7%) and were the ones that increased the
most between the years 2018 and 2019, one of them being the elderly population.
This shows that the use of the Internet by the elderly population is growing, and
the software that meets their needs must support the demand. In fact, the digital
inclusion of the elderly is something recent, and has benefits such as reducing
isolation, increasing autonomy and independence, as well as improving health
[16]. Making content, such as videos, accessible is part of the task of digitally
including elderly people [25,26].

Youtube R© is the most accessed video platform in the world [7]. Users access
Youtube R© in search of entertainment and information on various subjects. It is a
platform for easy dissemination of opinion-forming content. Videos made available
often have subtitles and other accessibility features available for use. To enable
them, it is necessary to interact with the layout to identify what the buttons mean
and how to customize their content in order to improve the user experience. In a few
steps it is possible to configure the player of the video and watch the personalized
content. However, the availability of resources does not mean that the user will
be able to reach the goal of using them, because when it comes to users with low
literacy, or elderly people who are not used to technologies, they have difficulty
accessing, identifying and activate the features [30].
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Elderly people find it difficult to see, understand texts and symbols and
remember instructions, which is an issue related to sensory, motor and cognitive
[10] problems, inherent to age, which make it difficult to use smartphones. The
ability to handle smartphones is also related to how accessible are the systems
that comprise it. In fact, older people tend to write more slowly and can also
make mistakes when using buttons by pressing more than one button at a time.
Therefore, larger buttons can contribute to increase the chance of the user to
interact according to their expectations [17]. Customizing buttons can be useful
and makes the system accessible for some people, but when considering the
elderly audience, the interface design needs to be done in a personalized way,
for each individual [19], considering not only an interaction mechanism, but also
assigning others that support the needs of each user.

Considering these limitations with the use of buttons, conversational systems
exempt the user from dealing with customization only through buttons, which is
the solution employed by Youtube R©. It is possible to customize the use according
to the needs of each individual, whether by text, voice, buttons, forms or some
visual aid. This way, the interface design is adjusted in advance so that the
content personalization interactions are done in a satisfactory way from the
beginning of the conversation.

Based on the preliminary case study of the Youtube R© platform reported in
this paper, the goal of this search group is to develop a conversational video
recommendation system, which uses different types of inputs and considers the
customization of the parameters of the recommended video. Initially, the system
aims to integrate with the Youtube R© platform, but it can be adapted to any other
streaming service that has accessibility features and a programming interface.

4 Preliminary Case Study

In this paper, the results of the first phase of the development of the acces-
sible conversational system will be described. This first phase corresponds to
the collection of requirements related to interaction and accessibility. For this, a
study was carried out with users in order to understand what needs and partic-
ularities would be necessary for the system. In the next subsections, the study
methodology is presented in detail.

4.1 Participants

The case study had eleven voluntary participants, five men and six women,
aged between 62 and 73 years, attending a digital literacy course. Of these, two
have visual difficulties and therefore need, in addition to eyeglasses and a device
configured with large fonts, the aid of a magnifying glass. One of them was color
blind. Some participants reported having hearing problems, one of them using a
hearing aid.

Participants were selected using a non-probabilistic sampling technique
known as convenience sampling. In this type of sampling, participants are
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selected according to availability, location and interest in participating in the
research [9]. For the selection of participants, the profile of the application’s tar-
get audience and the group for which there was approval by the Research Ethics
Committee, CAAE number: 57875016.3.0000.5390, was also taken into account.

4.2 Procedures and Methods

The study aimed to collect information that would allow collecting require-
ments for the construction of a chatbot capable of making recommendations
for YouTube R© videos to users. The procedure of the conducted study consisted
of simulating a dialogue between the chatbot and the user, applying the Wizard
of Oz technique [6]. In this technique, the user’s interaction with the system is
simulated, when, in fact, there is a person performing the activities that simulate
the interaction. Sometimes, as in this case, acting in such a way that the user
believes that the system is fully functional. That said, the participation of two
researchers was necessary in the application of the test, one being responsible
for observing the interaction between the user and the bot represented by the
other researcher. It is noteworthy that at all times the participants believed they
were interacting with a functional chatbot.

To carry out the study, the two applicators of the study and one participant at
a time met, through the Google Meet R© platform, through which the participant
shared the screen of the device he was using, either smartphone or computer.
For the simulation of interaction with the chatbot, called Bob, an account was
used in the Whatsapp R© messaging application, in the Web version, in which
one of the applicators, simulating the bot, started the conversation with the
user. The chatbot introduced itself saying: “Hi! I’m Bob and I’m here to help
you find YouTube videos you might like. What’s your name? Tell me a little
about yourself”. After the participant’s response, the following question was
sent: “Nice name! <participant’s name>, I know you like movies. What movie
genre do you like best?”. Then, the researcher that simulated the bot brought to
the conversation a video related to the participant’s response, and asked if the
participant liked the recommendation. The next two questions were about the
participant’s favorite singer and travel destination. Similarly to the first question,
the researcher representing Bob searched for videos in Youtube R© referring to
the participant’s preferences, so that the participant believed that he/she was
receiving personalized recommendations. A simulation with a user of this study
is illustrated in Fig. 1 and it contains screenshots of the real interaction between
the user and the simulator. Some details, such as name, have been hidden to
ensure user privacy.

Based on the responses, the researcher responsible for the dialog would look
for videos on YouTube R© and send them to the user, who would reply whether
he/she liked the recommendation made by the bot or not. After this step, the
bot asked the user some questions, related to some accessibility issues of What-
sapp R©, such as preference for chatting via text or audio, and YouTube R©, such
as the preference by the use of subtitles, playback speed and video resolution.
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Fig. 1. Example of a snippet of dialogue between participant and Bob.

After the study was carried out by Whatsapp R©, a unstructured interview
was started with each participant, in order to reinforce some statements that
they had made previously or so that they could go deeper into any answer that
they might have answered very briefly, leaving applicants with doubts.

5 Results

This section presents the results of our preliminary case study. They are based
on a qualitative assessment carried out from the analysis of the participants’
discourse on the studies conducted, from which categories of meaning emerged
that highlight important points about the use and interaction with Bob and are
presented below.

5.1 Audio and/or Text Interaction

During the study, the participant was free to choose the way they wanted to
interact with Bob (audio or text), but all of Bob’s answers were sent by text.
One participant with vision problems, even though he chose to interact via text,
commented: “[...], even with the people I talk to, it’s usually always via audio,
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because then it’s quick. Typing takes a long time, I make a mistake, because of
my vision problem”. In line with this, another participant stated: “I think it’s
perfect that he could answer by audio, it would look like we’re doing here now”.
This participant interacted via text, but tried to interact via audio. He had
difficulties with the Whatsapp R© interface, and accidentally erased the audios
without being able to send them.

Some participants suggested that the audio interaction was optional and
allowed to be carried out by only one of the parties. One participant mentioned
that “It would be nice if Bob answered me with audio, but I don’t like to send
audio.” while another participant said: “I don’t think it’s interesting for Bob
to answer audio, I think more easy to send audio, but I prefer it answers with
text”. It was also suggested by some participants that the bot should adapt to
the user’s context or ask their preference for interaction. One of the attendees
said: “As for interacting via audio, I think it depends on context, if I’m ’cooking’
I won’t type. Likewise, if I’m ‘on the notebook’ I won’t send audio”, which was
reinforced by the speech of another participant who stated: “It depends a lot, it
depends on where the person is, whether he/she can hear at that moment. Maybe
if it asked before sending it, it would be interesting”.

However, some participants explained their reasons why they are not in favor
of the appeal. Two participants commented on the need to read or listen to the
statement more than once to be able to understand. The first one said: “I think
answering by audio wouldn’t be very nice, because the voice will deliver that it’s
a robot, I prefer it just by text. I also read some questions three times, in the
audio it wouldn’t be much nice to keep repeating.”, which was in line with the
opinion of another participant: “I already had an experience with audio (with
another application), I didn’t clearly understand what it was asking, you know?
At my age it is common to have hearing problems, so depending on the phoneme
it can be bad to understand, until you understand it has already said some other
things. So I think I might have the choice ‘do you want audio or written?”’ In
particular, this case can be solved by customizing the way of interacting with
Bob.

5.2 Subtitles, Playback Speed and Video Resolution

Participants were unanimous regarding the subtitles of the YouTube R© videos.
Everyone said they only use it when the video’s audio is not in Portuguese, as
one participant mentioned: “I only use subtitles if I don’t speak the language”.
Only one participant mentioned that he sometimes prefers to slow down the
video playback speed a little, and that he does this when the pronunciation is
fast or the speaker has an accent, and there are no subtitles available.

As for the resolution, everyone said it was good, but that it could start with
a better resolution whenever available and compatible with the user’s Internet
speed.
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5.3 Use of Emojis and Stickers

The use of emojis and stickers was associated with reinforcing the message or
feeling the user wants to convey, as one participant mentioned: “I love talking
using stickers and gifs, I laugh. I would love for it to talk to me like that”. In
this study, Bob only responded with text, without emojis.

However, a negative point was noted regarding the lack of consensus for the
interpretation of emojis. “I use a lot of emoji and stickers, I think it’s really cool,
but I don’t think it’s interesting for Bob to answer me like that, because like...
I know what I mean, but I don’t know what the other person means”. When
asked if he used emojis when chatting through Whatsapp, one participant said:
“Sometimes there are things I don’t use because I don’t know what it means,
it can lead to misinterpretations”, showing the need for chatbot customization
options.

5.4 Friend or Virtual Assistant

Among the elderly participants, the idea of a virtual friend was cited a lot, as
in “Oh, I’d rather talk to Bob than stay there [on YouTube R©]... Because I’m
going to talk to bot, it’ll answer me ... Even if it’s virtual, even if I can’t see
it, answering what I ask is already something very important. You have no idea
at this moment (of the pandemic) what it’s like.”, and in “Bob is working with
a very wide range of options it seems, that’s why it looks like a friend, because
it seems to talk about everything. Bob talks about movies, singing, traveling and
such, it seems like a friend who can talk about any subject”.

5.5 Use of Buttons

Three participants showed interest in using the buttons with quick answers, for
example, “yes”, “no”, “like it” and “did not like it”, as we can see in: “I think
it would be interesting to use buttons, the more it facilitates interaction, I think
it’s interesting.”, and in “I would definitely use buttons, you look at the options,
identify what you want, then it goes faster, sometimes it even expresses better
because sometimes we want to say something and can’t express it, right?”.

5.6 Information Verification

Currently, a lot of information reaches users through messaging apps and social
networks. There is, therefore, a difficulty for the elderly public to determine if
the information is true or false, especially if it comes from a source they believe
to be reliable. In this sense, there is also the problem of authenticity verification,
for example, when purchasing a product or service. One participant reports:
“Another thing would be for Bob to help me know what is true, for example, now
I want to take a course but I don’t know who will teach, Bob could help me know
if he is trustworthy”.



472 L. P. Modesto de Araujo et al.

5.7 Return on Response Time

In cases where Bob was slow to respond, there was a certain feeling of frustration
in the user. One of the participants suggested: “Would you be able to put a ‘Wait’
message, so that it informs you that it is processing the information? The person
might wonder what happened due to the bot’s response time”. This issue can be
resolved with a message to the user that Bob is still verifying the order and
asking the user to wait.

5.8 Accents and Regionalisms

Conducting the study online allowed for participants from all regions of Brazil.
Thus, it could be noted that the participant could feel more comfortable in the
conversation if Bob used regional terms, as well as being able to understand
these terms when used by the user. This can be seen in the speeches of the
participants, as in “Bob writes very well, but these (regional) expressions would
make Bob more natural.”, and in “Bob needs to understand accents (in this
case of voice interaction) and regionalisms, it has to know who it is ‘speaking
with. From Pará, to Rio Grande do Sul, to the northeast, it changes a lot”. To
resolve this issue, a solution will be developed based on informal text mining
approaches and heterogeneous data classification (considering the informal text
and the geographic information where the text was written), so the sentences
can be validated by the classifier and later, used in synthetic voice tools. Thus,
each user could instantiate a textual set according to the linguistic variations of
their region.

5.9 Classification of Requirements

The study allowed classifying the aforementioned categories into functional and
non-functional requirements of the proposed conversational system. For classi-
fication and understanding of non-functional requirements, the set of software
quality metrics ISO/IEC [22] was used. Tables 1 and 2 illustrate the requirements
collected with the study.

Table 1. Functional requirements.

Functional requirements Description

Using buttons and forms The system must provide use of buttons and forms

Audio interaction The system must offer voice interactions

Text interaction The system must offer text interactions

Use of emojis and stickers The system must offer interactions by emojis and
stickers

Accents and Regionalism The system must be customized for each person with
regard to accents and local slang
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Table 2. Non-functional requirements.

Non-functional requirements Description

Usability (button size) The system must contain larger buttons
compared to the popular patterns [5]

Adaptability (customizable contents) The system must contain custom interface
and configurable

Performance (Response Time) The system should reply the user with a
time less than 5 s [2]

Performance against memory The system must provide the conversation
history whenever requested, without prior
storage on the user’s device

Maintainability The system must be implemented by
modules [14]

Interoperability The system must work on the most used
platforms by the target audience

Usability The system must be self-explanatory [28]

Availability The system must persist the modules
independently

Accessibility The system must be responsive

Accessibility The system must be adaptive (by user) and
adaptive (by system)

To deal with non-functional requirements, software quality metrics that
referred to the results obtained during the user testing phase were consid-
ered. Thus, for system usability, two requirements were raised: to have a self-
explanatory system, allowing users to understand how to use the system and if
the user is confused, the system must clearly guide him/her on how to proceed;
and consider button sizes, as it is one of the factors found in the case study that
will impact not only functionality but also implementation issues.

Regarding adaptability, as this paper presents questions of user preference
and/or needs, the system must have a customizable and configurable interface,
that is, for each user with different preferences, the system must support the
demands related to interaction factors.

Considering the performance of conversational systems for the elderly, two
factors were found: the first with regard to memory, which should not store user
content and information on the device the user is using; another regarding the
response time, something that was also found through the case study carried out
in this research.

As the functionalities are diverse, the systems must be implemented by mod-
ules and this is a maintainability requirement, since in case of failure of some
interaction functionality, developers will be able to deal with it without imped-
ing other functionalities, thus, it also stands out as a requirement availability,
since the user will be able to take advantage of others and will not be frustrated
by not being able to reach their final objective.



474 L. P. Modesto de Araujo et al.

This system should work on conversational platforms that are most used in
the world, taking advantage of the fact that users already use it to talk to other
people and facilitating access without having to install new applications, which
is a requirement for system interoperability.

Regarding accessibility, the system must be configurable to support the
elderly audience and their interaction preferences, in addition to being respon-
sive.

To classify the degree of relevance of each requirement, the definitions high,
medium and low [21] were used. Regarding the functional requirements, all are of
high relevance, except the use of ‘emojis and stickers’, ‘accents and regionalism’,
which were classified as low relevance. Non-functional requirements were rated as
high relevance, except ‘performance against memory’ which was rated as medium
relevance.

6 Pilot Evaluation

Some features were implemented in the Bob chatbot and then a 1-user test was
performed. The pilot test was intended to find possible coding problems and
new proposals, in addition to considering a restaurant recommendation domain.
The participant’s profile is configured as non-elderly and their specialties are
related to psychology. The evaluation was carried out in a controlled environ-
ment and had the participation of two applicators, one of them was in person
mode, accompanying the user and coordinating the test, the other was in remote
mode, following the test and also observing the system logs. After the test, the
user answered the SAM (Self-Assessment Manikin) questionnaire, an instrument
that uses images for personal affective assessment in the domains of pleasure,
arousal and dominance, after exposure to a stimulus [4], in this case, referring to
the use of the chatbot. The results allowed verifying problems in the implemen-
tation, such as: increasing the flow of conversations, giving users more options
for paths, recommending more restaurants, especially if the user doesn’t like the
recommendation, and providing filtering options by types of food.

New tests are been carried out with a larger sample of users and also with
new application domains, such as recommendation of establishments and news.

7 Discussion

The analysis of the requirements presented in Sect. 5.9 allowed the research team
to verify important aspects in the construction of the chatbot. One of the points
observed was the existence of greater agreement on preferences or needs for inter-
action and accessibility among the elderly. For this reason, the points discussed
take into account this population and their suggestions.

It was observed that users would like there to be voice interaction by at
least one of the parties, but it was a consensus that the audios sent by Bob
should be short. However, in the participants’ speeches, it was noted that the
user’s context needs to be analyzed, either with Bob asking, at the beginning
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of the conversation, which type of interaction is preferred, either allowing per-
sonalization with a kind of user profile, or doing this adaptation automatically.
Customizing according to user preferences and needs can also include Bob’s use
of emojis and stickers, as not all users would like to use them.

The interest of elderly users in a virtual friend was also noted. The statements
of some elderly participants showed that they sometimes experience moments of
solitude. Having a companionship, even in a virtual form, that can maintain a
dialogue, or even help you with some tasks, such as searching online. Another
functionality in this case would be for Bob to make a call or send a message
via Whatsapp R© itself to an emergency user contact, simply by means of a voice
command or by touching a button.

The idea of having Bob as a facilitator also extends to the verification of news,
which usually arrives by Whatsapp R© and in large volumes, that the elderly, in
particular, cannot or do not know whether it came from a reliable source and
if it is true. Thus, Bob would check the news and certify the users, preventing
them from propagating fake news.

After conducting the studies and analyzing the results, it was possible to
conclude that several features can be added to Bob, making it more than a
conversational recommendation system. Customizing Bob to meet the user’s
needs proves to be a necessary viable solution, allowing the user to manually
configure the system preferences (adaptable), or this custom configuration to be
done automatically by the system (adaptative).

Many issues brought up in this discussion are directly related to Natural Lan-
guage Processing techniques, another idea that emerged during the study, is to
extract behavioral patterns and identify possible depressive users through these
techniques. Thus, Bob could check if the users are having depressive episodes
and recommend content that helps them in this regard.

8 Final Remarks

This work presented a study carried out to raise interaction and accessibility
requirements for the construction of a conversational recommendation system
aimed at the elderly audience.

With the studies carried out, it was possible to verify the preferences and
needs for interaction and accessibility for the elderly. The use of resources, such
as buttons with quick responses and voice interaction, proved to be important,
but especially when the user is allowed to use it according to their will. Therefore,
it is interesting to build a chatbot with an adaptive and adaptable interface, to
improve user interaction with the system interface, as well as use the accessibility
features according to their needs.

At first there were expectations regarding user interactions and what would
be possible to collect to understand and build an adaptive and adaptable con-
versational system, but only after the study was it possible to sustain the ideas
and obtain others that are significant in the user experience. A future work is
to expand the language training of the conversational system, from the point
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of view of natural language processing and also of regional aspects, considering
that users are more attracted by the accents and customs of their regions.

Another important future work will be the recommendation of videos through
a recommendation system that filters out fake content. Note that the elderly
audience is more likely to believe in untrue content, unconsciously disseminating
this information on social networks. Thus, the support of a fake news verification
system will be of great relevance.

Adapting the system to different domains can also be a future work, so, in
addition to recommending personalized content, users will be able to interact
with the bot for other entertainment activities, such as sustaining a dialogue to
talk about everyday life.

It is also intended to carry out a new stage of studies using Whatsapp, with
36 volunteers, arranged in 3 groups. One group is interacting with the conversa-
tional agent by voice, and the second group is doing the interactions by text. The
third group could use both types of interactions, by audio or text. The choice
of which users would go to a given group was made randomly, except for users
who had some disability that made it impossible to interact with a given group,
so it was transferred to another. At the end of each test, two researchers are
interviewing the volunteer, and they are answering a questionnaire. It has a sim-
ilar methodology to the first, however, with Bob working and being adaptable,
dispensing with the role of the Wizard of Oz. At this stage, we want to check if
the accessibility issues implemented in Bob are practical and easy to configure.

Finally, regarding the current state of the area of accessible conversational
recommendation systems and, considering the lack of conversational corpora for
applications, an innovative contribution of this work is the construction of an
annotated corpus that can be used by others researchers, since this was not
found in the literature.
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Abstract. Accessibility is a required quality for websites today, and
several tools exist to test for this quality. These tools are highly advan-
tageous, but sadly they also have some limitations. A particular set of
challenges they face is in the evaluation of Rich Internet Applications
(RIAs). In this paper, we carry out an experiment to compare and ana-
lyze different accessibility testing tools as they evaluate 10 educational
websites. We judged these tools based on their error detection, guide-
line coverage, speed, similarity to one another, and their relative per-
formance when evaluating RIAs. The experiment findings revealed the
strength and limitations of each tool. The results of this experiment also
exposed that there are many guidelines and success criteria that accessi-
bility testing tools are not able to cover, and that some evaluation tools
are similar to each other in terms of the results they produce. Lastly, this
experiment highlights a discrepancy in the behavior of the tools when
evaluating RIAs compared to when evaluating static websites, although
some more than others. This experiment has some limitations which we
presented. As a future work, we intend to work with an expert to deter-
mine the accuracy of the results produced from the experiment. We also
intend to delve deeper into the limitations of these tools and come up
with possible solutions.

Keywords: Accessibility · Accessibility evaluation tools · Online
education · Web Content Accessibility Guideline

1 Introduction

Web accessibility is the quality of a web application or website that deter-
mines how it can be used by people with the widest possible range of capabilities
[14]. The more accessible a website is, the more diverse the people who can use
it are, including people with disabilities like blindness, deafness, etc. Providing
equal access to online services is required by law in many countries, particularly
their government, educational institute websites, and learning management sys-
tems [11]. Regardless of the law, it is important for every website to be accessible
to everyone to avoid excluding anyone.
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As beneficial as accessibility is, websites today are either partially or entirely
inaccessible [13]. According to the 2020 Web Accessibility Annual Report, 98% of
websites in the United States are not accessible [7]. This is could be due to a num-
ber of reasons, such as web developers not having sufficient knowledge concerning
accessibility and how to achieve it in websites [18], and there not being an efficient
way to test for accessibility compliance. For a website to be considered accessible,
it has to meet the requirements of accessibility guidelines [14], such as the Web
Content Accessibility Guidelines (WCAG)1, Section 8062, BITV3, ADA4, etc.

There are three ways to test websites for conformance to an accessibility
guideline: manually, automatically, or combining both methods [16]. In manual
evaluation, tests are carried out by humans using the guidelines as a rule book.
The automated testing approach involves the use of software tools with no human
intervention. The last method of testing combines the features of the other two,
testing is done partly by software tools and partly by humans, e.g., SAMBA [4].

In this paper, we focus on the automatic approach of testing, which involves
the use of software tools. This method of testing for accessibility has several advan-
tages [8]. A particular benefit it has is that it is an easy and efficient method for
developers who do not have expertise inaccessibility to ensure their websites com-
ply with accessibility guidelines. This approach also has several limitations. One
challenge they face is in evaluating Rich Internet Applications (RIAs) [29]. In this
context, the goal of this paper is to compare and analyze several accessibility eval-
uation tools in terms of error detection, guideline coverage, speed, correctness, tool
similarity, and their relative performance with respect to RIAs.

The paper makes the following contributions:

– This paper conducts a comparative analysis of four existing accessibility eval-
uation tools. We provide experimental results highlighting each tool’s weak-
nesses and strengths.

– This paper also presents the limitations these tools have regarding testing for
accessibility in RIAs.

– We expect that our findings will provide researchers and developers with an
overview of which tools are suitable for the evaluation of static and dynamic
websites. It will also help them get a better understanding of accessibility.

– Our findings also highlight the remaining opportunities and research direc-
tions for better design of tools that evaluate RIAs.

The rest of this paper is organized as follows. We present background infor-
mation in Sect. 2. In Sect. 3, discusses the other research that has been carried
out relating to this research topic. We explain the approach we took when car-
rying out the experiment in Sect. 4. In Sect. 5, we present the results of this
experiment and discuss them. In Sect. 5.1 presents the limitation of our study.
We conclude and discuss some future works in Sect. 6.

1 https://www.w3.org/WAI/standards-guidelines/wcag/.
2 https://www.section508.gov/.
3 https://www.accessi.org/bitv.
4 https://www.access-board.gov/ada/.

https://www.w3.org/WAI/standards-guidelines/wcag/
https://www.section508.gov/
https://www.accessi.org/bitv
https://www.access-board.gov/ada/
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2 Background

This section presents background information on the research problem. It first
gives an overview of the Web Content Accessibility Guidelines (WCAG), then it
discusses the existing tools used to automatically check for compliance to these
guidelines and highlights some of their limitations. Finally, it talks about RIAs
and the challenges they pose to accessibility evaluation tools.

2.1 Web Content Accessibility Guidelines (WCAG)

WCAG was created by the World Wide Web Consortium (W3C)5. The goal for
creating WCAG is to provide a single standard for the creation of accessible
web content that meets the needs of individuals, organizations, and govern-
ments globally [28]. The WCAG standards are grouped into four principles:
perceivable, operable, understandable, and robust. Under these four principles,
there are a total of 12–13 guidelines, depending on the version. Each guideline
contains testable success criteria, which are associated with different levels of
conformance: A (lowest), AA, and AAA (highest). The success criteria are what
determines conformance to WCAG. In Table 1 we present the four principles
and their respective guidelines, along with the number of success criteria in each
guideline.

There are several versions of WCAG, but in this paper, we will be focusing on
versions WCAG 2.06 and WCAG 2.17. WCAG 2.0 was published in December
2008 and adopted in October 2012 by the International Organization of Stan-
dardization (ISO) as ISO an standard [28]. WCAG 2.1 was published in June
2018 [28]. WCAG 2.0 has a total of 61 success criteria, while WCAG 2.1 has a
total of 78 success criteria. WCAG 2.1 extends WCAG 2.0, therefore all success
criteria from 2.0 are included in 2.1, but there are 17 additional success criteria
in WCAG 2.1 that are not in WCAG 2.0. This means that a website that meets
WCAG 2.1 also meets the requirements of WCAG 2.0 [28].

2.2 Accessibility Evaluation Tools

Accessibility evaluation tools are websites, web applications, or desktop
applications that help developers determine if web contents meet accessibility
guidelines [3]. These tools verify compliance by testing for each success criteria
of a guideline. Figure 1 shows the website of the AChecker tool, one of the tools
used in this experiment. Table 2 gives some examples of these tools and their
features.

The use of evaluation tools has several benefits [8]. It is a fast and easy way
to obtain information on the accessibility level of a website and it is affordable
in terms of evaluating large numbers of web pages [23]. However, as beneficial

5 https://www.w3.org/.
6 https://www.w3.org/TR/WCAG20/.
7 https://www.w3.org/TR/WCAG21/.

https://www.w3.org/
https://www.w3.org/TR/WCAG20/
https://www.w3.org/TR/WCAG21/
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Table 1. Organization of WCAG 2.0 and WCAG 2.1

Principles Guidelines Number of success criteria

WCAG 2.0 WCAG 2.1

Perceivable 1.1 Text Alternatives 1 1

1.2 Time-based Media 9 9

1.3 Adaptable 3 6

1.4. Distinguishable 9 13

Operable 2.1. Keyboard Accessible 3 4

2.2. Enough Time 5 6

2.3. Seizures and Physical Reactions 2 3

2.4. Navigable 10 10

2.5. Input Modalities – 6

Understandable 3.1. Readable 6 6

3.2. Predictable 5 5

3.3. Input Assistance 6 6

Robust 4.1. Compatible 2 3

Total 61 78

as these tools are, there are still drawbacks to using them. Apart from the fact
that they are not able to check for all guidelines [21,22], and that they are
not accurate, i.e., may produce false negatives or positives [1,23], they also face
challenges when evaluating RIAs [29].

Fig. 1. Interface of the AChecker tool, via AChecker’s website (https://achecker.
achecks.ca/checker/index.php)

2.3 Rich Internet Applications (RIAs)

According to the author in [6], Rich Internet Applications are web appli-
cations or websites aimed to provide users with a similar desktop experience.
RIAs are dynamic in nature and offer a richer and more interactive environment

https://achecker.achecks.ca/checker/index.php
https://achecker.achecks.ca/checker/index.php
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compared to traditional websites [29]. This is due to the use of a new set of
technologies, such as DHTML, XML-HTTPRequest, DOM Events, etc. It was
later discovered that these new technologies and capabilities introduce new sets
of accessibility challenges to the Web [12]. Accessibility evaluation tools are not
able to evaluate the dynamically generated contents that constitute RIAs [29].
These tools possess limited crawling capabilities and are only able to analyze
static HTML content, therefore, DOM elements often go unnoticed [29].

To address the accessibility challenges posed by RIAs, the Web Accessibility
Initiative (WAI) created a new specification called the Accessible Rich Internet
Applications ARIA [31]. This specification stipulates how to make web pages,
particularly dynamic content, more accessible [30]. Sadly, the majority of the
existing accessibility evaluation tools are not able to evaluate websites using the
ARIA specification.

3 Related Work

This section highlights several prior works that profoundly influenced our app-
roach. We divided the related work into three sections: comparison of acces-
sibility evaluation tools, accessibility evaluation for educational websites, and
accessibility in Rich Internet Applications.

3.1 Comparing Accessibility Evaluation Tools

Previous studies have performed comparisons of accessibility evaluation tools.
In the study by Christian et al. [20], conducted a comparative analysis of the
performance of online accessibility evaluation tools. They compared six tools
and found that the best tools were AChecker and TAW, with AChecker being
the better tool of the two. They also proposed the classification of accessibility
tools according to their usage and functionality. The research conducted in [1]
compared five accessibility evaluation tools. In this study, faults were intention-
ally injected into web pages and then tested to investigate how the tools can
detect injected faults. Their results showed that the tools do not discover all
accessibility faults in web pages and that they produce inaccurate results.

Vigo et al. [24], performed an empirical investigation on six tools to show
their capabilities in terms of coverage, completeness, and correctness regarding
WCAG 2.0 conformance. They performed their investigation by using the semi-
automated method of testing, and they combined the results of the tools LIFT
and Bobby with human evaluation. They deduced that relying on automated
tests alone has negative effects and could lead to unwanted consequences.

3.2 Accessibility Evaluation for Educational Websites

Several studies have conducted an experiment to evaluate educational websites.
For example, Abdullah Alsaeedi [2] evaluated six Saudi universities’ websites by
using two tools, WAVE and Siteimprove. The author proposed a novel framework
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to compare the performance of the tools. Another study [9] analyzed 44 higher
education websites in India. Their analysis was performed with two tools, TAW
and aXe, and the results showed that TAw identified more issues than aXE.
A more recent study [5] performed a systematic review of empirical studies on
educational websites for web accessibility. The study identified 25 studies. The
authors’ recommendation is to improve the automatic evaluation tools.

3.3 Accessibility in Rich Internet Applications

In the third category are studies relating to RIAs and how to make them acces-
sible. The first study we examined was by Watanabe et al. [29]. They describe
an approach for testing accessibility requirements in RIAs that involves the use
of acceptance tests. They also implemented a tool that automatically runs test
cases and considers assistive technology user scenarios to raise accessible design
flaws. Another study relating to RIAs was done by Linaje et al. [12]. They com-
bined two methods from previous works, the RUX-Method and SAW, to provide
accessibility features to Rich Internet Applications. To combine these two tech-
niques, they used ontoRUX, an ontology based on WAI-ARIA. The result of this
is a process that makes Web applications with RIA features accessible [12].

Our study is similar to all 3 categories of related work. We compare 4 acces-
sibility tools to identify how they perform in terms of error detection, guideline
coverage, speed, and similarity to one another, just like some of the studies in
the first category. Furthermore, like the studies in the second category, we used
the tools to evaluate computer science educational websites. Some of the web-
sites we will be evaluating are RIAs, akin to the studies in the 3rd category. Our
study differs from the others because we used the tools to evaluate both static
websites and RIAs, and we have analyzed the tools’ relative performance when
evaluating the two types of websites.

4 Experiment

This experiment was carried out to compare web accessibility evaluation tools
and analyze their performance in terms of error detection, guideline coverage,
speed, tool similarity, and relative performance when evaluating RIAs.

In this study, we aim to address the following research questions:

– RQ1: Which tool is able to detect the most errors?
– RQ2: How is the coverage of the tools in terms of WCAG 2.0 or WCAG 2.1

guidelines?
– RQ3: How fast are the tools when evaluating websites for accessibility?
– RQ4: Which tools produce the most similar results?
– RQ5: What is the relative performance of the tools when evaluating Rich

Internet Applications?

To achieve our research goals, we followed four main steps:
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4.1 Tool Selection

We conducted research to determine what are the existing accessibility evalu-
ation tools. We found several articles on some of the best tools being used to
evaluate websites for accessibility [10,15,17,19,25]. We selected four of some of
the most recommended tools. They are AChecker8, FAE9, TAW10, and WAVE11.

The tools which we chose have in common their ability to test web pages
against the WCAG 2.0 or WCAG 2.1 guideline, they are free, web-based, and
can evaluate websites using their URL. Some of the tools also evaluate websites
using their source code, or by uploading their code files. Table 2 gives more
information on each of the selected tools.

Table 2. Accessibility evaluation tools and their features

Tool Guideline License Deployment Report format

AChecker BITV 1.0 (Level 2),
Section 508,
Stanca Act,
WCAG 1.0 (A, AA, AAA),
WCAG 2.0 (A, AA, AAA)

Free, Commercial Website, Desktop
Application

HTML

FAE WCAG 2.1 (A, AA, AAA), ARIA Free Website HTML, Email, CSV

TAW WCAG 2.0 (A, AA, AAA) Free Website, Desktop
Application

HTML, Email

WAVE WCAG 2.1 (A, AA) Free, Commercial Website, Browser
extension

HTML

4.2 Website Selection

In this experiment, we evaluate two categories of websites, static and dynamic
websites (RIAs). In this context, static websites are websites in which the con-
tent of each page does not change, while dynamic websites are websites whose
contents are generated dynamically.

We selected the websites in the context of computer science (CS) education.
They are websites that can be used to learn different CS concepts. To find
websites for the study, we did a Google search for websites that offer CS tutorials,
and we found a total of 52 websites. We selected 10 out of 52, 5 static websites
and 5 dynamic websites. We made sure to choose the websites that do not require
a login, as that can affect the tools’ ability to evaluate them. Table 3 shows the
selected static websites and their URLs, and Table 4 shows the selected dynamic
websites and their URLs.

8 https://achecker.achecks.ca/checker/index.php.
9 https://fae.disability.illinois.edu/.

10 https://www.tawdis.net/resumen.
11 https://wave.webaim.org/.

https://achecker.achecks.ca/checker/index.php
https://fae.disability.illinois.edu/
https://www.tawdis.net/resumen
https://wave.webaim.org/
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Table 3. Static websites and their URL

Website URL

Geeksforgreek https://www.geeksforgeeks.org/

w3schools https://www.w3schools.com/

KD Nuggets https://www.kdnuggets.com/tutorials/index.html

Guru99 https://www.guru99.com/

TutorialPoint https://www.tutorialspoint.com/

Table 4. Dynamic websites and their URL

Website URL

Snap https://snap.berkeley.edu/snapsource/snap.html

Blockly https://blockly-demo.appspot.com/static/demos/code/index.html

Code.org https://studio.code.org/s/dance-2019/lessons/1/levels/1

Vidcode https://www.vidcode.com/project/intro

Make Code https://makecode.microbit.org/#editor

4.3 Experimental Procedure

During the experiment, the 4 selected tools (see Table 2) were applied to the
10 selected websites(see Tables 3 and 4). Thus, for every website, we carried
out 4 tests, leading to a total number of 40 tests that were carried out in this
experiment. Only a single page of each website was evaluated, often times this
was the home page.

For all tools except WAVE, we configured the settings to ensure that they
were evaluating websites using the proper guideline and conformance level. In
Achecker, we selected WCAG 2.0 as the guideline, and level AAA as the con-
formance level. TAW did not have the option to select a guideline, but we were
able to select conformance level AAA. FAE had the most options to choose
from. We could choose the ruleset (guideline), depth of evaluation, number of
pages to be evaluated, etc. We selected the guideline HTML4 Legacy Tech-
nique, which entails the WCAG 2.0 guideline levels A, AA, and AAA, as well
as HTML4, HTML5, and ARIA techniques. We selected the depth as Top-level
page only, and the number of pages as 5. Since we selected Top-level page
only, only a single page was evaluated. WAVE was the only tool that did not
provide options to choose from. It was built to evaluate websites using WCAG
2.1 and conformance levels A and AA only.

https://www.geeksforgeeks.org/
https://www.w3schools.com/
https://www.kdnuggets.com/tutorials/index.html
https://www.guru99.com/
https://www.tutorialspoint.com/
https://snap.berkeley.edu/snapsource/snap.html
https://blockly-demo.appspot.com/static/demos/code/index.html
https://studio.code.org/s/dance-2019/lessons/1/levels/1
https://www.vidcode.com/project/intro
https://makecode.microbit.org/#editor
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Fig. 2. Evaluation report generated by the AChecker tool (https://achecker.achecks.
ca/checker/index.php)

To evaluate a website, the URL of the selected website was entered into
each tool. Before starting each evaluation, we started a timer, and once the
evaluation was done, we stopped the timer and recorded the time taken. After
each test, we were presented with an evaluation report showing the total number
of errors found, error description, which success criteria failure caused the error,
a suggestion on how to fix the error, other potential errors, etc. The 40 tests
that were carried out in the experiment produced 40 evaluation reports.

We observed that all tools did not produce results in the same format. Some
tools’ evaluation report was displayed on the screen as HTML content (see
Fig. 2), while the evaluation report was sent through email in some cases. Addi-
tionally, some tools reported their errors according to HTML elements on the
screen, e.g., images, links, forms, etc., while some tools categorized the results
according to the guidelines failed. Due to this, we had to extract the data from
each report and organize it in a uniform format. We created an excel sheet. For
each test conducted, we entered into the excel sheet, evaluation time, total num-
ber of errors found, error details, success criteria failed, as well as any comments
we had. We analyzed the data and wrote down our findings. We present the
tables, diagrams, results, and discussion in the next section.

5 Result and Discussion

In this section, we present the results of the experiment. We also further discuss
these results. The result of this experiment is divided into five sections, with
each section addressing the research questions RQ1, RQ2, RQ3, RQ4, and RQ5,
respectively.

https://achecker.achecks.ca/checker/index.php
https://achecker.achecks.ca/checker/index.php
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Table 5. The different types of errors detected and the tools that found them.

Error WAVE Achecker FAE TAW

Image missing alternative text Y Y Y Y

Input element is missing form label Y Y Y Y

Empty link Y Y Y Y

Empty heading Y N N Y

Empty button Y N Y N

Contrast errors Y Y Y N

Web page well-formedness N N N Y

b (bold) element used N Y N N

i (italic) element used N Y N N

Font used N Y N N

Incorrect Header nesting N Y Y Y

Two headers of the same level with no content in between N N N Y

No h1 element in the document N N Y Y

Data cells does not use headers or ID attribute N Y Y N

Data table with both row and column headers does not use scope to identify cell N Y N N

Data table elements used in layout tables N N N Y

id attribute is not unique N Y N N

Form with no standard submission method N N Y Y

Frames without title N N N Y

Links with same link text but different destinations N N N Y

Consecutive text and image links to the same resource N N N Y

The language of the document is not identified or is invalid Y Y Y Y

Elements with event handlers must have roles N N Y N

Presence of empty lists N N N Y

Use of device-dependent event handlers N N Y Y

ARIA values must be valid N N Y N

Broken ARIA menu Y N N N

Use of labels to modify the presentation N N N Y

Widget labels must be descriptive N N Y N

Widgets must have label N N Y N

Label must reference control N N Y N

Role must have parent N N Y N

iframe must have accessible name N N Y N

Selection form control without grouping N N N Y

“div” elements that simulate paragraphs N N N Y

Total 8 12 18 19

RQ1: Which tool is able to detect the most errors?
At the end of each website evaluation, an evaluation report was generated. Part
of the things shown in this report is the total number of errors found and the error
description (seeFig. 2). In this section,wepresent the different types of errors found
by each tool and the total number of errors reported in each website per tool.

Result. After compiling the results, we observed that there are 35 types of
errors that were detected by the tools. Table 5 is a list of errors found across
all websites by all tools. The most commonly reported error was ‘Missing form
label’, it was found as an error in all 10 websites. The next most common error
reported was ‘Image missing alternative text’ and ‘Empty link’. They were both
found in 70% of websites.
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Table 6. Total number of errors detected per tool in each static website

Website WAVE AChecker FAE TAW

Geeksforgeeks 129 83 211 164

KDNuggets 8 54 7 35

W3School 26 48 – 91

Guru99 30 203 69 102

TutorialPoint 71 121 34 35

Average 52.8 101.8 80.25 85.4

Table 7. Total number of errors detected per tool in each dynamic website

Website WAVE AChecker FAE TAW

Snap 2 2 3 4

Code.org 26 14 8 68

MakeCode 2 0 2 2

Blockly 4 0 22 18

Vidcode 13 4 23 34

Average 9.4 4 11.6 25.2

No tool was able to detect all 35 errors. However, some tools detected more
types of errors than others. TAW was able to detect the most type of errors. It found
19 different types of error out of 35, across all 10 websites. TAW could detect several
errors that the others could not e.g. ‘Web page well-formedness’, ‘Frames without
title’, etc. However, all tools except TAW were able to detect ‘Contrast errors’.
TAW is closely followed by FAE, which was able to detect 18 types of errors. The
next tool on the rank is Achecker. Although it could detect only 12 out of 35 errors,
it is the only tool that reports text errors such as the ‘Fonts used’, ‘i (italic) element
used’, and ‘b (bold) element used’. The tool that detected the least types of errors
is WAVE. It detected just 8 out of 35 types of error. The only error it could detect
that others could not was ‘broken ARIA menu’.

Regarding the number of errors found in each website, Tables 6 and 7 show the
number of errors each tool detected in static and dynamic websites, respectively.
The total number of errors reported is derived from the different types of errors
found in a website multiplied by the number of elements that cause these errors.
Some tools found more types of errors than the others, while for each type of
error, some tools found more violating elements. All of this contributed to the
difference in the number of errors reported by each tool.

Looking at Table 6, we can see that on average, Achecker reported the highest
number of errors in static websites, with a mean of 101.8. It is followed by TAW,
with a mean of 85.4. FAE had a mean of 80.25, making it the 3rd in this category.
FAE might have had a higher mean, but it was not able to evaluate the website
‘W3school’. WAVE had the lowest average of 52.8, which is almost half the
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average of Achecker. In the dynamic website category (see Table 7), TAW had
the highest mean of 25.2, while Achecker had the lowest mean of 4. The average
of WAVE and FAE was 9.4 and 11.6, respectively.

Discussion. Although Achecker had the highest average for the number of errors
in static websites, we can deduce that TAW performed the best in terms of error
detection. It detected the most types of errors. It had the highest average number
of errors in dynamic websites and the second highest average number of errors in
static websites. TAW and Achecker’s performance in terms of detecting a higher
number of errors in static and dynamic websites than WAVE and FAE, was
unexpected. TAW and Achecker both check against WCAG 2.0, which has fewer
guidelines to violate than WCAG 2.1, which WAVE and FAE check against.

While going through the results of each tool, we observed that TAW and
Achecker evaluation reports sometimes had errors that were duplicates. TAW
and Achecker categorize errors by success criteria (see Fig. 2), hence, they often
had errors that were repeated in the report, as one error could violate multiple
success criteria. In contrast, WAVE and FAE grouped errors according to the
elements that cause them, e.g., images, forms, etc., hence the errors were never
repeated. Additionally, in the event that all tools detected a particular error
in a website, TAW and Achecker often reported a higher number of violating
elements than FAE and WAVE. All of these could be the reason Achecker and
TAW had higher number of errors compared to WAVE and FAE. WAVE’s low
numbers could also be due to the fact that it could only check for conformance
levels A and AA, while the other tools could check up to conformance level AAA.

As the tools often reported different numbers for the number of errors found
in a website, it is hard to determine which tool produced the most accurate
result. Some tools may have reported non-existing or trivial problems (false
positives) or they might have missed true problems (false negatives). We will
need to work with an accessibility expert to determine which tool has the most
accurate results.

RQ2: How is the coverage of the tools in terms of WCAG 2.0 or
WCAG 2.1 guidelines?
When evaluating a website, the tools check for adherence to the success criteria
of the WCAG 2.0 guideline, in the case of Achecker and TAW, or the WCAG 2.1
guideline, in the case of WAVE and FAE. In this section, we analyze the tools
in terms of their coverage of the WCAG 2.0 or WCAG 2.1 guideline.

Result. Table 8 shows which guidelines and success criteria failure at least one
of the tools was able to detect across all websites. You can find the full list of
guidelines and success criteria for WCAG 2.0 in [26], and for WCAG 2.1 in [27].
The green tick signifies (�)that the tool was able to detect those success criteria
in at least one of the 10 websites. If a tool never detected a success criteria
failure in any website, a red (✕) is shown. Table 9 shows how many success
criteria failures were detected in static and dynamic websites.

Looking at Table 8, we can see that there were only 9 out of 13 possible guide-
lines failures that were detected. The following guidelines were never covered by
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Table 8. Table showing the coverage of the tools in terms of WCAG 2.0 and WCAG
2.1

Principle Guideline Success Criteria WAVE Achecker FAE TAW

Perceivable 1.1 1.1.1 Non-text Content (A) � � � �
1.3 1.3.1 Info and Relationships (A) � � � �

1.4.1 Use of Color (A) ✕ ✕ � ✕

1.4.3 Contrast (Minimum) (AA) � � � ✕

1.4 1.4.4 Resize text (AA) ✕ � ✕ ✕

1.4.6 Contrast (Enhanced) (AAA) ✕ � � ✕

Operable 2.1 2.1.1 Keyboard (A) � ✕ ✕ ✕

2.1.3 Keyboard (No Exception) (AAA) ✕ ✕ ✕ �
2.4.1 Bypass Blocks (A) � ✕ � ✕

2.4.4 Link Purpose (A) � � � �
2.4 2.4.6 Headings and Labels (AA) � � � ✕

2.4.9-Link Purpose (Link Only) (AAA) ✕ ✕ � �
2.4.10-Section Headings (AAA) ✕ ✕ � �

Understandable 3.1 3.1.1 Language of Page (A) � � � �
3.2.2 On input (A) ✕ ✕ � �

3.2 3.2.3 Consistent Navigation (AA) ✕ ✕ � ✕

3.2.4 Consistent Identification (AA) ✕ ✕ � ✕

3.3 3.3.2 Labels or Instructions (A) � � � �
4.1.1-Parsing (A) � � ✕ �

Robust 4.0 4.1.2 Name, Role, Value (A) ✕ ✕ � �
Total 9 20 10 10 16 11

Table 9. Total number of success criteria detected in static and dynamic websites

WAVE Achecker FAE TAW

Static websites 7 9 12 10

Dynamic websites 9 5 16 10

any of the tools: 1.2, 2.2, 2.3, 2.5. Because some of the tools check for WCAG
2.1, there are 78 possible success criteria that could be detected. However, only
20 success criteria was covered. All of the success criteria detected can be found
in both WCAG 2.0 and WCAG 2.1 guidelines. Additionally, over half of the
success criteria failures reported had conformance level A.

FAE had the highest overall guideline coverage and the highest coverage
in both static and dynamic websites. It detected 12 success criteria failures in
static websites, while it detected 16 success criteria failures in dynamic websites.
It is followed by TAW, which detected 11 different success criteria failures in
total. It detected 10 success criteria failures in both static and dynamic web-
sites. Achecker and Wave were both able to detect 10 types of success criteria
failures, however, WAVE detected a higher number of success criteria failures in
dynamic websites compared to Achecker. It found 9 success criteria failures while
Achecker found 5. Achecker reported a higher number of success criteria failures
in static websites compared to WAVE. It detected 9 success criteria violations
while WAVE detected 7.



492 O. Okafor et al.

Discussion. Given that TAW performed best in terms of error detection, one
would expect that it will also have the highest coverage in terms of guidelines.
However, that was not the case. FAE had the most coverage instead. FAE’s
performance could be due to the fact that it uses a combination of techniques
and guidelines when evaluating websites, e.g., WCAG 2.1, ARIA, HTML4, and
HTML5 specifications. In addition, it performed almost as well as TAW in terms
of detecting the most type of errors. Its ability to detect different types of error
and its use of several techniques, might have led to it being able to detect the
most success criteria violations.

WAVE’s low guideline coverage in static websites was expected, as it is the
only tool out of the four that does not reach level AAA of conformance. Thus,
there are more guidelines it can not check for. For instance, looking at Table 8,
1.4.6, 2.1.3, 2.4.9, 2.4.10 are level AAA success criteria, and they were never
detected by WAVE. Likewise, Achecker’s low guideline coverage in dynamic web-
sites did not come as a surprise as out of all tools, it found the least number of
errors in dynamic websites.

Overall, all tools had below average guideline coverage. There were many
guidelines and success criteria that were never covered by any of the tools. This
could mean that these websites did not fail those guidelines. It could also mean
that the tools are not able to detect those guidelines and success criteria vio-
lations. However, the latter is probably the case, as it has been said that most
existing tools are only able to detect about 30% of the WCAG guidelines [21,22],
and that 70% of guidelines have to be checked manually. The number of suc-
cess criteria detected in this experiment was 20, which is about 26% of 78, and
about 33% of 61. This supports the claims stated in [21,22]. To get a more
comprehensive evaluation, there is a need for human evaluation.
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Fig. 3. Average time taken by each tool to evaluate the chosen page of each website
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RQ3: How fast are the tools when evaluating websites for accessibil-
ity?
Before beginning each evaluation, we started the timer, and at the end, we
stopped it and recorded the time. The time recorded is how fast the tool eval-
uated a single page of a website. In this section, we present the average time
taken by each tool in seconds.

Result. We grouped the evaluation time into two, one for static websites and
another for dynamic websites. For each tool, we calculated the average time in
these two groups. Figure 3 is a bar chart showing the average time taken by
each tool to evaluate a single page of a static or dynamic website. The blue bar
represents the average time for static websites, and the red bar represents the
average time for dynamic websites.

Looking at the figure, you can see that the tool that took the least time
when evaluating static websites is WAVE, with an average time of 4.09 s. In the
dynamic website category, Achecker took the least time with an average time of
2.56 s. The tool that took the most time in both dynamic and static websites is
FAE, with an average time of 18.27 s in static websites and 18.29 s in dynamic
websites. Additionally, the average time spent by FAE in both static and dynamic
websites exceeded the time spent by all other tools in both categories.

Furthermore, from the figure, you can see that, except in the case of FAE
and TAW, all other tools spent more time evaluating static websites than they
did when evaluating dynamic websites. FAE took almost the same time when
evaluating dynamic and static websites. It had an average time of 18.27 s when
evaluating static websites, and when evaluating dynamic websites it had an
average of 18.29 s. TAW took more time evaluating dynamic websites than it did
evaluating static websites. When evaluating dynamic websites, the tool had an
average time of 14.32 s, while it had an average time of 10.59 s when evaluating
static websites.

Discussion. We observed that there is a relationship between the time it takes
for the tool to evaluate a website, with the number and types of errors a tool
detected, and its guideline coverage. For instance, WAVE had the least aver-
age time in the static website category. In turn, it was reported earlier that on
average, WAVE detected the least number of errors and had the lowest guide-
line coverage in static websites. Additionally, WAVE detected the least types
of errors. Similarly, the tool Achecker had the least average time of 2.67 s in
dynamic websites while also having the least average number of errors and the
lowest guideline coverage in dynamic websites. This further reinforces the notion
that the less time it takes for the tool to evaluate websites, the less error and
success criteria it detects.

On the other hand, FAE took the longest time when evaluating both static
and dynamic websites. This could be due to several reasons, one of which is the
reason stated prior, that the more errors and guidelines a tool can detect, the
longer it takes for it to evaluate a website. This reason still holds in this case
as FAE had the highest coverage overall, and it detected the second most types
of errors, after TAW. Another possible reason is that in addition to WCAG 2.1



494 O. Okafor et al.

success criteria, FAE also uses HTML4, HTML5, and ARIA accessibility tech-
niques. Hence, it had more criteria to check for than the other tools. Additionally,
after FAE finishes evaluating a website, it takes extra time to save the result before
presenting it. The other tools displayed the result immediately after evaluation.

Table 10. Total number of times a tool reported the same error in a website with
another tool

WAVE Achecker FAE TAW

WAVE 0 18 24 23

Achecker 18 0 18 21

FAE 24 18 0 23

TAW 23 21 23 0

Fig. 4. Correlation matrix comparing the total number of errors found in each website
per tool

RQ4: Which tools produce the most similar results?
In this subsection, we compare the tools to see which ones act the most similar.
The tools can be similar to each other in the following ways: the closeness in
value of the total number of errors they reported for a particular website, and if
they found the same errors in a website.

Result. Table 10 shows how similar tools are in terms of the total number of
times they detected the same error in a website for all 10 websites. This values
in the table were calculated as follows: if two tools, say FAE and TAW, both
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detected the error ‘image missing alternative text’ in the website ‘Snap’, a point
is given to their pair. If two tools never detect the same error in any website,
their pair will have 0 points. Figure 4 is a correlation matrix comparing the total
number of errors reported by each tool for each website. The correlation matrix
was created using a combination of Table 6 and Table 7.

From Fig. 4 and Table 10, it can be seen that the tool most similar to Wave is
FAE, and vice versa. FAE and WAVE had a correlation coefficient of 0.89, which
was the highest overall. In addition, the total number of times they reported
the same error on a website was the highest. They reported the same error 24
times across all 10 websites. WAVE and FAE both had the least similarity with
Achecker. WAVE and Achecker had a correlation coefficient of 0.46, while FAE
and Achecker had a correlation coefficient of 0.42. WAVE and FAE both detected
the same errors in a website with Achecker 18 times.

In contrast, the relationship between Achecker and TAW is not as symmet-
rical as the one WAVE has with FAE. Achecker had the highest correlation
coefficient with TAW, which was 0.54. It also had the most similarity with TAW
in terms of the total number of times it detected the same error in a website.
They were able to detect the same errors in a website 21 times. On the other
hand, TAW was most similar to FAE. They had a correlation coefficient of 0.81,
and they detected the same errors in a website 23 times.

Discussion. WAVE is most similar to FAE, and vice versa. They both check
against the WCAG 2.1 guideline, and this could be the reason they are most
similar. Likewise, Achecker and TAW check against the same guideline, hence
why Achecker had more similarity with TAW. However, the reverse is not the
case between TAW and Achecker, TAW is more similar to FAE. This could be
due to the fact that TAW and FAE were able to detect more types of error
compared to Achecker and WAVE, hence there is a higher probability for them
to detect the same error in a website.

We observed that all tools had the least similarity with Achecker. This could
be attributed to the fact that Achecker had one of the lowest coverage in terms
of types of errors and success criteria, compared to TAW and FAE, hence why
TAW had more similarities to FAE, and not Achecker when they both checked
against the WCAG 2.0 guideline. Another reason could be that Achecker pro-
duced results that were not congruent with the ones produced by the other
tools.

Although there are some tools that are similar and comparable to one
another, no two tools are identical. It is interesting that even tools that evaluate
websites using the same guidelines and conformance level, do not produce iden-
tical results. The tools often show disparities in the types and number of errors
detected in a website, and the number of elements that cause these errors. More
investigation is needed to determine why this is so.

RQ5: What is the relative performance of the tools when evaluating
Rich Internet Applications?
One of the reasons for selecting websites in two categories, one for static websites
and the other for dynamic websites, was to observe the performance of the tools



496 O. Okafor et al.

when evaluating static websites versus when evaluating dynamic websites. In
this section, we compare how the tools behaved when evaluating static websites
relative to how they behaved when evaluating dynamic websites.

Result. Earlier, we presented Tables 6 and 7, which shows the total number of
errors reported in static websites and dynamic websites, respectively. We also
presented Fig. 3, which shows the average time taken by the tools in static and
dynamic websites, and Table 9, which shows the total number of success criteria
failures detected in both static and dynamic websites.

Comparing Tables 6 and 7, we can see that when evaluating static websites,
most of the tools reported a higher number of errors and a higher average for the
number of errors compared to when evaluating dynamic websites. For instance,
the maximum number of errors detected in static websites is 211, while the max-
imum number of errors detected in dynamic websites is 68. Also, the maximum
average of the number of errors detected in static websites was 101.8, while the
maximum average in dynamic websites was 25.2. Additionally, in dynamic web-
sites, over 50% of the time the total number of errors reported was less than 5.

A common error that was found in dynamic websites but was never found
in static websites, was the error ‘The language of the document is not identified
or is invalid’. This error was reported in 80% of dynamic websites and was not
reported in any static website. Additionally, text errors such as the ‘Fonts used’,
‘i (italic) element used’, and ‘b (bold) element used’ was found in 4 out of 5
static websites, while it was only detected in 1 out of 5 dynamic websites.

Looking at Fig. 3, you can also see that when evaluating dynamic websites
versus when evaluating static websites, there is often a difference in time taken.
On average, WAVE and Achecker took more time evaluating static websites than
they did when evaluating dynamic websites, while FAE and TAW took more time
to evaluate dynamic websites. Although, in the case of FAE, the time difference
between the two categories was minuscule. The biggest disparity in time can be
seen in the tool Achecker, when evaluating static websites, it had an average
time of 16.25 s, while in dynamic websites, it had an average time of 2.56 s. It
had over an 80% decrease in time when evaluating dynamic websites.

TAW showed the least variation in terms of the number of errors and the
number of success criteria failures reported when evaluating static versus when
evaluating dynamic websites. Out of all tools, the number of errors TAW reported
in dynamic websites was closest to the number of errors reported in dynamic
websites. Additionally, TAW detected the same number of success criteria in
both static and dynamic websites. FAE showed the least variation with regard
to the time taken when evaluating static websites compared to when evaluat-
ing dynamic websites. The difference in time was 20 ms, which was the least
difference across all tools.

Achecker behaved the most differently when evaluating dynamic websites. It
had the lowest average total number of errors in the dynamic website category,
while it had the highest average total number of errors in the static website
category. In addition, it was the only tool that detected no errors in 2 out of 5
dynamic websites. Additionally, there was a substantial difference in the average
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time it took to evaluate dynamic websites versus the time it took to evaluate
static websites. The average time it took to evaluate dynamic websites was over
80% less than the time it took to evaluate static websites. There was also almost
a 50% decrease in the number of success criteria failures detected in dynamic
websites compared to the success criteria it detects in static websites.

Discussion. From the results above, we can see that most tools acted differently
when evaluating dynamic websites compared to when evaluating static websites.
The biggest difference in behavior can be seen in the total number of errors
the tools reported in static websites compared to the ones reported in dynamic
websites. This disparity could be due to the dynamic websites used in this exper-
iment being more accessible than the static websites used. Alternatively, it could
be that the tools are not able to evaluate dynamic web content [29]. In almost
all of the dynamic websites, the error ‘The language of the document is not iden-
tified or is invalid’ was reported. The fact that the language used in dynamic
websites does not seem to be supported could be part of the reason the tools
were not able to evaluate their contents.

Achecker showed the most disparity in the results it produced for static
websites in comparison to the results it produced for dynamic sites. It had a
relatively good performance in terms of error detection and guideline coverage
in static websites, while it performed poorly in those aspects in dynamic websites.
Furthermore, the time it took to analyze static websites was significantly greater
than the time it used to analyze dynamic websites. Going by our theory that
states that the longer it takes for a tool to evaluate websites, the more types
of errors it can detect, we can say that Achecker was only able to detect a
few errors in dynamic websites. Achecker’s struggle when evaluating dynamic
websites compared to when evaluating static websites could be due to the fact
that it was built to evaluate static websites and not dynamic websites.

FAE is the only tool that uses the Accessible Rich Internet Applications
(ARIA) guideline when evaluating websites. As we mentioned earlier, ARIA is
used to provide accessibility to RIAs [31]. This could be the reason it had less
discrepancy when evaluating static websites versus dynamic websites, compared
to some of the other tools. TAW performed equally well, given that it does not
use ARIA when evaluating websites. However, it does use HTML, CSS, and
Javascript technologies, which might have helped its performance.

5.1 Limitations

While carrying out this research study, we had several limitations. Firstly, we are
not experts on web accessibility, thus, we are not able to ascertain the accuracy
and precision of the results presented by each tool. Although, for each error
reported in a website, we checked to make sure it was valid. Another limitation
we faced was the heterogeneity of the tools. They did not all check against the
same guideline. In addition, the format in which they reported their results were
different. This made it very difficult to compare them. Lastly, it was hard to
categorize websites as static or dynamic. A lot of websites have some attributes
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of both. However, we tried our best to select the websites that best fit the
respective categories.

6 Conclusion and Future Work

Providing accessibility to websites today has become a necessity, but sadly most
websites are still not accessible. A particular type of website that poses the most
challenges in regard to accessibility, are Rich Internet Applications (RIAs). Most
tools are not able to evaluate RIAs due to the technologies they comprise of
[12,29].

This paper presents a comparative analysis of four accessibility evaluation
tools in terms of error detection, guideline coverage, speed, similarity to one
another, and their relative performance when evaluating RIAs. The results of
the experiment exposed the strengths and weaknesses of the tools. TAW was the
tool that was able to detect the most errors. On average, WAVE was the fastest
when evaluating web pages. FAE had the most guideline coverage. Additionally,
the study revealed that tools are only able to cover a small fraction of the
WCAG 2.0 or WCAG 2.1 guidelines and that some tools are similar to each
other. Most importantly, the results showed that the tools behave differently
when evaluating Rich Internet Applications versus when evaluating traditional
static websites, especially the tool Achecker.

We expect our findings will provide researchers and developers with an
overview of which tools are available and suitable for automatic accessibility
evaluation of static and dynamic websites, their capabilities, and limitations.
Through exploring the efficacy and limitations of the existing tools, developers
can get a better understanding of accessibility and can thus, design websites that
meet accessibility standards and tools for evaluating them. This research also
highlights the remaining opportunities and research directions for better design
of tools that evaluate dynamic content.

This study has some limitations which we have discussed. As a future work,
we intend to work with an accessibility expert to determine the accuracy of the
results produced in this experiment. Furthermore, we also plan to delve deeper
into some of the issues associated with accessibility evaluation tools, to determine
the root causes and come up with a viable solution.

References

1. Al-Ahmad, A., Ahmaro, I.Y., Mustafa, M.: Comparison between web accessi-
bility evaluation tools, January 2013. https://www.researchgate.net/publication/
279181298

2. Alsaeedi, A.: Comparing web accessibility evaluation tools and evaluating the
accessibility of webpages: proposed frameworks. Information 11(1), 40 (2020)

3. Baazeem, I.S., Al-Khalifa, H.S.: Advancements in web accessibility evaluation
methods: how far are we? In: Proceedings of the 17th International Conference
on Information Integration and Web-based Applications & Services. iiWAS 2015,
11–13 December 2015. ACM Press, New York. https://doi.org/10.1145/2837185.
2843850

https://www.researchgate.net/publication/279181298
https://www.researchgate.net/publication/279181298
https://doi.org/10.1145/2837185.2843850
https://doi.org/10.1145/2837185.2843850


Comparative Analysis of Accessibility Testing Tools 499

4. Brajnik, G., Lomuscio, R.: Samba: a semi-automatic method for measuring bar-
riers of accessibility. In: Proceedings of the 9th International ACM SIGACCESS
Conference on Computers and Accessibility, Assets 2007, October 15–17 2007, pp.
43–50. ACM Press, New York. https://doi.org/10.1145/1296843.1296853

5. Campoverde-Molina, M., Lujan-Mora, S., Garcia, L.V.: Empirical studies on web
accessibility of educational websites: a systematic literature review. IEEE Access
8, 91676–91700 (2020)

6. Fortes, R.P., Antonelli, H.L., de Lima Salgado, A.: Accessibility and usability eval-
uation of rich internet applications. In: Proceedings of the 22nd Brazilian Sym-
posium on Multimedia and the Web, Webmedia 2016, 08–11 November 2016, pp.
7–8. ACM Press, New York. https://doi.org/10.1145/2976796.2988221

7. Human Network Contributor: Websites fail to comply with accessibility for
people with disabilities. November 2020. https://isemag.com/2020/11/telecom-
98-percent-of-websites-fail-to-comply-with-accessibility-requirements-for-people-
with-disabilities/

8. Investis Digital: Accessibility testing - manual or automated? January 2020.
https://www.investisdigital.com/blog/web-design-and-development/accessibility-
testing-manual-or-automated. Accessed 23 Oct 2021

9. Ismail, A., Kuppusamy, K.: Web accessibility investigation and identification of
major issues of higher education websites with statistical measures: a case study
of college websites. J. King Saud Univ. Comput. Inf. Sci. (2019)

10. Kumar, A.: 5 free must have web accessibility testing tools - leader in offshore acces-
sibility testing — section 508 compliance — wcag conformance — barrierbreak,
October 2021. https://www.barrierbreak.com/5-free-must-have-web-accessibility-
testing-tools/

11. Law Office of Lainey Feingold: Digital accessibility laws around the globe, May
2013. https://www.lflegal.com/2013/05/gaad-legal/. Accessed 23 Oct 2021

12. Linaje, M., Lozano-Tello, A., Perez-Toledano, M.A., Preciado, J.C., Rodriguez-
Echeverria, R., Sanchez-Figueroa, F.: Providing ria user interfaces with accessibil-
ity properties. J. Symb. Comput. 46, 207–217 (2011). https://doi.org/10.1016/j.
jsc.2010.08.008

13. Lopes, R., Gomes, D., Carriço, L.: Web not for all: A large scale study of web acces-
sibility. In: Proceedings of the 2010 International Cross Disciplinary Conference on
Web Accessibility (W4A). W4A 2010. Association for Computing Machinery, New
York (2010). https://doi.org/10.1145/1805986.1806001. https://doi.org/10.1145/
1805986.1806001

14. Mankoff, J., Fait, H., Tran, T.: Is your web page accessible?: a comparative study
of methods for assessing web page accessibility for the blind. In: In Proceedings of
the SIGCHI Conference on Human Factors in Computing Systems, CHI 2005, pp.
41–50. ACM Press, New York (2005)

15. Misfud, J.: 8 free web-based website accessibility evaluation tools - usability geek.
https://usabilitygeek.com/10-free-web-based-web-site-accessibility-evaluation-
tools/

16. Mucha, J.M.: Combination of automatic and manual testing for web accessibility.
Master’s thesis, Grimstad, Norway (2018). Accessed 05 Aug 2019

17. Neova Tech Solutions: 7 web accessibility testing tools you should know, April
2020. https://www.neovasolutions.com/2020/04/08/7-web-accessibility-testing-
tools-you-should-know/. Accessed 03 Mar 2022

18. Smith, S.: Website accessibility standards should be higher to help disabled people
- vox, May 2019. https://www.vox.com/the-goods/2019/2/5/18210912/websites-
ada-compliance-lawsuits. Accessed 04 Mar 2022

https://doi.org/10.1145/1296843.1296853
https://doi.org/10.1145/2976796.2988221
https://isemag.com/2020/11/telecom-98-percent-of-websites-fail-to-comply-with-accessibility-requirements-for-people-with-disabilities/
https://isemag.com/2020/11/telecom-98-percent-of-websites-fail-to-comply-with-accessibility-requirements-for-people-with-disabilities/
https://isemag.com/2020/11/telecom-98-percent-of-websites-fail-to-comply-with-accessibility-requirements-for-people-with-disabilities/
https://www.investisdigital.com/blog/web-design-and-development/accessibility-testing-manual-or-automated
https://www.investisdigital.com/blog/web-design-and-development/accessibility-testing-manual-or-automated
https://www.barrierbreak.com/5-free-must-have-web-accessibility-testing-tools/
https://www.barrierbreak.com/5-free-must-have-web-accessibility-testing-tools/
https://www.lflegal.com/2013/05/gaad-legal/
https://doi.org/10.1016/j.jsc.2010.08.008
https://doi.org/10.1016/j.jsc.2010.08.008
https://doi.org/10.1145/1805986.1806001
https://doi.org/10.1145/1805986.1806001
https://doi.org/10.1145/1805986.1806001
https://usabilitygeek.com/10-free-web-based-web-site-accessibility-evaluation-tools/
https://usabilitygeek.com/10-free-web-based-web-site-accessibility-evaluation-tools/
https://www.neovasolutions.com/2020/04/08/7-web-accessibility-testing-tools-you-should-know/
https://www.neovasolutions.com/2020/04/08/7-web-accessibility-testing-tools-you-should-know/
https://www.vox.com/the-goods/2019/2/5/18210912/websites-ada-compliance-lawsuits
https://www.vox.com/the-goods/2019/2/5/18210912/websites-ada-compliance-lawsuits


500 O. Okafor et al.

19. Software Testing Help: Top 20 accessibility testing tools for web applications, Feb
2022. https://www.softwaretestinghelp.com/accessibility-testing-tools/. Accessed
03 Mar 2022

20. Timbi-Sisalima, C., Amor, C.I.M., Tortosa, S.O., Hilera, J.R., Aguado-Delgado, J.:
Comparative analysis of online web accessibility evaluation tools. In: Proceedings
of the 25th International Conference on Information Systems Development, ISD
2016, pp. 562–573. University of Economics, ACM Press, New York (2016)

21. Usablenet: Quick guide to manual accessibility testing and why it’s impor-
tant, June 2018. https://blog.usablenet.com/quick-guide-to-manual-accessibility-
testing-and-why-its-important. Accessed 02 Mar 2022

22. Usablenet: Automated wcag testing is not enough for web accessibility ada com-
pliance [blog], July 2020. https://blog.usablenet.com/automated-wcag-testing-is-
not-enough-for-web-accessibility-ada-compliance. Accessed 02 Mar 2022

23. Vigo, M., Brajnik, G.: Automatic web accessibility metrics: where we are and
where we can go. Interact. Comput. 23, 137–155 (2011). https://doi.org/10.1016/
j.intcom.2011.01.001

24. Vigo, M., Brown, J., Conway, V.: Benchmarking web accessibility evaluation tools:
measuring the harm of sole reliance on automated tests. In: Proceedings of the
10th International Cross-Disciplinary Conference on Web Accessibility, w4A 2013,
pp. 1–10. ACM Press, New York (2013). https://doi.org/10.1145/2461121.2461124

25. W3C: Web accessibility evaluation tools list. https://www.w3.org/WAI/ER/tools/
26. W3C: Web content accessibility guidelines (wcag) 2.0, December 2008. https://

www.w3.org/TR/WCAG20/. Accessed 04 Mar 2022
27. W3C: Web content accessibility guidelines (wcag) 2.1, June 2018. https://www.

w3.org/TR/WCAG21/. Accessed 04 2022
28. W3C Web Accessibility Initiative (WAI): Wcag 2 overview, July 2005. https://

www.w3.org/WAI/standards-guidelines/wcag/. Accessed 04 Mar 2022
29. Watanabe, W.M., Fortes, R.P.M., Dias, A.L.: Using acceptance tests to vali-

date accessibility requirements in ria. In: Proceedings of the International Cross-
Disciplinary Conference on Web Accessibility, W4A 2012, 16–17 April 2012. ACM
Press, New York. https://doi.org/10.1145/2207016.2207022

30. World Wide Web Consortium: Wai-aria, January 2016. https://www.w3.org/WAI/
standards-guidelines/aria/. Accessed 24 Aug 2019

31. World Wide Web Consortium: Accessible rich internet applications (wai-aria) 1.1.
https://www.w3.org/TR/wai-aria/. Accessed 05 Sept 2019

https://www.softwaretestinghelp.com/accessibility-testing-tools/
https://blog.usablenet.com/quick-guide-to-manual-accessibility-testing-and-why-its-important
https://blog.usablenet.com/quick-guide-to-manual-accessibility-testing-and-why-its-important
https://blog.usablenet.com/automated-wcag-testing-is-not-enough-for-web-accessibility-ada-compliance
https://blog.usablenet.com/automated-wcag-testing-is-not-enough-for-web-accessibility-ada-compliance
https://doi.org/10.1016/j.intcom.2011.01.001
https://doi.org/10.1016/j.intcom.2011.01.001
https://doi.org/10.1145/2461121.2461124
https://www.w3.org/WAI/ER/tools/
https://www.w3.org/TR/WCAG20/
https://www.w3.org/TR/WCAG20/
https://www.w3.org/TR/WCAG21/
https://www.w3.org/TR/WCAG21/
https://www.w3.org/WAI/standards-guidelines/wcag/
https://www.w3.org/WAI/standards-guidelines/wcag/
https://doi.org/10.1145/2207016.2207022
https://www.w3.org/WAI/standards-guidelines/aria/
https://www.w3.org/WAI/standards-guidelines/aria/
https://www.w3.org/TR/wai-aria/


Camera Mouse: Sound-Based Activation
as a New Approach to Click Generation

Phoenix Pagan(B), Hanvit Choi, and John Magee

Department of Computer Science, Clark University, Worcester, MA 01610, USA
{ppagan,hachoi,jmagee}@clarku.edu

Abstract. In the rapid development of HCI technology, mouse-
replacement interfaces have innovated the user interaction experience
with graphical user interfaces, specifically for those with neuromuscular
diseases. By employing click actuation modalities that do not require a
mouse for performing the tasks of pointing and clicking, the individu-
als are provided with a solution for effective interaction with computers.
We present an alternative click actuation modality called “sound-click
recognition” for the users of Camera Mouse, a mouse-replacement inter-
face that tracks user motion. Using the sound-click recognition feature,
users can generate a left click of the mouse based on the volume of
the sound they generate. Furthermore, we present the findings of the
evaluation of Camera Mouse while employing two input methods includ-
ing sound-click recognition and dwell-time selection to analyze the user
performance with each approach through side-by-side comparison. The
metrics used to measure performance are generated by the GoFitts eval-
uation tool and are movement time(ms), throughput(bits/s), error rate
(%), and target re-entries.

Keywords: Accessibility · Sound recognition · Click actuation ·
Neuro-muscular diseases

1 Introduction

Camera Mouse is a computer-vision-based program that works as a mouse-
replacement interface, providing computer access to people with motor disabil-
ities that hinder the ability to use a mouse [1]. This program helps the user
control the mouse pointer in two fragments. The system first tracks the user’s
motion through a webcam to translate it into the movement of the mouse pointer
on the screen, allowing the user to “point”. Subsequently, the user can “click,”
or select the target element the cursor is placed on.

By default, the Camera Mouse supports the dwell-time click activation
method which is to maintain the cursor located at the target region for a certain
period of time [6], after which a left mouse click is actuated. The other fea-
ture that the interface supports is the muscle contraction method using a sensor
called ClickerAID [6]. This feature lets the users choose a preferred muscle group
c© Springer Nature Switzerland AG 2022
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such as brow muscle and detects a sudden contraction of the muscle to actuate
the clicks [4].

Despite the convenience that the dwell-time selection and the muscle con-
traction feature provide, there have been reported issues during the use of the
methods, including the “Midas Touch” problem, or generating inadvertent clicks
of target elements [2], and the difficulty of selecting small target elements [4]. In
an attempt to address these issues while using the Camera Mouse, we present
an add-on feature of the program, namely “sound-click recognition.”

Sound-click recognition uses the sound the user makes, such as “click” or
other vocal commands, to generate clicks when the noise exceeds a certain thresh-
old. The method, therefore, does not require the tracking of muscle movement
or the positioning of the cursor for a certain period, possibly lowering the risk of
producing unintentional clicks that arise when only using the dwell-time feature
by only actuating the clicks exactly at the moment the user’s vocal command is
input.

This paper includes the ways in which the sound-click recognition method
is evaluated, an explanation about the experimental tool used for evaluation, a
discussion on the results of the experiment, and ways to improve the technology
in the future.

2 Experiment

2.1 Tools and Apparatus

We used an HP Laptop 15-ef0xxx with a 15-inch screen, and by default, the
computer’s resolution was set to 1366 by 768. The sound-clicking tool was created
using Python’s pyaudio library. The sound-clicking tool operates by actuating a
click when the subject generates a noise above a volume threshold which is set
prior to the experiment.

To perform a preliminary evaluation on the mouse selection method, we
followed the conventions in previous Camera Mouse studies to use an interac-
tive tool called FittsTaskTwo which is part of the application GoFitts contain-
ing different Fitts’ law applications [7]. FittsTaskTwo software was developed
specifically for evaluating the user performance of pointing devices or interac-
tion modalities on computers [7]. By gathering and saving the performance data
and implementing 1-D or 2-D Fitt’s law tasks, the software outputs files for
analysis [7].

Using the software begins with setting up the parameters in which the current
evaluation is performed. The software can be configured to use different target
sizes and different distances between each target [4]. Under the 2D setting, the
parameters considered include target amplitudes referring to the diameter of the
circular layout, and target widths referring to the diameter of each of the target
circles [7]. The units for both parameters are pixels [7].

Once the parameters are determined, the user begins performing a sequence
of trials by positioning the mouse pointer on the highlighted target region and
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clicking on it to move to the next target region [4,7]. For 2D layouts, the high-
lighted target region moves from a circle on one side to the circle on the direct
opposite side upon each clicking, the process of which continues until each circle
of the layout has been selected once, and the first target has been highlighted and
selected again [7]. At the end of the sequence, the software displays “Sequence
Summary” of the performance results for the sequence [7].

Fig. 1. The testing layout of FittsTask2D interface with the arrows displaying the
pattern of which the highlighted target region changes. W refers to the width of each
target region and D refers to the amplitude, or the diameter of the target circle layout.

2.2 Participants

Ten participants of six male-identifying individuals and four female-identifying
individuals were involved in the experiment to evaluate the two mouse selection
methods using the evaluation tool FittsTaskTwo(2D) [3]. Considering the num-
ber of participants, we employed a within-subjects study design to measure data
from each participant. Thus, the participants were divided into two groups of
five individuals, denoted as Group 1 and Group 2.
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2.3 Procedure

Using FittsTaskTwo(2D), each participant’s performance on sound-click recog-
nition and dwell-time selection was recorded. The participants in Group 1 eval-
uated the dwell-time selection method first, followed by the sound-click recogni-
tion method, while the participants in Group 2 evaluated the sound-click recog-
nition method first, followed by the dwell-time selection.

The conditions in the input method, or the main independent variable,
included:

– CM DWELL - Camera Mouse with 1.0 s dwell time
– Sound-Click Recognition

The following Camera Mouse settings were applied as default for all partici-
pants: medium horizontal and vertical gain, very low smoothing, and dwell-time
click area was set to “Normal” and the dwell-time to 1.0 s. At amplitudes 300
and 600 pixels and widths 50 and 80 pixels, each participant completed four
sequences of trials, each of which consisted of generating 13 clicks on a blue-
colored target region. The distance between the participant and the camera was
kept at 2 ft. The target condition was randomized for each sequence to analyze
the participant performance with different interaction modalities. Overall, each
participant generated 104 clicks (2 × 4 × 13) during the experiment.

The collected data in the experiment were analyzed concerning four depen-
dent variables, consisting of the following:

– Movement time (ms)
– Throughput, a combination of speed and accuracy (bits/s)
– Error rate (%)
– Target re-entries (Cursor control)

2.4 Results

The results of the experiment indicate that the CM DWELL(dwell-activated
clicking) performed better than Sound-Clicking on the dependent variables of
throughput and error rate. The throughput for CM DWELL compared to Sound-
Clicking was 48.46% greater, with throughput of 1.143 bits/s and .589 bits/s,
respectively. The difference between the two was statistically significant as well
with p < 0.01.

The mean error rate for Sound-Clicking was 6.73% higher than the mean
error rate for CM DWELL. During sessions using Sound-Clicking, the mean error
rate was 18.08%, which is relatively larger than the mean error rate recorded for
CM DWELL at 11.35%. The difference was statistically significant with p < .01.

We found that although the mean movement time(ms) for Sound-Clicking at
2766.93 ms was 2.79% faster than the mean movement time for CM DWELL at
2846.43 ms, the difference was not significant(p > .05).
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Fig. 2. Mean movement time in milliseconds

Fig. 3. Mean throughput in bits/s
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Fig. 4. Mean error rate in %

Fig. 5. Mean target re-entries
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For the final dependent variable, target re-entries, CM DWELL was the favor-
able choice. Sound-Clicking averaged 0.20 re-entries/trial while CM DWELL aver-
aged 0.13 re-entries/trial. In other words, Sound-Click averaged 47.83% more tar-
get re-entries/trial than CM DWELL. Furthermore, the difference was statisti-
cally significant with p < .05.

While CM DWELL outperformed Sound-Clicking on most of the dependent
variables, the performance of each individual study participant varied widely. As
shown in Fig. 4, there was a high variance in error rate across all groups, while
Fig. 3 and Fig. 5 demonstrate that during Sound-Clicking trials there was a gen-
erally more varied performance in terms of throughput and target re-entries rel-
ative to study participants’ more consistent performance with the CM DWELL.

Fig. 6. FittsTask2D tracing for a study participant using CM DWELL

An advantage of the Sound-Clicking tool is that it allows users more direct
control over when and where they click. Figure 6 demonstrates that when uti-
lizing CM DWELL, the cursor tends to have more motion within the target.
While the FittTask2D test provided large clicking targets, having more control
would be an advantage in real-life use. Figure 7, the tracing data for Sound-
Clicking shows that the study participant spent less time looking at each target,
although it is important to note the higher target re-entries/trial statistic which
is indicative of difficulties with target acquisition.

The within-subjects aspect of the study, where we divided the ten par-
ticipants into two groups, demonstrated that having study participants use
CM DWELL first and then Sound-Clicking or the opposite, where study par-
ticipants used Sound-Clicking then CM DWELL, had a statistically significant
impact on the mean movement time. We found that study participants in Group
2 performed better on mean movement time while using Sound-Clicking than
participants in Group 1; 3056.18 ms vs. 2636.68 ms, respectively. The difference
was statistically significant (p < .05). Additionally, we found that study partic-
ipants in Group 2 using CM DWELL performed better than study participants
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Fig. 7. FittsTask2D tracing for a study participant using Sound-Clicking

in Group 1 also using CM DWELL in terms of mean error rate; 7.69% vs. 15.0%,
respectively. The difference was statistically significant, as well (p < .05).

3 Discussion

While Sound-Clicking performed worse than CM DWELL on most dependent
variables, study participants’ performance varied widely. Some subjects, partic-
ularly in Group 1, had great difficulty with effectively utilizing Sound-Clicking
while others were able to consistently achieve results similar to CM DWELL.
A criticism of the Sound-Clicking approach raised by study participants was
that the volume-activated clicking would inadvertently activate when coughing,
sneezing, or yawning. Additionally, loud background noises would occasionally
interfere with the Sound-Clicking tool causing further errors. Participants appre-
ciated that Sound-Clicking offered more direct control over their clicking actions
than CM DWELL; this was an area where that we identified key improvements
that could be made to improve the Sound-Clicking tool’s performance.

By adding the functionality to Sound-Clicking that allows it to have a pre-
set “keyword” that activates clicking, we believe that the issue of accidental
mis-clicks can be resolved. An obstacle to this approach is the additional tech-
nical complexity that such an improvement would require, namely, the need for
using machine-learning techniques that require large amounts of training data
to be accurate. By using pre-trained sound recognition models offered by cloud
providers such as AWS or Microsoft Azure, this hurdle may be overcome, but at
the cost of increased technical complexity and reliance on an external vendor.
An approach that would manage both the issue of a lack of training data and
a reliance on external solutions would be using open-source repositories of data
such as Kaggle.com; while creating an accurate sound-recognition tool would be
a challenge, having high-quality data would make it easier to train an effective
Sound-Clicking tool.
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4 Conclusion

The empirical evidence from our experiments demonstrated that Sound-Clicking
underperformed CM DWELL on the four dependent variables of movement time
(ms), throughput, a combination of speed and accuracy (bits/s), error rate
(%), and target re-entries (cursor control). That said, with optimizations in
the Sound-Clicking tool’s audio recognition capability, we hypothesize it could
improve its performance on the FittTask2D test. Furthermore, a longer-term
study where participants use Sound-Clicking or CM DWELL during their daily
computer use could yield an understanding about Sound-Clicking’s real-world
viability.

As stated in the discussion section, a major potential issue with the Sound-
Clicking tool is that the user may register unwanted sounds into the system,
which may cause the system to generate unintentional clicks. We hypothesized
that a more advanced sound-recognition system that takes advantage of machine
learning’s sound recognition capabilities could resolve this. However, this would
also need further consideration for those with neuro-muscular diseases that make
creating consistent sounds challenging. In addition, the issue of low performance
of the system during initial clicks due to lack of user voice data must be addressed
accordingly. Using open-source repositories of audio data could address this prob-
lem.
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Abstract. To bemore successful in preventingmalnutrition for older adults living
at home, there is a need for better methods to characterize their food behavior,
as well as there is a need for health-supporting technologies focusing more on
individualized contextual preferences. This study reveals how photos can be used
to characterize older adults’ food-related behavior and preferences, and how photo
elicitation can be used to design an eating environment in mixed reality for older
solitary adults. This study is based on a sample of 22 older adults, who took in total
153 pictures of their meals, and a workshop using photo elicitation with 16 older
adults in a community center. The findings revealed how photos can be used as
a self-monitoring process to create meaningful and rich in-depth information on
food-related behavior of older adults living at home. Photo elicitation can be used
as a supplement to characterize older adults’ food-related behavior and preferences
in amixed reality environment. Further,we outline both advantages and limitations
of using photo elicitation in a context of human-computer interaction.

Keywords: Photo elicitation · Malnutrition · Older adults · Mixed reality

1 Introduction

In an aging world where malnutrition and lifestyle diseases (e.g., cardiovascular disease,
type 2 diabetes) are general problems, the focus is often directed towards obesity, healthy
diet and physical activity to promote healthy aging. There are also major challenges
among older adults with malnourishment due inappropriate food behavior and prefer-
ences. These challenges are well covered and monitored in institutionalized settings
[1, 2], but there are still missing methods to capture the food behavior and preferences
among older adults living at home, as well as to include impacts for preventing malnour-
ishment in this target group. It is well known how older adults who live at home are at
relatively risk of malnutrition [3]. Is it also with strong evidence how malnourishment
among older adults increases the risk of morbidity, mortality, delayed wound healing
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[4, 5], and raises societal costs [6]. The food intake of older adults is influenced by a
wide range of individual factors (e.g., preferences, appetite, acute illness, oral issues,
mood, dysphagia, confusion, isolation) and structural issues (e.g., meal context, meal-
times, difficulty accessing food and beverage packaging, variety, sensory properties) [7].
Further, risk of malnutrition is closely connected to functional capacity, well-being, and
social factors [1, 3, 7]. Thus, early identification and treatment of nutrition problems
can improve outcomes and quality of life for older adults [4]. Various technologies in
human-computer interaction perspectives are increasingly being used as facilitators to
help reduce malnutrition issues among older adults [8–11]. Although both public health
scientists and foodservice providers address malnutrition and unhealthy lifestyle prac-
tices, evidence suggests that the current strategies to change eating behaviors and address
chronic diseases are not achieving the desired effects [12]. More focus could, therefore,
be directed toward developing more tailored health interventions that are relevant and
meaningful for older adults to promote and support healthy aging, adequate food intake,
and independent living as long as possible.

There are two objectives in this study: 1. To characterize older adults’ food-related
behavior and preferences by a proposed approach using photos taken by the older adults.
2. To use photo elicitation to design an eating environment in mixed reality for older
solitary adults.

2 Previous Research

There is common agreement about the importance to have appropriate tools for assessing
food intake to investigate the effects of health initiatives targeting malnutrition among
older adults [1, 7, 12]. Traditional dietary assessment methods (e.g., weighed food
record, 24-h dietary recall, dietary record (DR) food frequency questionnaire [FFQ],
food diaries) can provide detailed information on eating frequencies, energy intake, and
nutritional value. However, they rely on self-reporting with a relatively high subjec-
tive information [13], and are, therefore, prone to recall bias [14]. Traditional dietary
assessment methods can be combined with home visits and individual discussions to
support the older adults in registering their daily food intakes [14, 15]. This approach
is quite labor-intensive, and supplementary methods that more meaningful for the older
adults and that provide knowledge on food-related behavior are needed. Visual methods
such as photo analysis and photo elicitation have been suggested as innovative research
tools to strengthen self-reported measures of dietary intake in underserved groups. Such
tools work by revealing personal knowledge and perceptions [12], portion sizes, and
behaviors (e.g., shopping, preparation, eating) within cultural and social contexts [12].
In previous research, visual methods have helped with the challenges of quantifying the
dietary intakes of children, and to investigate children’s food preferences [13, 16].

Photo elicitation uses photos often in conjunction with interviews to guide the inter-
view, stimulate memory, or instigate conversations about a particular subject. Photo
elicitation is used across disciplines and has successfully provided a broader under-
standing of complex meal experiences in a hospital context [17], as well as used broadly
in human-computer interaction contexts when involving sensitive topics, vulnerable par-
ticipants, or when developing early-stage design ideas [18–22]. Studies have used photo
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elicitation as a research tool, but there is missing more research on how photos can be
used to measure the eating behaviors of older adults, and how photo elicitation can be
used to design technology solutions for older solitary adults as within a virtual reality
or mixed reality environment, providing the opportunity for older adults to eat together,
while being apart [33].

3 Methods

3.1 Participants

Through community center leisure activities for older adults and an advertisement in a
senior’s magazine, a quota sampling technique was used to recruit older adults. Seven
participants withdrew from the study and the final sample included 22 older adults (11
men and 11women), both singles (11 participants), andmembers of couples. Participants
with major cognitive impairments or major physical disabilities were excluded from the
study. The 22 participants were aged = 65 years (74.2 M/ ± 7.9 SD) living at home.
18.2% of the participants were obese (BMI ≥ 30), 31.8% were overweight (BMI ≥ 25),
45.5% were at normal weight (BMI 18.50–24.99), and 4.5% were underweight (BMI
< 25). Informed consent was obtained before the study was initiated. The participants
were informed they had the right to withdraw from the study at any time and that all
data would be anonymized with ID numbers. The participants’ personal information was
kept in encrypted databases separate from the other information used in the study. We
applied special ethical considerations, following the ICC/ESOMAR International Code
[23] and a specific checklist for research-related data processing. This study obtained
ethical approval from Aalborg University (ID 2020-020-00433) based on an ethical
review. The review has assessed the ethical aspects of the project’s objectives, design,
methodology, and potential impact. The protocol was assessed against the guidelines for
good scientific practice, and the Danish code of conduct for research integrity.

3.2 Procedure

The participants (n = 22) filled out a qualitative food diary. They took pictures of their
meals over six days to provide a deeper understanding of their food-related behavior in
the context of their everyday lives. We handed-out digital cameras to the participants.
Instructions on how to fill out the diary and use the digital camera were given before
these items were handed out. Face-to-face, semi-structured, in-depth interviews were
then conducted. After the interviews, the subjects filled out a questionnaire about their
meal habits and health status. In the diary, each older adult described his or her daily
meals and meal experiences and answered a “today’s question” related to the social
environment (e.g., number of close contacts), meal context, and attitudes toward meal
consumption.

The semi-structured interview guide included 20 questions focused on four predeter-
mined themes: meal experiences and food preferences, everyday life, skills and desires,
and future solutions for optimal meal service. The interviews were conducted face-to-
face, and permission to record was sought before all interviews. After the interviews,
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the older adults were asked to fill out a questionnaire consisting of ten questions, which
focused on their meal habits, general well-being, and functioning - including health
status and physical limitations.

The photo analysis (based on the pictures taken by the older adults) was a sub
element in the decision to provide an augmented virtuality solution with the aim to
prevent malnourishment among older adults. The purpose was to facilitate remote social
eating for solitary older adults, as people tend to eat more when socializing [30].

3.3 Data Analysis

Of the 22 participants, nineteen older adults took between 0 and 39 pictures (mean =
12) each, amounting to 253 pictures, whereas three participants did not use the camera.

153 pictures captured the meals. Excluded photos were duplicates (n = 37), photos
of the cooking processes and ingredients (n = 27), the kitchen (n = 22), and other
contextual or sensitive content (n = 17), e.g. of family, friends, or nursing staff. The 153
meal pictures included in the content analysiswere coded inNVivo10 (QSR International
Pty Ltd., 2012) for 11 predetermined meal characteristics within four different themes
(Table 1).

Table 1. Coding scheme for meal photo analysis

Sensory properties 1: Color: one, two, or multicolored meal
2: Variety: Number of food items

Nutritional properties 3: Energy density: low, medium, high

4: Among (kJ) for breakfast, lunch, dinner (low, medium, high)

5: Protein E%: low, medium, high

6: Plate model: Y-shape, O-shape, Ø-shape, or unit sizes

Gastronomic properties 7: Traditional Danish or Exotic

8: Diet type: Animal based, plant based, or animal + plant based

9: Temperature: Hot or cold meal

Physical environment 10: Décor: Enhanced or not enhanced

The analysis of the photos wasmade with experts in food science, based on standard-
ized nutritional national (Danish) and international values. Meals were classified based
on the time of consumption as breakfast (morning), lunch (noon), or dinner (evening).
Consumptions in between those meals, such as fruits, salads, desserts (e.g., cakes, por-
ridge), or bread with cheese, were classified as snacks. The amounts of individual food
items (g) in each photo were estimated from tables of weights [24]. The estimated
amounts of food (g) were entered into an Excel spreadsheet and converted to energy
per meal (kJ), protein, carbohydrates, and fat content (kJ, %E). The energy density of
the meals (kJ/g) using standard nutritional values from the Danish Food Composition
Databank, Frida 2 (2017). Nordic Nutrition Recommendations (NNR) (Nordic Council
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of Ministers, 2014) were used to classify the nutritional properties (e.g., Protein E%, kJ)
as medium (equivalent to NNR), low (equivalent to the 10th percentile of Danish survey
samples), or high (equivalent to the 90th percentiles of Danish survey samples).

Themeal photoswere further classified into different platemodels (Y-,O-,Ø-shaped)
or unit sizes depending on the distribution and shape of the food items (Fig. 1).

Fig. 1. Photos classified into different plate models (Y-, Ø, O, and unit sized-shaped)

The Y-plate model, suggests that one-fifth of the main meal should include meat,
fish, eggs, or cheese, two-fifths vegetables or fruits, and two-fifths potatoes, bread, rice,
or pasta. A meal service dinner exemplifies the Y-plate (Fig. 1, upper left) with pork,
mushroom sauce, potatoes, and cauliflower. Other plate models identified within the
meal pictureswere theØ-shape, a 50–50%distribution ofmeat and vegetables/rice/pasta.
The Ø-plate (Fig. 1, upper right) is exemplified by a dinner cooked at home with pork
chops, raw vegetables, fruits, and raisins. The O-shape is a homogeneous fluent mass
(e.g., stews, yogurt, porridge, oats with milk), and the O-plate (Fig. 1, lower left) is
exemplified by a photo of a home-cooked breakfast with yogurt, an apple, and raisins.
The unit-sized plate consists of individual unit sizes or separated elements, often smaller
pieces (e.g., open sandwiches, eggs, fruits). In Fig. 1 (lower right), it is exemplified by a
photo of a home-cooked lunch, including rye bread, cheese and celery, pickled herring
with eggs, and liver pâté with pickled cucumber.

It was necessary to combine the photo analysiswith information from the food diaries
to make the best estimations of the meal compositions because of the poor quality of
some pictures, including blurred ones or ones that captured only part of the meal (n
= 10). There were also lapses in reporting (e.g., taking a picture of only a selected
meal, such as dinner, instead of documenting all meals throughout the day) and a lack
of stringent guidelines on how and when to take pictures (e.g., before serving, before
starting to eat, or during the meal).
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3.4 Second Stage: A Workshop

After these first stages (3.1–3.3), we completed a workshop among a group of 16 older
adults who were present in a community center. Some of the findings is already reported
elsewhere [26, 28]. However, in this paper, we would like to include more emphasis on
the use of photo elicitation [18, 20] in the workshop, as used within a human-centered
design approach [18, 20, 27]. The participants in the workshop were divided into two
focus groups and discussed contextual matters during a meal, including the arrangement
of meals with family, friends, or strangers. The framework for this workshop was that
a mixed reality set-up could be integrated within social eating. A prototype (within
augmented virtuality) was developed to stimulate a discussion about suitable virtual
eating environments [26, 28]. A formative evaluation was followed as a central location
test, and its purpose was not just to test the usability and performance of an HMD-based
eating interface, but also to use photo elicitation as a catalyst for discussions about
engaging meal-based virtual environments. The photos (selected by the researchers)
included a park, a kitchen, a fireplace lounge, a swimming pool (with a bar), a terrace,
an undersea restaurant, an Italian restaurant, and floating mountains (Fig. 2).

Fig. 2. How ID1 and ID4 pair foods within 8 different scenarios, displayed as photos.

The older adults were asked to pair a list of 15 common (traditional) Danish foods
with the preferable eating environment (Fig. 2). For example, as in Fig. 2 (left) with
placed crispy pork with parsley sauce (in Danish ‘stegt flæsk med persillesovs’) as pre-
ferred to eat in a kitchen environment. The participants could also include an alternative
environment, besides the 8 selected scenarios from the researchers. No restrictionswhere
set regarding how many foods could be placed on a single environment, and foods that
the participants disliked were placed in a separate pile.

4 Findings

4.1 Analysis of the Meal Photos Taken by the Participants

The content analysis revealed that the photographs were taken from one of three posi-
tions: a middle photographic perspective (73%) showing the meal, cutlery, and drinks,
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a close-up perspective (15%) focusing on the meal, or a distant perspective (12%, n =
18) capturing the dining table. Most of the pictures were produced during dinner (42%,
n = 64) and lunch (32%, n = 49), whereas breakfast (19%, n = 29) and snacks (7%, n
= 11) accounted for the least documentation. Meals were generally traditional Danish
dishes (88%) containing both animal and plant origins (93%) (Table 2). Univariate anal-
ysis based on the meal composition revealed that breakfast, lunch, and dinner were of
similar energy content, whereas snacks were significantly smaller energy-wise (kJ) than
these meals (p< 0.0001) (Table 2). Overall, the lunch and dinner meals were traditional
and typically animal-and-plant-based (Table 2); therefore, they were higher in protein
and complexity than the breakfast meals. The protein levels were significantly lower in
breakfasts and snacks than lunch and dinner meals (p < 0.001).

Table 2. Meal characteristics coded from the content analysis (n = 153 meal pictures)

Plate model*

% (n)
p < 0.0001

Colour
% (n)

p < 0.001

Cuisine
% (n)

p = 0.21

Diet type
% (n)

p = 0.01

Temperature
% (n)

p < 0.0001

Décor**

% (n)
p = 0.16

Break-
fast

Y-shape 0 (0)
O-shape 3 (24)
Ø-shape 0 (0)
Unit sizes 17 (5)

One 38 (11)
Two 38(10)
Multi 28 (8)

Trad. 93 (27)
Exotic 7 (2)

Animal          (0)
Plant              3 (1)
Anim.+plant 97 (28)

Hot 3 (1)
Cold 97 (28)

Enhanced      28 (8)
Not enhanced 66 (19)
Not allocated   7 (2)

Lunch Y-shape 10 (5)                       
O-shape 6 (3)
Ø-shape 4 (2)
Unit sizes 0 (39)

One 10 (5)
Two 20 (10)
Multi 69 (34)

Trad. 92 (45)
Exotic 8 (4)

Animal          4 (2)
Plant              4 (2)
Anim.+plant 92 (45)

Hot 25 (12)
Cold 75 (37)

Enhanced         18 (9)
Not enhanced 74 (36)
Not allocated  8 (4)

Dinner Y-shape 7 (24)
O-shape 4 (9)
Ø-shape 41 (26)
Unit sizes 8 (5)

One 14 (9)
Two 41(26)
Multi 45 (29)

Trad. 84(54)
Exotic 16 (10)

Animal           2 (1)
Plant               2 (1)
Anim.+plant 97 (62)

Hot 92 (59)
Cold 8 (5)

Enhanced     27 (17)
Not enhanced 70 (45)
Not allocated 3 (2)

Snack Y-shape 0 (0)
O-shape 45(5)
Ø-shape 0 (0)
Unit sizes 55 (6)

One 55 (6)
Two 6 (4)
Multi 9 (1)

Trad. 73 (8)
Exotic 27 (3)

Animal          9 (1)
Plant             27 (3)
Anim.+plant 64 (7)

Hot 9 (1)
Cold 91 (10)

Enhanced      46 (5)
Not enhanced 54 (6)

Total Y-shape 19 (29)
O-shape 27 (41)
Ø-shape 18 (28)
Unit sizes 36 (55)

One 20 (31)
Two 33 (50)
Multi  47 (72)

Trad. 88 (134)
Exotic 12 (19)

Animal            3 (4)  
Plant               5 (7)
Anim.+plant 93 (142)

Enhanced    26 (39) 
Not enhanced 69 (106)
Not allocated  5 (8)

Breakfast. Univariate analysis of meal composition revealed that a majority of the
breakfast meals were classified as being a medium portion size; however, only 10% of
the breakfasts followed the recommended energy (kJ) content of NNR (Nordic Council
of Ministers) (Table 3) [25]. The breakfasts and snacks were characterized as having low
tomediumprotein (48%of the breakfastmeals followed theNNR [25] recommendations
for protein level) and high carbohydrate content (E%), and they were generally served
cold (Table 2). These meals had medium to high energy density (data not shown), which
might be explained by using butter and/or cheese for the breakfastmeals and sugar for the
desserts. Breakfast meals tended to be more plant-based (e.g., fruits, oats) than lunches
and dinners; contain white bread and mini portions of milk; have an O-plate shape
(Fig. 1), and have one color (Table 2). Interestingly, the weaker older adults seemed to
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report larger intake (total energy) from breakfast than the healthy older adult group did,
which reported eating a traditional Danish breakfast of medium portion size.

Table 3. Nutritional values of the pictured meals

Energy per meal Protein

% (n) ≥NNR [25] % (n) % (n) ≥NNR % (n)

Breakfast av
Low
Medium
High

100 (29)
3.4 (1)
93.1 (27)
3.4 (1)

10.3 (3)
≤700 kJd

~2000 kJa

≥2700 kJd

100 (29)
20 (6)
60 (18)
20 (5)

48.3 (14)

Lunch av
Low
Medium
High

100 (49)
16.3 (8)
77.6 (38)
6.1 (3)

12.2 (6)
≤900 kJd

2500–3000 kJa

≥3200d

100 (49)
14.3 (7)
28.6 (14)
57.1(28)

75.5 (37)

Dinner av
Low
Medium
High

100 (64)
65.6 (42)
31.3(20)
3.1 (2)

7.8 (4)
≤1800 kJd

2500–3500 kJa

≥4900 kJd

100 (64)
10.9 (7)
21.9 (14)
67.2 (43)

81.3 (52)

a NNR [25], % indicate meals that follow recommendations. Protein: Low≤13 E% [34], Medium
= 15–20 E% [25], High ≥19 E% [34], bLow (10 percentiles), high (90 percentiles) [34], dLow
(10 percentiles), high (90 percentiles) [35]

Lunch. Univariate analysis of meal composition revealed that most of the lunch meals
were classified as being a medium portion size, 12% of the meals followed the recom-
mended energy content (kJ) whereas approximately 76% of the lunches followed the
NNR recommendations [25] for protein level (≥15 E%) (Table 3). Interestingly, lunches
were significantly more energy dense than dinner meals (p < 0.0001), and 69% of the
lunch meals contained fish (n= 34), whereas 22% contained pork (n= 11). The lunches
were typically cold and multicolored (Table 2) and had unit sizes consisting of bread
(e.g., rye bread or crisp bread) with pickled herring, canned tuna, ham, eggs, or cheese
with different toppings (e.g., olives, basil, fennel, canned beetroot or corn, red onion, or
fine vegetables). Furthermore, the lunch meals were typically reported by the healthy
older adult group, as opposed to the weaker group of adults, who were more likely to
report their dinner, breakfast, and snacks.

Dinner. Univariate analysis of meal composition revealed that most of the dinner meals
were classified as being a low portion size, as only 8% of the dinner meals followed
the energy (kJ) content recommended by NNR (Table 3) [25]. Approximately 81% of
dinners followed the recommendations for protein level (≥15 E%). The dinner meals
were generally traditional, hot, and two-colored and followed either the recommended Y
model (38%) or the 50–50% distribution (41%) of meat and vegetables. A typical dinner
meal included boiled potatoes, a sauce (e.g., brown or hollandaise), coarse vegetables
(e.g., legumes or carrots), and some meat (e.g., meatballs or pork) or fish (e.g., cod)
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(Fig. 3). Overall, 34% (n= 22) of the dinner meals were pork-based, 27% (n= 17) were
fish-based, and 12.5% (n = 8) contained chicken.

4.2 Why a Lower Energy Intake?

The interviews revealed several factors that could explain why the home-living older
adults generally had an energy intake lower than recommended by the NNR [25]. A
common factor was the social factor, as already strongly supported in the literature [3–
5, 29], where social isolation increases the risk of malnourishment. Five older adults
reported reduced food intake or reduced energy needs with age or a lack of appetite.
Therefore, they preferred to eat smaller portions, divide the meals into two portions, or
skip the meat (e.g., from meal service), eat the dinner meal for lunch, or eat a starter or
dessert for dinner. Meals were also substituted with crackers, milk, chocolate milk, or
crisp bread when the older adults were not feeling hungry.Meal skipping wasmore com-
monly mentioned among older adults with a weak health condition. They occasionally
skipped breakfast and lunch because of a lack of desire or competing desires (e.g., tired-
ness vs. hunger, eating to avoid getting up at night). Several older adults acknowledged
the importance of food for health reasons and expressed awareness about how much
“one needs” or avoiding malnutrition. Some considered breakfast a standard routine or
ritual, indicating the importance of having breakfast.

Furthermore, some tried to avoid skipping meals and foods that would upset their
stomach (e.g., vegetables and fruits, milk/lactose, pasta, or white bread) or influence their
cholesterol level (e.g., chocolate). Several of the healthy older adults reported having
changed their diet in a healthier direction to include more vegetables (e.g., fennel), less
fat (e.g., lean meat, no mayo or margarine), meat, and more fish. Four older adults men-
tioned dysfunction (e.g., lack of saliva, false teeth, stomach or gut operations, diabetes)
as limiting their ability to eat or maintain weight. Some singles reported difficulties
adjusting their shopping and meal sizes for one person and had concerns about food
waste, which seemed to affect their motivation to cook. Several older adults experienced
a decrease in flavor, taste, or smell perception, whereas others reported being very sensi-
tive to smells. Some older adults mentioned that taste and smell perception, food variety,
or the serving and the colors of the foods were important for the meal experience and
wished to have more flavors.

4.3 Photo Elicitation Used for an Identification for MR Environment

We used photo elicitation to identify the right environment in the augmented reality. The
findings from the photo elicitation provided clear preferences for specific environments
[28]. The scenarios are here listed as included with the number of the total number
of picked food items within each (photo) scenario: Floating mountains (1), Undersea
restaurant (3), swimming pool (5), park (8), not placed (9), restaurant (16), fireplace
lounge (18), kitchen (19), terrace (25).

The information gathered through this photo elicitation approach provided valuable
insights to understand how older adults perceived complex variables within different
meal context in an augmented reality set-up. It has already been addressed in the literature
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how photo elicitation can facilitate verbalization of thoughts that enables researchers to
better comprehend perceptions, barriers, and facilitators of those complex behaviors
[31]. The photos as included within the interviews provided not only interesting aspects
in where the older adults would like to eat, but also worked as an entry/ice-breaker to
talk about something as abstract as mixed reality within this target group. The photos
did evoke deeper elements of consciousness than just said words would do. By that, we
found the photos not only provided more information, but also different information.
That said, it also important to note that the photos can also limit further understandings,
as the photos can limit interpretations, as the photo itself gives certain perceptions and
connotations, which might be a limitation for other kinds of responses outside the idea
that the photos create. Our experience with the used photo elicitation was that it was
important to provide the participants with the possibilities of alternative scenarios. After
the photo elicitation, the participants tried various scenarios (i.e., the park, and the
kitchen) in a prototype of the mixed reality, as already reported elsewhere [26, 28]. The
systemwas based onOculus Rift CV1HMDwith an Intel Realsense SR300 depth sensor
mounted on top of the HMD.

Fig. 3. A participant testing mixed reality, as with a kitchen scenario used in the photo elicitation.

5 Conclusion

The novelty of the current study is how photos can be used as a self-monitoring process
to create meaningful and rich in-depth information on food-related behavior of older
adults living at home. The photo elicitation can be used as a supplement to characterize
older adults’ food-related behavior and preferences. By the photo analysis we identified
typical meals, food practices, and preferences that can be used for a better understanding
of the challenges of maintaining adequate food intake than traditional interviews and
dietary assessment methods.
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The photo analysis, based on the meal-photos from the elderly revealed how they
in general ate traditional Danish meals that followed the national recommendation for
protein content (≥15 E%). The meals were high in energy density, especially lunches,
and low in energy intake (kJ), especially dinners, supporting the fact that the small
portions could explain the meals’ low energy content. Further, the analysis revealed
breakfast is an important meal for older adults, and we can conclude that more variety in
lunch and dinner meals might help increase food intake, especially for the weaker older
adults.

The conclusion from the workshop was that photo elicitation can be used as early
stage design ideas for selecting environments for eating in mixed reality.

5.1 Advantages of Photo Elicitation

This participatory approach strengthened the validity of the study and opened new pos-
sibilities for gaining insights into the causes of malnutrition among the elderly. Further,
we can outline specific advantages using the participatory approach:

First, the photo elicitation served as an icebreaker and empowered the participants to
communicate their lived (meal) experiences, also in the context of talking about some-
thing as abstract as mixed reality. The photo elicitations were especially an advantage
with older adults as participants. Through dialogue, the participants and researchers
could build and explore their understandings to improve the interview’s integrity [12]
and provide valuable knowledge of the eating behavior and its determinants [12]. Our
insights may not be obtained with more traditional verbal interviews, as the method may
create awareness of eating behavior and the motivation to it in a more beneficial way
(e.g., by eating out of pleasure instead of duty) or by obtaining adequate energy intake
by eating according to the Y-plate model.

Secondly, photographic documentation can improve participants’ memory and help
them overcome recall bias and the difficulties of estimating portion sizes, similar to what
Sabinsky et al., [13] has reported as an advantage.

Thirdly, photo elicitation allowed for the collection of more complete data (both
quantitatively and qualitatively), compared to more traditional research methods. The
older adults documented what they did by taking pictures, rather than only verbalizing or
writingwhat they did. Further, the approachmay still bemoremeaningful, less obtrusive,
and less burdensome for older adults than traditional dietary-assessment methods (e.g.,
24-h recall, weighed food records, or FFQ). However, this must be investigated further
among older adults. Like traditional dietary assessment methods, photo elicitation can
be useful for collecting data from a large population.

5.2 Limitations of Photo Elicitation

First, dealing with photo elicitation, based on participants taken the photos, it is impor-
tant to have very precise instructions of what they should capture, and when they should
capture it. In our study we should have been clearer in the instructions. Because of not
very clear instructions, most of the older adults did not report all their meals. Approx-
imately 24% of the breakfasts, 43% of the lunches, and 56% of the dinner meals were
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documented (if meal skipping was not occurring). Thus, a complete dietary assessment
of food intake was not obtained.

Second, we agree with what Gomez [32] already have described, with a need to be
more clear in the taxonomies, and differentiatemore clear within different kinds of visual
methods, e.g., photo elicitation, photo stories, and photovoices, to better understand their
contributions, limitations and complementarities, as well as their relation to applied
visual methods. Visual research methods are also used in HCI, but we also suggest to
have clearer taxonomies and differentiations of visual methods when used in human-
computer interaction research. There is a need to better understand in which contexts
(as within both different users, and technologies) visual methods can be applied (if they
should be applied), and how they in the best way can be part of the procedure, and how the
visual methods can be analyzed. Especially for the data analysis from the visual methods
in a HCI perspective, there is missing much further research. There remains more focus
on how to make interpretations of used visual methods, including an improved validity
and reliability.

Third, photo elicitation can be used inmanyways, but also demands some qualitative
skills and competences to apply the method in a successful way. It is important to also
include certain procedures as within the qualitative methods, including the awareness
that photo elicitation can provide specific images and connotations, and by that limit
the (design) ideas or communication. We found it very useful to encourage and provide
information that the participants also could provide alternative scenarios/pictures, than
already provided.
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Abstract. Older adults are challenged in their adoption of new ways of interact-
ing with different type of devices including not only screen-based artifacts but also
augmented reality and robotic technologies. The diversity of the devises in rela-
tion to the adoption process engage older adults in a creative exploration process
when they face new technologies. We analyze the creative problem-solving (CPS)
process in the context of modular robotics technologies by focusing on diver-
gent thinking. We first introduce divergent thinking within the scope of creative
problem-solving process and then we analyze the results in relation to the three
main components of divergent thinking in CPS: fluidity, flexibility, and original-
ity. We evaluate fluidity, flexibility, and originality by engaging 342 participants
according to their age. Results shows older adults and children show higher fluid-
ity than adolescents, young adults and adults but also take more time to complete
the CPS task.

Keywords: Human-robot interactions · Creative problem solving · Divergent
thinking ·Modular robotics · Fluidity · Flexibility · Originality

1 Introduction

Within the different stages of lifespan, the way we perceive and interact with our envi-
ronment evolves not only based on the experience but also on the evolution of the bio-
logical capacities of our body which affect all the cognitive functions: from perception
to decision making, including attention, memory, and language comprehension. Elders
cognitive functions decline, especially among those with lower literacy levels [1]. The
continuous emergence of new technologies requires older adults to adapt to a continuous
evolution of Human Computer Interaction (HCI) in screen-based technologies [2, 3] but
also to Human Robot Interaction (HRI) which shows a high diversity of affordances and
technological features. Some of the robots developed for older adults care are human
shaped and integrate vocal based interactions like the Nao robotic robot in which the user
can engage in turn-taking like in human-to-human interactions [4].However, other robots
are not human-shaped and require a higher level of adoption to interact with them. In this
study we focus on the use of the Cubelets modular robots [5] to study divergent thinking
(DT) as the idea generation process. We focus on three main components of divergent
thinking (DT) in Creative Problem-Solving (CPS): fluidity, flexibility, and originality.
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We observe these three components of DT among elderly engaged in the interactions
with this robotic technology when solving an ill-defined problem task named CreaCube
[6]. Divergent thinking (TD) refers to the “efficient generation of a variety of ideas to
meet a given question or problem” [7]. In this context, CPS is an important competency
to explore new robotic technologies, understand their technological affordances and the
system features to use them for the intended goal of the user (Fig. 1).

Fig. 1. Older participant exploring the Cubelets during the CreaCube task

The CreaCube tasks is a playful ill-defined problem-solving task [6, 8] which per-
mits to evaluate the three main components of divergent thinking according based on
the adaptation of the DT operationalization of Guilford’s Alternate Use Test (AUT) [9].
In the CreaCube task fluidity is operationalized as the total number of configurations
the participant builds during the activity; fluidity as the total number of different con-
figurations and originality as the configurations that appear in fewer than 5% of the
different configurations build by all the subjects within the same age group. Through
the CreaCube task we have the possibility to observe the development of new ideas, the
evaluation, their inhibition, and their transformation across the CPS process through the

Fig. 2. Different configurations combining the four Cubelets
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robotic cubes the subjects manipulate in this ill-defined CPS task mediated by tangible
interactive technologies (Fig. 2).

2 Creative Problem Solving in Human Robot Interaction

When engaged in CPS activities such CreaCube, the participants should be able to
generate different ideas to explore the best solution for the problem. Within this context,
we should consider two main processes. Divergent thinking (DT) is the process required
to generate ideas. Convergent thinking (CT) is process to evaluate and select these ideas.
The regulation of DT and CT is essential within the CPS task to maintain the creative
intention at the start of the task and be able to maintain the creative behavior during all
the task allowing the subject to develop its creative perseverance (Fig. 3).

Fig. 3. CPS regulation

The regulation of DT and CT could be considered as a type of meta control or regu-
latory processes of creative behavior. Creative behavior starts with a creative intention or
volitional orientation. During a CPS task the subject shows a certain creative intention,
when showing a volitational orientation towards a creative behavior during the task, and
a creative behavior perseverance when participants regulate their behavior to maintain
their creative intention across the task. For achieving this perseverance there is a part of
volitional orientation towards a creative process and outcome, but also a creative regu-
lation including the metacognitive judgment and monitoring of divergent thinking and
convergent thinking process, and therefore the regulation of explicit processing strategies
of reflection (DT) or analysis (CT) (Fig. 4).

The creative behavior starts with a creative intention or volitional orientation. During
a CPS task the learner shows a certain creative intention, when showing a volitational
orientation towards a creative behavior during the task, and a creative behavior persever-
ance when participants regulate their behavior to maintain their creative intention across
the task [10]. Creative behavior is part of system 2 reasoning [11], which is more slow,
effortful, and controlled than a conservative behavior based on preexisting knowledge
and actions to perform a task (system 1, faster based on prior knowledge). Creative
behavior persistence requires a higher effort than conservative noncreative behaviors.
For achieving this perseverance there is a part of volitional orientation towards a cre-
ative process and outcome, but also a creative regulation including the metacognitive
judgment and monitoring of divergent thinking and convergent thinking process, and
therefore the regulation of explicit processing strategies of reflection (DT) or analysis
(CT).
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Fig. 4. CPS regulation considering from problem presentation to the creative outcome

We consider the dual-process model of creativity of Augello and colleagues [12]
“which takes into account the different interaction mechanisms involving both S1 and
S2 systems as well as both the generative and evaluative processes” (p. 7). As shown
in Fig. 10, this model considers that some processes are implicit when generating ideas
(exploratory process) but also when selecting them (tacit process), but other processes
can be regulated explicitly at the divergent thinking stage (reflective process) and the
convergent thinking one (analytic process).

3 Creative Problem Solving in Human Robot Interaction

Robots are defined as “an autonomous system existing in the physical world that can
detect the environment and take action to achieve the goal” [13]. Munich, Ostrowski
and Pirjanian [14] define a robot “as a system that has a number of sensors, processing
units (e.g., computer), and actuators”. Because of the diversity of robotic technologies,
older adults can have difficulties in recognizing robotic features and the way they can
interact with them. There is a gap between the metal representation of a robot, often
associated to a humanoid robot, and the robotic technologies that could be small and
very diversity shaped.Userswith no knowledge in robotic technologies does not perceive
humanoid robots as robots. When facing robotic solutions such the Cubelets [5], they
consider them as electronic toys without considering them as robots [8]. In this context,
older adults engaged in ill-defined problem-solving tasks require to develop a creative
problem solving (CPS) process. As described previously, CPS engages not only DT and
CT, but also a regulatory process across the CPS process to maintain the objective of
the task through the exploratory interactions to mind the “execution gap” between the
robotic system and the task goal.

The “execution gap” can be represented based on Norman [15] cycles of iteration
between the evaluation bridge in which the user analyze the interface display, interprets
and evaluated the interface of the means which can be used (screen based interaction
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if any, physical systems if any) and then enter the execution bridge to interact with the
different interface mechanism, develops intentions and actions towards a goal (Fig. 5).

Fig. 5. Cycles of evaluation and execution to close the execution gap [15]

These different cycles of evaluation and execution allows the subject to analyze the
different means, which in the case of the CreaCube task are four modular robotic cubes
which should be assembled in a configuration permitting to reach to goal to build an
“autonomous vehicle that moves from a starting red point to a finish black point”. The
figure below represents the cycles of interactions through the evaluation and execution
bridge described by Norman [15] (Fig. 6).

Fig. 6. Closing the execution gap in the CreaCube task

4 CPS as a Disambiguation Process to Cross the ‘Execution Gap’

Generating ideas (DT) is not enough in CPS tasks requiring to develop a solution (idea or
artifact) to solve a problem. In CPS the subject engages in a problem without knowing
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in advance the means and actions to be developed to succeed the CPS task. In this
context, there is an ‘execution gap’ between the means made available in the task and
the representation of the goal of the task that the subject could potentially achieve [15].
In the context of solving ill-defined problem solving, it may happen that the subject
cannot move forward with a top-down approach (goal-driven) and therefore not simply
organize himselfmentally to achieve theCPSgoal.Hemust then engage in an exploratory
behavior aimed at enabling an emerging behavior (whichwill then be partially developed
in a stimulus-driven way), which could provide new information to better understand
the way of articulating the means available (in the case of CreaCube task, the robotic
cubes) to achieve the goal (build an autonomous vehicle) (Fig. 7).

Fig. 7. Execution gap in CPS

CPS tasks have different degrees of ill-definition. Moreover, the ill-definition could
concern any of the phases at different degrees. For example, some CPS tasks could be
ill-defined in the way the task is defined, requiring a higher effort to finish the problem
posing; other CPS tasks could be ill-defined in relation to the creative outcome, or even
in the idea generation process (Fig. 8).

Fig. 8. Degree of ill-definition in different phases of the CPS task

The CPS task engages the subject into a goal. Nevertheless, the CPS task could
require a process of disambiguation at the different phases of the task:

• posing the problem to disambiguate the problem task presentation;
• identifying relevant information to disambiguate the information and means required
to develop the task;

• disambiguate the type of idea, artifact or other response that could be generated in the
specific situation of the task (e.g., materiality of the artifacts);

• disambiguate the criteria to consider the appropriateness to the task and the relative
originality of ideas evaluated;
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• disambiguate the scope of creative outcomes that could satisfy the problem.

Through the process of CPS, different decisions will engage the subject in advancing
from the initial problem space towards a solution space without knowing in advance the
path to follow. There are many ways to solve the process (generative path) but also
different types of solutions that could satisfy the CPS task requirements (generative
outcome). The representation of CPS by Hay and colleagues [16] shows the multiplicity
of CPS paths between the problem state and the goal state in the process of ‘solution
search’ (Fig. 9).

Fig. 9. Solution search process between the problem state and a potential goal state, adapted from
Hay [16]

On the CPS process to navigate from the space of intermediate solutions towards one
solution within the space of solutions we should consider the mediating artifacts of the
task. The tool mediates the development of an idea introducing a performative aspect
in the CPS process. The performative aspect of executing a selected idea can also be
related to the development of solutions in the CPS model of Treffinger and colleagues
[17] but also in the concept development of the CPSmodel of Tassoul [18]. In the process
of creating a solution, we should consider the mediating artifacts (language, analogical
or digital tools) used through the CPS process [10] but also how the CPS process is
influenced by these mediating artifacts. Thereby, CPS is not only domain-specific but
also specific in the way it is mediated by the different tools available for the CPS process
[19].

5 Methodology

In this study we analyze CPS based on the analysis of DT components of fluidity,
flexibility, and originality through the CreaCube task [6]. We engage 342 participants
and analyze the results according to the following age categories: children (7 to 12 years
old), adolescents (13 to 18 years old), young adults (19 to 29 years old), adults (30 to
59 years old), older adults (60 to 79 years old).
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6 Results

We introduce the results according to the DT scores for each of the three components
(fluidity, flexibility, and originality) but also the duration of the task. Despite the duration
is not a component on DT the temporal performance is often considered in the analysis
of creativity as a factor which can influence the DT process in different ways depending
on the task.

In Table 1 we present the results of the three components of DT and the duration of
the task (in seconds) according to age during the first activity.

Table 1. DT components according to the age group

Age N Fluidity Flexibility Originality Time (seconds)

Children 48 m: 8.3
sd: 8.1

m: 3.6
sd: 2.3

m: 1.1
sd: 1.3

m: 291.1
sd: 220.0

Adolescents 5 m: 3.2
sd: 1.6

m: 2.0
sd: 0.7

m: 0
sd: 0

m: 112.6
sd: 64.7

Young adults 39 m: 4.0
sd: 5.0

m: 1.9
sd: 1.1

m: 0.3
sd: 0.5

m: 139.0
sd: 88.4

Adults 29 m: 3.0
sd: 3.3

m: 2.0
sd: 1.6

m: 0.5
sd: 0.9

m: 119.0
sd: 72.4

Older adults 5 m: 4.4
sd: 3.5

m: 2.2
sd: 0.8

m: 0
sd: 0

m: 220.8
sd: 154.1

Older adults and children show higher fluidity than adolescents, young adults and
adults but also takemore time.However, children show the highest scores on all three cre-
ative components (fluidity, flexibility, and originality) compared to other age categories,
but they also engage more time than other age categories.

7 Discussion

As part of this study, we were able to analyze the different components of DT as part of
a CPS task. In the study of DT components with the CreaCube task we observe older
adults shows higher fluidity than adolescents, young adults and adults but also take more
time, but children are clearly those scoring higher in the three DT components.

We can discuss these results considering that children and older adults are less
oriented to perform in terms of time, which allows them to engage in a more creative
process than adolescents and adults, who have developed the task more quickly and
less creatively. These results can be put into perspective with studies that consider the
link between activity duration and creativity. The effect of time pressure has differential
effects depending on the participants [21]. Within the framework of the CreaCube task,
the children do not perceive the task as inducing them any time pressure, but as an
opportunity to create creative solutions. These results lead us to consider the importance
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of engaging adolescents and adult participants in an approach less oriented to temporal
performance to support them to be as creative as children and older adults. Further studies
will evaluate DT components not only in individual contexts but also in dyads and small
groups of participants to understand the effect of collective settings in CPS across the
lifespan.
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Abstract. This article presents ethics and privacy issues as they were used in
the Ageing@Work project. It provides information on identified challenges and
summarizes fundamental requirements to deal with ethical, privacy and other
related issues. It shows how compliance with ethical and related requirements
during and after an ICT-project may be considered. The contribution aims to help
beneficiaries to complywith privacy policies and to decide if and for which actions
may require external support. It is based on seven basic principles, which have to
be considered in the ethical implementation and evaluation of research as well as
in modern ICT-tools. This article shows, how these principles originally designed
for clinical researchmay be adapted for ICT-tools, whenever data from individuals
are collected and processed. The adaptionmeans tomeet the seven basic principles
of the General Data Protection Regulation for personal data. Besides the adaption,
some examples show how it may be applied in modern ICT-tools.

Keywords: Ethics · Privacy · ICT · Ageing workforce

1 Introduction

The current era is characterized by rapidly evolving technologies that may bring benefits
to the development of humanity, but also pose challenges. In particular, this article
considers ethical and privacy issues that arise from research on modern ICT-tools with
the example of the Ageing@Work project.

The progress in digitalization brings with it the effect that more and more personal
data of individuals are stored and digitalized information can be quickly accessed. The
abundance of information and its ease of reuse raises expectations to use the data for ben-
eficial purposes and at the same time opens gates for the misuse of potentially sensitive
personal data. One example of application is the use of new ICT tools in organizations
to improve the health and productivity of ageing workforces. [1] For this primarily well-
meaning purpose, employees’ personal data, which may include also sensitive health
data, may be collected, processed and stored through the use of digital data collec-
tion devices. At the same time, this brings risks as the data may be used for tracking,
profiling or combining data from different sources that could be used for unknown pur-
poses. Therefore, special attention must be paid to ethical and data protection aspects
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in the development of ICT tools in research projects and in their subsequent use in
organizations.

Ageing@Work is a transnational European Union funded HORIZON 2020 research
project that aims to develop a series of highly adaptive, personalized ICT tools for the
working and living environments of ageing workforces, to allow them to remain healthy,
productive and competitive for longer. The developed Ageing@Work toolkit includes
productivity enhancement tools, knowledge sharing and collaboration tools, supports
an ageing-appropriate workplace design, in terms of ergonomics, process orchestration,
task assignments and scheduling and offers incentives for both work-related and life
aspects of the ageing worker, through a personalized virtual assistant and reward system
[2].

The research of Ageing@Work includes research with humans like interviews, sur-
veys, physical and psychometric tests, observations,monitoring and tracking of activities
at work and in private life. The developed ICT solutions capture daily routines and addi-
tional data that is collected and processed. These may include age, gender, data on health
and lifestyle as well as other data such as workability and physiological, psychometric
behavioral and social parameters. Design of these and other solutions of the project is
carried out with Ethics by Design and by Default approach. This means that ethical
aspects are considered from the very beginning and ethical aspects are included in all
evaluation activities. In addition, possibly confidential company data on the workplace’s
design, work processes and other working conditions are recorded. This results in spe-
cial requirements for data protection, confidentiality and other ethical aspects like the
principle of voluntary participation based on informed consent as well as integrity and
dignity of study participants.

This article provides information on identified challenges and summarizes funda-
mental requirements to dealwith ethical, privacy, data protection and other related issues.
This includes, among others, how to comply with privacy policies, to obtain ethics
approvals or deal with ethical issues involving an Ethics Advisory Board.

2 Ethical Framework in ICT Research

2.1 General Ethical Principles

When implementing Horizon 2020 funded projects, beneficiaries must act in accordance
with ethical principles – this includes standards of research integrity – and applicable
international EU and national laws. Article 34 of the H2020 - Annotated Model Grant
Agreement (AGA) lists the following basic ethical principles that must be followed [3]:

• “Respecting human dignity and integrity
• Ensuring honesty and transparency towards research subjects and notably getting

free and informed consent (as well as assent whenever relevant)
• Protecting vulnerable persons
• Ensuring privacy and confidentiality
• Promoting justice and inclusiveness
• Minimising harm and maximising benefit
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• Sharing the benefits with disadvantaged populations, especially if the research is
being carried out in developing countries

• Maximising animal welfare, in particular by ensuring replacement, reduction and
refinement (‘3Rs’) in animal research

• Respecting and protecting the environment and future generations”

Also to bementioned in this context are requirements for gender equality (Article 33),
avoidance or disclosure of conflicts of interest (Article 35) and confidentiality (Article
36) [3]. Fundamental legal bases include the Charter of Fundamental Rights of the
European Union (CFR) [4] and the European Convention on Human Rights (ECHR)
[5].

In an article by Emanuel et al. [6] seven basic principles are enumerated, which have
to be considered in the ethical implementation and evaluation of research.

1. Value, which means that research must have benefits for science and society as well
as for individuals involved.

2. Scientific validity, which means that suitable research methods must be carefully
and professionally selected.

3. Fair subject selection, which means that this has to be done in a transparent
dependence of the research objectives. Discrimination or privileged treatment of
individuals has to be avoided, inclusion and exclusion criteria must be formulated.

4. Favorable risk-benefit ratio, which means that possible risks must be minimized and
the intended benefit must clearly outweigh them.

5. Independent review, which means that the intended procedures and the results are
transparently described and reviewed by independent bodies.

6. Informed consent, which means that stakeholders must be fully informed of the
course of action and the consent or refusal to participate is entirely voluntary.

7. Respect for enrolled subjects, which means that the well-being of the participants
is continuously monitored, their privacy is respected and there is the possibility to
revoke the participation without negative consequences.

Although these originally refer to clinical research, they were also applied to the
studies planned in the Ageing@Work project and adapted to the specific conditions in
the development of ICT solutions. The adaptionmeans tomeet the seven basic principles
of the General Data Protection Regulation (GDPR) for personal data [7]:

1. Personal data must be processed lawfully. The consent to the storage and processing
of personal data must be voluntary, specific, unambiguous and based on informa-
tion. Personal data must be processed fairly and in a manner understandable to the
data subject. The principle of transparency assumes that all information is easily
accessible and understandable and written in clear and simple language.

2. Personal data must be collected for specified, explicit and legitimate purposes and
must not be further processed in a way incompatible with those purposes. Further
processing for archiving purposes in scientific research purposes shall not be con-
sidered to be incompatible with the initial purposes as long as it is in accordance
with Article 89(1) GDPR.
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3. Personal data must be adequate, relevant and limited to what is necessary for the
purposes of the processing. Personal data should be allowed to be processed only if
the purpose of the processing cannot reasonably be achieved by other means.

4. Personal data must be accurate and, where necessary, kept up to date. All reasonable
steps shall be taken to ensure that personal data which are inaccurate for the purposes
of their processing are erased or rectified without delay.

5. Personal data must be stored in a form which allows data subjects to be identified for
no longer than is necessary for the purposes for which they are processed. Exception:
Personal data may be retained for longer periods, to the extent that the personal data
are used exclusively for scientific and non-commercial purposes in accordance with
Article 89(1) GDPR subject to the implementation of appropriate technical and
organizational measures required by the GPDR to protect the rights and freedoms
of the data subject.

6. Personal data must be processed in a manner which ensures adequate security of
personal data, including protection against unauthorized or unlawful processing
and against accidental loss, destruction or damage using appropriate technical or
organizational measures.

7. The controller shall be responsible for and be able to demonstrate compliance with
the above principles and GDPR requirements.

The following sections show how these principles can be applied and which chal-
lenges have to be addressed in the research on modern ICT-tools illustrated by the
example of Ageing@Work.

2.2 Ethical Issues in Ageing@Work

The principles of research integrity and the resulting Good Research Practices [8] cer-
tainly apply to all activities within the framework of the Ageing@Work project. The eth-
ical principles listed in the previous section mainly relate to activities involving human
subjects or including collection, processing or sharing personal data, for example in
the development of worker and workplace models and orchestration support tools and
the Ageing@Work platform integration and validation in industrial organizations. This
applies in particular to the development (and application in pilot studies) of the ICT
solutions and the Ageing@Work platform.

The aim of adhering to these principles is to derive maximum benefit from research
activities and to reduce adverse effects and risks for all stakeholders, but in particular
for the research subjects, as far as possible. Adverse effects for the research subjects can
be characterized in particular by the following points:

• Physical damages (i.e. injuries)
• Major psychological or emotional harms (i.e. stress or anxiety)
• Economic, social or reputational disadvantages (i.e. loss of job or salary, discrimina-
tion, stigmatization or harassment)

• Violation of privacy or misuse/loss of personal data (i.e. non-protection of anonymity,
unauthorized transfer of data to third parties or data theft)
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The Ageing@Work research involves human participants on a voluntary basis and
(sensitive) personal data is collected and processed. In addition, it includes tracking with
sensors and observation of the participants. This is the basis for mainly privacy and data
protection requirements. Further requirements arise with regard to the recruitment pro-
cess of the participants and the informed consent. The participation should be absolutely
voluntary. However, the participants are employees of the participating organizations,
which in turn are involved in the recruitment process, data collection, processing and
analysis. Thismeans that the participants are in a relationship of dependence. This results
in very special challenges to the recruiting process in order to ensure the voluntariness
and avoid adverse consequences of participation. Therefore, the Ethics Summary Report
of Ageing@Work recommends an ethics check of the recruiting procedure. Furthermore,
it is required, among other things, to describe the nature and extent of data collection, data
processing and data dissemination and to carry them out in accordance with international
and national law. An Incidental Findings Policy is required too.

The use of new technologies in smart workplaces raises a number of ethical issues
that should be considered systematically. This requires a holistic view in the planning and
implementation of research projects, ranging from the active participation of the affected
target groups to the researchers’ handling of the collection, processing and storage of
personal data. The use of ICT solutions such as wearable sensors, smart mobile devices
and artificial intelligence (AI) must meet ethical requirements such as the protection of
the autonomy, freedom and dignity of the data subjects, and appropriate safeguards for
data management. This requires a transparent approach to the benefits and risks of using
digital technologies [9].

To address these ethical issues, a specific work package “Ethics requirements” has
been added to the project plan of Ageing@Work. In order to identify further possible
ethics issues, all beneficiaries have participated in a survey on ethical and legal issues. In
addition, the activities of the project were analyzed in order to uncover further fields of
action. Apart from the points already mentioned above, further possible ethical aspects
to be considered were identified. These include, but are not limited to, the prevention
of physical (and other) adverse effects on participants, the minimization of risks, the
maximization of benefits, the safety and adequacy of the equipment and methods used,
and the confidentiality of company information.

3 Managing Ethical Challenges in Ageing@Work

3.1 Ethics by Design

An Ethics/Privacy by Design approach is pursued within the framework of the project.
This means that ethical and data protection issues are considered and observed during
the planning and implementation phase for the entire duration of the project and beyond.
First, an Ethics Advisory Board (EAB) consisting of ethical experts and consortium
members was established that supports the project partners in identifying ethical, privacy
and related issues. It helps and advises the project partners in ensuring compliance with
ethical principles, the rights of study participants and conformity with applicable law
in the areas of ethics, data protection and related issues. Before any activity involving
research with humans or the collection or processing of personal data, the study design
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including relevant aspects of data protectionmust be described in detail. This information
is to be send to the EAB of the project before starting the respective activity. Then the
EAB can make recommendations on whether and to what extent the planned activities
should be carried out. In addition, the board recommends whether an ethics approval by
an external ethics committee is advisable.

As Ageing@Work planned activities include research with human participants and
the collection and processing of (sensitive) personal data, it may be necessary to obtain
the consent of independent ethics committees before starting research. Therefore, an
Ethics Checklist (see Fig. 1) was developed to identify ethical issues and to decide
whether an ethics approval may be required. In addition, the EAB may be consulted.
Moreover, national legislation may require an approval. If such ethics votes are required,
they should usually be submitted to an ethics committee from the country/region where
the research is being conducted. In the case of transnationalmulticentre research projects,
it may also be advisable to submit an additional vote in the country where the researchers
come from [10].

Within the framework of Ageing@Work and other ICT research, the responsible
developers must carefully examine whether and if so which of the ICT solutions fall
within the scope of Regulation (EU) 2017/745 on medical devices (MDR) [11] and
related national or international regulations. Any resulting requirementsmust be adhered
to. According to Art. 2, 1 of the MDR.

“‘medical device’ means any instrument, apparatus, appliance, software, implant,
reagent, material or other article intended by the manufacturer to be used, alone
or in combination, for human beings for one or more of the following specific
medical purposes:

Fig. 1. Ethics Checklist to identify the need for ethics approval
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– diagnosis, prevention, monitoring, prediction, prognosis, treatment or alleviation of
disease,

– […].”

If this is the case, the efforts made in the project to test the ICT solutions could be
understood as ‘clinical evaluation’ or ‘clinical investigation’. If ICT solutions developed
and tested within the framework of the project fall within the scope of application of
the MDR [11] as well as related national or international regulations, a vote of an ethics
committee may also be necessary.

3.2 Risk-Based Approach

The GDPR includes a risk-based approach to data protection and privacy which was
applied in the Ageing@Work project. Controllers are obliged to assess the severity
and likelihood of risks to the fundamental rights and freedoms of data subjects and, in
response to their data processing activities, to take protective measures corresponding
to the level of risk. According to GDPR, controllers must perform risk assessments
within the framework of DPIA where there are high risks involved in data collection or
processing.Therefore, the data protection principles described abovemust be considered,
e.g. data security, data protection by design, fair processing, legitimate interest, purpose
limitation.

To standardise the risk assessment procedure in Ageing@Work, the individual steps
were explained in more detail. The legislation demands data controllers to ensure a level
of security proportionate to the risk involved in collecting and processing of personal data
in Ageing@Work. Beneficiaries can comply with this requirement by first identifying
the risks, before implementing the appropriate level of technical and organisational
measures to mitigate the risks.

There is no clear definition of the term “risk” in the GDPR, but it can be derived for
example from the Recital 75. Therein it means that risks to the rights and freedoms of
natural persons may result from personal data processing which could lead to physical
and (non-)material damage. [7] In particular, the following impacts are highlighted:

• discrimination;
• identity theft or fraud;
• financial loss;
• damage to the reputation;
• loss of confidentiality of personal data protected by professional secrecy;
• unauthorised reversal of pseudonymisation;
• any other significant economic or social disadvantage;
• discrimination in their rights and freedoms;
• prevention from exercising control over their personal data;

Before starting research activities with human participants or the collec-
tion of personal data, the planned procedures shall be described in detail in a
research/study/experimental protocol. In addition, it must be decided whether a Data
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Fig. 2. Risk assessment checklist to identify the need for DPIA

Protection Impact Assessment (DPIA) is necessary. The need for a DPIA can be derived
from the key questions in the Risk Assessment Checklist (see Fig. 2).

In order to decide whether there are high risks, the checklist on risk assessment
may be used. It contains risk assessment questions which serve to identify possible
risks arising from the planned research activity. If the result does not reveal any risk, no
additional measures other than the usual compliance measures need to be taken. If any
question is answered with “Yes”, a full risk assessment must be carried out.

To ensure security of processing operations, beneficiaries should assess the risks
associated with the processing and implement measures to mitigate those risks, e.g.
pseudonymisation or encryption. Appropriate measures depend on the context and the
specific risks of the processing operations. Those measures should ensure an adequate
level of security, including confidentiality, considering the state of the art and costs of
implementation in relation to the risks and nature of the personal data to be protected.

The assessment of the data security risk should consider the risks arising from the pro-
cessing of personal data, such as accidental or unlawful destruction, loss, alteration, unau-
thorised disclosure or access to personal data transmitted, stored or otherwise processed
which may in particular lead to physical, material or non-material damage.

According to Article 35 GDPR, beneficiaries shall carry out an assessment of the
impact of the envisaged data processing on the protection of personal data before starting
the data collection where it is likely to result in a high risk to the rights and freedoms
of natural persons. In general, a DPIA concerns a single data processing operation. A
single assessment may address a set of similar processing operations that present similar
high risks. The risk assessment shall contain at least [7]:

• “a systematic description of the envisaged processing operations and the purposes
of the processing, including, where applicable, the legitimate interest pursued by the
controller,

• an assessment of the necessity and proportionality of the processing operations in
relation to the purposes,

• an assessment of the risks to the rights and freedoms of data subjects,
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• the measures envisaged to address the risks, including safeguards, security measures
and mechanisms to ensure the protection of personal data and to demonstrate compli-
ance [with the GDPR] taking into account the rights and legitimate interests of data
subjects and other persons concerned.”

The legislation does not specify the method by which a DPIA is to be conducted,
but there are criteria that it must include. Figure 3 shows the general cycle process for
carrying out a DPIA. As it is an iterative process, it is likely that each of the phases will
be repeated several times before the DPIA can be completed. According to Article 35
GDPR, the controller shall carry out a review to assess if processing is performed in accor-
dance with the data protection impact assessment at least when there is a change of the
risk represented by processing operations. In principle, a DPIA should be continuously
reviewed and regularly re-evaluated in order to establish good practice.

Describe envisaged 
processing opera ons & 

their purposes

Assess necessity and 
propor onality

Consider measures 
already envisaged & 

consulta on 

Assess risks to the 
rights and freedoms

Iden fy & take 
measures to mi gate 

the risks

Record outcomes & 
keep documenta on 

for compliance 

Monitor and review the 
outcomes

Fig. 3. General iterative process of DPIA

On the basis of the DPIA, appropriate technical and organisational measures must
be taken to mitigate risks to the rights and freedoms of individuals. Risk reduction does
not mean eliminating the risk, but reducing it as far as possible, considering the desired
benefits and the appropriate economic and technological parameters. The DPIA must be
well documented and retained as evidence of compliance.

Where the processing operation is carried out by joint controllers, they must clearly
define their respective obligations. Their DPIA should set out which party is responsible
for the various risk management measures and for protecting the rights and freedoms of
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the data subjects. This is especially important in the cooperation in transnational research
projects like in the context of the Ageing@Work project processing operations.

A DPIA may also be useful for assessing the data protection impact of a technology
product, e.g. hardware or software, if it is likely to be used by different data controllers to
perform different processing operations. Of course, the data controller using the product
remains obliged to perform its own risk assessment in relation to the specific imple-
mentation, but this may be communicated by a DPIA created by the product provider
[12].

3.3 Processing Sensitive Data

Several of the studies planned within Ageing@Work with different objectives involve
human participants. All people that are participating in the pilot activities of the devel-
oped ICT solutions take part in a thorough recruitment and informed consent procedure,
that will be particularly stringent to ensure that participation is voluntary and no coercion
(not even soft or indirect) is exerted. The participants concerned are to be informed about,
among other things, the objectives of the project, the persons responsible, the methods
used, the data collected, the handling and processing of this data, possible benefits and
risks as well as the possibility of withdrawing their participation.

Since the participants are employees of the pilot organizations involved and are there-
fore in a relationship of dependence, they are to be regarded as vulnerable [10, 13]. This
results in special requirements for recruitment and the procedure of informed consent
in order to ensure absolute voluntariness and to exclude direct or indirect consequences
from participation or non-participation. For example, the companies involved (or their
management) should not know which employees participated and which employees did
not. It must also be carefully clarified whether and in what form the participating compa-
nies (or their management) are given insight into the study results in order to ensure that
no conclusions can be drawn about individual employees or small groups of employees.
This is particularly true as the project also collects sensible data on health status, lifestyle
or work ability. There is thus a risk that knowledge of such data may result in disadvan-
tages (e.g. job loss, discrimination, poorer career opportunities). Appropriate measures
must be taken to protect the participants and to eliminate or mitigate such risks. In any
event, participants must be fully informed of such risks, should they exist. On the other
hand, participants should not receive any special advantages or preferential treatment in
relation to their job.

The consent procedures have to be carefully determined andmanaged by data collec-
tion and pilot-specific tasks within Ageing@Work that will manage the trials which will
be performed in selected data collection areas. Thus, it requires the enrolment of people
voluntarily declaring their consent to participate in each of the data collection process
and the pilot use cases. However, the design of the observational study is prepared in
collaboration with the EAB of the Ageing@Work consortium, in order to respect pri-
vacy and ethical issues implied by the data to be collected and analysed. The consent
procedure for all data collection processes and the pilot use case realisation at each of
the selected pilot sites can be obtained through a two-stage procedure:
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a. Initially the data collection responsible (here pilot trial leader) orally presents the
purpose of the study to people that will be involved, carefully describing the level of
privacy infringement that the execution of each of the process involves. In the event
that someone cannot/does not wish to participate in the presentation, he/she will be
excluded from the study. This must not result in any other disadvantages (except
non-participation) for the person concerned.

b. Secondly, after a few days, subjects will be required to read and sign an Informed
Consent Form (ICF) that will explain in both plain English and in local language
what the study/trial leader has already orally explained.

Data should best be collected in anonymous form so that it no longer relates to
identifiable individuals. Then the anonymised data is not subject to data protection law
but the data collection may still raise significant ethical issues due to the origins of the
data or the applied method to obtain the data. If anonymisation is not possible, personal
data should be pseudonymised in order to protect the participants’ privacy and minimise
the risk to their fundamental rights. It works in such a way that an identification code
is assigned to all participants so that the different actions of the participants during
data collection can be mapped. The relationship between the identification code and the
participant is stored separately and securely and is only accessible to defined persons.

Upon completion of the research project, all data from the project pilots and studies
that are considered confidential should be discarded. Only the public models and respec-
tive datasets described in detail in the Ageing@Work Data Management Plan will be
made open.
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Abstract. Social applications (apps) are becoming more and more important
for the elderly in achieving various purposes and pursuing happiness. However,
the design of social applications often ignores the user experience and needs
of the elderly. It is necessary to design elderly-oriented social apps. Combined
with user interviews, this paper obtained the design elements of elderly-oriented
social apps, and designed the Kano questionnaire and importance questionnaire.
297 valid samples were obtained based on offline and online surveys. The Kano
Two-Dimensional model is used to classify the design elements, and the priority
of relevant elements is determined combined with the importance analysis. The
study found that the elderly-oriented social apps should ensure the stable operation
and rapid response of the system, shield inserted advertisements, set large fonts,
simple interface and collection function. The findings of this paper will provide
a theoretical reference for the design, evaluation, and user experience studies of
elderly-oriented mobile applications.

Keywords: Elderly-oriented design · Social applications · User experience ·
Kano model

1 Introduction

Now two significant changes are taking place in society, the elderly population is increas-
ing and the application of digital technology is becoming more and more extensive [1].
According to China’s seventh census data in 2021, the elderly population over 60 years
old reached 264 million, accounting for 18.7% of the total population. The elderly have
become an essential group in society. In addition, the development of digital technology,
especially the rise of social media, has changed people’s way of life. People can social-
ize, entertain, work and consume online. Digital applications have become indispensable
tools for people. Due to digital inequality, how to improve the well-being of the elderly
by the digital technology has also become a topic of concern [2, 3].

Actually, a large number of elderly people have begun to use the Internet. According
to the report of CNNIC, as of June 2021, there were 123 million Internet users over the
age of 60 in China. Today’s older people are richer, healthier and more familiar with
the technology. They also use mobile digital technology more frequently for various
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purposes [4]. Some studies found that mobile digital technology has great potential in
improving the life quality of the elderly, which provides opportunities to reduce social
isolation, promote the implementation of daily tasks, enhance healthy behavior and
health level [5].

However, due to the decline of physical function and cognitive ability, the elderly
may face more challenges when interacting with mobile applications [6]. In the context
of COVID-19, the problem of digital technology use disorder has brought greater incon-
venience to the daily life of the elderly. The Chinese government has issued a series of
policies to solve this problem, including required to transform the mobile application
systems to facilitate the use of the elderly. In addition,most of the current digital products
are designed based on the preferences of young people, often ignoring the characteristics
and needs of the elderly [2]. Digital technology should embrace the elderly rather than
exclude them, so as to improve the well-being of the elderly [3].

In China, WeChat is one of the most commonly used mobile applications for the
elderly. It provides users with a wide range of social functions, such as video calls,
moments, group chat, comments, red envelopes, etc. Few studies have focused on opti-
mizing the design of social media to improve the user satisfaction of the elderly. This
paper combs the social media design elements concerned by the elderly from the per-
spective of user experience. Then, this paper determines the priority of elderly-oriented
social media design elements based on the Kano model. The results will help improve
the social media use rate and satisfaction of the elderly.

2 Related Work

2.1 Mobile Applications Design for the Elderly

Due to a series of age-related changes, it is necessary to specially design technologies and
applications suitable for the elderly [7]. Chou et al. [8] pointed out that the physiological,
psychological and cognitive changes of the elderly make it more difficult for them to
learn and use digital technology than young people. In terms of physiology, the sight,
hearing, memory and finger flexibility of the elderly have declined, which makes the
elderly have some obstacles in interacting with text, charts and buttons in the interface
of digital application system [9, 10]. In terms of psychology, the elderly often diffident,
fear and anxiety when using mobile applications, resulting in higher attention to the
friendliness, security and attractiveness of digital application systems [6, 8]. In terms of
cognition, the elderly has poor understanding ability and processing ability of complex
tasks, which makes it difficult for the elderly to use the deep-seated navigation, complex
icons and multi-step operation tasks of mobile application systems [11].

Some studies have explored the design elements and rules for developing mobile
applications for the elderly. In terms of interface design of mobile smart phones, some
common navigation, interaction and visual design elements are often mentioned, such
as font size, button shape, contrast, menu, navigation convenience, text input, function
label, etc. [7, 12]. In addition, the design of mobile games for the elderly has also
been concerned by some researchers. Through questionnaires and interviews with the
elderly, Cota et al. [2] determined some factors affecting the use of mobile games,
including event feedback and reward, game difficulty design, story narration and so on.
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Tabak et al. [13] developed a game-based mobile physical coaching application for the
elderly using an iterative method. What’s more, there are some studies on mobile health
application design for the elderly. Wildenbos et al. [11] identified 28 key design factors
related to motivation and cognitive impairment in the elderly, based on an aging barriers
framework. Kirkscey [14] introduced a method to develop mHealth applications for the
elderly, and pointed out that the design process should meet the experience and needs
of elderly users.

2.2 Kano Model

Based on Herzberg’s two-factor theory [15], Japanese scholar Kano et al. proposed an
evaluation model to describe the relationship between product or service quality and
user satisfaction, which is called Kano model [16]. Kano model uses questionnaires to
investigate users’ feelings about quality elements, including forward and reverse ques-
tionnaires. The answers include five options: “like”, “taking it for granted”, “no feeling”,
“tolerable” and “dislike” [17]. Matzler and Hinterhuber [18] revised the classification
standard of two-dimensional quality elements, as shown in Table 1. Researchers can
divide elements into five categories according to the element classification table, namely
“attractive element (A)”, “one-dimensional element (O)”, “must-be element (M)”, “in-
different element (I)” and “reverse element (R)”. In order to determine the priority of
a quality element to be improved, Matzler and Hinterhuber [18] put forward two cal-
culation indexes: satisfaction increment index (SII) and dissatisfaction decrement index
(DDI). Their calculation formula are as follows:

SII = (A+ O)/(A+ O +M + I) (1)

DDI = −(O +M )/(A+ O +M + I) (2)

Table 1. The element classification table of Matzler and Hinterhuber (1998) [18].

An element Reverse

Like (5) Taking it for
granted (4)

No feeling (3) Tolerable (2) Dislike (1)

Forward Like (5) Q A A A O

Taking it for
granted (4)

R I I I M

No feeling
(3)

R I I I M

Tolerable (2) R I I I M

Dislike (1) R R R R Q
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Since Kano model was proposed, it has attracted extensive attention in the fields
of quality management and product design. Huang [17] combines Kano model with
IPA method to determine the priority of design elements that need to be improved in
mHealth applications, so as to improve the quality of health services. Mao et al. [19]
analyzed the technical elements needed by the elderly based on the Kano model, and put
forward the optimization scheme for the application of elderly-friendly intelligent drug
management. Ho and Tzeng [20] use the Kano model to analyze the needs of mobile
reading applications for the middle-aged and elderly, which provides a reference for the
design of mobile reading applications.

3 Research Design

3.1 Design Elements of Elderly-Oriented Social App

In response to the requirements of the Chinese government, WeChat has launched a
special mode for elderly users, named “care mode”. Based on the relevant studies of
designing for the elderly, this paper summarizes the design elements combined with
the elderly’s user experience of WeChat care mode. Five elderly people over 60 who
have used WeChat care mode were recruited for simple interviews. The contents of
satisfaction and dissatisfaction of the elderly were recorded and coded.

Vyas and van der Veer [21] introduce a framework for describing the technology
design experience. The three system-related affordances (appearance, interaction and
function) are integrated with the four user experiences (aesthetics, emotional, cognitive,
and practical). This paper summarizes the design elements of three dimensions: appear-
ance elements, interaction elements, and function elements. The elements and sources
are shown in Table 2.

Table 2. Design elements and sources.

Dimensions No. Design element item Sources

Appearance elements 1 The font of main functions and interfaces
should be large enough

Li and Luximon [6]

2 The text and pictures shall be displayed with
beautiful effect and no overlap

User interviews

3 The contrast of text, images and other
elements should be obvious enough

User interviews

4 Simple interface design and comfortable
color matching

Chen et al. [22]

Interaction elements 5 Simple registration and personalization
setting procedures

Chen et al. [22]

6 Clickable buttons or components should be
large enough and obvious

User interviews

7 The system should respond quickly and
operate stably

Huang [17]

(continued)
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Table 2. (continued)

Dimensions No. Design element item Sources

8 With help and feedback function Chen et al. [22]

9 Set up obvious praise and comment buttons
in the moments

User interviews

Function elements 10 There are games for the elderly Cota et al. [2]

11 Provide tips and introduction of common
functions

Li and Luximon [6]

12 Advertising plug-ins and induced buttons
are prohibited

Xu et al. [23]

13 There is a user privacy statement Huang [17]

14 Provide effective tips or feedbacks when the
operations such as moments publishing and
red envelope sending are completed

User interviews

15 Put common functions, such as video call,
scanning, etc., in the obvious position

User interviews

16 It can easily call the camera to record life User interviews

17 Simple friend management (such as adding,
deleting, searching, etc.)

User interviews

18 Simple group chat management (such as
initiating, saving, no interrupting and
exiting)

User interviews

19 Simple emoticon stickers management
(such as sending, adding, forwarding, etc.)

User interviews

20 Provide collection function Xu et al. [23]

3.2 Participants and Data Collection

This paper designs a questionnaire based on the elements in Table 2. The questionnaire
consists of three parts. The first part is the basic information of the respondents, including
gender, age, education, place of residence and health status. The second part is the
importance questionnaire, which uses a 5-point Likert scale to measure the respondents’
perception of the importance of design elements. The third part is the forward and reverse
questionnaire based on the Kano model, which is used to measure the user’s perception
of a specific design element in two cases, with and without this element.

This paper collects data through two ways: offline collection and online collection
through “Wenjuanxing” (http://www.wjx.cn). The respondents recruited in this paper
need to meet the following three conditions: (1) be current WeChat users, (2) over
60 years old and (3) has used the “care mode” of WeChat. From December 20, 2021 to
January 5, 2022, a total of 312 participants completed the questionnaire, including 297
valid questionnaires, with an effective rate of 95.2%.

http://www.wjx.cn
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Table 3 shows the basic demographic information of participants. Among them,
58.9% of the participants (N= 175) were female and 41.1% (N= 122) were male. Most
participants are aged between 60–70 (N = 223, 75.1%), have a junior middle school
education level (N= 227, 76.4%), and perceived normal health status (N= 136, 45.8%).
61.3% of the participants (N = 182) were from urban and 38.7% (N = 115) form rural.

Table 3. Demographic information of participants.

Variables Number Proportion

Gender

Female
Male

175
122

58.9%
41.1%

Age

60–70
70–80
Above 80

223
73
1

75.1%
24.6%
0.3%

Education

Primary school and below
Junior middle school
High school
College education and above

10
227
47
13

3.4%
76.4%
15.8%
4.4%

Place of residence

Rural
Urban

115
182

38.7%
61.3%

Health status

Very poor
Poor
Normal
Good
Very good

2
16
136
121
22

0.7%
5.4%
45.8%
40.7%
7.4%

Note: n = 297

4 Results

4.1 Results of Reliability and Validity Analysis

Because the questionnaire is constructed on the basis of literature review and user inter-
views, it is necessary to test the reliability and validity before data analysis. First, this
paper uses SPSS statistical software to analyze the reliability of sample data. The Cron-
bach’s alpha values of the importance questionnaire, forward and reverse Kano ques-
tionnaires, and each dimension were tested. The results of reliability analysis are shown
in Table 4. All alpha values are above 0.7, indicating that the questionnaire and each
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dimension have a high degree of reliability. Then, in terms of content validity, most of
the design elements in this paper come from existing studies, and the expression and
classification of each item have been revised with the advice of experts. Therefore, the
questionnaire sample of this study meets the standard requirements of reliability and
validity.

Table 4. Results of reliability analysis.

Dimensions Items Importance questionnaire Kano questionnaire

Forward Reverse

Appearance 1–4 0.735 0.706 0.737

Interaction 5–9 0.754 0.704 0.781

Function 10–20 0.870 0.816 0.866

Overall 1–20 0.924 0.888 0.924

4.2 Results of Importance Questionnaire Analysis

The importance questionnaire uses the 5-point Likert scale to measure the importance
of various elderly-oriented social app design elements perceived by the users. The 1–5
scores of the scale indicate “very unimportant”, “unimportant”, “general”, “important”
and “very important” respectively. The mean of the importance scores of each element is
shown in Fig. 1. The results show that the important elements of elderly-oriented social
app are element 7 (M= 4.69) in the interaction dimension, elements 12 (M= 4.59), 15
(M= 4.15), 18 (M= 4.16) and 20 (M= 3.99) in the function dimension, and elements 1
(M= 4.04) and 4 (M= 4.21) in the appearance dimension. The less important elements
are element 8 (M = 3.84) in the interaction dimension, elements 10 (M = 3.33), 11 (M
= 3.84), and 16 (M = 3.67) in the function dimension, and elements 2 (M = 3.75) and
3 (M = 3.81) in the appearance dimension. Due to the small difference in importance

Fig. 1. The importance of each element of elderly-oriented social app.
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scores between various elements, this study also needs to combine the results of Kano
questionnaire to finally determine the priority of them.

4.3 Results of Kano Two-Dimensional Analysis

Based on the classification table ofMatzler andHinterhuber [18], this paper classifies the
20 design elements of elderly-oriented social apps, and calculates the values of SII and
DDI, as shown in Table 5. Calculate the proportion of elements belonging to each Kano
category, that is, the membership degree in each category, and classify the elements into
the category with the highest membership degree. The results show that design elements
7 and 12 are classified as one-dimensional element (O), design elements 9, 15, 18 and
19 are classified as attractive element (A), design elements 1, 4 and 20 are classified as
must-be element (M), and the rest design elements are classified as indifferent element
(I).

Table 5. Classification of elderly-oriented social app elements.

No. Membership of design elements in each category Classification SII DDI

A (%) I (%) M (%) O (%) R (%)

1 3.70 27.95 37.71 29.97 0.67 M 0.34 −0.68

2 24.24 49.83 11.11 14.48 0.34 I 0.39 −0.26

3 24.92 47.81 14.14 13.13 0.00 I 0.38 −0.27

4 13.13 22.22 34.34 30.30 0.00 M 0.43 −0.65

5 21.21 41.75 14.14 22.90 0.00 I 0.44 −0.37

6 22.56 37.04 15.15 24.24 1.01 I 0.47 −0.40

7 17.51 6.40 3.37 72.73 0.00 O 0.90 −0.76

8 21.89 45.79 16.16 16.16 0.00 I 0.38 −0.32

9 46.46 29.63 3.03 20.54 0.34 A 0.67 −0.24

10 21.21 62.96 4.04 6.40 5.39 I 0.29 −0.11

11 22.56 43.77 13.80 19.53 0.34 I 0.42 −0.33

12 20.20 9.43 2.02 68.35 0.00 O 0.89 −0.70

13 12.46 34.68 30.98 21.89 0.00 I 0.34 −0.53

14 18.86 42.09 17.17 21.55 0.34 I 0.41 −0.39

15 52.19 13.13 1.68 33.00 0.00 A 0.85 −0.35

16 22.90 53.20 9.76 13.47 0.67 I 0.37 −0.23

17 26.94 40.07 15.82 17.17 0.00 I 0.44 −0.33

18 53.20 14.48 3.37 28.96 0.00 A 0.82 −0.32

19 53.87 26.94 2.02 17.17 0.00 A 0.71 −0.19

20 13.80 29.29 36.70 20.20 0.00 M 0.34 −0.57



554 X. Song

This paper also draws the scatter diagram of each element distribution with satis-
faction increment index (SII) as the X axis and dissatisfaction decrement index (DDI)
as the Y axis, as shown in Fig. 2. Taking X = 0.5 and Y = −0.5 as the center line,
all elements are divided into four quadrants. Elements 7 and 12 in the fourth quadrant
can not only significantly improve user satisfaction, but also significantly reduce user
dissatisfaction. They are the most important design elements of elderly-oriented social
app, such as “care mode of WeChat”.

Fig. 2. Distribution of SII and DDI values for each element.

5 Discussion

5.1 Key Findings

Based on user interviews, this study obtained the elderly-oriented social app design
elements concerned by users. Then, this study uses the importance questionnaire to
determine the importance of each design element in the user experience. Design elements
are finally classified into four categories through Kano Two-Dimensional model.

In Kano model, the attribute of one-dimensional element is more sufficient, users
will feel higher satisfaction, and the attribute is more insufficient, users will feel higher
dissatisfaction. In this study, design elements 7 and 12 are classified as one-dimensional
element (O). The elderly regard the rapid response and stable operation of social applica-
tion systemas one-dimensional quality elements. It shows that the elderly users’ adoption
of social media conforms to the theory of technology acceptance model [24]. The better
the usefulness of the system, the higher the satisfaction of users. The elderly users also
classify prohibited advertising plug-ins and inducement buttons as one-dimensional ele-
ments. Due to the decline of cognitive ability, the elderly users are often not confident
in their ability to deal with advertising information [8]. The elderly also believe that
irrelevant advertisements or inducement buttons will affect their system operation, and
even cause them some losses, such as money loss. Therefore, in the elderly-oriented
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social app design, we should try our best to ensure the operation performance of the
system and the shielding of inserted advertisements, so as to improve the satisfaction of
elderly users.

When the attribute of must-be element is sufficient, the user’s satisfaction is at an
acceptable level and will not be increased, and users will feel dissatisfied when the
attribute is insufficient. In this study, design elements 1, 4 and 20 are classified as must-
be element (M). The elderly users believe that larger fonts, simple interface design and
collection function are must-be elements of elderly-oriented social apps. Consistent with
some previous research results, the decline of eyesight, touch and finger flexibility of the
elderlymakes elderly-oriented products need larger fonts and concise interfaces [19, 20].
Otherwise, it will reduce the elderly’s acceptance of the product. Due to the decline of
memory, the elderly users often collect some pictures, videos and articles they think are
valuable in social media [23]. Therefore, the elderly believe that the collection function
is also a must-be element of elderly-oriented social apps. According to Kano model, the
elements divided into must-be attributes are the most basic needs of users for products,
which should be given priority in product design.

In the Kano model, the attribute of attractive element is the product attribute that the
users did not expect, which will make them feel satisfied. If the element is insufficient,
it will not have much impact on users’ satisfaction. In this study, design elements 9,
15, 18 and 19 are classified as attractive element (A). Chinese elderly users often use
moment of WeChat to post information and interact with information published by
others [25]. However, in the care mode WeChat, the praise and comment buttons in the
moment are folded and hidden under a small button, which is inconvenient for elderly
users. Similarly, older users often use video call and scan functions. However, these
functions are hidden under some buttons. The elderly must click the button to see these
functions, which brings inconvenience to them. Group chat and emoticon sticker are also
common functions for the elderly in social apps. The management of chat groups and
emoticon stickers generally requiremultiple steps, which are not easy for the elderly. The
findings are consistent with some previous studies. Multi-level navigation and complex
operation steps will bring confusion to elderly users [8, 11]. Therefore, set up obvious
praise and comment buttons in the moment, put video call and scanning in the obvious
position, simple group chat management, and simple emoticon stickers management
will be attractive for the elderly.

In the Kano model, whether the attributes of indifference elements are sufficient or
not will have no impact on users’ satisfaction. In this study, the elderly users classified the
information display type, contrast, personalized settings, large click buttons, feedback
function, games, function introduction, privacy statement, tips for successful red enve-
lope sending, camera call and friends management as indifferent elements (I). The main
reasons are as follows: (1) the elderly often only pay attention to the core and practical
attributes of digital application systems, and do not pay attention to the infrequent func-
tions and settings [19]. (2) Elderly users are used to the currentWeChat system. They are
familiar with the current functional icons, personalized settings, moments sending and
red envelope sending. Therefore, they believe that the relevant design elements proposed
in this paper are no difference. (3) Many elderly people, especially those who have not
experienced higher education, tend to ignore privacy protection when using ICT [26].



556 X. Song

Overall, one-dimensional elements and must-be elements are the most priority ele-
ments in the design of elderly-oriented social apps. These elements can not only improve
the satisfaction of the elderly users, but also have a high degree of importance and can
reduce the degree of dissatisfaction. The elderly-oriented social apps should ensure the
stable operation and rapid response of the system, shield inserted advertisements, set
large fonts, simple interface and collection function. In addition, attractive elements are
the secondary elements in the design of elderly-oriented social apps. These elements can
effectively attract the elderly users to use elderly-oriented social apps. On the premise of
ensuring one-dimensional elements and must-be elements, elderly-oriented social apps
should also consider optimizing the display and placement of common functions and
buttons, such as praise and comment buttons in themoment, aswell as video call and scan
functions. It also needs to optimize the steps of group chat and emoticon sticker man-
agement. Although indifference elements do not need too much attention, it is worth
noting that element 13 “privacy statement” is of high importance and can effectively
reduce users’ dissatisfaction (DDI = −0.53). Therefore, it is also need to pay attention
to users’ privacy in the design of elderly-oriented social apps.

5.2 Theoretical Implications

This paper enriches the theories related to elderly-oriented social application design.
Firstly, from the perspective of user experience, this paper obtains the social media
design elements, they like and feel disabled, through interviews with elderly users.
Combined with the literature review, we finally get the set of elderly-oriented social
application design elements in this paper. Then, this paper uses Kano Two-Dimensional
questionnaire and importance questionnaire to determine the priority of these elements.
The results of this paper will provide a theoretical reference for the design, evaluation
and user experience research of elderly-oriented mobile applications.

5.3 Practical Implications

With the development of digital society, the use of ICT is becoming more and more
important for the elderly. They use social media to achieve various purposes and pursue
happiness. Therefore, how to design social media apps suitable for the elderly to solve
their use barriers has become a problem. This study has some practical implications.
For elderly-oriented social app developers, they can optimize the application system
based on the findings of this paper, so as to improve the satisfaction of elderly users. For
government managers, they can evaluate the existing elderly-oriented social apps based
on the findings of this paper, so as to improve the ICT utilization rate of the elderly.

6 Limitations and Future Research

There are some limitations. The survey object of this paper is the elderly who have
used WeChat care mode. Although WeChat is the most popular social application in
China, there are many other social apps for the elderly. Future research will include a
wider range of older social media users. Second, this study only investigates the elderly
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in the form of text, which may not be conducive to their understanding. In the future,
the elderly can be investigated by combining text and graphics. Finally, this study aims
at elderly-oriented social applications. In the future, researchers can study the elderly-
oriented design of other types of products, such as financial technology applications,
eHealth applications, etc.
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Abstract. We describe a co-design approach to design the online WebSoKeyTo
used to design AAC. This co-design was carried out between a team of therapists
and a team of human-computer interaction researchers. Our approach begins with
the use and evaluation of an existing SoKeyTo AAC design application. This step
was essential in the awareness and definition of the needs by the therapists and in
the understanding of the poor usability scores of SoKeyTo by the researchers. We
then describe the various phases (focus group, brainstorming, prototyping) with
the co-design choices retained. An evaluation of WebSoKeyTo is in progress.

Keywords: User centered design · Co-design · AAC ·Multi-disabled person

1 Introduction

Assistive technologies for communication and home automation allow people with dis-
abilities to be autonomous and better social participation. However, many of these assis-
tive technologies are abandoned [1] because they do not sufficiently take into account
the expression of the needs of these people. In order for these technologies to meet the
needs, it is important to involve, in user-centred design approach, occupational therapists
and psychologists who can complement or express the needs of people with disabili-
ties as part of their ecosystem [2]. In the field of augmentative alternative communi-
cation (AAC), their expertise allows to evaluate the abilities of the disabled person to
better select and adapt the AAC. Some AAC sometimes integrate customization func-
tionalities such as the communication board generator [3] or the Yellow Customize
application [4], which allows the creation of one’s own communication notebook. Cur-
rently, occupational therapists and psychologists use these functionalities for adapting
and personalizing AAC.

In the framework of a research collaboration between therapists and researchers in
human-computer interaction where the AAC were designed by IRIT researchers with
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the SoKeyTo platform [5], the therapists of the OPTEO Foundation expressed their need
to possess this tool in order to design and adapt the AACs themselves for people with
multiple disabilities.

In this paper, we will first present a state of the art on AAC design platforms and
we will situate the SoKeyTo platform in relation to this state of the art. We will then
describe the therapists’ training approach as well as the tools and results of the ther-
apists’ evaluation of the SoKeyTo platform. These evaluation results led us to design
the WebSoKeyTo platform. We will then describe the co-design approach implemented
(brainstorming, low-fidelity mock-ups, focus-group) as well as the design choices that
guided the design of theWebSoKeyTo platform in terms of functionalities for the design
of AAC.

2 SoKeyTo Platform and Therapists’ Needs

2.1 Description of the SoKeyTo Platform

Sauzin et al. [5] have developed SoKeyTo which is a platform for AAC and home
automation control interfaces. With this platform it is possible to design any type of
interface (pictogram-based communication interface [6], mathematical input editor [7]
and environment control [8]). It includes psychophysical models (Fitts [9], Hick-Hyman
[10, 11] and Card [12]) for people with motor impairments that provide indicators of
whether the interface is suitable for these people profiles.

SoKeyTo was/is used by researchers in human-computer interaction for the design
of augmentative and alternative communication interfaces [13]. A lot of back and forth
between therapists and researchers were therefore necessary to design customized AAC.
This platform is composed of two components: the editor component and the generation
of an executable AAC with a configuration interface (type of interaction, feedback,
scanning system parameters, etc.).

The editor component allows to define the morphology and the contents of the AAC
buttons, the layout and the structure of the AAC, the visual and audio feedback and the
type of associated functions (communication function, running an application, sending a
message to be broadcast by a text-to-speech system). It also enables to associate to each
button the communication protocol (MQTT: Message Queuing Telemetry Transport,
[14], bus IVY [15], https, radio frequency, infrared) needed to interact with the connected
objects or devices used by the disabled person.

Theplayer component allows the customizationof theAACand the interfacebetween
several input interaction modes (pointing device, eye tracker, joystick, speech recogni-
tion, on/off switch). The platform also allows various control modes to be configured
(pointing, time delay click, scanning system [16]) according to the abilities of disabled
people.

Table 1 gives 4 examples of applications designed by the SoKeyTo platform by
researchers in human-computer interaction. The functionalities of SoKeyTo show that
it is possible to design several types of input applications, navigation keyboards or
even environment control applications accessible to the elderly. Designed and used by
researchers, the question is whether this platform is efficient, useful and usable by expert
AAC therapists? The ergonomic study carried out on the Bastien and Scapin criteria
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Table 1. Application designed with the SoKeyTo platform.

Type of applications Example of applications

AAC [13]: example of communication page:
white background Communication button,
yellow background, navigation color

Text input interface: two illustrations: on the
left, an input keyboard designated by the
person with a disability herself [17] and on
the right, a mathematical input keyboard [7]

Environment control interface [8]; this
interface allows to control a home automation
system (light, door, etc.). The SoKeyTo
platform made it possible to take into account
accessibility rules (maximisation of contrast:
black background and white characters)

Command interface of video games: virtual
keyboard of video game controllers

reveals some limitations: no und-o/redo function, little flexibility in the commands, no
alternative commands, little feedback, no error handling.

3 Related Work on AAC Design Platforms

Many AAC systems exist on the market for people with multiple impairments whose
communication needs may evolve according to their human environment and abilities.
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The analysis of the functionalities of some AAC authoring applications (see Table 2)
shows thatmost of them integrate editing and configuration functions to take into account
these evolving needs of AAC. Table 2 lists the main features of these applications and
comparatively the missing functionalities of SoKeyTo.

Table 2. Applications in competition with SoKeyTo.

Competing applications Features Functions not available in
SoKeyTo

EDiTH [16] Customisable AAC interface;
button customization; interface
model availability; column
scan strategy

Access to the different interfaces
through menus

Pictocom [18] AAC Interface Editor; several
interaction modes; integrated
home automation extension;
execution of software on a
computer

Combination of several modes on
one button (text, sound, image)

Boardmaker7 [19] AAC Interface Editor;
execution of software on a
computer; predefined page
templates; several interactions
modes

Teaching oriented software;
printing of AAC

AraBoard [20] AAC Interface Editor and
Player; customization; on line
web application; promote
Arasaac symbols [21]

Usable under Android; export of
the AAC in pdf

Cboard [3] AAC Interface Editor; on line
web application

Usable under Android; history of
pictographic communication in a
digital tape; Printing of AAC;
Multilingual

Jellow [4] AAC Interface Editor; on line
web application; customization

Extension to uses for the hearing
impaired; Multilingual

Proloquo2Go [22] AAC Interface Editor;
predefined page templates;
import of pictograms;
customization, execution of
software on a computer

Usable under Mac Os; creation of
a customized synthetic speech;
history of pictographic
communication in a digital tape

All these platforms integrate an editor and a player. The editing features differ
between the applications. Two of them offer the possibility to use page templates [19,
22] and two others offer the possibility to have a band for the communication history
[3, 22]. Several platforms [5, 18, 19] allow interfacing with several control modes. The
PictoCom platform [18] is the closest to the SoKeyTo platform because it includes the
home automation and communication aspect in the AAC. A strong point is the ability of
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SoKeyTo to configure several scanning strategies [13] and to allow to associate several
communication protocols to a button. This allows a priori to control many connected
objects or applications that a person with a disability could use to increase his auton-
omy. This comparative analysis allows to identify and discuss the interest of having these
missing functionalities in the SoKeyTo.

The objective of the article is to describe the process implemented to evaluate
the usefulness and usability of SoKeyTo and the co-design of the new Web-SoKeyTo
platform.

4 Co-design of the WebSoKeyTo Platform Using a User-Centred
Design Method

4.1 Therapists’ Needs

The transition from SoKeyTo to WebSoKeyTo is the result of a request from therapists
and characteristics analysis of the applications listed in Table 2. Indeed, the researchers
designed the AAC based on the needs and specifications of the AAC provided by the
therapists. However, this collaboration has shown its limits:

– The design of the AAC was time-consuming, with various back and forth between
the two parties (researchers/therapists); these delays had negative consequences: the
AAC was no longer suitable for the abilities of the multi-disabled person and/or the
new needs were taken into account too late;

– The non-adaptation of AAC during the therapists’ sessions: if the therapist wished to
make adaptations during the appropriation or use sessions these were not possible.

These two reasons made the therapists wish to have autonomy in the design of AAC
and thus to have an increased efficiency in its implementation. The ergonomic tests of
Bastien and Scapin [17] and the needs of therapists for AAC tools led us to:

– Firstly, to carry out a user experience of SoKeyTo;
– Secondly, to implement a user-centred design method for the design of WebSoKeyTo
accessible to therapists for the design of AAC adapted to the needs of people with
disabilities.

4.2 Co-design Tools of the WebSoKeyTo Platform

Co-design uses a collaborative team approach that allows non-designers to become equal
members of the design team. Sanders and Stappers [23] defined “Co-design is a specific
instance of co-creation practice that allows users to become part of the design team
as ‘experts of their experience”. “It represents a shift away from design as the task of
individual experts towards using the collective creativity of a team with members from
different backgrounds and interests” [24]. We deployed this co-design approach in the
design of the WebSoKeyTo platform which has involved two type of therapists (psy-
chologist and occupational therapists) and researchers in human-computer interaction.
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Table 3 shows the main stages of this process. In order to measure the contribution of the
co-design of WebSoKeyTo, we first conducted an evaluation of the SoKeyTo platform
which will constitute a baseline evaluation.

Table 3. Steps of the co-design of WebSoKeyTo.

Platform Steps Outcomes

SoKeyTo Training and trials during two months Experience in designing AAC

User experience UX Value (USE [26] and AttrakDiff
[27] and verbatim of open questions

Focus group Therapists’ needs

WebSoKeyTo Brainstorming Functional and ergonomic
requirements

Prototyping Middle mock-ups and high fidelity
prototype

User experience UX Value (USE and AttrakDiff)

4.3 Therapist Population

Six therapists (2 occupational therapists and4psychologists)were recruited to participate
in the user centred approach to co-design WebSoKeyTo. Five therapists had never used
another AAC design tool before and one occupational therapist is expert in the use of
SoKeyTo.

4.4 Assessment of SoKeyTo

Training of SoKeyTo. Firsly, we trained the therapists to use the SoKeyTo platform by
demonstrating all the features in a practical way They were invited to use the SoKeyTo
platform for two months: firstly, a scenario imposed by the SoKeyTo platform designers
for one month, and then a free scenario for the design of an AAC for a disabled person.
These therapists could benefit from the help of the SoKeyTo designers in case of bugs or
difficulties of use. At the end of this trial phase of the SoKeyTo platform, we proceeded
to the evaluation of the usability of this platform by means of the USE (Usefulness,
Satisfaction, and Ease of use) questionnaire [26], the AttrakDiff [27] and open questions
(failures, most useful functionality, missing functionality and estimated usefulness).
They reported the difficulties in ease of use, low satisfaction with the function mode
and average learning and usefulness [28]. The therapists mentioned that the SoKeyTo
platform were too computer-oriented and not needs-oriented enough.

User Experience. Figure 1 shows the results of the AttrakDiff questionnaire [27]. We
have chosen not to average the results by type of therapist, given the very small sample
size. However, we believe that the individual results are of interest to the platform’s
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designers. Indeed, the AttrakDiff questionnaire quantifies both the pragmatic qualities
(perceived usefulness and usability) and the hedonic qualities (subjective emotions felt)
of a digital system. This measurement of hedonic qualities provides a significant added
value when we want to understand how our users feel. The results show that for 4
therapists (two occupational therapists and two psychologists) the results are neutral
for both axes (−1, +1). One psychologist [−0, 2, 4] characterizes the hedonic quality
of the platform more positively. These results show that satisfaction is minimal and
that improvements need to be made. The evaluation of the computer psychologist is
in the superfluous zone (−3, −1) for both axes. The use of the SoKeyTo platform has
therefore generated dissatisfaction for this user. This evaluation shows that the usability
and hedonic qualities must be improved.

Fig. 1. AttrakDiff results (Portfolio representation).

We complemented this evaluation with 4 open questions in order to identify limita-
tions that would explain the poor scores of the AttrakDiff scale and that could increase
usefulness and usability. Table 4 lists the topics of these questions (identified limitations,
most useful and missing features, perceived usefulness).

The end of the testing phase highlighted therapists’ frustrations with the functional
limitations and bugs of the SoKeyTo platform. These limitations were a hindrance to
learning and using the platform. Indeed, for question Q2, three of the therapists did not
answer because of the lack of use. Four of the six therapists report that the platform
will help meet the needs of their patients in designing AAC. The other two therapists
have negative opinions of the current state of the platform due to the bugs and functional
limitations reported in questions Q1 and Q3 respectively.

The analyses of the SoKeyTo evaluation show the usefulness of such a tool but the
need to design a more ergonomic AAC design platform that better meets the needs of
therapists.
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Table 4. Open questions to therapists.

Questions Summary of therapists’ answers

Q1: Have you encountered any problems in
using the SoKeyTo platform? Which ones?

Bugs; lack of visual feedback; lack of
un-do/redo; logic problems (management of
pictograms and pages; bad logic for accessing
the functions of creating and modifying an
AAC button); no consideration of the screen
resolution for the display of the AAC;
complexity in the parameterization of the
scanning technique

Q2: What are the existing functionalities used
to design interfaces? List them

Link between pages; ability to associate actions
with keys; platform-independent execution of
AAC; choice of buttons characteristics

Q3: What are the missing features that are
essential to design in the new platform? List
them

Access to databases of pictograms or pages of
pictograms (read and write); overview of links
between pages; independence between the
editor and runtime components of SoKeyTo;
generation of the size of the keys according to
the screen resolution; undo/redo function;
compatibility with the principles of Windows
for the functions accessible by right-click;
more ergonomic setting of the scanning;
history of the pictogram communication

Q4: Is this platform an indispensable tool for
the complete execution of your professional
activity?

Yes need to have this kind of tool, as it is more
adaptable than existing applications
Yes, to meet the customization needs of AACs
Not essential as it stands, but the idea of
developing this tool is very interesting and
novel

Focus Group. A focus group between the six therapists and three researchers in human-
computer interaction enabled us to define the priority needs of an AAC design platform.
Therapists have taken an active role in making conceptual artifacts via function proposal
card and and audio explanations based on their digital experience that express ideas hox
they wish to use the WebSoKeyTo platform. These needs are mainly listed in Table 4
(answers Q1 and Q3).

4.5 WebSoKeyTo Design Process

Brainstorming. The people who participated in this brainstorming are 3 seniors and
two students in human-machine interaction. One of the participants is the developer
of the SoKeyTo application. The objective of this brainstorming was to think about
proposing a more ergonomic, attractive and fun interface. The proposals focused on
handling interaction techniques (management of zoom in page navigation, proposal for
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shortcuts and affording icons), visual and sound feedback to be associated with the
buttons and the assistance mechanisms to be implemented. These proposals were used
for the medium fidelity mock-up.

Medium Fidelity Mock-Ups. The mock-ups were developed based on the results of
the design team’s brainstorming and the needs expressed and discussed in the focus
group by the therapists. We present three interface mock-ups (specification of an AAC
button, page navigation, and specification of scanning strategies). The mock-ups were
developed with AdobeXD or Balsamiq.

Specification Interface

Fig. 2. Specification interface: a. SoKeyto; b. WebSoKeyTo.

In the SoKeyTo, the interface for specifying characteristics (morphological and asso-
ciated actions) was superimposed on the key design grid (Fig. 2.a). An ergonomic study
using the Bastien and Scapin criteria [25] confirmed that the presence of a side panel
(Fig. 2.b) was more accessible and allowed feedback on the effects of key creation
and modification actions. Work on structuring and naming items was also proposed
(morphological characteristics, specification of actions associated with keys). Examples
of actions were proposed and completed by the therapists (dependency link, access to
applications such as music players, etc.). The therapists validated the mock-up.

Page Navigation

Fig. 3. Page navigation: a. SoKeyTo; b. WebSoKeyTo.

The way of handling pages with SoKeyTo posed a problem: access to pages in list
form, no representation of links between pages (Fig. 3.a). The representation in the form
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of a graph (Fig. 3.b) was proposed to the therapists in order to visualize the dependency
links between pages. This visual representation is associated with the list of pages. As
the number of pages for a AAC can reach more than 50 pages [13], the question of
representation and handling will have to be addressed by evaluating the techniques of
Fisheye tree views and lenses for graph visualization [29] and of tree map [30] which
consists of dividing the interface into several zones by giving more space to the focus.

Scanning Strategy

Fig. 4. Scanning strategy: a. SoKeyTo; b. WebSoKeyTo

The SoKeyTo platformmakes it possible to define several interaction modes, includ-
ing the scanning technique [16]. The configuration parameters are the scanning direction
(row then column or column then row, the specification of the scanning block, the scan-
ning speed, the associated visual feedbacks, etc.), the scanning speed, the scanning
direction and the visual feedbacks. The SoKeyTo specification interface (Fig. 4.a) was
found to be very difficult for therapists to understand for specifying scanning strategies
via a list of buttons. The mock-up (Fig. 4.b) proposes visual elements to indicate scan-
ning direction (horizontal and vertical arrow) and order (dice symbol 1 and 2). These
more affording proposals have been validated to set the scanning order.

5 Discussion of the Co-design Approach

We implemented a co-design approach between a team of human-computer interaction
researchers and a team of therapists. We started with a training session on the SoKeyTo
platform, which allowed the therapists to discover the functionalities for designing an
AAC. This training phase and the two months of use allowed the therapists to identify
their needs and to propose new functionalities, essential in their professional activity.
However, the evaluation of SoKeyTo’s negative pragmatic and hedonic quality scores
and the needs expressed highlighted the need: 1) to design a complete, ergonomic tool
for designing AAC online and oriented to the therapists’ profession; 2) to implement a
co-design. Except for the SoKeyTo training, which took place face-to-face, all the co-
design activities (1 focus group on needs, two brainstormings on low-fidelity mockups, 3
focus groups following the medium-fidelity models) took place by videoconference due
to the sanitary conditions of the COVID. The collaborative work and video-conferencing
tools allowed for numerous and fruitful exchanges during the focus group to identify
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the needs and those to present the mock-ups. Arbitration took place on divergent points
of view by majority consensus. This approach will be continued for the functionalities
(pictogram editor and access to the page and pictogram databases). Another extension
is the creation of importable page templates and page categories between therapists to
increase the speed of design of AAC. The WebSoKeyTo application is online and used
by therapists to design AACs and a new user experience is planned to qualify the benefits
of the redesign of SoKeyTo.

6 Conclusion

Firstly, we performed a state of the art on AAC design platforms and we situated the
SoKeyTo platform in relation to this state of the art. Then, we describe a co-design app-
roach to design the onlineWebSoKeyTo used to design AAC. This co-design was carried
out between a team of therapists and a team of human-computer interaction researchers
(HCI). Our approach begins with the use and evaluation of an existing SoKeyTo AAC
design application. This step was essential in the awareness and definition of the needs
by the therapists and in the understanding of the poor usability scores of SoKeyTo by the
researchers. Numerous exchanges where both knowledge (AAC profession and HCI)
took place during the numerous focus groups and brainstorming to identify the needs
and validate the mockups. This co-design approach highlighted that the expression of
needs and the solution evolved together as reported by Sanders and Stappers [23]. As a
perspective, we plan to: 1) analyze the frequency of use of WebSoKeyTo functions by
therapists; 2) measure the design and adjustment time of a AAC, 3) analyze the impact
of WebSoKeyTo use on therapists’ activities and relationships with caregivers; 4) pro-
pose the WebSoKeyTo interface according to the context of action in the next versions
through adaptation algorithms that would be deduced from activity logs.
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Abstract. Most previous studies only distinguish users by their age and gender
instead of their capability, which can lead to design bias since there are significant
differences between users in the healthcare contexts. The aim of this study is to
explore the relationship between healthcare robot’s tasks and user capability. We
have conducted a survey on users with different capabilities about their demands
for healthcare robots’ functions. The results of One way ANOVA indicated users
with different ability impairments have diverse expectations for the functions of
health care robots. Moreover, even able-bodied users would expect robots to pro-
vide sensory-aid functions. The results can provide insights of creating an inclusive
robot that take users with different capability into consideration.

Keywords: Healthcare robot · User capability · Inclusive design · User
acceptance · Human-robot interaction

1 Introduction

Social robots have developed rapidly in recent years and are increasingly used in people’s
daily lives [1–3]. As an important type of social robots, healthcare robots have received
more attention because they can help the elderly and disabled people live independently
for a longer time and provide them with not just physical but mental, emotional and
psychosocial supports [4–6]. Designers of healthcare robot should consider robot tasks
in related to user capability [1]. However, the relationship between the tasks of healthcare
robot and user capability is unclear. Most previous studies only distinguish users by their
age and gender instead of their capability [7, 8], which leads to design bias because there
are significant differences between users in the healthcare contexts. For example, young
people are normally considered able-bodied, which ignores the fact that some of them
may have disabilities (e.g. young people with visual impairment). Clarkson et al. [9]
proposed that the inclusive design cube that define user capability by three abilities,
namely cognitive, sensory and mobile. Tenneti et al. [10] proposed a range of proxy
measures of design-related capabilities. The predictor variables included self-report and
performance measures across a variety of capabilities (vision, hearing, dexterity and
cognitive function).
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Although studies have proposed a binary relationship framework between product
design and user capabilities [11, 12], designing healthcare robots can be more complex
than normal products because the performance of robots are affected by both users and
their tasks. The aim of this study is to explore the relationship between healthcare robot’s
tasks and user capability. We have proposed a Human-Robot-Tasks framework which
emphasizes that user capability is the key factor to healthcare robots’ task. To determine
this quantitative relationship, we used questionnaires to collect different users’ demands
for robots tasks.

2 Literature Review

2.1 Healthcare Robots

Healthcare robotics is defined as a type of robots that aiming to promote and monitor
users’ health, and prevent further health decline [6]. It has seen a significant growth in
recent years [6, 13]. They are expected to benefit a variety of people because they are
designed tomonitor andmaintain users’ health and wellbeing. It is reported that physical
and cognitive decline can be the main reason that older people are unable to maintain
independence and increase their life risks, such as falling down and forgetting to turn off
the gas cooker [14]. Studies indicated that healthcare robots can promote active aging by
assisting the elderly in health management and encourage them to participant in social
life so that the cognitive and physical decline in the elderly can be delayed [15–17].
Moreover, healthcare robots can also assist people with disabilities or partial disabilities
(e.g. pregnant women). Healthcare robot and rehabilitation robot are often compared.
In fact, there are some overlaps between them based on whether robots are designed to
assist or recover users’ abilities. Healthcare robots tend to provide assistance to users
with impaired abilities in daily life [18], while rehabilitation robots emphasis on helping
users recover certain abilities through fixed exercises [19, 20]. Therefore, healthcare
robots may be humanoid in design while rehabilitation robots are mostly mechanical in
appearance [21]. For example, robotic exoskeleton for the lower limbs is mainly used to
help people with lower limb injury, such as knee injury, to restore motor ability.

When there is a serious loss of human capacity, caregivers are usually needed to
take care of them. Healthcare robots are promising applications in the context of future
human shortage. Health care robots can solve the physiological and functional needs
of the elderly, greatly reduce the cost of human resources, so that caregivers can focus
on high-quality services. In addition to physical impairment, health care robots can also
serve users with psychological, emotional and cognitive supports. Their functional value
is not limited to physical assistive devices, but may also provide communication and
companionship. According to the CASA paradigm, when computers or robots exhibit
certain social cues, people tend to treat them as social entities and apply social norms to
them. In previous studies on social robots, a widely accepted design logic is to design
the functions and features of robots according to user needs [16, 22–24]. In order to give
full play to the value of medical robots, they should be designed according to human
needs.
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2.2 Inclusive Design in Human-Robot Interaction

Most products, surface and interaction systems are designed for “standard man” because
designers usually need to create a portrait of the user so that they can design effectively
[25]. However, this may lead to an unfair condition for people with different physical,
sensory or cognitive abilities. Particularly, in human-robot interaction, the mainstream
user groups are targeted as young people who are usually able-bodied, while the elderly,
disabled people and marginalized people have poor interactive experience since most
of them are not familiar with robots, computers, even mobile phones. If the interaction
design between human and robot cannot bemore accessible to those people, technologies
can make them more vulnerable.

Inclusive design is a user-centered concept and approach to ensure that products and
services address the needs of the widest possible audience, regardless of their age or
ability [26]. It is aiming to bridge the design gap between the disabled and able-bodied
people. In a study conducted by Mayagoitia et al. [27], they proposed a user-centered
design approach to evaluate a stair-climbing. This work emphasis users’ emotional per-
ceptions and social context of use as dominated factors. Langdon, Thimbleby [28] have
reviewed several papers in terms of inclusive interaction. They claimed that inclusive
design will be increasingly important, particularly in the countries with different demo-
graphics. Inclusive design relates the capabilities of the population to the design of
products by better characterizing the user–product relationship [11, 12]. There are sev-
eral approaches to evaluating the inclusion of a product or service, including user trial,
expert appraisal, exclusion calculations, etc. The User Pyramid developed by Benk-
tzon [29] provided insights of how capability level and design are related. To better
match the diversity present within the population, Clarkson [30] have proposed Inclu-
sive Design Cube which is an extension to User Pyamid. The Inclusive Design Cub have
three dimensions (i.e. Motor, Sensory and Cognitive). It claims that user capability level
are multi-faced and interacted [31]. An example is that some elderly may have mobility
despite of the decline in visual and hearing abilities. Tenneti et al. [10] also claim that the
understanding the range of user capability measurements can be crucial for design. They
have also suggested that a national survey of design-relevant capabilities and creation of
a capability database is essential because it enables designers to create more inclusive
products for the citizens.

Based on those previous studies, we have proposed a Human-Robot-Tasks frame-
work. It shows that user capability is the primary factor that influence robots’ tasks and
further affect the design of robots’ characteristic. In this study, we have explored the
relationship between user capability and healthcare robots’ tasks to identify how they
can be matched (Fig. 1).
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Fig. 1. Human-Robot-Tasks framework

3 Method

3.1 User Groups Based on Inclusive Cube

According to the Inclusive Cube’s definition of user capability, we define users as four
types of users according to what type of capability impairment they have (Table 1).
Each types of user are classified by the capability self-test from Exclusion Calculator
Lite v2.1 [9], which includes five items on Vision, Hearing, Thinking, Dominated and
Non-dominated hands andMobility. The questionnaire o capability self-test have a total
of 14 items, and each items have 5 level(1= very bad; 5= very good). People who rated
their own ability under level 3 will be regarded as having certain ability loss. For people
who have Dominated and Non-dominated hands and Mobile ability loss are defined as
Users with Mobile impairment (MIU). People who have Vision and Hearing ability loss
are defined as Users with Sensory impairment (SIU). People with Thinking ability loss
are defined as Users with Cognitive impairment (CIU). People who have little ability
impairment are defined as able-bodied users (AU).

Table 1. Four types of users

Types of users Description Example

Users with mobile
impairment (MIU)

Having mobility problems or not
being able to grab objects

Patients with hemiplegia/
People with leg injuries

Users with sensory
impairment (SIU)

Having visual and hearing
impairments

People who are color blind or
with high myopia

Users with cognitive
impairment (CIU)

Having memory and thinking
impairments

People with amnesia/
People with Alzheimer’s disease

Able-bodied users (AU) Having no impairments Healthy people
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3.2 Types of Healthcare Robots’ Tasks

In a study conducted by Robinson et al. [6], the tasks of healthy robots can be merged
into 19 tasks, which are further classified into two categories, namely assistive tasks
and preventive tasks (Table 2). The purpose of assitive tasks is to assist users who
have losses of capacity. For example, healthcare robots are designed with walking and
navigation aid for MIU. They also provide voice recognition and warning functions
for SIU who probably have difficulty perceiving sounds. Healthcare robots could also
provide cognitive training andmedication reminders forCIUs,whomayhave impairment
in memory and concentration. For able-bodied users, preventive tasks of healthcare
robots can help users live independently and safely. For example, healthcare robots
could provide health monitoring to keep track of a user’s daily health management and
thus help identify early symptoms.

Table 2. The tasks of healthcare robot

Types Specific tasks

Assistive tasks Mobile-aid Walking and navigation aid

Fetch and deliver objects

Cleaning

Record daily routines

Sensory-aid Face recognition

Reporting unusual situations

Voice recognition and warning

Cognitive-aid Medication reminder

Cognitive training

Reminders for daily activities

Speech and medication

Information service

Preventive tasks Companionship

Entertainment

Health monitoring

Fall detection

Environment detection

3.3 Questionnaire and Measurement

The data of the study is mainly collected through questionnaire (Table 3). The question-
naire contains three sections. The first section is user demographic information which
includes users genders and ages. The second section is user capability self-test, based
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on their self-evaluation on Vision, Hearing, Thinking, Mobility and Dominated and
non-dominated hands. The third section is the users’ demand survey. The 19 tasks are
designed as 19 items (Table 2), and a 7-point Likert scale (with 7 being the highest and
1 being the lowest) was used to identify how much user would like the robot to perform
this task.

Table 3. Questionnaire

Questionnaire Contents

Section 1 User demographic information Users’ gender and age

Section 2 User capability self-test Vision (5 level)
Hearing (5 level)
Thinking(5 items)

Concentration (5 level)
Long-term memory (5 level)
Literacy (5 level)
Speech comprehension (5 level)
Speaking (5 level)

Mobility
Walking (5 level)
Star climbing (5 level)
Standing and balancing (5 level)

Dominated and Non-dominated hands (4
items * 2)

Lifting strength (5 level)
Dexterity (5 level)
Reaching forward and up (5 level)
Reaching down ( 5 level)

Section 3 Users’ demand for healthcare robot’s
tasks

19 items (Table 2)
7-point Likert scale

3.4 Participants

A total of 49 participants filled out the questionnaire. After removing incomplete ques-
tionnaires, 41 valid questionnaires were received (19 men, 22 women; age range 45–
88), and the results of the second section indicated that the four types of user capability
conditions were covered in this survey.

4 Results and Discussion

4.1 Users’ Demand for Healthcare Robots’ Tasks

One-way Analysis of Variance (ANOVA) was used to analyze the four types users’
demand for healthcare robots’ tasks. The result indicates that users with different capa-
bility has a significant different demand for Mobile-Aid tasks [F (3, 164) = 45.93, p <
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0.001], Sensory-Aid tasks [F (3, 164) = 24.52, p < 0.05], Cognitive-Aid tasks [F (3,
164) = 45.19, p < 0.001] and Preventive tasks [F (3, 164) = 8.93, p < 0.05] (Table 4
and Table 5). Specifically, users with mobile impairment (M = 4.84, SD = 0.57) has
significant higher demand for robots’ mobile-aid tasks. Able-bodied Users(M = 4.48,

Table 4. Results of one-way ANOVA

Sum of squares df Mean square F Sig.

Assistive tasks Mobile-aid 34.23 3 11.41 45.93 0.00

MIU > CIU, SIU > SIU, AU

Sensory-aid 25.44 3 8.48 24.52 0.00

AU CIU, SIU >MIU

Cognitive-aid 27.12 3 9.04 45.15 0.00

CIU, AU > AU, SIU >MIU

Preventive tasks 4.40 3 1.47 8.93 0.00

CIU, MIU > SIU, AU

Note: MIU = Users with mobile impairment; SIU = Users with sensory impairment;
CIU = Users with cognitive impairment; AU = Able-bodied users

Table 5. Results of descriptive analysis

N Mean SD

Assistive tasks Mobile-aid MIU 41 4.84 0.57

SIU 41 3.80 0.51

CIU 41 3.96 0.47

AU 41 3.66 0.43

Sensory-aid MIU 41 3.50 0.60

SIU 41 4.24 0.66

CIU 41 4.45 0.50

AU 41 4.48 0.58

Cognitive-aid MIU 41 3.47 0.43

SIU 41 4.22 0.47

CIU 41 4.54 0.49

AU 41 4.36 0.39

Preventive tasks MIU 41 4.47 0.35

SIU 41 4.18 0.38

CIU 41 4.52 0.41

AU 41 4.15 0.46
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SD= 0.58), Users with cognitive (M= 4.45, SD= 0.50) and sensory (M= 4.24 SD=
0.66) impairment have significantly higher demand for Sensory-Aid tasks. Users with
cognitive(M = 4.54, SD = 0.49) impairment and users with no impairment (M = 4.36,
SD = 0.39) have significantly significant higher demand for Sensory-Aid tasks. Users
with cognitive(M = 4.52 SD = 0.41) and mobile (M = 4.47, SD = 0.46) impairment
have significantly higher demand for preventive tasks.

The results of this study indicated that there is a certain relationship between health-
care robots’ tasks and user capabilities. From users’ perspective, the findings suggested
that healthcare robotic is expected to provide diverse functions for users with differ-
ent capabilities. For MIU, they certainly prefer the robots’ mobile-aid functions, such
as walking-aid and navigations. For AU, they seem to be paying more attention to
the services provided by the healthcare robots than might be expected, especially the
sensory-aid tasks. One possible reason is that most AU are people under 40 years old
in this study. And sensory-aid tasks include facial recognition, environment detection,
etc. These functions may be more interesting and attractive to AU than functions like
walking-aid and medical reminder.

4.2 Limitation and Further Research

There are some limitations of the current study. Firstly, in this study, users are defined
according to whether their ability is impaired. However, there can be more detailed
classification of their ability impairment level. For example, nearsighted or presbyopia
users may have visual impairment but wearing glasses does not actually affect their life.
According to Inclusive Design Cube [31], future research can set three sampling points
on each dimension, which will better establish the relationship between user capability
and robots design. Secondly, this study mainly establishes the functional relationship
between user capability and robots’ tasks, but how this relationship can affect the design
of healthcare robot haven’t been discussed. Based on this research, future studies can
further explore how to design robot’s features according to user capabilities and tasks.
In this way, the relationship between man and robot and robot tasks can be quantified.

5 Conclusion

The main contribution of this study is to identify the relationship between users with
different capability and healthcare robots tasks. The results can provide insights of
creating an inclusive robot that take users with different capability into consideration.
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Abstract. In recent years, information technology has been developing rapidly,
infiltrating into many aspects of people’s life. However, most of the elderly may
not enjoy the results of information and intelligence, directly affecting their health,
consumption, travel and other daily life. Therefore, in reality, the transformation
and construction of elderly-oriented social media is under way, but the status quo
and progress is still unclear. Based on the situation, this study is mainly based on
the ‘The Evaluation System for Elderly-oriented Internet Application and Acces-
sibility Level’ and ‘The Universal Design Criterion for Elderly-oriented Mobile
Internet Application’ issued by Ministry of Industry and Information Technol-
ogy of the People’s Republic of China, to evaluate the current three representa-
tive elderly-oriented social media versions (WeChat, QQ and Weibo) from two
perspectives of user satisfaction and technology evaluation. We had three main
findings: (1) The current construction of elderly-oriented social media apps is
still a mere formality, and rigid response to standards and norms. (2) The con-
struction of elderly-oriented social media apps lacks the perspective based on the
elderly’s needs, to carry on the humanization and individuation construction. (3)
The existing evaluation system may not be able to take comprehensive evaluation
of elderly-oriented social media apps, and which needs further improvement and
perfection. This study enriches the relevant theory and provides the reference for
guiding the practice development.

Keywords: Social media · Elderly-oriented social media · User satisfaction
evaluation · Technology evaluation · Evaluation system

1 Introduction

In recent years, the Internet, big data, artificial intelligence and other information tech-
nologies have developed rapidly, which improved to great convenience of people’s life.
At the same time, with the rapid growth of the aging population, China has entered the
aging society. According to the 7th National Census Bulletin issued by National Bureau
of Statistics of the People’s Republic of China in 2021, the number of people aged 60 and
above has exceeded 264 million, accounting for 18.70% of the total population. Com-
pared with 2020, the proportion of people aged 60 and above has increased by 5.44%
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points [1]. Meanwhile, relevant agencies predict that the number of elderly people will
exceed 400 million by 2035, accounting for more than 30% of the total population [2].
Therefore, how to help the elderly to enjoy the advantage and benefit brought by the
digital era, make them have more sense of gain, happiness, security in the development
of information technology, which has become a hot topic of common concern in the
academic research and society [3].

Social media as a virtual platform, has broken through the time and space restric-
tions. It can help users to realize information acquire, communication, and sharing with
friends, family members, colleagues and strangers anytime and anywhere, and has a
large number of different types of user groups [4]. Relevant study found that using
social media can enhance the sense of belonging, happiness and positive emotions of the
elderly to a certain extent, thus relieving their loneliness, anxiety and inferiority [5–7].
Statistics show that the elderly users of social media are increasing year by year, but there
are also many problems such as wrong operation, bad experience, privacy disclosure,
property loss, etc. [8–10]. Based on this, the government attaches great importance to the
construction of elderly-oriented social media, in order to effectively enhance experience
of elderly users. In 2021, Ministry of Industry and Information Technology of the Peo-
ple’s Republic of China issued a notice about the construction of elderly-oriented and
accessible internet applications, especially attached two relevant annexes: ‘The Evalua-
tion System for Elderly-oriented Internet Application and Accessibility Level’ and ‘The
Universal Design Code for Elderly-oriented Mobile Internet Application’ [11]. There-
fore, in reality, the construction of relevant elderly-oriented social media began to be
paid attention to, resulting in various versions.

In order to effectively understand the current user experience and construction sta-
tus of social media for aging version, this study taken the above evaluation system as
the basis. We selected three representative social media (WeChat, QQ and Weibo) to
evaluate their elderly-oriented version. The evaluation method is to carry out opera-
tion experiment by recruiting the elderly and use manual evaluation, respectively from
the perspective of user satisfaction evaluation and technology evaluation. This study
enriches the theoretical research on the evaluation of elderly-oriented social media Apps
and guides the development of relevant practice.

2 Literature Review

2.1 Elderly

The criteria for defining elderly adults are different, we can distinguish elderly adults
by age, health status, social status, etc. [12]. Among them, defining the elderly adults by
age is a common method. TheWorld Health Organization (WHO) has two standards for
the classification of the age of the elderly adults. People over 65 years old are defined as
the elderly in developed countries, while people over 60 years old are called the elderly
in developing countries (especially in the Asia-Pacific region) [13]. At the same time, if
a person’s health status is closely associated with words such as white hair, wheelchair,
age spots, etc., they are often referred to as the elderly. In addition, when a person has
grandchildren and becomes a grandparent or has retired, his/her social identity changes
and he/she starts to be labeled as an old man/woman [12].
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The elderly adults have different physical and psychological performance compared
with other groups. In terms of physiology, due to the increase of age, the elderly adults
may show delayed action, loss of intelligence and memory, functional degeneration of
body organs and so on. About psychology, due to retirement, mobility inconvenience
and other reasons, most of the elderly adults appear to be divorced from their social
environment. They can’t continue to participate in the work, or even lack of contact with
the external environment, resulting in loneliness, anxiety, spiritual emptiness and other
psychological problems [14]. In addition, due to different education level, cognitive
ability, the elderly adults also show an obvious gap with other groups in digital literacy,
information literacy, computer literacy and other aspects.

2.2 Social Media

Social media realizes virtual information sharing and is a network platform for infor-
mation exchange between users, the main form is various websites and apps [15]. In
western countries, the representative social media include Facebook, Twitter and Insta-
gram, among which the number of users of Facebook has exceeded 2.5 billion. In China,
the representative social media are WeChat, QQ and Weibo, among which the number
of users of WeChat also has exceeded 1 billion [16]. With the popularity of the internet,
more and more users will use social media.

In social media, users can acquire information, communicate information, share
information, etc., which promotes information dissemination and interpersonal com-
munication. Some scholars believed that social media is increasingly being used as a
source of information, particularly for health information, about 80% of internet users
indicated that they had received health information from social media [17]. Raj et al.
conducted research from the perspective of sellers and buyers, and found that social
media can promote information exchange, thus improved customer satisfaction to a cer-
tain extent [18]. Babajide hold that the information credibility of websites is different,
users of social media websites are more willing to share information compared with
other websites [19]. However, McLaughlin et al. considered that although social media
provided a place for individuals to obtain and share health information, if users shared
information about unhealthy behaviors, social media might increase the harm [20]. To
sum up, although social media shows certain advantages in information behavior, it
should also pay attention to the control of information quality, information source and
rumor information when using them.

2.3 The Impact of Social Media on Elderly Users

With the popularity of social media and an emphasis on the health of the elderly adults in
reality, scholars are more concerned about the impact of social media use on the elderly
adults. The effects included positive and negative results, which involved the health,
life, psychology of the elderly adults. About the positive impacts, Parida et al. found
that the elderly adults are increasingly using social media sites to obtain health-related
information, which is helpful to guide individuals in health management [21]. He et al.
selected 1399 elderly adults over 55 years old from 58 cities in China and found that
using social media has a positive impact on the health life and social participation of
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the elderly [22]. Zhao et al. conducted an empirical analysis on 306 elderly people who
migrated from rural areas to cities, and verified that using social media promoted the
social integration and life satisfaction of the elderly [23]. Zaine et al. hold that social
media improved the social connection of the elderly, deepened the existing relationship,
and thus avoided social isolation [24]. In addition, scholars also found that social media
use has a positive effect on the elderly’s self-esteem, self-worth, loneliness and self-
disclosure [5, 12].

About the negative impacts, Fitzgerald et al. found that direct social contact was
limited during COVID-19, despite increasing social media use and it did not alleviate
negative feelings, boredom or depression of elderly adults [25]. Sharifian and Zahodne
conducted a empirical analysis, which showed that frequent social media use may aggra-
vate the daily negative emotions of the elderly, thus lead to memory decline [26]. Elliot
et al. believed that the improper social media use of the elderly would harm their health
and lead to depression and loss of happiness [27]. Therefore, scholars advocate that
when paying attention to the positive effects of social media use on the elderly adults,
we should attach importance to correct guidance to avoid the adverse consequences
caused by excessive and misuse of social media [28].

2.4 Elderly-Oriented Social Media Design

With the increasing number of elderly users of social media, in order to better help the
information communication and exchange among the elderly, how to create and design
friendly elderly-oriented social media is of great importance. Therefore, some scholars
have carried out relevant research on interface design, user experience, evaluation system
and other aspects of elderly-oriented social media application. Chang et al. conducted
questionnaire survey and interview, and found that when designing elderly user interface
of social media, interface design related to physics is easier to implement, but interface
design related to cognition is relatively difficult [29]. Pandya and El-Glaly designed
screen click way by assistive gestural interactions, the result turned out that Facebook
withmuti-step single taps TapTag offers a better user experience for elderly in the aspects
of learnability, accessibility, and ease of use [30]. Hafez et al. selected Facebook, What-
sApp, Tumblr, Instagram and Twitter as research examples to evaluate their accessibility
and usability, the result shows that the current social media applications are not friendly
to the elderly users [8].

Therefore, it maybe there aren’t enough elderly users or only produce little revenue,
designing elderly-oriented social media seems to have been an underappreciated area.
In reality, it seems difficult to find a social media that is highly satisfying to the elderly
adults. However, with the growing number of elderly people, designing and perfecting
social media to meet their physical and emotional needs will take a lot of effort [31].

3 Research Method

3.1 Evaluation Criterion

The evaluation of elderly-oriented social media in this study mainly refers to the
Appendix 3 (The Evaluation System for Elderly-oriented Internet Application and
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Accessibility Level) issued by Ministry of Industry and Information Technology of the
People’s Republic of China. This Appendix listed evaluation indexes of elderly-oriented
social media App, which are mainly composed of user satisfaction evaluation (40%),
technology evaluation (40%) and self-evaluation (20%). Among them, self-evaluation
need enterprises and units involved in the transformation to carry out self-evaluation
this work is difficult to carry out. Therefore, this study evaluates elderly-oriented social
media App from two aspects: user satisfaction evaluation and technology evaluation.
The specific evaluation system is shown in Fig. 1:

Fig. 1. Evaluation system of elderly-oriented social media App

3.2 Evaluation Process

For user satisfaction evaluation, we acquired the real user experience by recruiting 3
elderly people (P1: Male, 62 years old; P2: Male, 61 years old; P3: Female, 61 years
old) to conduct scenario experiments. The recruitment conditions are those who are over
60 years old and can use a smartphone but before have not used the relevant elderly-
oriented social media. Before the experiment, the researchers explained the purpose,
procedure andprecautions of the experiment to the elderly. In the experiment,we required
the participants to complete 5 tasks (send a message, send a voice message, view others’
moments and click like, change the profile photo, log out and log in again). During the
execution of the task,wewill arrange a researcher to assist the elderlywithout interfering,
and allow the elderly to think aloud during the process. At the same time, this researcher
also need to record screen and audio. Finally, when all the tasks are completed, we
will interview the elderly on experience, difficulties and suggestions of elderly-oriented
social media App about 20 min. In the experiment, participants used social media Apps
installed on iPhone 6S Plus and we pre-established a virtual account for participants to
use. All participants were required to use the elderly-oriented versions of WeChat, QQ
and Weibo.

For technology evaluation, we will use manual method because there haven’t found
a good automatic evaluation tool yet. The evaluation standard mainly refers to the
Appendix 2 (The Universal Design Code for Elderly-oriented Mobile Internet Applica-
tion) issuedbyMinistry of Industry and InformationTechnologyof thePeople’sRepublic
of China. This appendix involved five design principles about affordance, operability,
intelligibility, compatibility and safety, as well as specific criterion and indications. The
entire evaluation process will be completed by one teacher and three graduate students.
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4 Results

4.1 User Satisfaction Evaluation

After all the experiments were completed, we obtained 9 screen recordings, 9 voice
recordings and 9 interview recordings. Through transcription, coding and analysis, we
found that the elderly’s real experience of elderly-oriented versions of WeChat, QQ and
Weibo, which were expressed in four obvious aspects, as follows:

(1) Font and line spacing are larger but inconsistent, preferably the screen can be
enlarged.

Through inductive analysis, we found that the most prominent experience of the
three elderly people in the process of using elderly-oriented social media versions is that
the font and line spacing are obviously larger, which makes the elderly more convenient
to view information and operate. For example, a elderly person (P1) mentioned that he
can see more clearly in this version compared to the WeChat used before, and even see
words without presbyopic glasses. But, not all fonts are the consistent size. The other
elderly person (P2) uses elderly-oriented QQ versions to send ‘hello’ voice which fails to
be sent due to short voice time. At this moment, the screen appears an alert that ‘message
too short’, we found by current interface that the fonts size in the red box of Fig. 2 is
obviously smaller than other fonts size in the yellow box of Fig. 2. Therefore, this elderly
person (P2) expressed that the different fonts size makes him always feel the screen is
flashing and sometimes he can’t see clearly. Finally, three elderly persons (P1, P2, P3)
gave similar proposals, namely, a larger font may affect user experience in the process
of using elderly-oriented social media versions. So it would be better for the elderly if
social media had a function that the screen can enlarge the font by gestural operation.

Fig. 2. QQ interface of sending voice (Color figure online)
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Fig. 3. WeChat interface of clicking like

Fig. 4. QQ interface of clicking like

(2) Pictographic signs are convenient to operate, but cannot be used as a substitute for
words.

Pictographic signs are convenient to guide users to identify specific functions for
operation, which is another prominent experience of the elderly in the experiment pro-
cess. As we know, due to the limited space on the screen, it is impossible to explain
all functions with words and display them on the screen when designing social media.
Therefore, the designers used pictographic signs to display functions,which promotes the
screen more beautiful and simple, while makes the functions more visual and intuitive.
Therefore, the elderly expressed that they could find corresponding functions through
pictographic signs, to further help them better complete the operation tasks. For exam-
ple, a elderly participant (P3) said that ‘I didn’t know how to send emojis before, but
since my grandson told me that the pictographic sign of ‘smile face’ represents emojis,
I can send various emojis freely, which is very good memory’. However, we found a
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common problem when three elderly people use QQ and Weibo to perform the task of
clicking like, that is, although QQ and Weibo all have a pictographic sign of the thumbs
at the bottom of user’s moments, they did not complete relevant task. However, what is
strange is that all three elderly people successfully completed the task of clicking like
on WeChat. Therefore, we retrieved the screenshot during the specific operation, and
found that the displaying way of clicking like in WeChat was the pictographic sign of
‘love heart’ with the word of’zan’ on the side (see Fig. 3), while QQ andWeibo only had
‘thumbs’ without corresponding words (see Fig. 4 and Fig. 5). The elderly people put
forward that the some pictographic signs are sometimes not clear and incomprehensible,
which also makes us think about the important role of words in the presentation of some
functions.

Fig. 5. Weibo interface of clicking like

(3) The elderly-oriented versions may seem easy to use, but may also affect user
experience.

The other outstanding experience of the elderly in the execution of tasks is that the
imperfect elderly-oriented versions may affect user experience. Two of the outstand-
ing performances are incomplete interface presentation and reduced functionality. The
elderly participant (P2) mentioned that the enlarged font made some text barely visible
and it is hard to see. As we know, the prominent characteristic of the elderly-oriented
social media version is significantly larger font and line spacing, which seems to be
convenient for the elderly to use. However, due to the limitation of screen display space,
the larger font and line spacing will lead that some words overflows the screen or are
only partially displayed. According to the elderly’s hint, we found the ID account used
in the elderly-oriented version of WeChat, and can see the displayed WeChat ID was
obviously incomplete (see Fig. 6). In addition, the elderly person (P2) thought this was
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Fig. 6. WeChat interface of ID

Fig. 7. WeChat interface of search

his first time to use Weibo, and he felt the functions were few and boring. Based on
this experience, we compared the elderly-oriented version with the normal version, the
results did find that the function of the elderly-oriented version becomes very simple.
The same situation is also reflected in the elderly-oriented version of WeChat and QQ.
We believe that the designers may consider the enlarged font and line spacing will affect
function presentation when designing the elderly-oriented version, so they simplified
the functions of elderly-oriented social media. However, according to the feedback from
the elderly, this seems to have affected the user experience.
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(4) The search function on the interface can best realize the navigation for correspond-
ing operation needs, rather than just content search.

Finally, when the elderly performed the two tasks of changing the profile photo
and logging in again after logging out, we found a more interesting result about search
function in the interface (see Fig. 7). Perhaps because of the increasing difficulty of the
task, one elderly participant (P1) asked the graduate student for help, while the other
two elderly participants (P2, P3) tried to find an operable interface through the search
function in the home page. From the screen recording, we found that the two elderly
participants have been inputting the search words of ‘change profile photo’ and ‘log
in again’ in the search box, but the result is only the content search of the chat frame,
and there is no corresponding operation interface. Based on this phenomenon, we have
a simple talk with and the elderly, and found that their understanding and demand for
search function may be different from other groups. The elderly seem to want to get
directly the operation interface by typing keywords into the search box, in this way, it’s
more helpful and convenient than asking them to find the function themselves.

4.2 Technology Evaluation

This study mainly refers to the Appendix 2 (The Universal Design Code for Elderly-
oriented Mobile Internet Application) issued by Ministry of Industry and Information
Technology of the People’s Republic of China. And we evaluated three elderly-oriented
socialmedia versions bymanual testingwhichmainly involving 5 principles, 13 criterion
and 25 indications. The final evaluation results are shown in Table 1:

Table 1. Technology evaluation result.

Principle Criterion Indication WeChat QQ Weibo

Affordance Font adjustment Use a sans serif font
√ √ √

Font size can be adjusted
√ √ √

The maximum font on the
main screen should not be
less than 30dp/pt, and the
main information should
not be less than 18dp/pt

√ √ √

Balance mobile
application scenarios and
display effects

× × ×

Line spacing Paragraph spacing should
be at least 1.3 times

√ √ √

Paragraph spacing is at
least 1.3 times greater than
line spacing

√ √ √

(continued)
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Table 1. (continued)

Principle Criterion Indication WeChat QQ Weibo

Balance mobile
application scenarios and
display effects

× × ×

Contrast ratio Contrast ratio is at least
4.5:1

√ √ √

Color use Text color is not the only
means to distinguish
visual elements such as
conveying information,
indicating actions and
prompting responses.
Instead, text or voice can
be used to directly prompt
users that they have
entered something wrong,
instead of using only color
as a prompt

√ √ √

Verification code If non-text verification
codes (such as jigsaw
puzzle or image selection)
are not easily understood
by the elderly, a voice or
text verification code that
can be accepted by
different types of senses
(such as vision and
hearing) must be provided

√ √ ×

Operability Component focus size For major components, the
size of the focus area
should not be smaller than
48 × 48dp/pt. For other
components, the size of the
focus area should not be
smaller than 44 × 44dp/pt

√ √ √

Gestures Feedback should be
provided to users on the
results of gesture
navigation or operation

× × ×

Avoid complex gestures
that require three or more
fingers

√ √ √

(continued)
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Table 1. (continued)

Principle Criterion Indication WeChat QQ Weibo

Sufficient operating time Leave enough time for the
user to complete the
operation. The interface
does not change before the
user finishes the operation

× × √

Floating window If a new window is created
(including but not limited
to pop-ups), a button
should be set that makes it
easy for the user to close
the window

× × ×

The close button can only
be in the upper left, upper
right and bottom of the
center, and the minimum
click response area should
not be less than 44 ×
44dp/pt

× × ×

Intelligibility Prompt mechanism When users install mobile
applications, they should
provide prominent
guidance for
elderly-oriented settings
and common functions of
the elderly

× × ×

The home page of a mobile
app that is embedded with
an elderly-oriented version
interface should have a
prominent entrance to
support switching to the
elderly-oriented version,
or a prominent switching
prompt when entering the
app for the first time, and a
‘zhangbei version’
entrance should be
provided in ‘setting’

× × –

(continued)
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Table 1. (continued)

Principle Criterion Indication WeChat QQ Weibo

Mobile apps that have a
search function should
have ‘zhangbei version’ as
the standard function
name, which users can
search directly for
function, and set aliases
such as ‘qinqing version’,
‘guan’ai version’ and
‘guanhuai version’ as
search keywords

× × ×

Compatibility Assistive technology Mobile applications
should not prohibit or
restrict the access and use
of auxiliary devices (such
as screen reading
software) adapted by
terminal manufacturers

√ √ √

When assistive tools are
turned on, all functional
components in the mobile
app work properly: Button
can be accessed normally,
input box can input
normally, multimedia can
play normally

√ √ √

New functional
components added to
mobile app should also
work properly after partial
page updates

√ √ √

Safety Restrictions on advertising
plugins and inducement
button

Ban advertising plugins
√ √ √

Ban inducement button × × ×

Ensure the security of
elderly users’ personal
information

Do not process personal
information irrelevant to
the purpose of processing,
in order to protect the
personal information
security of elderly users

√ √ √
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Firstly, about the evaluation result of affordance, we found the font adjustment,
linespacing, contrast ratio and color use of three elderly-oriented social media versions
all meet the standard design specifications. Font and linespacing are bigger, and the
contrast ratio is more obvious. Meanwhile, color is not taken as the only hint. However,
there are some differences in the verification code. WeChat and QQ all comply with the
design specification, that is, although there is a non-text verification code, the verification
can pass in the countdown of 10 s as long as you change the verificationmode. Thismode
is simpler and does not require any other operations. The verification code of Weibo is
several numbers sent by mobile phone and the valid time is 60 s, which does not provide
the voice or text verification method acceptable to the elderly. Therefore, it may not be
friendly for the elderly to find the number from the text message and input it back to
Weibo within a limited time.

Secondly, about the evaluation result of operability, we found the component focus
sizes of three elderly-oriented social media versions all meet the standard design speci-
fications, and the size of the clickable area meets the requirements. However, the design
of the floating windows did not meet the requirements of the standard. Not all new
windows appear to be easy to close with the close button in a specific location. In addi-
tion, gestures only met partial specifications, meaning that not all action results provide
feedback, but avoided complex gestures that require three or more fingers. Finally, for
sufficient operating time, WeChat and QQ do not pass the evaluation, while Weibo fits
the norm.

Thirdly, about the evaluation result of intelligibility, the prompt mechanism did not
meet the standard design specifications. Neither the installation nor the home page of
the mobile app provides significant hints or entry for the elderly-oriented version, and
in particular, does not include ‘zhangbei version’ as a standard name. Among them,
the elderly-oriented version of WeChat is embedded, which can be found only through
WeChat settings, and the corresponding name is ‘guanhuai version’. QQ is also embed-
ded, which can only be found inmoremodes through general use in QQ settings. It is less
obvious and a little hidden, and the corresponding name is ‘guanhuaimodel’. The elderly-
oriented version of Weibo needs to be downloaded separately, and the corresponding
name is ‘Weibo dazi version’.

Fourthly, about the evaluation result of compatibility, we found the assistive tech-
nology of three elderly-oriented social media versions all meet the standard design spec-
ifications. It means that mobile applications should not prohibit or restrict the access
and use of other auxiliary devices, and when the auxiliary tool is opened, it does not
affect the use of the elderly-oriented version. At the same time, after the partial page is
updated, the new function of the elderly-oriented version can be used normally.

Lastly, about the evaluation result of safety, three elderly-oriented social media ver-
sions can ensure the security of elderly users’ personal information,which all the standard
design specifications. Restrictions on advertising plugins and inducement button only
partially fit the criteria, though three elderly-oriented social media versions have designs
that prohibit advertising plugins. But it may be that the use of some pictographic signs
may inductively click a few buttons.
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5 Conclusion

The rapid development of internet, big data, artificial intelligence and other information
technologies changed people’s lifestyle and improved the effect of social governance and
services. However, in recent years, with the rapid growth of the number of elderly people,
most elderly people cannot enjoy the achievements of informatization and intelligence,
which directly affects the daily life of the elderly, such as travel, medical treatment,
and consumption. Therefore, the government attaches great importance to the elderly-
oriented construction and transformation of applications closely related to the life of
the elderly, in order to solve the ‘digital divide’ problem faced by the elderly, thereby
ensuring the fulfillment and happiness of the elderly in their later years. This study is
mainly based on the ‘The Evaluation System for Elderly-oriented Internet Application
and Accessibility Level’ and ‘The Universal Design Code for Elderly-oriented Mobile
Internet Application’ issued by Ministry of Industry and Information Technology of the
People’s Republic of China. And further evaluate three representative elderly-oriented
social media (WeChat, QQ, Weibo) from user satisfaction and technology perspectives,
so as to clarify the current status and progress of elderly-oriented construction of related
social media applications.

Through the combination of scenario experiment and manual evaluation, we have
preliminarily obtained the following conclusions:

(1) The construction of elderly-oriented social media is still a mere formality, rigid
response to standards and norms. Whether it is from the elderly’s real experi-
ence or the results of manual evaluation, it can be found that the construction
of elderly-oriented social media App pays more attention to the affordance of the
interface, mostly the transformation of fonts, line spacing, and contrast, and not
enough attention to other design principles.

(2) The construction of elderly-oriented social media lacks an important perspective
based on the elderly’s needs, to carry on the humanization and individuation con-
struction. Due to the differences in physical, psychological and technical literacy,
the elderly have great differences in needs for social media compared with other
groups [32]. In the construction of elderly-oriented social media, it is necessary
to fully investigate the elderly’s needs, and as the basis for construction. How-
ever, we found the satisfaction of the elderly is not high on the whole from the
whole experience process. Some prominent issues are worthy of our reflection and
attention.

(3) The existing evaluation system may not be able to conduct a comprehensive eval-
uation for related elderly-oriented social media applications, and required further
improvement and perfection. The evaluation systems mainly use affordance, oper-
ability, intelligibility, compatibility, and safety as the standard principles. However,
from the elderly user experience, we should consider some evaluation principle in
future such as screenmagnification, the combination of pictographic sign andword,
the integrity of interface display and functions, and search navigation.

This study enriches the relevant research on elderly-oriented social media a certain
extent, especially provides a theoretical basis for the construction and improvement of
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the evaluation system of elderly-oriented social medias in future. In addition, this study
also shows more prominent practical significance. Through this study, we explores the
elderly’s satisfaction with the elderly-oriented social media version, and understands
the current construction situation of the elderly-oriented social media, which has impor-
tant significance to improve the elderly user satisfaction and guide the transformation
of relevant elderly-oriented social media. However, there are some deficiencies. The
recruited participants are limited, and who are relatively younger compared with other
elderly people. In addition, individual differences are not considered in the evaluation
of user satisfaction. Therefore, we should further consider expanding and enriching
samples, and pay attention to individual differences, and finally conduct systematic and
comprehensive evaluation.
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Abstract. Rapid improvements in real-world accessibility conditions
have enabled greater mobility of people with disabilities as well as senior
citizens. Such accessibility information is updated by local volunteers,
which leads to further accessibility improvement and community revital-
ization through the activities of a wide variety of people. However, main-
taining the continual activities of these volunteer groups is not always
possible, and various regions have various efforts underway. By cate-
gorizing these efforts, it is possible to obtain knowledge that leads to
effective and sustainable community assessments by local volunteers and
to develop a support system for such assessments and collaboration mea-
sures. Therefore, this study aimed to categorize the needs and methods
of various town tours and strolls (Machi-aruki in Japanese). Based on the
holistic multiple case study framework, we first interviewed people who
have practiced town tours and strolls in the urban educational district
(Bunkyo, Tokyo, Japan). Next, we summarized the details and informa-
tization needs of town tours and strolls. The results indicated that the
town tours and strolls were generally conducted for the unified or com-
bined purposes of investigation, sightseeing, and interaction. Also, the
needs and expectations for the use of information systems for town tours
and strolls can be summarized as three items: prior confirmation of the
route, synchronization of information and interactions acquired from the
onsite to the online environment, and support for recalling, structuring,
and visualizing information related to the map.

Keywords: Interview survey · Town tours and strolls (Machi-aruki) ·
Informatization needs

c© Springer Nature Switzerland AG 2022
V. G. Duffy et al. (Eds.): HCII 2022, LNCS 13521, pp. 599–607, 2022.
https://doi.org/10.1007/978-3-031-17902-0_43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17902-0_43&domain=pdf
https://doi.org/10.1007/978-3-031-17902-0_43


600 K. Yabu et al.

1 Introduction

Mobile and wearable devices such as smartphones and smartwatches have become
increasingly omnipresent not only among young people but also among older
adults and people with disabilities. Because of their portability and comparable
or better functionality relative to personal computers, many people can easily use
the advanced functions regardless of location or time. Consequently, a worldwide
activation of citizen-based scientific activities, named Citizen Science, has been
created and distributed [13,15]. Nowadays, various large data collection projects
in the fields of astronomy, ecology, cell biology, humanities, and climatology have
been conducted via platforms on Zooniverse, and other platforms [2,16].

Various studies have conducted a series of activities that have incorporated
the concept of citizen science into mobile applications for volunteers. These stud-
ies are to efficiently provide location access conditions for wheelchair users, older
adults, and other people with disabilities [4,5,7–9]. Location accessibility infor-
mation in urban areas and buildings is rapidly improving, which reduces mobil-
ity barriers for people with severe and mild physical disabilities. However, there
remain places where access to such information is difficult due to nondisclosure
or fragmentation of information. We have proposed and implemented an infor-
mation system that allows many people to share and update the accessibility
status of their locations [8,9]. Next, several community-based volunteer groups,
including workshop facilitators and participants, used the smartphone-native
version and web-based tool of the developed system for facilitating town stroll
workshops. Consequently, the developed system facilitated the efficient collec-
tion of location accessibility information and enabled participants to organize
location information and distribute location accessibility maps more easily.

However, the methodology of mobile-based town stroll workshops has not
been established sufficiently in the context of education and other assessment
activities. Most educational technologies are mainly used in the classroom, and
insufficient knowledge is available on outdoor activities [1,14]. We have proposed
a proof-of-concept framework that integrates the designs of events, learning
schemes, and applications based on the participatory mapping, problem/project-
based learning (PBL), and ADDIE model [18]. However, since there are more
and more actual cases of town tours, it may be necessary to analyze and cat-
egorize these activities. For constructing a more practical framework that can
be adapted to various town tours and strolls (Machi-aruki in Japanese), it is
necessary to investigate and analyze the number of these actual cases.

In this paper, we attempt to categorize the methods of town tours and strolls,
regardless of whether or not mobile devices have been used. First, we conducted
an interview survey of facilitators who have planned and implemented town
stroll workshops several times. Next, we attempted to categorize the types of
such town tours and strolls and then discuss the informatization needs for the
types of town tours and strolls.
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2 Method

Based on the design framework of holistic multiple case study [3,19], we con-
ducted a series of online interview surveys to six male expert facilitators who
have experienced to design and conduct town tours and strolls over five years in
an urban educational district (Bunkyo, Tokyo, Japan), illustrated in Tables 1.

Table 1. Overview of the facilitators of town tours and strolls that we interviewed.
Date format is year/month/day. We conducted remote interviews.

No. Date to interview Overview of their specialty on town tours and strolls

P1 2021/11/24 An expert who are engaged in disaster prevention and
community development activities in various regions

P2 2021/11/27 A researcher with experience in implementing barrier-free
maps using mobile devices

P3 2021/12/04 A disaster prevention expert who mainly conducts
community development

P4 2021/12/08 A university faculty with extensive experience in
community planning related to community interaction and
development

P5 2021/12/26 An independent scholar with rich experience in contents
tourism (history) in the specific areas

P6 2022/01/23 A Self-employed professional with substantial experience in
community development activities as well as mapping
parties in the specific area

The reason for this research design is to extract remarkable efforts of the
facilitators for designing town tours and strolls rather than those for partici-
pants. Moreover, the reason we interviewed them included the fact that some of
their initiatives have received awards or have been featured as notable cases in
newspapers or research articles.

We employed a semi-structured interview paradigm to survey these people
about the methods, positioning, and precautions for town tours and strolls, as
well as the use of information systems, if used. Furthermore, they were also asked
about the kinds of information systems they would expect to use, regardless of
whether or not they use such systems. Table 2 is the overview of the interview
items. At least two of the authors were present during the interviews. The inter-
views were remotely conducted on Zoom platform and lasted approximately two
to three hours.

The interview data were recorded using the recording function of a teleconfer-
ence system (Zoom) and then transcribed individually. These text data were coded
by one of the authors using MAXQDA (VERBI Software) to form categories.

At that time, we first added codes such as “designing, planning and managing
town tours and strolls” and “ICT-based town tours and strolls” to the relevant
part of interview texts and then classified them as findings after additionally
coding their specific facilitation methods.
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Table 2. Overview of the semi-structured interview items.

No. Question

Q1 What are the contents of the town tours and strolls conducted so far?

Q2 What motivated you to conduct town tours and strolls?

Q3 Have you ever systematically learned how to do town tours and strolls and
how to facilitate it (e.g., workshop methods)? If so, what kind of methods
and content?

Q4 What are some of the most memorable experiences you have learned from
your activities on town tours and strolls?

Q5 Do you intend or plan to conduct town tours and strolls in the future? If so,
what kind of town tours and strolls do you plan to implement? If not, please
tell us about your current and future plans for creating places to visit.

Q6 Do you have any ideas about what could possibly improve your current
activities in terms of placemaking and town tours and strolls if such
technologies were available?

3 Findings

This paper mainly describes the contents, participants, and facilitation methods
of the town tours and strolls that we obtained during the interviews, as well as
the strategies for informatization of these town tours and strolls. The parentheses
at the end of each sentence indicate who stated the information in Table 1.

3.1 Contents, Participants, and Facilitation Methods of Town Tours
and Strolls

From the results of interviews with the six facilitators, it was found that the
town tours and strolls were generally conducted for the purposes of investigation,
sightseeing, and interaction.

Some of the town tours and strolls that were conducted mainly for the pur-
pose of investigation included disaster prevention tours for local residents and
their children (P1–P4), and mapping parties using the OpenStreetMap for creat-
ing a map of the area itself (P6). Moreover, there were activities to collect local
information for the creation of mutual support maps and accessibility maps
mainly for frail older adults and wheelchair users, respectively (P1–P2). The
purposes of these activities were to promote participants’ understanding of peo-
ple with specific social and physical disabilities and to create maps that would
contribute to supporting their self-independence. On the other hand, some of
the town tours and strolls with sightseeing as their main purpose introduced
the historical background of a specific area (P5). As a method that has both
sightseeing and investigation as its main objectives, town strolls and subsequent
workshops were conducted to find out the attractiveness of a particular area
(P1–P4). A more advanced activity was to make a movie based on the results of
town tours and strolls and then upload it to the web (P4). Another example of
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a town tour and stroll to search for the attractiveness of a town is designed to
promote interaction among local residents (P6). In this case, the a town tour and
stroll itself was positioned as a means of interaction. There was an attempt to
conduct both investigation and interaction by having university students walk
through an unfamiliar area and interview local residents they have met (P4),
which was positioned as an exercise in community building course.

The participants and facilitation methods were generally different for each of
these town tours and strolls. The participants and facilitation methods were gen-
erally different for each of these town tours and strolls. Particularly, some of the
town tours and strolls aimed for surveys were conducted with interested parties
(P1–P2), while others sometimes assumed a minimum level of special knowledge
ofmappings (P6).The facilitationmethods used in these town tours byP6 included
measures such as assigning roles to facilitate mapping when the survey results
themselves were important, and participants interacted with each other during
feedback of the collected results after working silently on the mapping. On the
other hand, those that provided learning to participants while obtaining survey
results (town strolls for disaster prevention and accessibility mapping) did not
require prerequisite special knowledge, but emphasized curiosity and interest (P2,
P3). In terms of facilitation methods, the participants were encouraged to make
discoveries based on the premise that there are no correct answers, and the facilita-
tors adopted strategies that expected role-sharing to occur spontaneously through
interactions among the participants. A good example of a scheme to encourage
enjoyment includes a town tour for disaster prevention and crime prevention tar-
geting children by P4. In this case, the adult facilitating the tour intentionally and
comically fell down first at a fall-prone place and said to children, “You have to
record this point,” thereby encouraging discovery in an enjoyable manner.

For the sightseeing and exchange-oriented town tours and strolls, there were
no restrictions on the number and the characteristics of the participants. How-
ever, some participants, especially in the sightseeing-oriented type, had already
learned about the area beforehand, thus the facilitator was required to be flexi-
ble in presenting the contents according to the participants’ knowledge level (P5).
Also, the above-mentioned scheme to encourage enjoyment was mentioned: the
facilitator sang a song related to the location shamelessly and took other actions
that would leave a lasting impression on the participants (P5). In the interaction-
oriented strolls, there was little mention of any facilitation method that should be
noted. This fact may be because the town tour for the purpose of interaction was
planned as a part of local events such as dinner parties, drinking parties, and local
festivals, and was positioned as a means of facilitation for community building.

3.2 Needs for the Use of Information Systems on Town Tours
and Strolls

The needs and expectations for the use of information systems for town tours and
strolls can be summarized as follows: prior confirmation of the route, synchro-
nization of information and interactions acquired from the onsite to the online
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environment, and support for recalling, structuring, and visualizing information
related to the map.

The advanced check of the route of town tours was especially requested by
those who were planning tours for sightseeing purposes (P5), as he wanted to use
it when deciding on a meeting place and a rest area. The reason for this opinion
was that he had noticed changes in buildings and road conditions when he and
participants had actually visited the area and had reflected on the changes. How-
ever, the key to achieving this feature is how to regularly reflect the conditions
of such potential locations on the web. It is desirable to have at least a record
of the date of registration.

Next, the synchronization of information/interactions acquired onsite to the
web can be further divided into two main types of information: workshop-related
information and map-related information. The former is the information conver-
sion of sticky notes pasted on walls and paper-based maps (P4). The sticky notes
on the large sheets of paper were from a workshop that used the KJ method
(affinity diagram) [6,12], and he wanted to use them to review past discussions.
He would like to accumulate the information on the sticky notes on a paper-based
map in a database so that he can systematically track the changes in the area
from the past. Other comments were also received that if children who cannot
read a map could use a smartphone to conduct town tours and strolls, it would
be easier to conduct the tours and strolls for their learning because they would
have photo data linked to GPS data (P2, P4).

Regarding support for recalling, structuring, and visualizing maps and related
information, the facilitators reported on content enrichment as well as measures
to enhance the accessibility of collected information. In the former, in addition
to the smooth presentation of old photographs of existed historically valuable
buildings and historic sites that no longer exist, the presentation of virtual real-
ity (VR) models of past situations was requested in some cases (P5). Nakano
et al. reported an example of mobile implementation of a virtual time machine
that uses VR and augmented reality (AR) technology to present past situa-
tions [10,11,17]. Based on these technologies and practical examples, it could
be easier to conduct town tours as well as workshops to look back on history
in various regions. On the other hand, the latter reported a need for support
for recalling the context of community development based on the information of
tags attached to the information (P6), in addition to the efficiency of recalling
information recorded by themselves and others in association with maps (P5).
As for the efficiency of information recall, facilitators who conduct town tours
for sightseeing purposes would like to use the system for their own pre-study and
for presenting information to the participants on the specific spot. Meanwhile,
as for the support for contextual recall, other facilitator (P6) suggested that the
visualization of the situations that are not recorded directly speculated based
on the registered map information including recorded tags and datetime, and
registered persons, would help stimulate discussions at a later date. However, in
order to improve the availability of the collected information, it is necessary to
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organize and retrieve the information, as well as to visualize the information to
access the required information.

While the above needs and expectations for using information equipment
were mentioned, one of the facilitators expressed his fears about becoming accus-
tomed to information technology (P1). This facilitator stated that while we could
use information systems very conveniently, it could be difficult to imagine how
to facilitate participants of town tours and strolls who are not good with infor-
mation systems because of over-reliance on them. This is an important point
of view for the informatization of town tours and strolls, and suggests that
informatization measures are required to encourage participation regardless of
the information literacy and skills of the participants.

4 Conclusion and Future Work

By interview surveys based on the holistic multiple case study framework, we
collected the activities of town tours and strolls that took place in an urban
educational district (Bunkyo, Tokyo, Japan). Then, we summarized the details
and needs and informatization needs of town tours and strolls. Our achievements
are as follows:

– Town tours and strolls were generally conducted for the unified or combined
purposes of investigation, sightseeing, and interaction. Depending on the pur-
poses, different participants are required and facilitators employ different
facilitation strategies. Particularly, town tours and strolls for investigation
required the participants who have curiosity and interest, while others some-
times assumed a minimum level of special knowledge of mappings.

– The needs and expectations for the use of information systems for town tours
and strolls can be summarized as three items: prior confirmation of the route,
synchronization of information and interactions acquired from the onsite to
the online environment, and support for recalling, structuring, and visualizing
information related to the map.

Our future work is as follows:

– Additional interviews and further analysis of the data obtained in this study
– Refining our framework that simultaneously design the mapping events and

support application based on the interview data
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Abstract. With the increasing use of social media by older adults, age stereotypes
have become a problem that cannot be ignored. A lot of studies have shown that
age stereotypes have a negative impact on the Internet engagement and perfor-
mance of the older adults. In order to promote the older adults engage into modern
digital life, elderly-oriented social media reform has become an effective means.
Value sensitive design is a theoretically grounded approach to the design of tech-
nology that accounts for human values in a principled and comprehensive manner
throughout the design process. In this study, we try to build an elderly-oriented
social media design framework based on value sensitive design. We try to find the
exclusive values that the older adults really care about beyond the age stereotype.
We hope that this research can provide designers with an idea, that is, breaking the
age stereotype and integrating elderly-oriented design into every stage of social
media design.

Keywords: Older adults · Age stereotype · Social media · Value sensitive design

1 Introduction

The elderly Internet users in China is not only large-scale, but also the fastest growing
group of overall Internet users. By June 2021, the number of Internet users over 60 years
old in China accounted for 12.2% of the total number of Internet users (1.011 billion),
more than 120million; Internet users aged 50 and above accounted for 28.0%, an increase
of 5.2 percentage points over June 2020 [3]. As one of the most widely used Internet
applications, social media has become an important tool for older adults to maintain
communicationwith their families and friends, obtain information andmaintain personal
social interaction and engagement. With the increasing use of social media by older
adults, age stereotypes have become a problem that cannot be ignored. Age stereotypes
are characteristics, generalizations or assumptions about how individuals at a particular
age are viewed and should behave [25]. For example, in the social media environment,
older adults are often defined as lonely, in need of care and with a very aging image.
Age stereotypes not only affect other people’s cognition of a specific age group, but
also affect the self-cognition of a certain age group. A lot of studies have shown that age

© Springer Nature Switzerland AG 2022
V. G. Duffy et al. (Eds.): HCII 2022, LNCS 13521, pp. 608–616, 2022.
https://doi.org/10.1007/978-3-031-17902-0_44

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17902-0_44&domain=pdf
http://orcid.org/0000-0002-6401-2268
http://orcid.org/0000-0002-6618-0169
https://doi.org/10.1007/978-3-031-17902-0_44


Beyond Age Stereotype: Improving Elderly-Oriented User Experience 609

stereotypes have a negative impact on the Internet engagement and performance of older
adults [13]. Stereotype threat theory [26] proposes that individuals will underperform or
disengage when they feel it will further aggravate other people’s negative evaluation of
their abilities. With the increasing aging of society, guiding and supporting older adults
to actively participate in digital life is an effective way to eliminate a series of problems
caused by aging. Therefore, finding the obstacles caused by age stereotypes in the use
of social media of the elderly and trying to find solutions are the necessary means for
the current society to cope with the aging.

Since 2020, in order to effectively solve the problem of Internet aging, the Chinese
government has taken a variety of measures to fully promote relevant work and made
remarkable progress. In April 2021, the Ministry of Industry and Information Tech-
nology (MIIT) issued the general design specification of websites and mobile Internet
applications (APP) for the older adults. These rules have specific requirements in terms
of service and technical principles, creating convenient conditions for elderly Internet
users to better engage into Internet life and share the benefits brought by the Internet.
Many smart phone applications have completed the elderly-oriented reform, and the
“elderly mode” with larger font, simpler interface and more convenient operation has
been added to the platform. The efforts of the Chinese government have high practical
significance and humanistic value. However, we must also admit that most of the current
Internet applications are designed for young users, and there is a lack of investigation on
the use of elderly users. Even if relevant surveys are conducted, the respondents are often
the elderly who are familiar with digital products, and pay less attention to the elderly
with poor information literacy. More designers start from their own understanding to
design social media ‘suitable’ for the older adults. The older adults seem to be framed in
a certain age stereotype to act as others expect. For example, they are often identified as
lacking expressiveness and unable to keep up with the trend, and therefore need special
help. However, their real needs and obstacles cannot be understood by the designers.

With the rapid development of modern technology, technical design focuses on the
pursuit of efficiency and speed. Although this has brought convenience to people, it
often ignores people’s requirements for the most fundamental value and meaning of life,
causing people to fall into unprecedented spiritual depression and ethical dilemma. The
older adults with weak information literacy and technology acceptance bear the brunt.
Therefore, designers and technology practitioners should focus on the elderly-oriented
information application and service design. Value sensitive design (VSD) advocates
putting the technology design process into the social ethics context, and advocates that
the stakeholders of technology design consciously take ethics factors into account in
the innovative technology design. It especially emphasizes the moral consciousness and
ethical responsibility of designers and researchers. This requires technology designers to
be aware that their potential or generated decisions or behaviors may affect the interests,
happiness and expectations of other stakeholders. Value sensitive design is a formative
framework that provides a shaping influence on practice and supports theory andmethod
development [10]. It aims to account for human values throughout the design process
by integrating conceptual, empirical, and technical investigations [8]. In view of the
difficulty of using social media caused by the age stereotype of the older adults, value
sensitive design can provide designers with a more meaningful idea.
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In this study, we try to build an elderly-oriented social media design framework
based on value sensitive design. We try to find the exclusive values that the older adults
really care about beyond the age stereotype which is ubiquitous. Although this is a
theoretical discussion, we hope that this research can provide designers with an idea,
that is, breaking the age stereotype and integrating elderly-oriented design into every
stage of design from the perspective of the older adults, so as to provide real convenience
for the older adults to engage into digital life.

2 Literature Review

2.1 Social Media Use of Older Adults

Social participation or maintaining positive social relationships is widely regarded as
one of the key elements of health aging [9, 17]. Strong social networks may enhance the
quality of life of older adults improving their health, reducing their risks of cognitive
decline. In addition, older adults tend to concentrate their social ties upon family inter-
actions [5]. Nef et al. [23] argue that the main benefit of using social media for older
adults is to enter in an intergenerational communication with younger family members
(children and grandchildren). Therefor social media that helps older adults to connect
with family members and other active social networking users is beneficial for them to
enhance intergenerational communication and to promote social participation [23].

With an increasing number of older adults using the Internet, social media use among
older adults is continuously spreading. In previous studies, researchers are concerned
about the motivation of older adults to use social media and their attitude towards social
media. And they try to fully understand the impact of social media on the older adults in
both physical and mental aspects [17]. The barriers such as privacy concerns, technical
difficulties for the older adults in engaging into the social media context are also often
discussed by researchers, that reminds stakeholders to take the needs of older users into
account when design [23].

2.2 Age Stereotype

Age stereotypes are characteristics, generalizations or assumptions about how individ-
uals at a particular age are viewed and should behave [13], and generally age stereotype
has positive and negative valence. It is becoming clear that positive and negative age
stereotypes play an important role in health, disease, and disablement processes asso-
ciated with aging [21]. Although the age stereotypes have different valences, younger
individuals tend to hold a prevalence of negative age stereotypes [19] of older adults
that lead to prejudice or discrimination. Moreover, due to their own physical or mental
condition, older adults do not have dominant discourse power in society, especially in
the Internet era [20]. This leads to the fact that ageism has been found to exist through-
out a wide variety of social life contexts [19]. People of any age group are inevitably
to face a special dilemma caused by ageism [24]. Older adults are more vulnerable to
ageism because they have negative stereotypes that cognitive and physical competence
decline with age [15, 16]. Brashier and Schacter [2] argue that older adults are especially
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susceptible to misinformation. Cheng [4] argues that older adults primed with negative
age stereotypes reported more negative self-perception of aging. Older adults will make
decisions to not use technologies when they perceive the technology as replacing or
eroding something of value to them. Moreover, it has become a social consensus that
it is acceptable for the elderly to give up using electronic applications, despite being
increasingly limiting in digital society [14].

During the COVID-19 pandemic, a significant amount of information has focused
on negative stereotypes of aging and stigmatization of older adults increased in main-
stream media and social media [1, 11, 28]. Negative information about aging during the
pandemic had a detrimental impact on older adults’ mental health [18]. The challenges
faced by older adults in their use of social media in the present pandemic should be given
more attention which can help them live prosperous online lives [22].

2.3 Value Sensitive Design

Value sensitive design is a theoretically grounded approach to the design of technology
that accounts for human values in a principled and comprehensivemanner throughout the
design process. It aims at integrating values of ethical import from the start in the design
process of new products and systems [27]. When employing value sensitive design in
projects, designers bring together conceptual, empirical, and technical investigations
[10]. Conceptual, empirical and technical investigations are called a tripartite methodol-
ogy of value sensitive design, and they are interdependent and that iteration is the bond
between them [29]. In the conceptual investigation, value sensitive design requires first
to analyze the ethical value related to specific technology, and fully consider the social
impacts of a technical design on direct and indirect stakeholders. A value refers to what
a person or a group of people consider important in life [27]. Human welfare, privacy,
freedom from bias, universal usability, trust, informed consent, accountability, auton-
omy, dignity, empathy, feedback are human values often implicated in system design
[6–8]. On the basis of conceptual investigation, empirical investigation uses quantita-
tive and qualitative methods such as observations, interviews, surveys, experiments, and
user behavior measurement to provide necessary empirical data support for the values
discussed in conceptual investigation. Technical investigation focuses on the design of
information technology system and the analysis of the performance of existing technol-
ogy so as to promote a certain value in the specific context of technology design [7,
30].

3 Elderly-Oriented Social Media Design Framework Based on VSD

Value sensitive design can be regarded as a design framework for social media. The
tripartite methodology of value sensitive design is shown in Table 1.
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Table 1. Tripartite methodology of value sensitive design

Methodology Main work Core concerns

Conceptual investigation Philosophically interpreting
core structures and issues
Analyzing the values related to
specific technical design
Fully considering the social
impacts of a technical design on
direct and indirect stakeholders
[12]

Who are the direct and indirect
stakeholders affected by the
design?
How are both types of
stakeholders affected?
What values are implicated in the
design?
How to balance the competition
between different values in
design?

Empirical investigation The empirical investigation
seeks to understand human
responses to technical artifacts
and to the larger social context
of technology use

How do stakeholders understand
individual values in the
interactive context?
How do they make trade-off
decisions between different
values with competitive
relationships?
Is there any difference between
what people express and their
actual practice?

Technical investigation The technical investigation
focuses on the design of
information technology system
and the analysis of the
performance of existing
technology

How do existing technologies
and mechanisms support (or
hinder) the human values?
How to involve proactive design
of systems to support values
identified in the conceptual
investigation?

We believe that age stereotypes are the important factors that hinder older adults
from engaging into the social media context and in turn led them to abandon their use of
social media. However, positive and negative age stereotypes have complex effects on
the behavior and psychology of the older adults in social practice. In the design of social
media, it is not advisable to both reject negative age stereotype and advocate positive
age stereotype too much. Therefore, social media should be designed with sensitivity to
values based on the user experience of older adults, namely elderly-oriented design. In
this study we propose a social media design framework based on value sensitive design.
The framework is shown in Fig. 1.
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Fig. 1. Elderly-oriented social media design framework based on VSD

3.1 Conceptual Investigation

Who Are the Stakeholders? Value sensitivity design not only emphasizes the direct
stakeholders in technology, but also considers the potential indirect stakeholders. There-
fore, in conceptual investigation, we should first make an effective distinction between
stakeholders. This work helps to reconcile the relationship between different stakehold-
ers, so that direct stakeholders and indirect stakeholders can effectively participate in the
process of technology design, and then find solutions to the value conflict and balance
arising from the use of technology.

In the context of social media use, all users are direct stakeholders. However, when
we put the social media design issue into the perspective of the elderly user experience,
there is no doubt that the elderly users are the direct stakeholders. Family and friends
who play a major role in the social relations of the elderly are indirect stakeholders.
When identifying stakeholders there may be several subgroups within each of these two
categories of stakeholders. This requires investigators to always maintain a systematic
and comprehensive perspective.

What Values Are Implicated? When identifying the value of stakeholders, we can
first identify their benefits and harms. With a list of benefits and harms investigators
can have the ability to recognize corresponding values. This work has a tendency to
lead to stereotypes because it requires a series of socially coherent attributes to be
associated with the “imagined group”. Therefore investigators need to ensure that views
of stakeholders are fully represented. For example, the older adults are defaulted to have
poor digital literacy, so elderly-oriented social media design is required to simplify its
functions to facilitate the elderly to learn. This design idea ignores whether the older
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adults are willing to sacrifice high functionality for ease of use. Whether this default of
digital incompetence of the elderly will affect the activity and creativity of them needs
to be further explored.

How Stakeholders Are Affected And How to Balance? The values of the same
stakeholder group or different stakeholder groups often conflict. For the purposes
of design, value conflicts should usually not be conceived of as “either/or” situa-
tions. Investigators need to seek solutions to value conflicts through discussion with
stakeholders.

3.2 Empirical Investigation

Empirical investigation is to provide necessary empirical data support for the values dis-
cussed in the conceptual investigation, and provide empirical data feedback for the tech-
nical investigation of a design. Quantitative and qualitative methods used in social sci-
ence studies is potentially applicable in empirical investigations, including observation,
interview, survey and experiment.

This work plays an important role in analyzing the value dilemma caused by age
stereotypes. In empirical investigation, investigators can carry out different research
designs according to the context of social media use. For example, will the elderly take
the initiative to choose the “elderly mode” interface, and what are their attitudes toward
this revision? Can the “elderly mode” meet the actual needs of the elderly for social
media? If the “elderly mode” does not fully meet the social needs of the elderly, what
values should be integrated into the elderly-oriented reform of social media? Is there any
potential possibility that the existing elderly-oriented reformmay discourage the elderly
from engaging into the Internet society?

3.3 Technical Investigation

Existing Technological Properties Analysis. By analyzing the properties of existing
technologies, investigators can find outwhether existing technologies supports or hinders
the identified values. In terms of social media, the “elderly mode” with larger font,
simpler interface and more convenient operation has been added to the many websites
andplatforms.What value demands of the elderly canbe supported by these designs?And
is there a potential possibility to hinder certain values of older adults? These problems
can be solved in this work.

Proactive Design to Support Identified Values. Value sensitive design is a proactive
design mode, which actively investigates and summarizes the value appeals of different
stakeholders. The advantage of this design method is that it can be planned and adjusted
in the early stage of technical design to avoid rectification after problems occur. Based on
the research results of conceptual and empirical investigations, elderly-oriented social
media can be designed more selectively to provide better user experience for the elderly.
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4 Conclusion

Cultural changes under technological innovation can constantly produce new elements.
Therefore, even today’s young people will have obstacles to accept new technologies in
the process of their gradual aging, unless new technologies are designed with sensitivity
to values fostered through such experience [14]. In this study,webuild an elderly-oriented
social media design framework based on value sensitive design. This framework tries to
find the exclusive values that the older adults really care about beyond the age stereotypes.
Although this is a theoretical discussion, we hope that this research can provide designers
with an idea, that is, breaking the age stereotype and integrating elderly-oriented design
into every stage of social media design.

In future wewill carry out empirical research on elderly-oriented social media design
based on the value sensitive design framework. We hope to find more values that the
elderly pay attention to in the modern digital society in the research. And we try to
provide real convenience for the older adults to engage into digital life.
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