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Abstract. The merit of projecting data onto linear subspaces is well
known from, e.g., dimension reduction. One key aspect of subspace pro-
jections, the maximum preservation of variance (principal component
analysis), has been thoroughly researched and the effect of random lin-
ear projections on measures such as intrinsic dimensionality still is an
ongoing effort. In this paper, we investigate the less explored depths of
linear projections onto explicit subspaces of varying dimensionality and
the expectations of variance that ensue. The result is a new family of
bounds for Euclidean distances and inner products. We showcase the
quality of these bounds as well as investigate the intimate relation to
intrinsic dimensionality estimation.

1 Introduction

The probably most important research on linear subspace projections was writ-
ten by Pearson in his 1901 paper on Principal Component Analysis (PCA). The
concept of PCA explains how the variance of a data set can be decomposed into
orthogonal components, each of which covers the maximum amount of variance.
This fundamental result has been employed in many fields including dimension-
ality reduction, clustering [1], intrinsic dimensionality estimation [5], and many
more. The decomposition also implies linear projections that preserve the least
amount of variance. Yet, it yields little information on the less tangible middle
ground of random projections. The Johnson-Lindenstrauss lemma shows that
random projections can preserve distances well, and the effect of random pro-
jections on, e.g., intrinsic dimensionality [6] has also been explored in the past.
But we could not find literature on the effect of random projections on the vari-
ance itself. In this paper, we investigate the effect on a projected point’s squared
norm which entails effects on the variance of the data set. The arising bounds for
the Euclidean distance as well as for inner products are explored in Sect. 2. The
projections required for these bounds rely on the normal vectors of the linear
subspace on which we project, which are drawn from the data set itself. Using
measures based on points from the data set to assess boundaries on norms is a
concept already employed in, e.g., spatial indexing. Methods like LAESA [7] use
so-called pivot/reference/prototype points and the triangle inequality to prune
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the data set during spatial queries. Tree-based methods like the Balltree [8] use
the triangle inequality to exclude entire subtrees, while permutation based index-
ing [3,14] uses the relative closeness to reference points to partition the data.
The central points in these approaches fulfill a role equivalent to pivots. Using
pivots for random projections, however, yields fundamentally stronger pruning
capabilities, as discussed in Sect. 2. In Sect. 3, we analyze the expected values of
variance preserved by random projections. These expectations are closely related
to PCA, yet costly to compute exactly. To compensate for the computational
cost and fathom the relation to eigenvalues we propose an approximation of
the expected values in terms of eigenvalues. The expected values are related
to the Angle-Based Intrinsic Dimensionality (ABID) estimator [13]. We explore
the relationship in Sect. 4, which leads to a tangible link between indexing com-
plexity and intrinsic dimensionality. To highlight the practical implications as
well as showcase the efficacy of the introduced bounds we propose a very simple
index and our empirical results in Sect.5. Lastly, we close with a summary of
this paper and a short outlook on future research in Sect. 6.

In this paper, we denote the i-th eigenvalue of some matrix M with /\Z(-M).
We do not care about the specific order of eigenvalues but assume that corre-
sponding eigenvalues of matrices that admit the same eigenvectors are in the
same order. We write M€ as an abbreviation for VAV where V is the matrix
containing the eigenvectors of M as columns and A€ is the diagonal matrix con-
taining (/\Z(-M))C on the diagonal. We write C'(X) for the covariance matrix of
data sets X where we assume X to be origin-centered unless otherwise speci-
fied. We denote the normalizations of vectors x and data sets X with z and X,
respectively. Whenever Euclidean spaces and distances are discussed, the dot
product is implied by the inner product.

2 Pivotal Bounds in Euclidean Spaces

We consider linear subspace projections of query points onto the linear subspace
spanned by (not necessarily orthogonal) pivots or reference points {ry,..., 71},
k <d drawn from the same distribution as the analyzed data set, e.g., by choosing
them from the data set itself. In the case of affine subspace projections, both the
query and reference points are shifted by a center point ¢. We assume all (shifted)
reference points to be linearly independent. Otherwise, we discard reference
points until linear independence holds. The projection 7(z—c¢; r1—c,...,1—C)
of some shifted query point x—c onto the affine subspace (shortened to 7(z—c)
whenever the choice of reference points is clear) is then given by
k

m(r—c) = Zi:l (x — ¢, 7)) T4 (1)
where the 7; are the normalized orthogonal vectors obtained from the Gram-
Schmidt process applied to the r;—c. These can be recursively computed from
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where ||z|| is shorthand for (x, a:)l/ ?. In the following, we will repeatedly require
the evaluation of (-,#;) and |7 (-;-)||. Although (1) and (2) can be evaluated
explicitly every time, it can be more convenient to represent the (squared) norm
after projection in terms of inner products (especially in kernel spaces):

2k a2
Iz —o)lP =Y (x—c.) (3)
since all #; are normalized and pairwise orthogonal. We can reduce (-, ;) to
(es0)=(esm) = (eri)+{mri) =01 (m—esfy) (ri—e,y) (4)
((exc)=2(e,ri)+(rire) =i ri—c,iy)?)

(x — e, 1) =

which can also be used recursively to compute the (r; —¢,#;) in (4). In the
non-affine case, ¢ = 0, (4) simplifies to

Sy mrd) =3T ) (i )
<.’E,7‘Z> ((’I‘i,T‘i>_zj-;i<7'ia7:j>2)1/2 (5)
Note that the denominator and parts of the nominator need to be computed
just once. Further, we omit the explicit computation of any 7; which would be
infeasible in, e.g., RBF kernel and general inner product spaces. With dynamic
programming, ||7(z — c)||2 can be computed in ©(pk?) time, where p is the effort
required to compute an inner product.

In spatial indexing, pivots have been successfully used to bound distances
via the triangle inequality [7,8]. We propose to bound distances in terms of a
decomposition of the squared Euclidean norm into dot products given by

dpuc(z,y)? = lz —yl* = (@ —y,2 —y) = (&, 2) + (g, ) — 2(z,y)  (6)

From this we can derive bounds for the Euclidean distance between two points
given a bound on the dot product (z,y), assuming (x,z) and (y,y) are known.
Let 71,...,7 be pivot points previously orthogonalized by the Gram-Schmidt
process as defined in Sect. 3. We can decompose x —c and y—c into k components
aligned along the #; and one orthogonal remainder. We will call this (k + 1)-th
component x| and y, , respectively. It then follows that

(-cy—d =Ly + Y (e—ei)ily—cii ()

Because the 7; are pairwise orthogonal, this decomposition is uniquely defined.
Since all #; have a unit norm, we can rewrite this equation to

<$v Z/> = <xL’yL> + <Cv $> + <Cv y> - <C’ C> + Zle <JZ ) 721> <y -G 'Fz> (8)

All of the terms on the right-hand side then either depend on z or y, but not
on both, except for (xz,,y,). In the semantics of Euclidean spaces, both =
and y, lie in the same (d—k)-dimensional linear subspace. We can compute both
asz) =(x—c)—m(x—c)and y; = (y—¢) — w(y — ¢), respectively, but do not
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(a) Combined center and pivot (b) Intersection of triangle inequality

Fig. 1. Eligible search spaces around a query point ¢ after filtering with the lower
bounds obtained from lone, two, or three centers and/or pivots.

know their relative orientation. Yet, we can bound their inner product using
the Cauchy-Schwarz inequality resulting in the bounds +((x |,z 1) - (y1,y.))">.
By orthogonality of z; and m(z — ¢) we know ||z ||* = ||z — ¢||* — ||=(z — o)||>.

The bounds for the inner product (x — ¢,y — ¢) then follow as

k . A
<Cv $> + <Cv y> - <C’ C> + Zi:l <$ ) ri> <y ) Ti) y (9)
2
(2.2) + (e,0) = 2(e.a) = S0, (@ — 7))
k .
W,0) + () =2 {e,y) = Ty (v — )’

which in the non-affine case, ¢ = 0, becomes

k k k Y2

i=1 =1 =1

Inserting both of these values into (6) gives bounds on the squared Euclidean
distance and, consequentially, on the Euclidean distance. These bounds are a
generalization of at least two bounds known from the literature. When we assume
the affine case and k=0 pivots, the bounds derived from (6) and (10) reduce to

(z,2) + (y,9) = 2(c,z) = 2(c,y) +2(c,0) £ 2|z — ¢ ly — ¢ (11)

2
= (flz = cll £ lly = <l)) (12)
which are the bounds easily derivable from the triangle inequality. For the

non-affine case with k=1 pivots and normalized x and y, the inner product
bounds (10) reduce to

i) i) £ (1= @) (1- m?))” (13)

which is the triangle inequality for cosines introduced in [10]. Triangle-inequality-
based bounds have been used in spatial indexing in methods like, e.g., LAESA [7].
For multiple pivots, these approaches take the minimum or maximum of the
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bounds obtained separately for each pivot. In our terminology, we refer to such
pivots as centers c. Those are fundamentally different from the term pivots intro-
duced here: When performing an e-range query for a query point y, the eligible
search space for vectors x according to the upper bound in (12) is a hyperspheri-
cal shell centered at c¢. This geometric shape can be described as the sumset (the
set of all sums of pairs in the cartesian product) of a (d—1)-sphere of radius ||y—c||
centered at ¢ and a d-ball of radius e. When using pivots as per our definition,
each pivot induces a hyperplane orthogonal to the 7; which intersects with the
hypersphere. Consequentially, the resulting eligible search space is the sumset
of a (d—1—k)-sphere of radius (||y—c||* — |7 (y—c)||*)¥* and a d-ball of radius e.
This is illustrated in two dimensions in Fig. 1. Each of the pivots eliminates an
entire dimension from the sphere-part of the search space whereas the minimum
lower bounds obtained from multiple centers produce an intersection of multiple
hyperspherical shells. While d—1 pivots can reduce the search space to the sum-
set of at most 2 points and an e-ball, the intersection of even d hyperspherical
shells in the best case produces a volume that can be roughly described as a
distorted hypercube with an “edge length” of about 2e. The resulting volume
can be exponentially larger in d than the search volume using d—1 pivots. As
the volumes of regular shapes in Euclidean space expand exponentially in dimen-
sions, one would expect an approximately exponential reduction in search space
over an increasing number of pivots, whereas using the minimum upper bound
over multiple centers does not induce such a reduction in search space volume. It
is, therefore, of little surprise that the cosine bounds introduced in [10] (k=1),
produced tighter bounds empirically than the triangle inequality (k=0), and
were successfully applied to improve the performance of spherical k-means clus-
tering [11]. Qualitatively, there is a clear argument for using a larger amount of
pivots. However, the reduction in search space comes at the price of increased
computational cost as the evaluation of (y,#;) is quadratic and the evaluation
of the bounds is linear in k. Blindly increasing k is not universally advantageous
for the computational cost of spatial indexing queries. But how many pivots
tighten the bounds enough to counterweigh the overhead? More precisely, how
much more of a point’s squared norm does the k-th randomly drawn pivot drawn
cover on average? Although the answer does not refer to an optimal pivot choice,
by arguing over expectations of underlying distributions, this conservative argu-
ment likely holds for previously unknown query points.

3 Expected Variance of Random Projections

The analysis of squared norms after projection is closely related to spectral
analysis. If we chose any normalized vector v, Ezex [||[m(x — Eyex [y ]:0)17] is
simply the variance of X in direction v. Consequentially, for anx pair of a
normalized elgenvector e and the corresponding eigenvalue )\ , we know
that Egex [||7(z;e:)]] = /\(c ) for any origin-centered X. By orthogonahty of
the eigenvectors, this argument can be extended to any number of eigenvectors
€1,...,6pn As
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. 2] _ N (X))
E [lIn(@ser...enl] =D Al (14)

Pearson [9] showed that the eigenvectors of the covariance matrix are precisely
the maximizers of this term, i.e. they are the solution to

argmax E [||7r(x, €ly.ens en)||2] (15)
€e1,...,enp L X

If one intended to evaluate how much of the squared norm of any point is
remaining after the projection onto k directions maximally, the answer imme-
diately follows from the sum of the k largest eigenvalues. Employing the cor-
responding eigenvectors as 7; would then be a reasonable approach. Yet, both
eigenvectors and eigenvalues can be sensitive to noise in limited data sets [4].
They may not be an optimal choice when new and unknown data arises. We,
hence, focus on the expectation of these values for a random set of reference
points drawn from the data. More precisely we inspect

20— 5| B [Ire-an-c.n-olf]] a9
ViFgjiri #r;j

As with the eigenvectors and eigenvalues of the covariance matrix, this expected
value is the sum of components introduced by each additional reference point
taken into consideration. This naturally sums up the total variance of the data
set for kK = d. Through varying k we can obtain a cumulative description of how
much variance an arbitrary linear projection within the data set can explain
and the difference of neighboring values gives the amount of variance explained
at random by the k-th component. We will write this difference as E(X) :=
E¥(X) — EY [(X) where Ef(X) = 0. It follows that B’ (X) = Zle Ei(X).
Practically evaluating the expected value from any data set X for any k£ > 1 is
infeasible, as it involves (‘)k( I) possible sets of reference points. It is much easier
to estimate the value by the Monte Carlo method (i.e. choosing a fixed number
of random sets of reference points) or to approximate it from the covariance
matrix if it well describes the data set’s distribution.

We will only consider the non-affine case of ¢ = 0, as the affine case is anal-
ogous and introduces numerous subtractions hindering readability. We will also
omit the constraint that the reference points must not be linearly dependent to
improve readability. Starting from (16) we can deduce

2
_ Y X _ 7= (TkiT1 e Th—1)
LX) =B X) - BE() = B, (o pmenag)| )
rl,...,rkéf
Here the term 7y — 7(rg;71,...,7k—1) is the projection of rp onto the linear
subspace orthogonal to all r1,...,7,_1. We can represent this projection by a
matrix multiplication with a matrix, which we will call Ax_;.
— M} — T _Ax-ameri Al
= ng7 |:<Ak_1’l"k,Ak—1"'k> - ng7 |:.'L' tr(Ak71rk7‘gAg,1)w (18)

T1,...,TEX T1,e T EX
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By rewriting ;7] as R; this further simplifies to

- T_Ac—1ReAi,
o xéEX, |:x tr(AkleAgl)x:| (19)
7"1,...,7‘}CE)?
Ap_1 R AT T
=t E E el il et E 20
! (Tlnu,mle)? l:TkEX |:tr(Ak1R’€Agl):|:| zeX [.’L‘I }> ( )

By replacing E,cx [mxT} with the covariance matrix C(X) and renaming the

innermost expected value to Ck(X) we then obtain

= E [ (G(X)C(X))] (21)
Tl Th—1€X
Ap is the identity matrix I;, as the linear subspace orthogonal to an empty set
of vectors is the entire space. Consequentially, we can define Ay recursively as

Ap_1 R AT |

_ _Ap iRy AR
tr(Av_1ReAT_|) A1 (22)

Ap = Ap_1 — (A1 RrAr_1)

As all R; are symmetric, all A; are symmetric as well. The expected value
over rj of % now (approximately) equals the covariance matrix of
X after being projected to the linear subspace orthogonal to r1,...,7,_1 and
normalized. It follows immediately that C;(X) =(C(X) and thereby E;(X) =
tr (C(X)C(X)). However, E(X) for k > 1 is much less easily defined because
the A; are dependent on the effective values of all r;, j < ¢, and not only on r;.
To circumvent the problem we assume that all A; are aggregate matrices just like
C(X) and sufficiently independent of each other to evaluate the Cj(X) recur-
sively. To highlight this assumption we will denote the approximated A; as a
function of X as A;(X). We further assume that all A4;(X), C;(X), and C(X)

admit the same eigenvectors, whereby

E(X)= B _[r(G(X)OX)] = 3 ACEDNE g

(3
Ty Tk—1E€X

We will hereafter omit the (X) in superscripts of eigenvalues for readability.
Although the resulting values are no longer exact due to these two assumptions,
they allow us to approximate the expected value by deriving the value of )\EC’“ ),
Assuming that X is multivariate normally distributed, we can extract this value

from the definition of Cj(X) using the corresponding eigenvector e;:

M = T (X)e; = tr (esel Cr(X) (24)
= B[] (29
- o [ o
=B, e tnn ] 20
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2

We now substitute C'(X)Ag_1(X)? with Dy_1(X) which entails )\E-C) (/\g»A’“”)
(Dr—1)
j 1
here on. As per Proposition 2 in Kan and Bao [2], )\EC’“) then equals

is equal to A . In favor of brevity we will omit the exponent (Dy_1) from

[ e D (O 2D (0, )
0

B [Tg + 2tDy_1(X)|V2
= Y2 y1d Y2 dt
0 (1 + Qt)\i) Hj:l (1 + Qt)\j)

(29)

This integral is closely related to elliptic integrals and we do not provide a
simple and closed-form solution. Solving the integral numerically would again
involve too much computational effort. We instead propose to substitute the A;
in the denominator with (\? H?Zl \j)/@+2 whereby the integral takes the form
of a scaled beta prime distribution:

00 41 2 11d Ngrs,) P
)\’ECk) ~ )\iB(a,ﬁ)/ t (1+2(>\i Bj:1 )\.7)d+2 t) dt (30)
0

(a’ﬁ)

where a = 1, 8 = %, and B(a, ) is the beta function. The integral over the

scaled beta distribution is known to equal the scaling factor, whereby

NOW o MBS o 7 (31)
’ Q(A? H?:l A.j)m ’

As the )\EC"') are eigenvalues of a normalized distribution, their sum must equal 1.
Using this constraint, we can drop all factors independent of )\; and derive

_d_ d _d_
N AT S5 AT (52)

As the A; are dependent on )\;C) and /\g»Ak’l), this leads to the recursive definition

d
)‘z('Ck) - (A§C>(A§Ak,;>)2) dQ+2 d )‘z('Ak) ~ )\gAk,l) _ /\Z(_Ckfl) (33)
o (G

This recursion terminates at )\EAO) =1 and )\ECO) = 0. These approximations
can be computed efficiently in @(dk) and inserted in (23) to give an approxima-
tion of Ei(X). Since the approximations are based on the assumption that X
is distributed according to some multivariate normal distribution they need not
be accurate. Since all occurrences of any 7 in the formulae involve some sort
of normalization, this approximation extends to any distribution of X for which
{C(X)~"?xz | x € X} is spherically symmetrically distributed, which includes
cases like, e.g., d-balls. We also did not compensate for the requirement that
all r, must be pairwise different, as these arguments are based on distributions
rather than point sets. In empirical tests the sample size, however, did not con-
tribute to approximation quality. The biggest issue with this approximation is
the fact, that while the A; as variables in r; through r; must have eigenvalues in
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{0, 1}, the approximated eigenvalues /\EA"') can become negative whereby latter
E), can be vastly overestimated. As we know that the E{¥(X) must sum to the
total variance of X, we propose to cut off any excess in EkE (X) and determine
the Ey(X) based on these cut values. To summarize, the approximation proceeds
as follows: For all 1<k<d compute the )\( ©) values using the recursive formula-
tions (33). Use these values to compute E (X) values and reduce E;(X) values
for larger k£ to not have their sum exceed the total variance of X, which com-
pensates for negative )\ (A Fyen though this approximation from a theoretical
point makes the wrong assumptions that the rp are pairwise different and that
the C;(X) are statistically independent, the approximation in our experiments
gave close enough results to have it worth considering, especially as the exact
computation of values has an enormous computational cost. The approximation
via the Monte Carlo method is known to converge on the exact values, yet, might
require enormous samples.

While (23) requires the covariance matrix of a mean-centered data set, the
approach via Monte Carlo sampling applies directly to inner product values and,
hence, to kernel spaces. The approximation in (23) can then be used in black-
box optimization to obtain an approximate spectral analysis of the kernel space.
The obtained spectrum is neglecting the scale of the eigenvalues of the covari-
ance matrix as the E;(X) are invariant under the scaling of these values. In this
manner, we can perform approximate spectral analysis even in spaces that do
not allow for a direct approach, such as the RBF kernel space which has infinitely
many dimensions. Naturally, the method must be applied in a truncated fash-
ion for infinite dimensions, for which we here propose two solutions: Firstly,
one can estimate F4(X) through Ejy(X) for some fixed k using the Monte Carlo
method and rescale these values to sum to 1. This implies neglecting the remain-
ing d—k dimensions and assuming the data to have 0 variance along with these
directions. The d—k smallest eigenvalues of the covariance of such a data set
must then be 0, too. Finding any set of k eigenvalues that leads to these Ey(X)
through F)(X) values then solves the truncated case. Secondly, one can assume
that the remaining variance not explained by EkE (X) is distributed over the
remaining d—k values according to some user-defined distribution. Assuming a
uniform distribution, for example, would explain the remaining variance as noise
in the embedding space which might be a reasonable assumption.

A special case can further be made on the evaluation of Ey(X) values on
normalized data. When working on X instead of X, which can be achieved in
kernel space by dividing the occurrences of x in the formulae by (x,x) 72 we
immediately obtain that E1(X) equals the sum of squared eigenvalues of C( ~)
While this equality does not hold for the approximation via eigenvalues of C(X),
it is approximately obtained from the Monte Carlo method or precisely for an
exhaustive evaluation of E1(X ) Just as the constraint of the sum of eigenvalues
of C(X ) equalling 1, this additional constraint can be used in the black-box opti-
mization for retrieving the original eigenvalues from Fj(X) values. Using (31),
these eigenvalues can be approximately translated into the relative eigenvalues
of the non-normalized data whenever the data can be assumed to obey the dis-
tributional constraints of the approximation.
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4 Random Projections and ID Estimation

As stated in the previous section, E;(X) equals the sum of squared eigenvalues of
C(X). The reciprocal of this specific value has been introduced as an estimator
for intrinsic dimensionality named ABID [13], that is

IDpip(X) = Ey(X) " = B (X) ! (34)

For one, this observation adds additional semantics to the meaning of ABID as
the number of basis vectors of a random projection to fully explain the vari-
ance in a data set. Yet, it also implies the applicability of the Fj values in the
realm of ID estimation. Although F; gives the part of total variance a random
projection based on in-distribution basis vectors can explain, not all Ej val-
ues are necessarily equal. That is, the projection onto two random directions
does not necessarily cover twice the variance covered by projecting onto one
random direction. This linearity is exclusively true for spherically symmetrical
distributions such as d-balls and for all other distributions we would certainly
expect By (X) < 2E{(X). Ultimately, we are looking for the smallest k such
that E (X) > tr (C(X)), that is, the number of random projections required to
explain the entire variance of X. Unfortunately, we only have formulae for inte-
ger k but we can generalize the approach of ABID in the sense of extrapolating
from a fixed Ej which results in a parameterized ID estimator which we name
the Thresholded Random In-distribution Projections (TRIP) Estimator:

(1—n)tr (C(X)) - B (X)
E(X)

IDTRIP(X7 k, ?7) =k+ (35)
where k is the number of considered projections and n € [0,1] is a fraction
describing how much of the variance we attribute to noise. Semantically this
answers the question “How many random projections are required to explain
(1—n) of the total variance if every further projection covers as much variance
as the last one?”. In the linear case of spherically symmetrical distributions
as above, this estimator is ideally constant for n = 0 and all 1 < k < d. On
other distributions with n = 0, we would expect a curve that starts at (approx-
imately, dependent on implementation) ID o p;p(X) for £ = 1 and approaches k
for increasing k as the E;(X) are monotonically falling. Equality is likely only
reached for k = d, as this requires zero variance after k projections, which is
unlikely in presence of high-dimensional noise. The factor 7 is intended to com-
pensate for this. For n > 0, the curve again starts at approximately ID 4 5rp(X),
approaches k, and after some k drops below it. As for parameter choice, 7 is
application dependent whereas k can either be chosen empirically, or we can
inspect values 1 < k < d to find the k at which IDrr;p(X, k, 1) is closest to k.
The latter is likely not feasible in a local ID fashion when using the Monte Carlo
or exhaustive methods but can be done when using the approximation intro-
duced in Sect. 3. When using a fixed k, obtaining an ID below this & is a strong
indicator of having chosen k too large. In addition, the curve of ID rgp(X, k, 1)
over varying k, just like the curve of E;(X), gives insights into the local dis-
tribution characteristics of the data set that goes beyond ID estimation. These
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curves can theoretically help distinguish different subspaces, even when they
share similar local ID.

Referring back to the discussions of indexing with linear projections in
Sect. 2, we can now state a clear connection between indexing with random
in-distribution pivots and intrinsic dimensionality measures. The E(X) values
answer how much variance on average is covered by a set of k random pivots. The
expected covered variance is — in an idealized case of, e.g., uniformly distributed
hyperballs — reciprocally related to intrinsic dimensionality. This is most explic-
itly stated in the relation to ABID and gives rise to the TRIP estimator above.
Using this geometric concept of ID estimation, we can argue on an on-average
appropriate number of pivots in spatial indexing. In Sect.2 we observed that
the eligible search space for range queries when using k pivots is the sumset of
a (d — 1 — k)-sphere and an e-ball. The radius of the hypersphere is equal to
the norm of the component orthogonal to all pivots, and roughly describes how
close the bounds derived in Sect. 2 are to the true distances. But there is a clear
limit as to how much precision one needs in a finite data set. If this radius drops
below the distance between nearest points, removing this slack from the distance
estimates does not improve the discriminability. By choosing n = §2/tr (C(X))
where § is the, e.g., mean/median/p-percentile of nearest neighbor distances,
we can use the TRIP estimator to evaluate just how many random projections
exhaust the discriminative potential of pivoted indexing on average.

5 Pivot Filtering Linear Scan

For quality evaluation of the bounds as well as to validate the theoretical claims,
we embed the bounds in a simple and easy-to-implement index. During the ini-
tialization, we choose k random pivots. As mentioned in Sect. 2, we pre-compute
all parts of the equations that are independent of query points such as (xz,#;)
or the denominators in (4). Range and n-nearest neighbor queries were then
implemented according to Algorithms 1 and 2. The algorithms are quite similar
to LAESA [7] but do not require aggregation of multiple bounds as discussed in
Sect. 2. Both algorithms are at least linear in | X|, which should be accounted for
when comparing the performance with tree-based indices. Integrating the bounds
into a tree-based index is a nearby extension but out of the scope of this paper.
Both Algorithms 1 and 2 are trivially adaptable to search for the largest instead
of the smallest distances. This index is also trivially adaptable to work on inner
products instead of distances by exchanging the bounds. For our experiments,
we implemented the index in the Rust language and called the functions from
a Python wrapper to compare them to the cKDTree and BallTree implementa-
tions of SciPy [15]. The source code is publicly available at https://github.com/
eth42/pfls. Using this very simple index we investigated the theoretical claims
and the quality of the bounds. Figure 2 displays the results of applying the index
to the MNIST training data set. All queries were 100-nearest-neighbor queries
for 1000 query points drawn from the same data set. We performed 100 queries
for each set of parameters and instantiated a new index for each query. As seen
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Algorithm 1 n-nearest neighbor query for distances

function QUERY(y € R%, n > 1)
ls < lower bounds of d(z,y) for all z € X as per (6) and (10)
h «— empty max heap
sort X by ascending ls[x]
for x € X do
if |h| < n or (Is[z] < h.mazx.key and d(z,y) < h.maz.key) then
push z onto h with key d(z, y)
if |h| > n then remove entry with largest key from h
else if ls[z] > h.max.key then break

return h as array/list

Algorithm 2 range query for distances

function QUERY-RANGE(y € R% e € R)
ls, hs < lower and upper bounds of d(z,y) for all z € X as per (6) and (10)
v «— empty list
for x € X do
if Is[z] < € and (hs[z] < € or d(z,y) < €) then Push z into v

return v

in Fig. 2a, the number of distance computations initially drops exponentially as
we increase the number of pivots, which supports the theoretical claim that each
pivot effectively eliminates one dimension from the data set and reduces the
remaining search space exponentially. For increasing k, the descent in distance
computations diminishes as the bounds become tight enough to sufficiently dis-
criminate on neighboring points, and the query time eventually increases due to
the cost of computing the bounds. In Sect.4, we argued that the bounds only
need to be as tight as to differentiate between nearest neighbors. To validate this
claim, we investigated the ID rr;p values using an 7 equal to the 10-percentile
of squared 1-nearest-neighbor distances divided by the total variance of the dis-
tribution. The smallest k for which ID 7g;p(X, k,7n) < k is around 150 as can
be seen in Fig.2c. The minimum computation time in Fig.2b is around 100
but the query time at £ = 150 is not that much larger than at k = 100. The
exact percentile is an educated guess and could be supported by inspecting the
histogram of nearest-neighbor distances. Yet, the region of k that provides low
query times is wide enough that rough estimates and educated guesses are likely
to give good results. We conclude that ID prp can be used to estimate a proper
value for k by deriving 7 from a percentile of 1-nearest neighbor distances. To
estimate a proper k efficiently, the approximation introduced in Sect.3 can be
used, which practically is sufficiently similar to the values obtained from Monte
Carlo sampling as displayed in Fig. 2c. Lastly, we compared query times on HSV
color histograms of the ALOI data set with varying numbers of dimensions [12].
The considered variants consist of 110250 instances with 27, 126, and 350 dimen-
sions, respectively. As can be seen in Fig. 3 the query performance of our index is
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Fig. 2. Experimental results on varying numbers of pivots. Additional pivots exponen-
tially reduce the distance computations, but the query time stagnates once the average
discriminative power of the bounds has been exploited. A suitable number of pivots is
suggested at the crossing point of ID rrrp with the diagonal. Lines are average values,
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Fig. 3. Query times for ALOI color histograms with varying dimensionality.

mostly unaffected by increasing dimensionality. Due to our index using a linear
scan, the tree-based reference implementations were faster on low dimensional-
ity. For sufficiently high dimensional or small enough data sets, our index can
outperform these reference implementations. For larger data sets, extending the
approach to a tree-based structure appears promising.

6 Conclusion

In this paper, we introduced new bounds for Euclidean distances and inner prod-
ucts using a pivot-based approach. We showed that these bounds generalize the
well-known bounds based on the triangle inequality. We argued why an increased
number of pivots exponentially reduces the eligible search space of certain queries
and derived an approach to estimate a reasonable number of pivots for practical
purposes. We further showed how this number of pivots is intimately related
to intrinsic dimensionality estimation. Lastly, we implemented the bounds in a
simple and easily reproducible index that operates on both inner products and
their induced distances and allows queries for the smallest and largest values.
The empirical data presented aligns with the theoretical considerations and high-
lights the qualitative performance of implementing the bounds. Further research
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should be invested in integrating these bounds into more sophisticated indices
or constructing a tree-based index using these bounds.
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