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General Co-chairs and Editors’ Message
for CoopIS 2022

The International Conference on Cooperative Information Systems (CoopIS 2022), held
during October 4–7, 2022, in Bozen-Bolzano, Italy, further consolidated the importance
of the series of annual conferences that were started in 2002 in Irvine, California. The
conference thenmoved to Catania, Sicily, in 2003, Cyprus in 2004 and 2005,Montpellier
in 2006, Vilamoura in 2007 and 2009, Monterrey, Mexico, in 2008, Heraklion, Crete, in
2010 and 2011, Rome in 2012, Graz in 2013, Amantea, Italy, in 2014, Rhodes in 2015,
2016, 2017, and 2019, and in Valletta in 2018.

Cooperative Information Systems (CISs) facilitate the cooperation between individu-
als, organizations, smart devices, and systems of systems by providing flexible, scalable,
and intelligent services to enterprises, public institutions, and user communities. As a
result, people and smart devices can interact, share information, andwork together across
physical barriers. The domain of CISs integrates research results from different related
computing areas, such as distributed systems, coordination technologies, collaborative
decision making, enterprise architecture, business process management, and conceptual
modeling.

In recent years, several innovative technologies have emerged: cloud computing,
service oriented computing, the Internet of Things, linked open data, semantic systems,
collective awareness platforms, block chain, processes as a service, etc., which enable
the next generation of CISs. In developing the next generation CISs, research is needed
towards (1) the applicability and use of the above-mentioned innovative technologies,
(2) approaches to develop CISs in particular catering to the multitude of stakehold-
ers involved in the development of socio-cyber-physical systems, and (3) associated
modeling techniques to express and analyze the different aspects of these systems in
cohesion.

The CoopIS conference series is an established international event for presenting
and discussing scientific contributions to technical, economical, and societal aspects of
distributed information systems at scale. This 28th edition was collocated with the 26th
edition of the Enterprise Design, Operations and Computing (EDOC) conference, and
its guiding theme was “Information Systems in a Digital World.”

As with the earlier CoopIS editions, the organizers wanted to stimulate this cross-
pollination with a program of engaging keynote speakers from academia and industry.
We are quite proud to list for this year:

– Daniel R. Isaacs, Digital Twin Consortium (CoopIS keynote)
– Stephen Mellor, Industry IoT Consortium (CoopIS/EDOC joint keynote)
– Jordi Cabot, ICREA, Spain (EDOC keynote)
– Carliss Y. Baldwin, Harvard Business School, (EDOC keynote)
– Giovanni Sartor, University of Bologna and the European University Institute of
Florence (EDOC keynote)
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We were once again able to develop a high-quality conference program for this
edition. A total of 68 papers were submitted and a reviewing process by the CoopIS
Program Committee (PC) was performed to professional quality standards: each paper
review was assigned to at least three referees, with arbitrated email discussions in the
case of strongly diverging evaluations. After this process, 15 submissions were accepted
as regular papers and five as research in progress papers. In keepingwith the international
nature of CoopIS, the authors of the accepted papers originate from a variety of nations
around the world.

We would like to express our thanks to everyone who helped make CoopIS 2022
a success. We especially want to express our thanks to the EDOC 2022 organization
committee who helped us in organizing CoopIS 2022 and the authors who contributed
papers on their research to CoopIS 2022, as well as the PC members and additional
reviewers who promptly assessed the submissions and offered the authors insightful
feedback.

October 2022 Mohamed Sellami
Paolo Ceravolo
Hajo A. Reijers
Walid Gaaloul
Hervé Panetto
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Understanding the Nature of Digital Twin – Digital Twin
Challenges & Values; Empowering Businesses

Daniel R. Isaacs

Chief Technical Officer, Digital Twin Consortium

Short Bio

Dan Isaacs is Chief Technology Officer of Digital Twin Consortium, where he is respon-
sible for setting the technical direction for the Member Consortium, liaison partnerships
and business development support for new memberships. Previously, Dan was Director
of Strategic Marketing and Business Development at Xilinx where he was responsible
for emerging technologies including AI/Machine Learning, including defining and exe-
cuting the ecosystem strategy for the Industrial IoT. Prior to joining the Digital Twin
Consortium, Dan was responsible for Automotive Business Development focused on
Automated Driving and ADAS systems. Dan represented Xilinx to the Industrial Inter-
net Consortium (IIC). He has more than 25 years of experience working in automotive,
Mil/Aerospace and consumer-based companies including Ford, NEC, LSI Logic and
Hughes Aircraft. An accomplished speaker, Dan has delivered keynotes, presentations
and served as panellist and moderator for IIC World Forums, Industrial IOT Global
conferences, Embedded World, Embedded Systems, and FPGA Conferences. He is a
member of international advisory boards and holds degrees in Computer Engineering:
EE from Cal State University, B.S. Geophysics from ASU.

Talk

The term digital twin is being used with increasing frequency, but with little consistency,
across multiple industries today. Digital Twin Consortium is working to address this and
help industries better understand the advantages and value over the continuum of digital
twins from discrete to complex.

Learn about the challenges the Digital Twin Consortium membership is working
to address and its priorities. Gain a clear understanding through real-world use cases
how businesses are recognizing value today through use of digital twins an enbaling
technologies.



Trustworthiness in Industrial IoT Systems: trends
and issues for the future Collaborative and Computing

Enterprise

(Joint session with EDOC 2022)

Stephen Mellor

Chief Technical Officer, Industry IoT Consortium

Short Bio

Stephen Mellor is the Chief Technical Officer for the Industry IoT Consortium, where
he aligns groups for business, technology, trustworthiness and industry for the Industrial
Internet. He is a well-known technology consultant on methods for the construction
of real-time and embedded systems, a signatory to the Agile Manifesto, and one-time
adjunct professor at the Australian National University in Canberra, ACT, Australia.
Stephen is the author of Structured Development for Real-Time Systems, Object Lifecy-
cles, Executable UML,MDADistilled andModels to Code. Stephen was Chief Scientist
of the Embedded Software Division at Mentor Graphics, and founder and past president
of Project Technology, Inc., before its acquisition. He participated in multiple UML and
modeling-related activities at the Object Management Group (OMG), and was a mem-
ber of the OMG Architecture Board, which is the final technical gateway for all OMG
standards. Stephen was the Chairman of the Advisory Board to IEEE Software for ten
years and a two-time Guest Editor of the magazine.

Talk

Trustworthiness, the combination of security, privacy, resilience, reliability and safety,
is especially critical in industrial systems. Life, limb and the environment are at risk.

Unfortunately, these trustworthiness characteristics often conflict. Security would
suggest locking that door, but safety demands it be able to be opened in case of emergency.
This is resolvable, but often further factors must then be considered. (A bad actor could
open the door from the inside. Now what?)

The Industry IoT Consortium has published the Trustworthiness Foundation, which
outlines eleven principles to help guide you through the maze. This presentation will
show how these principles can help you build a trustworthy system.
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Bi2E: Bidirectional Knowledge Graph
Embeddings Based on Subject-Object Feature

Spaces

Zhe Wang(B) , Xiaomei Li, and Zhongwen Guo

Ocean University of China, Qingdao, China
iiilannn9527@gmail.com

Abstract. In high connectivity knowledge graph, distance based knowledge
graph embedding methods show promising performance on link prediction task,
and are capable of encoding complex relations and key relation patterns. How-
ever, the existing methods fail to achieve excellent results in knowledge graph
with poor context structure information. To mitigate this problem, we propose
Bi2E, a bidirectional model based on subject-object feature spaces. To enhance
the efficiency of data utilization and perceive more potential semantic links, we
utilize the bidirectionality of relation to model from both forward and reverse
directions. And Bi2E represents triples in the subject-object feature spaces, which
enables it to capture richer feature information from rare data. In addition, Bi2E
employs adaptive margin γ which makes embedded representation more flexible
by only using a small amount of feature information. Experiments on link predic-
tion benchmarks demonstrate the proposed key capabilities of Bi2E.Moreover, we
set a new state-of-the-art on two low connectivity knowledge graph benchmarks.

Keywords: Knowledge graph embeddings · Low connectivity · Bidirectionality
of relation · Subject-object feature spaces · Adaptive margin

1 Introduction

The knowledge graph is a collection of a large number of fact triples. A triple (h, r, t)
indicates that there is a certain relation r between entity h, t. There are many examples of
knowledge graphs, such as WordNet [1], Freebase [2] and YAGO [3]. These knowledge
graphs have many applications in reality, such as question answering [4], recommender
systems [5], natural language processing [6] and so on.

Since many implicit relations in most knowledge graphs are not found, predicting
the missing links between entities becomes a fundamental work. This problem is named
as link prediction or knowledge graph completion. Recently, massive work has focused
on the research of knowledge graph embedding method, which embeds all entities and
relations into a low dimensional space.

From TransE [7] to RotatE [8], and then to the recent state-of-the-art PairRE [9], the
distance based embedding method has made great progress and demonstrated its effec-
tiveness in link prediction. The research focuses on two problems, the first is encoding

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Sellami et al. (Eds.): CoopIS 2022, LNCS 13591, pp. 3–18, 2022.
https://doi.org/10.1007/978-3-031-17834-4_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17834-4_1&domain=pdf
http://orcid.org/0000-0003-2973-7682
https://doi.org/10.1007/978-3-031-17834-4_1
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1-to-N, N-to-1, and N-to-N complex relations [7, 10]. Taking the 1-to-N relation as
an example, a triple (QuentinTarantino, DirectorOf , ?), through the transformation of
DirectorOf relation, the distance based model should make all entities corresponding to
the film name, such as InglouriousBasterds and PulpFiction, closer to entity Quentin-
Tarantino. The latter is based on the existing triple encoding relation patterns, as the
success of link prediction heavily relies on this capability [7, 8]. There are various
types of relation patterns: symmetry (e.g., _similar_to), antisymmetry (e.g., _has_part),
inverse (e.g., _hypernym and _hyponym), composition (e.g., my father’s brother is uncle)
and so on.

Previous methods can solve these problems well in high connectivity, while perfor-
mance declines in the absence of data. TransE, TransR [10], TransD [11] only show
limited encoding ability in the case of sufficient data. RotatE and the recent state-of-
the-art PairRE have achieved gratifying performance on knowledge graphs with rich
context structure information, but they have not continued strong performance in low
connectivity environment.

Here we propose Bi2E, which is capable of encoding complex relations and key
relation patterns in low connectivity. Bi2E employs the bidirectionality of relation to
model from both forward and reverse directions. And we map the triples to two different
Euclidean spaces to capture richer feature information. In addition, Bi2E uses the adap-
tive margin parameter γ to adjust the distance between entities flexibly. These provide
three important benefits:

• Bi2Emodels from both forward and reverse directions, which improves the efficiency
of data utilization and discoversmore potential semantic links that are not easily found
in the unidirectional model.

• Our method captures semantic links in two different spaces, which not only improves
the utilization of data, but alsomakes themodel more flexible to adjust the distribution
of knowledge graph embedding.

• Adaptive γ makes themodel more flexible andmore realistic to represent the relations
between entities in the real world.

We evaluate Bi2E on three knowledge graph benchmarks. The experimental results
show that Bi2E achieves state-of-the-art in low connectivity. Besides, further analysis
confirms the effectiveness of methods proposed in Bi2E.

2 Background and Notation

Given a knowledge graph that is represented as a list of fact triples, knowledge graph
embedding methods define scoring function to measure the plausibility of these triples.
We utilize (h, r, t) to denote a triple, where h and t denote the head and tail entity in
the triple, and r denotes the relation. The column vectors of entities and relations are
represented in bold lowercase letters, belonging to sets E and R respectively. All triples
that really exist in the world belong to set T and fr(h, t) is used to denote the scoring
function.
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We calculate average number of edges per entity(epe) to measure the connectivity
of knowledge graphs. The smaller the epe is, the poorer context structure information
the knowledge graph has.

In addition, we utilize the method in [9, 12] to define complex relations. For each
relation r, we divide it into corresponding complex relations type by calculating the
average number of tails per head(tphr) and the average number of heads per tail(hptr).
If tphr < 1.5 and hptr < 1.5, r is divided into 1-to-1 type; if tphr > 1.5 and hptr > 1.5,
r is divided into N-to-N type; if tphr > 1.5 and hptr < 1.5, r is treated as 1-to-N type.

We analyze three relation patterns:

1. Symmetry/Antisymmetry. A relation r is symmetric if ∀e1, e2 ∈ E, (e1, r, e2) ∈ T
⇐⇒ (e2, r, e1) ∈ T and is antisymmetric if (e1, r, e2) ∈ T ⇒ (e2, r, e1) /∈ T ;

2. Inverse. If ∀e1, e2 ∈ E, (e1, r1, e2) ∈ T ⇐⇒ (e2, r2, e1) ∈ T , then r1 and r2 are
inverse relations;

3. Composition. If ∀e1, e2, e3 ∈ E, (e1, r1, e2) ∈ T∧ (e2, r2, e3) ∈ T ⇒ (e1, r3, e3)
∈ T , then r3 can be seen as the composition of r1 and r2.

3 Related Work

Distance Based Models. The distance based models evaluate the rationality of triples
by the distance between entities. TransE interprets the relation as a translation vector
r, and connect entities to achieve the balance of triple by r, i.e., h + r ≈ t. TransE
is effective, but it cannot encode symmetric relations and has problem in dealing with
complex relations. After TransE, a series of models have been proposed to solve the
problem, including TransR, TransD, TranSparse [13] and so on. These methods project
the entities to specific relation hyperplanes or spaces first, and then use the method
similar to TransE to translate projected entities with relation vectors. However, simple
translation cannot make it obtain the ability to encode composition relations. In addition,
the lack of its ability to capture features will be exposed in data set with poor context
structure information.

Inspired by Euler’ s identity, RotatE interprets the relation as a rotation vector r
in complex space, and rotates an entity into another to achieve the balance of triple,
i.e., h ◦ r ≈ t. Although RotatE can encode multiple important relation patterns, it still
faces challenge in encoding complex relations, and its performance on low connectivity
knowledge graphs still needs to be improved. After RotatE, GC-OTE [14] proposes a
method to enhance the ability of RotatE to encode complex relations by introducing
graph context to entity embedding, but calculating graph context for entities brings huge
amounts calculation costs. Different from RotatE, PairRE embeds the relation into a
pair of vectors ([rH , rT ]). rH , rT project the head and tail entities to Euclidean space
respectively, i.e., h ◦ rH ≈ t ◦ rT . In the case of rich context structure information,
PairRE shows excellent modeling ability, which is able to encode key relation patterns
and complex relations, but its ability of encoding will encounter challenges in low
connectivity.

Semantic Matching Models. Semantic matching model exploit similarity-based scor-
ing functions to measure the rationality of triples. According to the network structure, it
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can be divided into bilinear models and neural networkmodels. Over time, new semantic
matching models have emerged, such as RESCAL [15], DistMult [16], HolE [17], Com-
plEx [18] and QuatE [19], which constantly enhance the encoding ability of key relation
patterns. However, these models will encounter challenges in encoding composition
patterns [8].

When the embedding dimension satisfies, RESCAL, ComplEx and SimplE [20] are
capable of representing the real triples. However, the embedding dimension is difficult to
meet in reality. [21] has proved that, to achieve complete expressiveness, the embedding
dimension should be greater than N/32, where N is the number of entities in dataset.

Neural networks based method, e.g., convolutional neural networks [22, 23], graph
neural network [24, 25] achieve remarkable performances, which is as exciting asmagic,
but also makes them difficult to understand and analyze.

4 Methodology

In order to encode complex relations and key relation patterns better in knowledge graphs
with poor context structure information, we propose a bidirectional model based on
subject-object feature spaces. We employ three methods to enhance the encoding ability
of the Bi2E: subject-object feature spaces, bidirectionality of relation, and adaptive γ .

4.1 Subject-Object Feature Spaces

Inspired by the relation between subject and object in philosophy, we believe that entities
and relations are represented from two different perspectives, which are named as subject
attribute and object attribute. Specifically, given a triple (h, r, t), we represent h, r, t as
[hS , hO], [rS , rO] and [tS , tO]. hS , hO are the subject attribute and object attribute of
h. Inspired by RotatE, we map hS , tS to the same Euclidean space, and we name it as
the subject feature space; and hO, tO are mapped to another space, named as object
feature space. Then we define the functional mapping induced by each relation rS /rO as
an element-wise scaling from the head entity hS /hO to the tail entity tS /tO. We expect
that

tS = hS ◦ rS ,

tO = hO ◦ rO,

and ° is the Hadmard (or element-wise) product. Specifically, for each element in the
embeddings, we have tSi = hSi ◦ rSi .

4.2 Bidirectionality of Relation

We observe a property of the relation: ∀rf ∈ R, if (e1, rf , e2) ∈ T , then ∃!rr ∈ R, making
(e2, rr, e1)∈ T , i.e., rr appears in pairs with rf . In this paper, we name this property
as the bidirectionality of relation. We employ this property to improve the utilization
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efficiency of data and find more semantic connections. The adjoint relation rr of rf can
perceive more potential semantic connections from the opposite direction. Obviously,
rf and rr are a pair of inverse relation, which means that Bi2E has the innate ability to
encode the inverse relation. We represent rf as [rSf , r

O
f ] and rr as [rSr , r

O
r ].

When (h, r, t) holds, we expect in forward direction:

tS = hS ◦ rSf ,

tO = hO ◦ rOf ,

we expect in reverse direction:

hS = tS ◦ rSr ,

hO = tO ◦ rOr .

To represent triples more realistically, we do not add too much constraints to entities
and relations embedding, which enables them to adjust more flexibly. In this paper, we
use L1-norm to measure the distance.

The distance in the forward direction subject-object feature space is defined as
follows:

dS
rf

(
hS , tS

)
= hS ◦ rSf − tS , (1)

dO
rf

(
hO, tO

)
= hO ◦ rOf − tO, (2)

The distance in the reverse direction subject-object feature space is defined as follows:

dS
rr

(
hS , tS

)
= tS ◦ rSr − hS , (3)

dO
rr

(
hO, tO

)
= tO ◦ rOr − hO. (4)

The scoring function is defined as follows:

fr(h, t) = dS
rf

(
hS , tS

)
+ dO

rf

(
hO, tO

)
+ dS

rr

(
hS , tS

)
+ dO

rr

(
hO, tO

)
. (5)

Illustration of the proposed Bi2E is shown in Fig. 1. Compared with RotatE and
PairRE, Bi2E’s subject-object feature spaces have better flexibility to adjust the dis-
tributed representations of entities and the scaling ratio of relations, which plays an
important role in low connectivity environment. As Fig. 1d shows, Bi2E learns and
infers the relations between entities from two different directions, which makes it more
likely to perceive some potential semantic connections.
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Fig. 1. Illustrations of RotatE, PairRE and Bi2E. (c) is the illustration of subject-object feature
spaces in forward direction. (d) is the illustration of bidirectionality of relation in subject feature
space. The illustrations of RotatE and PairRE are from [9].

4.3 Adaptive γ

We take a 1-to-N relation as an example to further illustrate the work of Bi2E. We set
the embedding dimension to 1 for better illustration. Given triples (h, r, ?), where the
correct tail entities belong to set S = {t1,t2,…,tN}, Bi2E predicts tail entities by letting

fr(h, ti) = dS
rf

(
hS , tSi

)
+ dO

rf

(
hO, tOi

)
+ dS

rr

(
hS , tSi

)
+ dO

rr

(
hO, tOi

)
< γi (6)

where γi is an adaptive margin for our distance based embedding model and ti ∈ S.
The previous methods use fixed γ to add constraints to the models so that the distance
between different entities is at the same level, but that is contrary to reality. Such as the
distance between the United States and China and the distance between California and
Texas at the same level, which is obviously unreasonable. Bi2E employs adaptive γ to
make each entity have an independent γ , which makes embedded representation more
flexible and closer to the real world.

To illustrate our model concisely and clearly, we use dS
rf

(
hS , tSi

)
as fr(h, ti), then

Eq. 6 is expressed as

‖hS ◦ rSf − tSi ‖ < γi,

The value of ti should stay in the following range:

tSi ∈
(
hS ◦ rSf − γi,hS ◦ rSf + γi

)
.
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The above analysis shows Bi2E can adjust the value of γ to fit the entities in S. When
the context structure information of the knowledge graph is sparse, the individual γ of
each entity can flexibly adjust the distribution distance between entities using a small
amount of feature information. For RotatE, fixed γ limits its ability to encode complex
relations. When S has rich context structure information, PairRE can effectively encode
complex relations. However, its ability of encoding will encounter challenges in low
connectivity.

Meanwhile, Bi2E is capable of encoding several key relation patterns.

Lemma 1. Bi2E can infer the symmetry/antisymmetry pattern.

Proof. If (e1, r1, e2) ∈ T and (e2, r1, e1) ∈ T , we have
{
eS1 ◦ rS1 = eS2
eO1 ◦ rO1 = eO2

∧
{

eS2 ◦ rS1= eS1
eO2 ◦ rO1 = eO1

⇒ rS1
2 = rO1

2 = 1 (7)

if (e1, r1, e2) ∈ T and (e2, r1, e1) /∈ T , we have
{
eS1 ◦ rS1 = eS2
eO1 ◦ rO1 = eO2

∧
{

eS2 ◦ rS1 �= eS1
eO2 ◦ rO1 �= eO1

⇒
{
rS1

2 �= 1

rO1
2 �= 1

(8)

Lemma 2. Bi2E can infer the inversion pattern.

Proof. If (e1, r1, e2) ∈ T and (e2, r2, e1) ∈ T , we have
{
eS1 ◦ rS1 = eS2
eO1 ◦ rO1 = eO2

∧
{

eS2 ◦ rS2= eS1
eO2 ◦ rO2 = eO1

⇒ rS1 ◦ rS2 = rO1 ◦ rO2 = 1 (9)

Lemma 3. Bi2E can infer the composition pattern.

Proof. If (e1, r1, e2) ∈ T , (e2, r2, e3) ∈ T and (e1, r3, e3) ∈ T , we have
{
eS1 ◦ rS1 = eS2
eO1 ◦ rO1 = eO2

∧
{

eS2 ◦ rS2= eS3
eO2 ◦ rO2 = eO3

∧
{

eS1 ◦ rS3= eS3
eO1 ◦ rO3 = eO3

⇒ rS1 ◦ rS2 ◦ rO3 = rO1 ◦ rO2 ◦ rS3 = 1 (10)

4.4 Optimization

To optimize the model, we employ the self-adversarial negative sampling loss [8] as
objective for training:

L = −logσ(γ − fr(h, t)) −
∑n

i=1
p
(
h

′
i, r, t

′
i

)
logσ

(
fr
(
h

′
i, t

′
i

)
− γi

)
, (11)

where γ , γi are adaptive margin as we mentioned earlier and σ is the sigmoid function.

(h
′
i, r, t

′
i ) is the i

th negative triple and p
(
h

′
i, r, t

′
i

)
represents the weight of this negative

sample. p
(
h

′
i, r, t

′
i

)
is defined as follows:

p
((

h
′
i, r, t

′
i

)
|(h, r, t)

)
=

expαfr
(
h

′
i, t

′
i

)

∑
jexpαfr

(
h

′
j, t

′
j

) . (12)
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5 Experimental Results

5.1 Experimental Setting

Dataset. Three commonly used benchmark datasets are employed to evaluate the per-
formance of Bi2E on link prediction. WN18RR [22] is derived from WN18 [7], which
is a subset of WordNet. Since some drawbacks, such as information leakage [26],
WN18RR ismore persuasive thanWN18when evaluating the encoding ability of model.
YAGO3-10 is a subset of YAGO3 [27]. Most triples are descriptions of human attributes.
FB15k-237 [28] is a knowledge graph containing general world knowledge with high
connectivity.

Table 1. Statistics of datasets.

Dataset WN18RR YAGO3-10 FB15k-237

Entities 40,943 123,182 14,541

Relations 11 37 237

Train Edges 86,835 1,079,040 272,115

Valid Edges 3,034 5,000 17,535

Test Edges 3,134 5,000 20,466

Epe 2.1 8.8 18.7

The statistics of three datasets are summarized at Table 1. Each dataset is split into
three sets for: training, validation and testing, which are same with the setting of [8].
WN18RR is a low connectivity knowledge graph dataset with epe is 2.1; Compared with
WN18RR,YAGO3-10 is a larger datasetwith better connectivity (epe is 8.8); FB15k-237
represents the knowledge graph with rich context structure information (epe is 18.7).

Evaluation Protocol. Following the evaluation protocol in [8, 22], we test the triples in
two scenarios: head focused (?, r, t) and tail focused (h, r, ?). We evaluate the ranking of
eachpossible entity in the test triple. Five evaluationmetrics, includingMeanRank (MR),
the Mean Reciprocal Rank (MRR) and top 1, 3, 10 (Hits@1, Hits@3 and Hits@10).

Implementation. We implement our model based on the implementation of RotatE [8].
Our model is implemented by PyTorch and runs on a NVIDIA RTX-3090. Bi2E takes 2
h with 120,000 steps onWN18RR, 4.5 h with 150,000 steps on YAGO3-10 and 5 h with
120,000 steps on FB15k-237. Our code is available at: https://github.com/iiilannn9527/
Bi2E.

We use Adam [29] as the optimizer and finetune the hyperparameters on the valida-
tion dataset. The ranges of the hyper-parameters for the grid search are set as follows:
embedding dimension k ∈{200, 500, 1000, 1500}, batch size b ∈{256, 512, 1024},
self-adversarial sampling temperature α ∈{0.5, 0.75, 1.0, 1.25, 1.5}, negative sample
size n ∈{128, 200, 256, 400, 512, 800, 1024} and initial adaptive margin γ ∈{2.5, 5,
7.5, 10, 15, 20, 24, 28, 32}.

https://github.com/iiilannn9527/Bi2E


Bi2E: Bidirectional Knowledge Graph Embeddings 11

We list the best hyperparameter setting of Bi2E w.r.t the test dataset on several
benchmarks in Table 2.

Table 2. The best hyperparameter setting of Bi2E on WN18RR, YAGO3-10 and FB15k-237.

Benchmark k b n α γ

WN18RR 500 512 512 1.5 2.5

YAGO3-10 500 1024 400 0.5 24

FB15k-237 1500 1024 256 1.25 7.5

5.2 Main Results

Since our model shares the same hyper-parameter settings and implementation with
RotatE [8] and PairRE [9], comparing with them is necessary and fair. In addition,
there are several leading models involved in the comparison, including distance based
TransE [7]; Semantic matching based DistMult [16], ComplEx [18], PROCRUSTEs
[30]; Convolutional neural network based ConvE [22], InteraceE [23] and graph neural
network based SACN [24], CompGCN [25]. Table 3 compares the performance of Bi2E
and several state-of-the-art models on WN18RR, YAGO3-10 and FB15k-237.

From Table 3, we observe that:

1. On YAGO3-10, Bi2E achieves state-of-the-art performance. On WN18RR, Bi2E
outperforms all other models on MR, MRR and Hist@10 metrics. Especially on
MR metric of two datasets, Bi2E improves at least 10% compared with other
leading methods, which means that Bi2E has a significant progress in the overall
representation of low connectivity knowledge graph;

2. With the same number of parameters, Bi2E outperforms RotatE on all metrics.
These results show the effectiveness of the proposed Bi2E for the task of predicting
missing links in knowledge graph.

3. Compared with other leading methods, Bi2E also shows highly competitive
performance on FB15k-237;

In addition, compared with other models, Bi2E has more obvious improvement on
low connectivityWN18RR and YAGO3-10 than on FB15k-237, which demonstrates the
effectiveness of Bi2E in low connectivity knowledge graphs. FB15k-237 has rich context
structure information, which makes learn complex relations and relation patterns easier.
However, the feature informationonWN18RRandYAGO3-10 is not easy to obtain.Bi2E
improves the efficiency of utilizing data to capture more feature information, and uses
limited feature information to learn and infer the relations between entities efficiently.
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5.3 Further Experiments of Bi2E Under Low Connectivity

We make further experiments to explore three sources of model enhancement: bidirec-
tionality of relation, subject-object feature spaces and adaptive γ .

Analysis on Bidirectionality of Relation. We further validate the role of modeling by
bidirectionality of relation. In this group of experiments, we employ single forward
relation to replace the two-way relations in Bi2E and name it Si2E. All experiment
settings remain the same, and the embedding dimension is 500. The experimental results
on WN18RR are summarized in Table 4.

Table 4. Comparison of Link Prediction Results between Bi2E and Si2E on WN18RR.

– WN18RR

Model MR MRR Hits@1 Hits@3 Hits@10

Si2E 4489 .450 .396 .473 .551

Bi2E 2978 .480 .432 .498 .574

From Table 4 we can easily conclude that bidirectional Bi2E has a breakthrough
in encoding capacity compared to Si2E. These significant improvements verify the
effectiveness of modeling by bidirectionality of relation. We analyze the reasons:

1. The utilization efficiency of bidirectional model for each triple is higher than uni-
directional model, which means that Bi2E can capture more feature information in
low connectivity;

2. Bi2E is modeled from both forward and reverse directions to discover more potential
semantic links that are not easily found in the unidirectional model, which enhances
the ability to learn and infer implicit relations.

Analysis on Subject-Object Feature Spaces. To verify the effectiveness of modeling
in the subject-object feature spaces, we project entities and relations into one space
and four spaces, and name them Bi1E and Bi4E. We set γ as the fixed value, and other
settings remain the same. The embedding dimension is 500, and the experimental results
on WN18RR are shown in Table 5.

It can be clearly seen from Table 5 that Bi2E is superior to Bi1E on all metrics,
with the increase of 6.1% on MR and about 2% on other metrics. Compared with BI2E,
BI4E has no significant improvement with doubling the number of parameters. These
verify that, Bi2E is effective and efficient for the task of predicting missing links in low
connectivity knowledge graph by introducing the subject-object feature spaces. Bi2E
benefits from projecting entities and relations into different spaces, which enables it to
capture more feature information and makes the embedded representation of knowledge
graph closer to reality.
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Table 5. Link prediction results of Bi1E, Bi2E and Bi4E on WN18RR.

– WN18RR

Model MR MRR Hits@1 Hits@3 Hits@10

Bi1E 3366 .467 .420 .483 .562

Bi2E 3160 .476 .428 .493 .572

Bi4E 3101 .478 .429 .493 .570

Analysis on Adaptive γ . We further explore the influence of adaptive γ . Except the dif-
ferent modes of γ , the experiments share the same hyper-parameters. The experimental
results on WN18RR and FB15k-237 are shown in Table 6.

Table 6. Comparison between different modes of γ on WN18RR and FB15k-237.

WN18RR FB15k-237

Mode MR MRR Hits@1 Hits@3 Hits@10 MR MRR Hits@1 Hits@3 Hits@10

Fixed γ 3160 .476 .428 .493 .572 169 .346 .249 .384 .544

Adaptive
γ

2978 .481 .433 .498 .574 170 .345 .249 .383 .543

As shown in Table 6: compared with fixed γ , adaptive γ effectively improves the
encoding ability of the model on the WN18RR. However, there is only a slight gap on
FB15k-237.

We believe that in the knowledge graph with rich context structure information, such
as FB15k-237, the embedding models are able to capture abundant feature information,
and the saturated feature information can be used to well infer the relation patterns and
complex relations. At this time, the effect of adaptive γ will be weakened. When the
feature information is sparse, adaptive γ will use a small amount of feature information to
infer the implicit relations. These indicate that adaptive γ is effective in low connectivity.

We instantiate some examples of adaptive γ , which are shown in Fig. 2. It can be
seen that entities with larger semantic scope have larger γ , which is obviously consistent
with our cognitive understanding.

5.4 Analysis on Complex Relations

We analyze the performance of Bi2E in dealing with complex relations on WN18RR,
and the experimental results are summarized in Table 7. For comparison, we also test the
ability of TransE, RotatE and PairRE to handle complex relations on WN18RR, and all
experiments are carried out in accordance with [8] under the same experimental settings.

It is easy to observe that Bi2E performs well in the N-to-1 and N-to-N relation. Espe-
cially in the N-to-1 relation, Bi2E significantly leads other models. Bi2E improves MR
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Fig. 2. Illustration of adaptive γ .

Table 7. Experimental results on WN18RR by relation category. All experiments followed the
settings in RotatE.

– WN18RR(Hits@10) WN18RR(MR)

Model 1-to-1 1-to-N N-to-1 N-to-N 1-to-1 1-to-N N-to-1 N-to-N

TransE 0.976 0.391 0.251 0.952 29.1 1819.1 6272.2 165.8

RotatE 0.976 0.424 0.322 0.960 28.8 1848.9 6128.2 157.1

PairRE 0.976 0.374 0.295 0.955 32.0 2206.2 5752.8 278.3

Bi2E 0.976 0.420 0.330 0.961 25.4 1828.9 5454.6 155.4

by 11% compared with RotatE. On other metrics, Bi2Emaintains high competitiveness.
All these show that Bi2E can effectively encode complex relations in low connectivity.

5.5 Analysis on Relation Patterns

To verifywhether Bi2E can implicitly represent relation patterns in knowledge graph, we
visualize some examples of different relation patterns. The learned relation embedding
histogram is shown in Fig. 3. The embedding dimension of relations in these examples
is 1000. Since there is no inverse pattern in WN18RR, YAGO3-10 and FB15k-237, we
also test some relations in WN18.

Symmetry/Antisymmetry. Figure 3a shows a symmetry relation _derivationally_-
related_form inWN18RR. For Bi2E, symmetry relation can be encoded when r satisfies

rS1
2 = rO1

2 = 1. Figure 3a and Fig. 3b indicate that the absolute values of most elements
in rS1 and rO1 are 1. Figure 3c shows an antisymmetry relation _hypernym in WN18. We
can see from Fig. 3c and Fig. 3d that the absolute values of most elements of rS2 and rO2
are not 1, indicating that Bi2E can implicitly infer antisymmetry relation.
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Fig. 3. Histograms of relation embeddings for different relation patterns. r1 is rela-
tion _derivationally_related_form. r2 is relation _hypernym. r3 is relation _hyponym.
r4 is relation award_nominee/award_nominations./award/award_nomination/nominated_for.
r5 is relation award_category/winners./award/award_honor/award_winner. r6 is relation
award_category/nominees./award/award_nomination/nominated_for.

Inverse. Figure 3c and Fig. 3e show a pair of inverse relations _hypernym(r2) and
_hyponym(r3) in WN18. It can be seen from Fig. 3f that the paired relations are very
close to satisfy rS2 ◦ rS3 = rO2 ◦ rO3 = 1.

Composition. Figure 3g, 3h, 3i show a set of composition relation in FB15k-237. The
third relation r6 can be regarded as the combination of the first relation r4 and the second
relation r5. Figure 3j shows that these three relations satisfy rS4 ◦rS5 ◦rO6 = rO4 ◦rO5 ◦rS6 = 1.



Bi2E: Bidirectional Knowledge Graph Embeddings 17

6 Conclusion

To represent the knowledge graph with poor context structure information more effec-
tively, we propose Bi2E, which employs the bidirectionality of relation and the subject-
object feature spaces to improve the efficiency of data utilization and perceive more
potential semantic links. Bi2E utilizes adaptive γ to flexibly adjust the embedding dis-
tribution between entities. In addition to various complex relations, Bi2E can also encode
four key relation patterns in low connectivity. Bi2E achieves state-of-the-art results on
the low connectivity knowledge graph benchmarks. In addition, further experiments
verify the effectiveness of the methods proposed in Bi2E.
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Abstract. In the latest years, the progressive digitalisation of Smart
City ecosystems has fuelled an increasing availability of data from sensor
networks, which is considered as a valuable asset for improving mobil-
ity resilience. In particular, data coming from sensors in vehicles can be
leveraged to obtain useful information about the quality of the area-wide
road surface in near real-time, and may be used by road maintainers to
focus monitoring and maintenance activities on urban and public infras-
tructure. To bring such application scenario into the field, road main-
tainers should be equipped with valuable tools to gain insights from the
data and ensure a safer and more efficient infrastructure. In this paper,
we present a methodological approach, based on big data exploration
techniques, applied to support road maintainers in analysing and assess-
ing surface conditions of roads. Specifically, the proposed approach is
grounded on three components: (i) a multi-dimensional model, apt to
represent the road network and to enable data exploration; (ii) data
summarisation techniques, in order to simplify overall view over high
volumes of data collected by vehicles; (iii) a measure of relevance, aimed
at focusing the attention of the maintainers on relevant data only. The
paper illustrates the design and implementation of multiple exploration
scenarios on top of the three components and their implementation and
preliminary evaluation in an ongoing research project on sustainable and
resilient mobility.

Keywords: Multi-dimensional model · Data summarisation · Big data
exploration · Sustainable and resilient mobility

1 Introduction

In the landscape of the economic growth of the latest years, data has become an
intangible asset for worldwide Smart Cities, which are progressively transforming
into data-driven ecosystems. In particular, the increasing availability of data has
paved the way to new methods and tools that address business problems that
would not have been possible to tackle so far [1,9]. Nowadays, smart mobility is
being affected by tremendous changes, taking advantage from big data generated
with sensor networks and IoT devices to improve the organisation of the city
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and the transportation logistics [11]. Through such data, issues that can arise
may be promptly noticed and tackled, enhancing the quality and the efficiency
of services delivered to users [5]. For instance, data coming from sensors in
vehicles can be leveraged to obtain in near real-time useful information about
the quality of the area-wide road surface and may be used by road maintainers to
focus monitoring and maintenance activities on urban and public infrastructure,
for enhancing mobility resilience. In this landscape, road maintainers should
be equipped with valuable tools to gain insights from the data and ensure a
safer and more efficient infrastructure. Nevertheless, the variety and volume of
collected data call for models, tools and methods for data representation and
exploration [6]. In this paper, we present a methodological approach, based on
big data exploration techniques, to support road maintainers in analysing and
assessing surface conditions of roads. The proposed approach has been defined
in the scope of the MoSoRe project1 (Italian acronym for “Mobilità Sostenibile
e Resiliente”), whose aim is to investigate the resilience of mobility systems
and infrastructure in the city of Brescia (Italy). The approach is grounded on
three components defined in [3], specifically conceived to support exploration of
massive data streams: (i) data summarisation techniques, based on incremental
clustering, to provide a synthetic view over massive data streams, which evolve
over time; (ii) a multi-dimensional model, apt to organise data streams with
respect to multiple exploration facets; (iii) a measure of relevance, aimed at
focusing the explorers’ attention on portions of the data streams that present
substantial changes over time (e.g., to plan corrective actions).

The contribution of this paper is three-fold: (a) the aforementioned big data
exploration components have been declined, with respect to [3], in the context
of sustainable and resilient mobility, where data streams are collected through
accelerometers to let road maintainers monitor road surface conditions and are
organised according to a multi-dimensional model, based on distinguishing fea-
tures such as the type of the road, area/district, mileage extent; (b) multiple
exploration scenarios have been defined on top of the components, representing
different challenges in road surface monitoring, and employed as the main pillars
of a multi-step exploration methodology to assist road maintainers in mobility
data exploration; (c) exploration scenarios have been implemented and a prelim-
inary evaluation has been performed within the MoSoRe project. Noteworthy,
the definition of scenarios and the exploration methodology are conceived to
be general enough to be applied in any application context permeated by the
presence of big data.

The remainder of the paper is organised as follows: in Sect. 2 the applica-
tion context and research challenges are introduced; Sect. 3 presents the multi-
dimensional model, data summarisation techniques and the relevance evaluation
metric. Exploration scenarios are formalised in Sect. 4, whereas the exploration
methodology based on them is illustrated in Sect. 5. Section 6 describes imple-
mentation and experimental evaluation. Related work and novel contributions

1 Funded by Lombardy Region (Italy), POR FESR 2014-2020.
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Fig. 1. E-R model for monitoring road surface conditions (only meaningful attributes
are displayed).

with respect to the literature are discussed in Sect. 7. Finally, Sect. 8 closes the
paper, sketching future research directions.

2 Application Domain and Research Challenges

In the MoSoRe project, a fleet of commercial vehicles has been equipped with
black boxes, gathering data when vehicles transit on specific road portions (i.e.,
delimited sections of roads covered during daily trips). Collected data regards
both contextual information (e.g., details of the journey, weather conditions) and
measures of accelerometers over the X, Y and Z axes, which can be used to infer
road surface conditions. Collected data is represented through the conceptual
model in Fig. 1 and grouped as follows:

– Trip-related data regards the journeys accomplished by vehicles during the
monitored period (at the time of writing, data is transferred from vehicles
on a daily basis); the trip is described through the GPS coordinates of start
and end position, the timestamp in which the vehicle was positioned at the
beginning/ending of the trip, the covered distance; trip details are collected
by the black box at the beginning/ending of the trip, twice per kilometre and
when some driving events occur (e.g., burst of speed, hard braking); moreover,
also weather conditions for the start/end place are registered;

– Anomaly-related data concerns anomalies recorded by the black box of a vehi-
cle; for privacy preservation issues, only few characteristics of the vehicle are
recorded (e.g., the type, to denote either a private or a commercial vehicle),
but they cannot be used to infer any information regarding the owner; for
each anomalous event, the black box collects data from the accelerometers
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on X-Y-Z axes, with a rate which varies from 200 Hz up to 800 Hz for each
trace, depending on the model of the black box; hence, depending on the
frequency, accelerometric traces from different vehicles may have a different
number of samples; each black box assigns a probabilistic estimate to the
cause that induced the event (either hole, bump, depression, rough ground
or undetermined – not assignable to any specific category); noteworthy, upon
anomalous event occurrence, a GPS trail is recorded and the position of the
vehicle is sampled.

Our research activity in the MoSoRe project concerns the definition of methods
and techniques for big data exploration to monitor the status of the road surfaces.
To this aim, the following research challenges have been considered to achieve
mobility data exploration.

Massive Data Streams Summarisation. To provide a compact view of the
huge amount of data collected from vehicles, efficient summarisation techniques
are advocated, thus enabling vehicles data to be observed in an aggregated way.
Indeed, monitoring each single data record may be neither relevant, due to the
high level of noise introduced by vehicles black boxes accelerometers (i.e., slight
variations in the measured variables) nor feasible, due to the high data generation
rates (which depend on the model of the black box as explained before) and,
generally, on the dynamic nature of the application domain, which compels data
aggregations to be observed on the fly.

Multi-dimensional Exploration of Data Streams. Data collected from
vehicles may be explored according to different perspectives, identifying homo-
geneous portions of the road network upon which the data analysis must be
focused on. This allows to cope with the complexity and the variety of the
domain (the city road network is conceived as a composition of several road
portions, with different spatial extensions, types, travel frequency, etc.) and to
consider the different importance of portions characteristics for road maintainers
(for instance, road maintainers may be more interested in analysing portions of
the road network prone to high congestion levels).

Multi-perspective Exploration Scenarios. Road maintainers, depending
on their expertise, may pursue different goals while exploring vehicles data to
assure mobility resilience. For instance, common issues tackled by road maintain-
ers could be: (i) monitoring the evolution of an anomalous event over time; (ii)
comparing anomalous events of the same type, thus establishing a severity order
among them; (iii) estimating the type of an undetermined event by assessing its
similarity with respect to the known typologies. Depending on the goal, road
maintainers should be suggested with the exploration of relevant data only, to
enable the management of critical situations. Hence, relevance evaluation tech-
niques are required, to ensure both the identification of relevant data and its
exploration at the proper level of granularity, complying with road maintainers’
objectives.
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Fig. 2. Example of dimensions and corresponding instances from the MDM for explo-
ration of vehicles data.

3 The Ingredients of the Big Data Exploration Approach

In this section, we briefly report the three building blocks of the big data explo-
ration approach fostered in the MoSoRe project to let road maintainers monitor
the status of the road surfaces and plan corrective actions, coping with variety,
velocity and volume of anomaly-related data.

3.1 Multi-dimensional Model

The proposed Multi-Dimensional Model (in brief, MDM) is grounded on the
definitions of dimension and exploration facet. With respect to the general for-
mulation given in [3], one of the contributions in this paper has been the design
of a MDM to organise and explore vehicles data, as shown in Fig. 2.

Definition 1 (Dimension). A dimension di is an entity representing a single
characteristic of a road portion (e.g., category, maximum speed limit, mileage
extension) defined on a categorical domain Dom(di). We denote with D =
{d1, . . . , dp} the finite set of dimensions. An instance vj

di
of di ∈ D is a cat-

egorical or range value, belonging to the domain of di, that is, vj
di

∈ Dom(di),
∀i = 1, . . . , p and ∀j = 1, . . . , |Dom(di)|. Dimensions with categorical values are
organised into hierarchies {h1, . . . , hm} and each hierarchy is described with: (i)
a subset of dimensions Dim(hk) ⊆ D, ∀k = 1, . . . ,m; (ii) a total order �hk

over
the set of dimensions.

Definition 2 (Exploration facet). An exploration facet φi (or, abbreviated,
facet) is a combination of instances, belonging to different dimensions, apt to
identify road portions with homogeneous characteristics. Let Φ = {φ1, . . . , φk}
be the set of available facets. The cardinality of the set Φ, denoted as |Φ|, spans
over all the possible combinations of dimension instances (|Φ|≤2N − 1, where
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Fig. 3. Sample streams of acceleration measures recorded by a black box in the case
of a depression (left) and hole (right) anomalous event.

N =
∑

i=1...p |Dom(di)|, excluding the empty set combination and, generally,
non combinable dimension instances).

Example. Considering the dimensions and the corresponding instances reported
in Fig. 2, an example of facet φ̂ ∈ Φ may contain instances of the following
four dimensions: {Type, SpeedLimit, District, MileageExtension}. For φ̂, Type =
Urban and District = District1 are sample dimension instances. With reference
to the figure, Area and District are two dimensions included in the hierarchy
h1 so that Dim(h1) = {ALL, Area, District} and District �h1 Area �h1 ALL
holds, where ALL denotes the coarsest aggregation level. Other hierarchies are
h2 (Dim(h2) = {ALL, Type}), h3 (Dim(h3) = {ALL, SpeedLimit}) and h4

(Dim(h4) = {ALL, MileageExtension}).

Physical quantities recorded by black boxes on vehicles are referred to as
features, whereas the values associated with features are denoted as measures. A
feature fi is a measurable quantity described by a name and a unit of measure (if
any). Let F = {f1, . . . , fd} be the overall set of measurable features. A measure
is a scalar value for the feature fi ∈ F , expressed in terms of the unit of measure
and the timestamp t, that represents the instant in which the measure has been
collected. Measures are conceived as a data stream and are associated with
specific road portions in the MDM. In the MoSoRe project, measures collected
by each black box are values of X-Y-Z gravity accelerations and are provided as
already classified with respect to a possible event associated with that stream,
such as hole, bump, depression, rough ground. Figure 3 reports two examples of
streams corresponding to the detection of a depression and hole event.

3.2 Clustering-Based Data Summarisation

Once focusing the attention on a specific facet, gathering road portions with
homogeneous characteristics, the stream of records from a single black box can
be used to ascertain whether road surface conditions are diverging from reference
values. To obtain an effective representation of the temporal evolution of a road
surface conditions, data summarisation based on an incremental clustering algo-
rithm is applied. The algorithm has been described in [3] and is briefly sketched



Relevance-Based Big Data Exploration for Smart Road Maintenance 25

in the following. The algorithm takes as input the stream of measures related to
the observed features and, at a given time t, produces as output a set of syntheses
S(t), where each synthesis corresponds to a cluster of records that are close each
other according to distance between measures. For a given road portion, the set
S(t) is built considering records collected from timestamp t − Δt to timestamp
t and the previous set of syntheses S(t − Δt) through the assignment of records
to existing syntheses, creation of new syntheses, merging/removal of existing
ones. Roughly speaking, syntheses conceptually represent a specific state in the
status of a road surface conditions. A set of syntheses at a given timestamp t
corresponds to a snapshot, that is, a “picture” of the status of the road portion
at time t, defined as follows.

Definition 3 (Snapshot). A snapshot SNi(t), stored at time t, is defined as
the following tuple:

SNi(t) = 〈Si(t), FSNi
, φi, εSNi

, IDεSNi
〉 (1)

where: (i) Si(t) is the set of syntheses generated at time t, (ii) FSNi
is the set of

the monitored features; (iii) φi is the facet that identifies the road portion; (iv)
εSNi

is the type of anomalous event the snapshot refers to (i.e., either hole, bump,
rough ground, depression, undetermined event); (v) IDεSNi

is the identifier of
the anomalous event as assigned by the black box of a vehicle.

Figure 4 shows the set of syntheses in two snapshots taken at time t1 + Δt
and t1 + 2Δt, where measured features are X-Z accelerations and the type of
triggering event is hole (the identifier of the event is the same for both the
snapshots). Specifically, syntheses refer to a road portion identified through a
facet that groups urban roads in city downtown. From Fig. 4(a) to Fig. 4(b)
changes in the two snapshots are evident. In fact, the set of syntheses moves
towards higher values of Z axis acceleration, that physically corresponds to the
identification of a hole on the road surface.

3.3 Identification of Relevant Data

Given two snapshots SNi(t1) and SNj(t2) (with i 	= j and t2 > t1), changes
between syntheses in the two snapshots are apt to identify relevant data, which
can be proposed to road maintainers to start the exploration from. In particular,
the measure of relevance is based on the notion of distance between snapshots
formalised in [3] and reported in the following.

Definition 4 (Distance between snapshots). The distance between two
snapshots SNi and SNj is based on the sets Si and Sj of syntheses in the two
snapshots (containing n and m syntheses, respectively, where n and m do not
necessarily coincide):

dSN (SNi, SNj) =

∑
sh∈Si

d(sh,Sj) +
∑

sk∈Sj
d(Si, sk)

m + n
(2)
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Fig. 4. Incremental clustering on a stream of records over X and Z axes acceleration
for a hole event (higher values on the Z axis acceleration from (a) to (b)).

where d(sh,Sj) = mink=1,...mds(sh, sk) is the minimum distance between the
synthesis sh ∈ Si and a synthesis in Sj. Similarly, d(Si, sk) = minh=1,...nds(sh,
sk). To compute the distance between two syntheses ds(sh, sk), different factors
have been combined: (i) the Euclidean distance between syntheses centroids, to
verify whether sk moved with respect to sh; (ii) the difference between syntheses
radii, to verify whether there has been an expansion or a contraction of synthesis
sk with respect to sh; (iii) the difference in the density of syntheses (i.e., number
of aggregated records with respect to the hyper-volume occupied by each synthesis).

Snapshots for which the distance value from a reference snapshot ˆSN(t0) falls
within an interval [valmin, valmax] are highlighted as relevant. The valmin and
valmax are predefined thresholds set by road maintainers based on their experi-
ence and domain knowledge. Techniques to support road maintainers in the def-
inition of the thresholds can be considered (e.g., learn-by-example approaches),
but their application in the exploration methodology presented in the following
sections is out of the scope of this paper. Focusing on the set of syntheses of a
relevant snapshot, it is possible to check what are the syntheses that changed
over time (namely, appeared, merged or removed), which contributed to make
that snapshot relevant. The concepts formerly introduced become a key aspect
for the definition of exploration scenarios and the methodological approach for
data exploration, described in the next sections.

4 Exploration Scenarios

The components of the big data exploration approach presented in the former
section are employed by road maintainers to explore vehicles data. However,
depending on their exploration goals and expertise, different road maintainers
may focus the exploration on different areas of the road network (e.g., to over-
see the area that is under their responsibility). Moreover, different threshold
intervals may be adopted by road maintainers to highlight relevant snapshots
(e.g., since road surface repair interventions imply a huge economic expense, a
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road maintainer may be forced to limit the intervention on a subset of anoma-
lous events, selecting them according to the relevance value). As a result, a
plethora of exploration use cases, that we refer to as exploration scenarios, can
be performed. An exploration scenario aims at capturing the essential elements
demanded to perform data exploration, starting from the set of snapshots Σ, in
order to fulfil a specific exploration goal. The formal definition of exploration
scenario is given in the following.

Definition 5 (Exploration scenario). An exploration scenario ESi is a four-
elements tuple 〈focusi,Di, Ri,Σφi

〉 where:

– focusi is a textual description of the goal of the scenario;
– Di = 〈φi,Σi〉 is the domain of the scenario, containing the dimensions to

be considered for exploration (in the exploration facet φi) along with a set of
reference snapshots Σi to be used for detecting relevant ones;

– Ri is the set of rules holding within the scenario, consisting in numeric inter-
vals intji = [vj

ai
, vj

bi
], j = 1, . . . , |Ri| defined by the road maintainers according

to their expertise and domain knowledge and exploited as distance thresholds
to highlight relevant snapshots;

– Σφi
⊆ Σ is the set of snapshots available within ESi, labelled with the dimen-

sions of φi.

Example. To assure mobility resilience, a road maintainer’s goal might be sorting
anomalous events with respect to their severity, given several snapshots related
to different anomalous events of the same type (e.g., holes) occurred on a spe-
cific portion of the road network. This exploration goal is modelled through an
exploration scenario denoted as ESseverity having as focusseverity the descrip-
tion “determine the severity of anomalous events with type hole”, whereas the
road portion on which the exploration is focused on is identified by the facet
φseverity (e.g., {Type: Urban, SpeedLimit : ALL, District :District1, Mileage-
Extension:ALL}). In ESseverity, the set of reference snapshots Σseverity contains
a unique reference snapshot, corresponding to a reference critical event. The ref-
erence snapshot Σseverity and the set of rules Rseverity are used, leveraging the
exploration methodology proposed in the following section, to identify relevant
snapshots related to hole events. Such snapshots are then sorted according to an
increasing value of distance from Σseverity, thus establishing an order from the
most to the least critical (indeed, the lower is the distance value the higher is
the similarity with the critical event).

5 The Proposed Relevance-Based Data Exploration
Methodology

To assist road maintainers in finding relevant snapshots compliant with their
exploration goals, we propose a methodology rooted on exploration scenarios
and organised over the four phases detailed in the following (Fig. 5).
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Fig. 5. Phases of the proposed data exploration methodology.

Phase 1 - Exploration Scenario Selection and Initialisation. Exploration
of snapshots starts with the selection of an exploration scenario ESi by the road
maintainer. Before performing the exploration, the scenario has to be initialised
(i.e., the rules Ri and the domain Di have to be set, as they determine the
relevant snapshots the exploration will be focused on). Initialisation is done by
exploiting the information contained in the profile associated with each road
maintainer. Let M be the set of road maintainers. The profile p(m) of a road
maintainer m ∈ M is a triple 〈Rm,SN m, φm〉 where: (i) Rm is a set containing
the rules Rm

i to be considered within a specific exploration scenario ESi; (ii)
SN m is a set containing the reference snapshots Σ

m

i to be considered to perform
relevance evaluation according to Eq. (2) in Definition (4); (iii) φm is the facet
containing the preferred dimensions of the road maintainer, to be considered for
exploration of snapshots within the scenario.

Phase 2 - Identification of Relevant Snapshots. In an exploration scenario
ESi, relevant snapshots from Σφi

can be identified by calculating the distance
between each snapshot in Σφi

and the reference snapshots in Di.Σi (using the
distance function dSN from Eq. (2)), considering the set of rules Ri. Let us
denote with Σrel

φi
⊆ Σφi

the set of identified relevant snapshots.

Example. Considering a road maintainer m1 and recalling the exploration sce-
nario ESseverity introduced in Sect. 4, the domain Dseverity and the rules
Rseverity sets of the scenario are populated using the profile p(m1). In particular,
regarding the domain set Dseverity, the preferred dimensions of the road main-
tainer in the facet φm1 (e.g., {Type: Urban, SpeedLimit : ALL, District :District-
2, MileageExtension:≤ 5}) are used to populate the facet φseverity, and the initial
set of snapshots Σφseverity

related to anomalous events is identified. Moreover,
the snapshot to be used as a reference is Σ

m1

severity and corresponds to a crit-
ical snapshot exploited for relevance evaluation using as thresholds the rules
contained in the set Rm1

severity, fixed by the road maintainer according to her
expertise (e.g., for the road maintainer m1 a snapshot is considered as relevant
if the relevance value is in [0.3, 0.6]).



Relevance-Based Big Data Exploration for Smart Road Maintenance 29

Phase 3 - Suggestion of Exploration operators. To explore the relevant
snapshots in Σrel

φi
, a road maintainer may resort to several exploration operators,

to change the dimensions instances in the facet Di.φi according to both his/her
exploration interests and the measure of relevance.

Definition 6 (Exploration operator). An exploration operator is denoted as
o(τo, ιo, d

k
hj

), where: (i) τo is the type of o; (ii) ιo is a measure quantifying the
impact of the application of o over the dimension dk

hj
∈ Di.φi in the hierarchy

hj on the set of snapshots Σrel
φi

. The type of operator τo is inspired by the OLAP
operators, and can be either: (i) roll-up/drill-down, to move across the dimension
levels of the hierarchy hj; (ii) bind/unbind dimension, to modify an instance of
the dimension dk

hj
. We denote with O the set of available exploration operators.

Being guided by the measure of relevance, the road maintainer may be proac-
tively suggested with exploration operators to be applied on dimensions in Di.φi.
The suggestion of an operator o, amongst all the possible operators in O and
depending on the set of available facets Φ, is made according to the measure ιo

which is calculated as
|Σrel

o(φi)
|

max(1,|Σrel
φi

|)) , which quantifies the extent of variation in

the number of relevant snapshots before and after the application of the explo-
ration operator. A value of ιo in [0, 1) denotes a reduction in the number of
snapshots, a value > 1 denotes an increment, whilst a value = 1 denotes no
variations.

Example. While executing ESseverity, an example of exploration operator to be
applied to update the facet φseverity in the domain set of the scenario could be
o1(rollup, 2.15,Districth1), a roll-up operator over the dimension District of the
hierarchy h1 (with reference to the notation and examples made in Sect. 3.1).
The operator o1 is associated with the measure ιo1 which, in this case, quantifies
an increment in the number of relevant snapshots if o1 would be applied over
φseverity. Conversely, another operator o2(bind, 0.75,SpeedLimith3

: {≥ 90})
would cause a reduction in the number of relevant snapshots since ιo2 ∈ [0, 1).

Phase 4 - Application of Exploration Operators. Through the ιo mea-
sure, the road maintainer is proposed with different exploration operators, which
are ranked according to a decreasing value of ιo. Amongst the exploration oper-
ators suggested for application, the road maintainer selects one of the explo-
ration operators, thus avoiding a trial-and-error approach while moving across
the dimensions of the Multi-Dimensional Model. The selection of an exploration
operator causes the update of the set Di.φi of the scenario and the exploration
process restarts from Phase 2, until the road maintainer has achieved her goal.

Algorithm 1 summarises the operative steps of the methodology in the scope
of a generic exploration scenario ESi. After setting the domain Di and rules
Ri of ESi, according to the profile of the user p(m) (lines 2–4), exploration is
iteratively performed (lines 6–18), wherein relevant snapshots are highlighted
exploiting the distance function dSN , the reference snapshots Di.Σi, and the set
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Algorithm 1: Exploration scenario based data exploration

Input : Set of snapshots Σ, Multi-Dimensional Model MDM, set of
exploration operators O, exploration scenario ESi, road
maintainer’s profile p(m)

Parameters: type of an anomalous event ε̃ (optional), identifier of an

anomalous event ˜ID (optional)
1 � Initialisation of ESi (domain and rules sets) with profile data
2 Di.φi ← p(m).φm;

3 Di.Σi ← p(m).Σ
m
i ;

4 Ri ← p(m).Rm
i ;

5 � Iterative exploration
6 begin loop
7 � Initialisation/update of Σφi – isset(test; expr if true; expr if false)
8 � Select snapshots according to Di.φi (and possibly other parameters)
9 Σφi ← {SNj |SNj .φj ≡ Di.φi ∧ isset(ε̃; SNj .εj ≡

ε̃; True) ∧ isset( ˜ID; SNj .IDεj ≡ ˜ID; True)}, SNj ∈ Σ;
10 � Highlight relevant snapshots using distance function dSN and rules set Ri –

apply fun(func, src snapshots, ref snapshots, rules)
11 Σrel

φi
← apply fun(dSN , Σφi , Di.Σi, Ri);

12 � Exploration scenario specific operations
13 [. . .]
14 � Suggestion of exploration operators (top-n operators ordered by decreasing ιo

value)
15 On ← suggest operators(O, Σrel

φi
, Di.φi,MDM , n);

16 � Application of one of the suggested operators and update of Di.φi

17 apply operator(oj ∈ On, Di.φi,MDM );
18 end loop

of rules Ri of ESi. Moreover, depending on the focus of the scenario, specific
operations may be performed on relevant snapshots and exploration operators
are applied according to the aforementioned procedure. Apart from reference
snapshots and rules sets, which are mandatory, exploration scenarios may be
optionally parameterised considering: (a) the type ε̃ and/or (b) the identifier ĨD
of an anomalous event to be monitored.

5.1 Additional Exploration Scenarios for Smart Road Maintenance

The exploration methodology presented in the former section is being applied
within the MoSoRe project also on other scenarios, targeted to assist road main-
tainers when inspecting road surface conditions. In the following, we present two
additional scenarios, beyond the ESseverity scenario introduced in Sect. 4: (i)
ESevolution, concerning the analysis of the evolution over time of an anomalous
event; (ii) ESclassification, to infer a classification for undetermined events.
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Analysis of the Evolution Over Time of an Anomalous Event. In
this exploration scenario, the road maintainer analyses a sequence of snapshots
related to a single anomalous event, identified by ĨD, for a monitored road por-
tion p(m).φm. For the same road portion, a reference snapshot, taken under
normal conditions (i.e., not referred to an anomalous event) is considered. The
goal of this scenario is to compare the evolution of syntheses in the sequence of
snapshots against the reference snapshot. As a result, it is possible to understand
the triggering causes of the anomalous event, focusing only on relevant snapshots
and, for such snapshots, inspecting the evolution of syntheses that changed over
time. To generalise the analysis, starting from the road portion identified by the
preferred dimensions in p(m).φm, a road maintainer may progressively update
the set D1.φ1 to discover the Area of the city with the highest percentage of rele-
vant snapshots. Once found, he/she can then narrow down the exploration with
a drill-down operator, enabling the inspection of anomalous events at District
level for which a valuable increment of the relevance value occurs.

Classification of an Undetermined Event. The goal of this scenario is to
determine the similarity of an undetermined event with respect to the known
typologies, thus performing a classification task. In this respect, four refer-
ence snapshots are considered, one for each of the aforementioned types. Snap-
shots to be considered for analysis are the ones of an undetermined event
(ε̃ = undetermined), identified by ĨD, for a monitored road portion p(m).φm.
Classification is accomplished by calculating the distances of snapshots consid-
ered for analysis from each of the four reference snapshots, focusing only on the
relevant ones. The lowest distance corresponds to the highest similarity, which
is used to properly classify the undetermined event. Similarly to the former sce-
narios, road maintainers may focus on road portions with a considerable rate of
undetermined events occurrence to start the exploration from.

Generally speaking, the relevant snapshots identified in the scope of a sce-
nario can be leveraged to feed another scenario, pursuing a complementary goal.
In this respect, a road maintainer may perform a combined execution of two or
more exploration scenarios to fulfil a complex exploration goal, which cannot be
achieved by the execution of a single exploration scenario alone. For instance,
the combination of ESseverity with ESevolution enables to analyse, for a group of
critical anomalous event(s), the temporal evolution of snapshots associated with
such events, to infer additional information regarding the causes (observing syn-
theses evolution). Moreover, the combination of ESclassification with ESseverity

and ESevolution can be leveraged to firstly ascertain the classification of unde-
termined events (through ESclassification), then assessing their severity with
respect to reference critical events (by performing ESseverity on the newly clas-
sified snapshots) and lastly applying ESevolution on the most critical events as
explained before. To generalise, the combined execution of two scenarios ESi

and ESj (i 	= j and assuming that ESi is executed before ESj) entails that,
when executing ESj , in Phase 1 of the exploration methodology, the dimensions
of ESj are initialised with the dimensions of ESi (φj ← φi) whilst the snapshots
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to start the exploration from in ESj are the relevant snapshots which are the
output of Phase 4 of ESi (i.e., Σφj

← Σrel
φi

).

6 Implementation and Experimental Evaluation

6.1 Architecture

In Fig. 6, the architecture implementing the approach is reported. The numbers
on the arrows in Fig. 6 denote the interactions flow between modules. Mobility
data is made available by the vehicles black boxes provider on an FTP repository
(in the form of CSV files). Once CSV files containing anomalous events, vehi-
cles trips and accelerometric trails are available on the FTP repository, they are
retrieved by the back-end (1), where records of measures are automatically asso-
ciated with the dimensions of the MDM and stored within a MongoDB database
(Collected Data) as JSON documents (one document for each record) and organ-
ised into collections (a collection contains documents grouped on a daily basis)
(2). Then, the Incremental Clustering module is notified about the presence
of available data to process from the Collected Data store (3). Clustering-based
data summarisation modules have been implemented in R relying on the stream-
MOA library. The output of the Incremental Clustering module is stored within
a MongoDB database as well (Summarised Data) and then sent to the Rele-
vance Data Identification module, which is in charge of: (i) identifying relevant
snapshots according to the exploration scenario selected; (ii) sending relevant
snapshots to be displayed on a GUI.

6.2 Preliminary Validation of the Approach

Experimental Setup. Experiments have been run on a Windows PC equipped
with an Intel Core i5-3210M processor, CPU 2.50 GHz, 4 cores, 8 logical cores,
RAM 8 GB. The goal of the experimental evaluation is two-fold: (i) assess the
quality of data relevance evaluation, as the correlation between high relevance
values in correspondence to time instants, where variations of the collected data
occurred; (ii) test the processing time, to prove that data summarisation and
relevance evaluation can be efficiently computed, thus facing high acquisition
rates. Currently, the average number of daily anomalous events detected by the
monitored fleet of vehicles is around 400, producing ≈3 ·106 records of measures.
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Experiments on Data Relevance Evaluation Quality. Each exploration
scenario ESi is rooted on the relevance evaluation to highlight relevant snap-
shots (according to the rules set Ri ∈ ESi) which, in turn, relies on incremental
clustering results. Hereafter, we investigate the effects that the variation of two
pivotal parameters of the clustering algorithm has on the quality of the rele-
vance evaluation: (i) the time window size (Δt), retaining the next data points
to be processed by the algorithm; (ii) the syntheses ageing threshold (τ), used to
highlight least updated syntheses which are candidate to be discarded. Specifi-
cally, the goal is to evaluate whether the distance-based metric, apt to identify
relevant snapshots, is able to capture variations in collected data. To this aim,
a stream of 14160 samples (which is the maximum length of a stream related
to an anomalous event in the context of the MoSoRe project) of a hole event
has been employed. In particular, to generate the reference snapshot for calcu-
lating the measure of relevance, the first set of 1000 points from the stream has
been considered. In Fig. 7(a) and (b) we report the values of relevance metric
for different Δt values (a) and different values of the syntheses ageing threshold
(b). The dashed line in light blue in Fig. 7 corresponds to the reference data
stream. Regarding Δt variations, there is a reduction in sensitivity when Δt
assumes larger values (Fig. 7(a)); the width of Δt influences not only the qual-
ity of the relevance evaluation, but also the processing time, as detailed in the
next paragraph. Concerning the value of τ , it permits to tune the sensitivity of
the algorithm to follow sharp variations in incoming data. Sensitivity is eval-
uated through the calculation of the distance value. Indeed, a value of τ too
small prevents old syntheses from being eliminated, and sharp variations are
more difficult to be perceived. In Fig. 7(b), fixing Δt = 4 s, variations are hardly
intercepted as τ value decreases. Ongoing experiments are being conducted for
determining, not in a blind way, the configuration of parameters to be used for
running the clustering algorithm. In particular, the choice of the values for con-
figuration parameters will be driven by the minimisation of the SSQ (sum of
squared distance) metric, conceived for data stream clustering algorithms [10],
which quantifies the error chargeable to the clustering operation.

Experiments on Processing Time. Regarding processing time, we performed
tests varying the width of the time window Δt. Figure 7(c) shows the average
time required to process a single record of measures for different Δt values, con-
sidering again the stream of measures composed of 14160 samples. The figure
shows that lower Δt values demand more time to process data. Indeed, every time
data summarisation and relevance evaluation are performed, some initialisation
operations have to be executed (e.g., access to the set of syntheses previously
computed). Therefore, to ensure lower processing time, the frequency of cluster-
ing execution and relevance evaluation must be reduced, that is, Δt value must
be increased. On the other hand, higher Δt values indicate that clustering exe-
cution and relevance evaluation could be performed far from time instants where
important variations occurred, thus reducing the quality of data relevance evalu-
ation. This is evident in Fig. 7(a), where two different Δt values have been used.
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Fig. 7. (a) Relevance value for different Δt and (b) syntheses ageing thresholds τ . (c)
Average processing time for each collected measure for different Δt.

The rationale is to adaptively increase/decrease Δt value according to the dis-
tance of relevant syntheses from warning and error thresholds for the observed
features, depending on the road portion, since they correspond to potentially
critical situations that must be monitored at finer granularity. This interesting
result confirms what has been obtained in other application domains, different
from the one of sustainable and resilient mobility [4]. The algorithm for adaptive
tuning of Δt value will be further investigated in future research.

7 Related Work

In the literature, several research efforts proposed the adoption of comprehensive
solutions for big data analysis and exploration to improve the resilience of Smart
City mobility. In this respect, we surveyed an excerpt of the literature focusing
on two different aspects: (a) how existing platforms and frameworks address big
data issues, with a particular concern on data variety and volume, as tackled by
our Multi-Dimensional Model and clustering-based data summarisation, respec-
tively; (b) whether the approaches envisage the presence of techniques to attract
users’ attention on relevant data or not, and their possible employment in an
exploration methodology. Authors in [8] propose a framework for analysing road
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accident data; therein, after data preprocessing, a clustering algorithm is applied
and association rules are mined to obtain measures of interest, to find possible
underlying patterns in the data set. With similar intents, the work in [7] com-
bines IoT and big data to devise the Pavement Managements System (PMS), a
road maintenance management structure composed of pavement detection and
3D modelling, data analysis and decision support. It also illustrates use cases
for two main actors, the road maintenance company and a technical firm that
offers smart solutions for road maintenance. In [12], a city traffic state assess-
ment system is implemented using a big data cloud infrastructure, assuring high
scalability, to host clustering methods to find areas of jam. Leveraging the recent
advances in the field of computer vision and big data computing, authors in [2]
developed a scalable framework for image-based monitoring of urban infrastruc-
ture, using both Web images and Google Street View imagery to train a CNN
model. Pursuing the goal of analysing road traffic and pollution data for the city
of Aaruhs (Denmark), in [13] big data technologies ease the calculation and the
visualisation of the least polluted route.

Novel Contributions. With respect to the former state of the art approaches,
we conceive the exploration of mobility data based on: (i) an exploration method-
ology, grounded on the three big data exploration ingredients described in Sect. 3,
to support road maintainers exploration tasks; (ii) a formalisation for exploration
scenarios, aimed at specialising the methodology according to the application
context and the exploration goals of road maintainers. Regarding the explo-
ration methodology, despite multi-dimensional data organisation, that is crucial
to ensure data analysis across homogeneous road portions (e.g., characterised
by the same type, mileage extent, etc.), is not envisaged in any of the former
work, we share with [8] the introduction of metrics to identify relevant data
for road maintainers. Furthermore, only [8,12] foster summarisation techniques,
both of them relying on clustering but without eliciting considerations about
the configuration parameters of the employed algorithms. Nevertheless, in [8]
several clustering algorithms from the literature are cited, but none of them is
conceived to be applied incrementally on a stream of data, whilst in [12] details
on how the algorithm is applied are not provided. Regarding the formulation of
exploration scenarios, only [13] sketches scenarios targeted to Smart Mobility,
but details are coarsely given, without providing any formal definition.

8 Concluding Remarks

In this paper, we described our contributions in the scope of the MoSoRe research
project, presenting a methodological approach, based on big data exploration
techniques, to support road maintainers in analysing and assessing road sur-
face conditions. The approach is grounded on a multi-dimensional model, apt
to organise road portions with comparable characteristics and to enable data
exploration, data summarisation techniques, in order to simplify overall view
over high volumes of data collected by vehicles, and a measure of relevance
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aimed at focusing the attention of the road maintainers on relevant data only.
The paper illustrates how the three components can be combined to design explo-
ration scenarios of data in the sustainable and resilient mobility domain. Future
work will be focused on an in-depth experimentation of the big data exploration
techniques presented in this paper and on an extensive campaign of usability
experiments, to be performed in the last phases of the MoSoRe project on the
prototype GUI used for exploration purposes. Moreover, the adaptive setup of
Δt values for dealing with evolving conditions of the data streams while ensuring
good performance, will be investigated as well.
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Abstract. Opacity is a property of information flow that characterizes
the ability of a system to keep a secret information hidden from a mali-
cious external entity, called an attacker. Given a critical system that
may leak confidential information, an attacker with partial observation
of the system and a subset of controllable actions, we propose an app-
roach to synthesize a controller that enforces the system’s opacity. This
controller is designed as a function that applies, at run time, to the cur-
rent execution to disable any controllable action that eventually leads
to the violation of the opacity of the system. The supervision function
is built at design time based on a new version of the symbolic obser-
vation graph that represents a reduced abstraction of the state space
graph of the system preserving the observation of both the attacker and
the controller. The language induced by this function is proven to be
controllable, observable and supremal no matter the relation that exists
between the observations of the attacker and the controller.

Keywords: Security · Information flow · Opacity · Supervisory
control theory · Formal methods

1 Introduction

As our daily lives become more and more dependent on the use of information
technology, more sensitive information is required to be shared to provide bet-
ter services and the need to guarantee the security of such information grows
more critical. One of the most important categories of security requirements
is information flow. It is a class of security properties that characterizes the
way information flows between different entities of a system. Opacity [1] and
non-interference [2] are two of the main examples of information flow prop-
erties. Opacity aims at preserving unwanted retrievals of secrets by untrusted
users while observing the system [3]. It allows the protection of sensitive char-
acteristics of the considered system and offers a general framework allowing to
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specify a wide range of security properties. Indeed, it allows to characterize the
plausible deniability of a system’s secret in the presence of a malicious outside
intruder. The opacity of a system is evaluated with reference to a predicate on
its behaviour. This predicate is said to be opaque if for every behavior of the
system satisfying the considered predicate, there is (at least) another behavior
under which the same predicate is not satisfied such that both behaviors are
indistinguishable by the attacker [4].

Enforcing (or reinforcing) the opacity property has been studied within the
framework of Supervisory Control Theory (SCT). The objective is to synthesize
a supervisor that restricts the behavior of the system by disabling events that
lead to secret disclosure and hence, opacity violation. This behaviour restriction,
however, needs to respect another key concept in Supervisory Control, which is
permissiveness. A maximal supervisor has to enable the maximal number of
events which means that the restriction of the behaviour of the system needs to
involve as few disabled events as possible.

Our work investigates the problem of reinforcing the opacity of a Discrete
Event System (DES) from a Supervisory Control perspective and suggests a
novel methodology to synthesize a maximal supervisor that restricts the behavior
of the considered system in the general case without any hypothesis on the
relationship between the attacker and the supervisor observations of the system.

The main contribution of this paper is to propose a correct-by-construction
abstraction algorithm for synthesizing a partial observation supervisor that
enforces the opacity on-the-fly. Our approach is generic since the observations
of the attacker and the supervisor are not necessarily comparable. This nat-
urally leads to a more complex system to be considered with a larger state
space to be explored. To deal with the state explosion problem, we propose
a reduced abstraction of the state space, namely Hyper Symbolic Observation
Graph (HSOG): a new version of the SOG approach [5] that reduces the com-
plexity of the system by grouping sets of explicit states into symbolic nodes
(encoded with binary decision diagrams [6]). We also prove that the language
of the obtained system under supervision is prefix-close, controllable, observable
and opaque. Our approach has been implemented in a C++ prototype.

The rest of the paper is organized as follows. In Sect. 2, we introduce some
preliminary notions and models that are necessary to for the presented approach.
The core contribution is presented in Sect. 3. Related work is presented and
discussed in Sect. 4. Finally, our conclusions and some open questions are drawn
in Sect. 5.

2 Preliminaries

Discrete event systems (DESs) are event driven dynamic systems with a discrete
set of reachable states. Such systems can be modeled with Labeled Transition
Systems. In this paper, we deal with finite state space systems only.
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2.1 Labeled Transition System (LTS)

A Labeled Transition System, denoted by T , is a discrete transition structure
that can be thought of as a generalization of an automaton with outputs.

Definition 1. Labeled Transition System
A Labeled Transition System (LTS) is a four-tuple T = (X,, ƒt, X0) where:

– X is a set of states;
–  is a set of actions;
– ƒt : X × → X is a transition relation;
– X0 ⊆ X is a subset of initial states.

A transition from a state s to a state s′ by an event or action e over a LTS T
is denoted by s

e−→ s′. A run of a LTS T is a finite sequence of transitions from

an initial state 0 ∈ X0. The trace of a run π=0
e1−→ 1...

en−→ n, denoted
by tr(π), is the finite sequence of actions/events σ = e1...en. By extension of
the transition relation, the fact that the trace tr(π) leads to state n from 0
is denoted by ƒt(0, tr(π)) = n. Given two traces α and β, α.β denotes the
trace built by the concatenation of α and β. The language of a LTS T is defined
as the set of its traces i.e. L(T ) := {tr(π) ∈ ∗ such that π s  rn oƒ T }.
Finally, ϵ denotes the empty trace.

An example of a LTS is presented in Fig. 1. It illustrates a Secret Securing
with Multiple Protections Problem (inspired from [7]). We consider abstracting
a dynamic system to a DES and we model this system using an LTS. States of
the system are partitioned into two subsets: secret and nominal states. Secret
states are states of the system that represent “accessing a component of the sys-
tem that contains secret information”. The set of states is X = {q |  ∈ {0,8}},
with q0 as initial state. Transitions between states represent events/actions that
are actually happening in the plant. In other words, a transition from a state
q to qj labelled by e is interpreted as “the event e happened to the state q
and hence the system moves to the state qj”. We denote the set of events of the
system as  such that  = {α,  ∈ [0,10]}.

This system (in Fig. 1) models simplified system of a software application
which has three restricted components. This application works according to the
users permission levels. The users have to pass several authentication points
to obtain the permission to reach the restricted component. The initial state
q0 indicates that no user is now logged into the system. Events α0 and α1
represent respectively logging into the system as a standard user (User) and as
a system administrator (Admin) respectively. The event α2 indicates switching
permission from Admin to User. The application is, hence, launched by α3 as
User and by α5 as Admin. α4 is the event meaning that the User launches
the application as Admin, e.g. sudo in Unix-like operating systems. The actions
α6, α7 and α9 indicate the authentication points to obtain access to the secret
states q6, q7, and q8 respectively. α8 is an optional authentication point at
which administrators can apply a weaker protection than α9. Finally, α10 is an
event indicating a log-off function, which leads back the User/Admin to q0.
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Fig. 1. Example of LTS

2.2 The Opacity Property

Opacity is a security property defined w.r.t a secret predicate (a set of secret
states or runs) and an observer considered as an attacker. We assume that the
attacker has a complete knowledge of the structure of the system and partially
observes its actions. Before defining this security property, we introduce the
notion of projection function on a subset of observable actions o ⊆ .

Definition 2. Projection Function
For an alphabet  ∈  and a sequence σ ∈ ∗, the projection operation Po :
∗ → ∗

o is defined as follows:

Po(ϵ) = ϵ; Po(.σ) =
�
.P(σ) if  ∈ o
P(σ) if  /∈ o

Intuitively, a projection Po takes a word from ∗ and erases each action that
does not belong to o. Given a set of sequences T ⊆ ∗, the projection func-
tion is extended as Po(T) =

⋃
τ∈T Po(τ). Finally, given a sequence O ∈ ∗

o ,

P−1o (O) is the set of the sequence whose projection on o is equal to O.
In this work,  denotes the set of actions observed by the attacker, and P

the corresponding projection function. Consider a LTS T = (X,, ƒt, X0), a
regular predicate ϕ ⊆ ∗ and a subset of actions . The predicate ϕ is opaque
if no attacker can ever conclude from its provided interface that the current run
r of the system satisfies ϕ, denoted by r |= ϕ (i.e., the trace of r belongs to ϕ).
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We say that a state s ∈ X satisfies the predicate ϕ, denoted by s |= ϕ, when it is
reachable by a trace belonging to ϕ. A set of states XS is said to be satisfying
ϕ, denoted by XS |= ϕ, when all its states satisfy ϕ. In this context, the secret
of the system can be indistinguishably represented by a set of traces ϕ ⊆ ∗ or
a set of states XS (containing any state reachable by a secret trace in ϕ).

Definition 3. Opacity
A LTS T is opaque w.r.t. a secret predicate ϕ and a subset of actions  iff
∀r ∈ L(T ) | r |= ϕ, there exists r′ ∈ L(T ) | (P(r) = P(r

′))∧ (r′ �|= ϕ).

As example, let us consider the plant of Fig. 1 and consider that it is observed
by an external intruder aiming to reach secret state to obtain secret information
about the system. We assume that Xs = {q,  ∈ {6,8}} ⊆ X is the subset
of secret states of the system (Red/shaded circles in Fig. 1). Some of the events
of the system are observed by the intruder and we define its observation as
 = {α10, α6, α8}, which means that the attacker can observe the log-off, the
authentication action to access the secret state q6 and the optional authenti-
cation point that lead to q5 (and eventually to the secret q9) since we have a
weak protection for this event. This system is not opaque w.r.t  and Xs since
the trace α0.α3.α6 leads to the secret state q6 and does not have an observably
equivalent trace not leading to a secret state.

2.3 Symbolic Observation Graph (SOG)

The Symbolic Observation Graph (SOG) [5] is defined as a deterministic
graph where each node (aggregate) is a set of states linked by unobservable
actions and each arc is labeled with an observable action. Nodes of the SOG
are called aggregates (Definition 4) and are represented and managed efficiently
using decision diagram techniques (e.g., BDDs [6]).

Definition 4. Aggregate
Let T = (X,, ƒt, X0) be a LTS s.t.,  = o∪̇ s.t o is the set of observ-
able actions and  the set of unobservable actions. An aggregate  is a non
empty set of states satisfying: ∀s ∈ X, s ∈  ⇐⇒ Strte(s) ⊆ ; where
Strte(s) = {s′ ∈ X : ∃σ ∈ ()∗ such that ƒt(s, σ) = s′}

By extension to sets of states, Strte(S) = ∪
s∈SStrte(s).

Definition 5. Symbolic Observation Graph (SOG)
A SOG G associated with a LTS T = (X,∪̇o, ƒt, X0) is a LTS (A, o, →,
0) where:

– A is a finite set of aggregates;
– ∀ ∈ A, and for each o ∈ o, ∃ ∈ , ′ ∈ X: 

o−→ ′ =⇒ :
Strte({′ ∈ X,∃ ∈  : 

o−→ ′}) = ′ for some aggregate ′ s.t.
(, o, ′) ∈→;

– →⊆ A × o × A is the transition relation;
– 0 ∈A is the initial aggregate s.t. 0 = Strte(X0);
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Since a single state can belong to several aggregates, the theoretical com-
plexity of the size of a SOG is exponential w.r.t, the size of the underlying LTS.
However, due to symbolic representation of the aggregates using BDDs, the
SOG has a very moderate size in practice, especially for small sets of observable
actions (see [5,8,9] for experimental results). Moreover, in [10] authors proved
that a LTS is opaque iff its corresponding SOG is opaque.

Furthermore, they characterized the opacity of a SOG as follows: SOG is
opaque iff none of its aggregates is included in the set of secret states.
In fact, an aggregate , that is reachable with a trace σ, includes all the states
that are reachable, in the corresponding LTS, by a trace in P−1o (σ). If  ⊆ Xs,

then any trace in P−1o (σ) leads to a secret state which violates the opacity.

Definition 6. Opacity of a SOG [10]
Given a LTS T = (X,∪̇, ƒt, X0),  a subset of observable actions by the
attacker and the set of secret states XS, the corresponding SOG (A, , →, 0)
is opaque iff ∀ ∈ A,  �⊆ XS.
Theorem 1 (Opacity Verification [10]). Let T be a LTS, XS a subset of
secret states,  ⊆  is the set of observable actions, and  the SOG of T w.r.t.
, then, T is opaque w.r.t. XS and  if and only if  is opaque.

2.4 Supervisory Control Background

The Supervisory Control Theory [11] (SCT) is a formal framework for modeling
and control of Discrete Event Systems (DESs). Given a system modeled by a
LTS T , the objective of the SCT is to synthesize a supervisor (also called a
controller) in such a way that the controller can prevent some actions from
occurring to enforce security properties. In this paper, K ⊆ L(T ) represents
the opaque behavior of T . Assuming that the supervisor observes a subset of
actions m ⊆  and controls only a subset of its observed actions c ⊆ m,
its role is to enforce the behavior K on the system T by enabling or disabling
each action in c.  =  \ m is the set of unobservable actions (by the
controller) and  \ c is the set of uncontrollable actions.

In the running example of Fig. 1, our objective is to guarantee that the sys-
tem is opaque and does not leak its secret information. Consider, then, that
we are responsible to mitigate the risk that intruders reach secret states in the
plant, and for this task, we need to install protections at appropriate points on
paths to secrets. We express installing protections at certain points as protect-
ing events at certain states. Meanwhile, the costs to protect secrets must be
minimum. We assume that protected events are events observed by the super-
visor. Some of these events require more protection and we model them as con-
trollable which means that the supervisor can not only observe these events,
but control them. Hence, we define the set of protected/observed events by
m = {α0, α1, α4, α6, α7, α8, α9} and the subset of controllable events as
c = {α0, α1, α4, α6, α9}. Figure 2 presents the Symbolic Observation Graph
(Sect. 2.3) of the system w.r.t  ∪ m.



At Design-Time Approach for Supervisory Control of Opacity 43

Fig. 2. SOG of Fig. 1 LTS

In the following, we introduce some key properties regarding the targeted
language K where the languages of the considered systems (as well as K) are
supposed to be prefix-closed (i.e., any prefix α of σ ∈ L(T ) belongs to L(T )).
We start by defining the controllability of a prefix-closed language (Definition 7).
A language K is controllable if any extension of its traces with uncontrollable
actions leads to traces that are in K as well (as long as they belong to L(T )).

Definition 7. Controllability of a Prefix-Closed Language
A language K is controllable w.r.t. L(T ) and c iff, K.( \ c) ∩ L(T ) ⊆ K.

Another key property SCT is Observability. Such a property is equivalent
to another important one namely normality [12] when c ⊆ m (which is our
assumption in this paper). Intuitively, a language is observable if it can exactly
be deduced from its projection Pm . Specifically, when a controller disables a
controllable action c after the execution of a trace σ, then c has to be disabled
after all execution traces equivalent to σ w.r.t Pm .

Definition 8. Observability of a Language [13]
A language K is observable w.r.t. L(T ) and m iff P−1m[Pm(K)] ∩ L(T ) ⊆ K

The purpose of the SCT is to find the supremal sublanguage of L(T ) that is
controllable, observable, and s.t the specification (here, opacity) is respected. It
has been proved that such a language exists if c ⊆ m [13].

Definition 9. Supremal Language
A language K is supremal if � ∃L ⊆ L(T ) s.t L is a prefix-closed controllable,
observable, opaque, and K ⊂ L.
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3 General Framework for Opacity Enforcement

In this section, we design a new approach for synthesizing the most permissive
controller (i.e., supremal) that disables any action when its execution, in the
current run, eventually leads to the violation of the opacity of the system.

First, the supervisor behavior is defined through a supervision function γ.
Then, we prove that the obtained supervisor language K is controllable, observ-
able, supremal and ensures the opacity of T . Finally, we propose an algorithm
based on an on-the-fly construction of a new version of the SOG called Hyper
Symbolic Observation Graph (HSOG for short).

3.1 Supervisor Synthesis

Let K ⊆ L(T ) be the system’s opaque behavior. The supervisor is defined as
a function, namely γ, that operates on each trace of L(T ) and gives the set of
controllable actions in c to be disabled in order to reduce L(T ) to K.

The definition of the aimed supervisor γ of T is defined through an interme-
diate supervisor γo on the runs of L(T ) projected on σm.

Definition 10. Observed Trace-Based Supervision Function
Let T = (X,, ƒt, X0) be a LTS. Let ϕ be a secret predicate. The observed trace-
based supervision function is defined as follows: γo: Pm[L(T )] → 2c .
∀σ ∈ Pm[L(T )], γo(σ) = {e ∈ c | ∃α ∈ ( \ c)∗ :
R(P(P

−1
m(σ.e)).α) |= ϕ}, where R(P(P

−1
m(σ.e)).α) denotes the set of

states reachable in T by any trace in P−1 (P(P
−1
m(σ.e)).α) from an initial

state.

γo is defined on observable traces of the system T by the controller. It returns
a set of actions to be disabled after the observation of a trace σ by the controller.
Given an observable trace σ and a controllable action e, e is disabled iff any
path in the original LTS having the path P(σ.e) as projection on  can be
completed with a sequence of uncontrollable actions α, that is observable by
the attacker, such that any run in L(T ) having P(σ.e).α as projection on
 leads to a secret state. Below, we can extend the supervision function to the
complete runs of T .

Definition 11. Supervision Function
Let T = (X,, ƒt, X0) be a LTS and let ϕ be a secret predicate. The supervision

function is defined as follows: γ : L(T ) −→ 2c
γ(tr) = γo(Pm(tr)).

3.2 Properties of the Language Induced by Supervision

In this section, we prove that the language of the system controlled by the
supervisor defined in the previous section is prefix-closed, supremal, observable,
controllable and guarantees the opacity of the underlying system. We denote
by K, the language obtained by applying the supervision function γ on all the
traces of the system (abusively denoted by γ(L(T )).
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Theorem 2. Let T be a LTS with the set of controllable actions c, the set
of the controller’s observed actions m, and the set of the attacker’s observed
actions . Then, the language K = {σ ∈ L(T ) | � ∃(α, c) ∈ L(T ) × c :
(α.c s  preƒ  oƒ σ) ∧ c ∈ γ(α)} is prefix-closed, controllable, observable,
supremal and ensures the opacity of T .

Proof.

1. K is prefix-closed i.e. the prefix of each element in K belongs to K:
Let σ ∈ K and let α be a prefix of σ. Let us prove that α ∈ K.
Assume α �∈ K. Then, there exists (α1, c) ∈ L(T ) × c s.t. α1.c is a prefix
of α and c ∈ γ(α1). Since α1 is a prefix of α and α is a prefix of σ, α1 is a
prefix of σ as well. This is not possible, otherwise it contradicts, by definition,
the membership of σ in K. Thus, α ∈ K.

2. K is controllable i.e. K.( \ c) ∩ L(T ) ⊆ K:
Let σ ∈ K and let  ∈ ( \ c) ∩ L(T ). Let us prove that σ. ∈ K.
Assume the opposite. Then, there exists (α1, c) ∈ L(T ) × c s.t. α1.c is a
prefix of σ. and c ∈ γ(α1). Since c �=  (c ∈ c while  ∈ σ \ σc), α1.c
is a prefix of σ which contradicts, by definition, the membership of σ in K.
Thus, σ. ∈ K.

3. K is observable i.e., P−1m[Pm(K)] ∩ L(T ) ⊆ K.
Let σ1 ∈ K and let σ2 ∈ L(T ) s.t. Pm(σ1) = Pm(σ2). Assume that σ2 �∈ K.
Then, there exists (α2, c) ∈ L(T ) × c s.t. α2.c is a prefix of σ2. and
c ∈ γ(α2). Let α1 be the prefix of σ1 s.t. Pm(α1) = Pm(α2). The fact
that c ∈ γ(α2) implies that the aggregate reached by Pm(α2).c is included
in the set of secret states. However, such an aggregate is also reached by
Pm(α1).c while c �∈ γ(α1) otherwise σ1 would not belong to K. Thus,
σ2 ∈ K.

4. K is supremal i.e. � ∃K ⊂ L ⊆ L(T ) s.t. L is a prefix-closed language that
is controllable, observable and opaque w.r.t. the secret predicate φ and the
attacker observation .
Assume that such a language exists. Let σ ∈ L\K. Then, there exists (α, c) ∈
L(T ) × c s.t. α.c is a prefix of σ and c ∈ γ(α). Thus, by definition, the
aggregate reached by the trace α.c is included in the set of secret states.
This contradicts the membership of α in L since L is a prefix-closed language.
Thus, K is supremal.

5. K ensures the opacity of the system. This is guaranteed by construction of
the supervisor and by using the result of [10] stating that a T is opaque iff
the corresponding SOG does not contain any aggregate included in the set of
secret states.

3.3 On-the-Fly Computation of the Supervision Function

To synthesize the previously defined supervisor, we propose to construct a Hyper
Symbolic Observation Graph (HSOG) of an LTS. Informally, the HSOG is a
graph where nodes, called super aggregates, are sets of aggregates (and not single
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states) connected with actions in m \ . The arcs of HSOG are labeled with
actions in  only. Such a graph can be trivially obtained for a LTS T by (1)
Building the SOG G of T under the observation of ∪m, then (2) building the
SOG of (the LTS) G under the observation of . There are two main differences
between a SOG and a HSOG: First, nodes of the SOG represent sets of states
encoded as a BDD, while the nodes of a HSOG are sets of aggregates. Then,
links between states inside an aggregate of a SOG are not explicitly represented
because irrelevant, while links between the elements inside a node of a HSOG
are represented explicitly and used to opacify the system.

Figure 3 illustrates the HSOG of the considered running example. Clearly, the
number of states decreases from 9 states to 3 nodes (super-aggregates). Similarly,
the number of events passes from 17 to 6 events. The presented HSOG is not
opaque [which is inline with the previously presented conclusion done for the
LTS] since the super-aggregate S2 is totally included in secret set of states.

To enforce the opacity of this system, we determine its corresponding
Observed Trace-Based Supervision Function by γo and its corresponding Super-
vision function by γ:

γo(σ) =
�
{α6} if σ = ((α1.α4.α8.α9)∗.(α1.α8.α9)∗.(α0.α4.α8.α9)∗)∗.(α+

0 α1)
∅ else

γ(σ) =
�
{α6} if σ = [[(α1 + α0).α10]∗.([α1.((α2.α4) + α5) + α0.α4].α8.α9.α10)∗]∗.α0.α3
∅ else

Fig. 3. HSOG Example

In the following, we propose algorithms to synthesise the supervision function
γo of Definition 10 based on on-the-fly construction of the HSOG of a LTS.
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Algorithm 1. On-the-Fly HSOG Construction and Opacification
1: function SOG-Opacification(T , , c, σm) : Bool
2: Begin
3: ← ntAg(T ,  ∩ m);
4: A← ntAg(T , ));
5: if A ⊆ XS then
6: return False;

7: st.push (A, Enable(A,));
8: while (st �= ∅) do
9: (A, enb) ← st.Top();
10: if (enb = ∅) then
11: st.Pop();
12: else
13: t← enb.pck();
14: A′ ← SccSpAg(A, t)
15: if (¬Treted(A′)) then
16: if (A′ ⊆ XS) then
17: src← Enbe(A, t);
18: dest← mg(src, t)
19: if ¬(OpcƒyByContro(st, src, dest, t,A’)) then
20: return False;

21: addNodeToHSOG(A′)
22: st.Push(A′, Enbe(A′, ));
23: addEdgeToHSOG(A, t, A′)
24: return True;

Definition 11 can then be used to obtain the general supervision function that
applies on full traces of the system. Algorithm 1 describes this process.

The first step of Algorithm 1 is to construct the initial aggregate  (Line 3)
and the initial super aggregate A (Line 4). We check if the latter is included in the
secret set of states Xs (Line 5, 6). If it is the case, the opacification is not possible.
Otherwise, we continue the construction of the HSOG (Line 7 to Line 24). Each
time a super-aggregate is included in the secret, we call the OpacifyByControl
function which is in charge of disabling the last controllable action leading to this
secret disclosure (Lines 19). if OpacifyByControl returns False, then we cannot
enforce the opacity of the system T . Otherwise, we continue the construction
of the HSOG by adding the calculated node A′ to the HSOG (Line 21) and we
save this information in the stack st (Line 23).

When calling the OpacifyByControl function with an input aggregate ′, two
cases are possible. Either it cuts all its already built branches [CutOldBranch]
(see Line 4) in the case where the aggregate is totally included in the secret and
must therefore be totally deleted [the first call to this function from Algorithm 1
is in this case], or it trims these branches [TrimOldBranches] (Line 7) in the
case where an aggregate is going to be divided: a part leads to the secret and
therefore it is deleted and we keep what respects the opacity. Then, this function



48 N. E. Souid et al.

backtracks (Line 12→17) to look for the last controllable action that leads to
the secret to disable it.

The supervision function is defined through “Disable(st, t)” (OpacifyByCon-
trol Line 9). We recover the trace from the stack st. In fact, each element of the
stack “st” contains an aggregate and the list of transitions enabled by this aggre-
gate. Each time we compute a successor of an aggregate, we delete (top()) the
transition that led to this aggregate. And so to have a complete trace, we also
recover the arcs that led to the aggregate (from its predecessors).

When an aggregate () is secret, we must first delete it and then check if
we have already built paths from it. These paths will not be deleted directly
and our algorithm deletes only paths and aggregates that lead to the secret.
The CutOldBranches function is used to disable already constructed branches
(successors) of an aggregate entered as an input of the function (). So, for
every successor (′) of (), we check if there is another path that can lead to
this aggregate (which means that ′ is reachable by another aggregate than
). If so, ′ will not be deleted and we will only deactivate the arc  −→ ′.
Otherwise, the whole ′ aggregate will be deleted too.

The TrimOldBranches function will be called with reduced aggregates. Let
 be the input of the function. The aggregate  has already been reduced in
previous steps of the algorithm. For each successor ′ of , we check if ′ is no
longer compatible with this reduction (Line 5→ 15). If so, this means that ′

1: function OpacifyByControl(st, src, dest, t, ′): Bool
2: Begin
3: if (′ ⊆ XS) then
4: CutOldBranches(′);
5: delete ′;
6: else
7: TrimOldBranches(′);
8: if (t ∈ c) then
9: Disable(st, t);
10: return True;
11: else
12: if (st.size()>1) then
13: ← pop(st);
14: t←getTrans(st.Top(), );
15: dest← SaturatePreImg(src)∩ ;
16: ′ ← \ (dest ∪ src);
17: src← PreImg (dest, t)∩ st.Top();
18: if OpacifyByControl(st, src, dest, t, ′) then
19: st.push(′, EnableObs(′));
20: return True;
21: else
22: return False;

23: else
24: return False;
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must be modified after the steps previously done in the algorithm to reinforce
the opacity. Then, we need to verify if it violates the opacity (Line 6→ 8) and if
not we update it (Line 9 → 15).

To illustrate our approach, we consider the HSOG presented in Fig. 3. Super-
aggregates, which illustrate the observation of the attacker, are represented
by dotted-bordered rectangles, while the aggregates are represented by thick-
bordered ones. The considered system is not opaque. We explain how to enforce
its opacity by synthesizing a supervisor that restricts its behaviour. To this end,
the supervisor disables some of its controllable events.

1: procedure CutOldBranches()
2: Begin

3: for (
t−→ ′) do

4: if (′.predecessors().size() > 1) or ′ is initial aggregate then

5: E ← E \ (  t−→ ′);
6: else
7: CutOldBranches(′)
8: if (′) then
9: delete ′;

1: procedure TrimOldBranches()
2: Begin

3: for ( 
t−→ ′) do

4: ′′ ← Saturate(, t);
5: if (′ �= ′′) then
6: if ′′ ⊆ XS then
7: CutOldBranches(′)
8: delete ′;
9: else
10: if (′.predecessors().size() > 1) then /*′ is elsewhere accessible*/

11: E←E \ ( t−→ ′);
12: save(

t−→ ′′);
13: else
14: ′ ← ′′;
15: TrimOldBranches(′);

This leads to omitting some aggregates/super-aggregates of the system which
will be represented in grey. Moreover, secret states are represented in red.
Figure 4 illustrates a system G. We assume that the attacker observes the set of
actions  = {A1, A2}, the supervisor observes m = {A1, A2, b, c, b′, c′},
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Fig. 4. Supervision G: γ(b) = c

and controls c = {c}. The set of events of the system is  = m ∪  ∪ {}
and secret states are colored in red.

Although the aggregate 00 ⊆ Ss, the opacity is not leaked (at this level)
since the super-aggregate 0 is not totally included in the secret set of states.
However, 1 ⊆ Ss which means that G is not opaque. To enforce the opacity of
this system, the supervisor disables the controllable event c. Hence, the output of
the algorithm is γ(b) = c. This leads to omitting the super-aggregates 1, 3
and 4 and the aggregate 03. It should be noted that the super-aggregate 2
will persist since it can be reached through the super-aggregate 0 and hence, we

delete only the arc 1
A2−→ 2 [line 10 of trimOldBranches function]. It should

also be mentioned that 0 will be trimmed, deleting only the aggregate 03
using the trimOldBranches function.

3.4 Implementation

To conduct an experimental evaluation of our approach, we have developed a
C++ prototype, namely the(G)eneral Framework for (O)pacity (Sup)ervision
using the (S)ymbolic (O)bservation (G)raph (GoSup). The developed tool takes
a Petri net model of a system as input (expressed through an XML Petri net
oriented language) and returns the result of opacity checks. If the test is positive
(system is opaque), the result is completed with the number of nodes and edges
of the constructed SOG. If the test is negative (system is not opaque), it outputs
the controlled events that the supervisor needs to disable are outputted, if the
opacification is possible. Otherwise, a trace is displayed as a counterexample.
Further implementation details can be found in https://depot.lipn.univ-paris13.
fr/gosup/gosup. Theoretical complexity of our approach is exponential in time.
Although experimentation haven’t been done yet, but practical complexity of
our approach is expected to be very moderate.

https://depot.lipn.univ-paris13.fr/gosup/gosup
https://depot.lipn.univ-paris13.fr/gosup/gosup
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4 Related Work

Researches for investigating the opacity property are centered around the effi-
cient verification of various notions of opacity [10,14–20], the enforcement of this
property (for non opaque systems) [21] using a variety of techniques, and the
quantification [22,23] which suggests that the opacity is not necessary a binary
property. Much of work in this context has been carried out using Petri nets
modeling formalism [15,16]. In [24], the authors extended the notion of opacity
to LTSs and generalized this property to represent information flow concepts
(anonymity and non interference). Different approaches were presented. How-
ever, implementation is the key limitation in this field of research. In fact, the
implementation of any new approach in this field offers a testing environment,
allowing a better vision and tangible results of the proposed solution. For the
verification of opacity there exist tools such as Takos [25], Umdes [26] and
the SOG [27]. However, to the best of our knowledge, there exists no accessi-
ble tools for the supervision of opacity except the work of [28]. Authors in this
work assumed that the attacker observes a subset of actions of the supervisor. In
this paper, the proposed approach revisit the SOG-based approach to reinforce
the opacity based on the SCT and with no previous condition regarding the
relationship between the attacker and the synthesized supervisor observations.

Here, we focus on existing approaches to enforce systems’ opacity (which is
the goal of this paper) and particularly those based on SCT.
In such approaches, we assume that the intruder (possibly more than one
attacker) observes only a subset of the system’s events. Let , m and c
be respectively the set of observable events of the intruder, observable events of
the controller and controllable events. In [29] authors have shown that an opti-
mal control always exists and provided sufficient conditions under which it is
regular and effectively computable. Using the SCT, researchers in [30] presented
a reduced-complexity approach to verify the opacity of modular systems, and
proposed a method for computing a local supervisor to each module. Moreover,
in [31] authors assumed that the system is associated with partial observers,
each one having its predefined secret, and proved that an optimal control always
exists but is not generally regular.

To sum up, it exists multiple approaches to ensure and enforce opacity. How-
ever, these techniques present some practical limitations preventing their appli-
cability since most of them do not provide an implementation. Also, all the exist-
ing opacity verification tools can lead the state space explosion problem. It has
been demonstrated, in [22], that the SOG-based approach largely outperforms
the TAKOS-based approach in terms of run time and memory consumption.
Thus, we claim that our extension of the SOG-based approach to enforce opac-
ity, through HSOG, allows to tackle the state explosion problem while supplying
a supremal supervisor.
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5 Conclusion and Future Work

In this paper, we have proposed a general framework for enforcing the opacity
of Discrete Event Systems. The aim is to synthesize a supervisor that disables
some actions from occurring in order to preserve secret information from being
revealed. This framework is said to be general since it does not take into con-
sideration the relationship between the attacker and the supervisor. Moreover,
our approach is on-the-fly, which means that the computation of the supervisor
is performed while abstracting the system. For this purpose, we have proposed
a new abstraction graph, called Hyper Symbolic Observation Graph, that
is presented in this paper. Such a graph allows to alleviate the explosion state
problem by representing the state space in a condensed manner. We have imple-
mented our approach using C++ programming language which provides a user
friendly framework to test the enforcement of this security property. As a use
case sample, we have considered the security of a software application which has
three restricted components, that works according to the users permission levels.
Applying our approach allows to enforce opacity of the application and prevent
the attacker from revealing some sensible information. Several perspectives of
our approach are possible. For instance, the enforcement of opacity for modular
systems using a unique or several attackers. Additionally, we aim to study the
quantification of the opacity.
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et Synthèse de Contrôleur pour des Propriétés de Confidentialité). PhD thesis,
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Abstract. In recent years, the volume of data to be analyzed has
increased tremendously. However, purposeful data analyses on large-scale
data require in-depth domain knowledge. A common approach to reduce
data volume and preserve interactivity are sampling algorithms. How-
ever, when using a sample, the semantic context across the entire dataset
is lost, which impedes data preprocessing. In particular data imputation
transformations, which aim to fill empty values for more accurate data
analyses, suffer from this problem. To cope with this issue, we intro-
duce DATA-IMP, a novel human-in-the-loop approach that enables data
imputation transformations in an interactive manner while preserving
scalability. We implemented a fully working prototype and conducted
a comprehensive user study as well as a comparison to several non-
interactive data imputation techniques. We show that our approach sig-
nificantly outperforms state-of-the-art approaches regarding accuracy as
well as preserves user satisfaction and enables domain experts to prepro-
cess large-scale data in an interactive manner.

Keywords: Data imputation · Data cleansing · Interactive data
preprocessing · Human-in-the-loop

1 Introduction

Business processes and strategic decisions are often based on the analysis and
interpretation of data. Therefore, data analysis processes like the KDD pro-
cess [8] and CRISP-DM [22] include a data preprocessing step. This is crucial
for data quality and hence for the reliability of analyses, which is why up to 80%
of the effort required for an analysis is spent on data preprocessing [5]. To define
the necessary preprocessing steps, knowledge about the relevant domain needs
to be considered. Typically, this is difficult to automate [24] and hence, domain
experts need to be involved [1,7]. They interactively define the data preprocess-
ing steps, apply them to the data, evaluate the effects of individual steps based
on their domain knowledge and adjust them if necessary.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Sellami et al. (Eds.): CoopIS 2022, LNCS 13591, pp. 55–74, 2022.
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Nevertheless, with today’s data volumes, letting domain experts work on
the entire dataset is not suitable. Response times for performed transformations
would often be excessive and interactive work would be impossible. Therefore,
existing approaches and tools frequently use a sampling approach and sepa-
rate the specification of the necessary transformations in the frontend using
a Programming-by-Demonstration [6] approach from the application of these
transformations to the entire dataset in the backend [2]. Suppose the transfor-
mations are only applied to the sample dataset immediately, and their applica-
tion to the data in the backend takes place not before the specification of the
entire data preprocessing process has been completed. In that case, this results
in a huge delay before potential issues can be detected.

An example approach to detecting issues at an early stage is the work done
by Behringer et al. [2]. In addition to applying transformations to a sample
in the frontend, the transformations are simultaneously started on the entire
dataset in the backend. In contrast to state-of-the-art approaches, the domain
expert is now notified about possible issues as soon as they occur, but before all
transformations are specified. This prevents the long iteration cycles described
above and thus promises to enable interactive data preprocessing even on large-
scale datasets.

A particularly important part of data preprocessing is data imputation. Data
imputation aims to recover missing values in the best possible way. In the follow-
ing, we present a motivating scenario that draws attention to severe challenges
which may occur when using the approach for data imputation mentioned above.

1.1 Motivating Scenario

In this motivating scenario, we use a publicly available dataset,1 which contains
reported crimes in boroughs of London for several years. To emphasize challenges
of interactive data imputation, some values were removed or slightly adjusted. The
left part of Fig. 1 shows an excerpt of the sample presented to the domain expert
in the frontend, and the corresponding data available in the backend. Several val-
ues are missing in the data, so a data imputation is necessary to proceed with the
analysis. Therefore, the domain expert specifies in the frontend a simple and illus-
trative data imputation transformation that fills previously empty cells (top left)
with a constant value taken from the cell above (top right). As there are no missing
values left, one can assume that the data quality has increased. This is confirmed
by an acceptable relative error compared to the true value of only about 4%, that
we obtain when comparing the imputed values with the actual values we removed
beforehand to be able to calculate the relative error.

But, as shown in the lower left part of Fig. 1, the borough of Harrow is
only present in the backend (bottom left). If the specified transformation is now
applied to the entire dataset, the missing values only available in the backend,
are imputed as well (bottom right). By doing so, we can see the first issue when
using a state-of-the-art approach: The relative error which looks acceptable in
the frontend increased to more than 66% resulting in massive data quality issues

1 London Crime Data: https://www.kaggle.com/LondonDataStore/london-crime.

https://www.kaggle.com/LondonDataStore/london-crime
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(Fig. 1, a). This is not perceivable by domain experts as they are only aware of
data in the frontend while specifying imputation transformations.

In addition, a second issue can be observed in the figure when applying data
imputation transformations. Even the simple and straightforward transformation
Fill from above requires a reference to the preceding row. Since the domain expert
is working on a sample, the preceding row is most likely not the same in frontend
and backend. In our motivating scenario, this is why the value for Havering in
2008 is calculated in the frontend based on Haringey in 2012 (Fig. 1, b), but in
the backend based on Harrow in 2012 (Fig. 1, c). As a result, the incidents for
Havering in 2008 would be 22156 in the frontend, while in the backend this cell
would be given the value 12803. Thus, two different values exist at the same
time and again this is not perceivable for a domain expert.
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Fig. 1. Discrepancy between perceived state in the frontend and the actual state in the
backend applying a “Fill”-transformation to impute missing values. Gray shaded rows
indicate data only contained in the backend, thus unperceived by a domain expert.

1.2 Problem Statement and Contribution

Our motivating scenario shows that state-of-the-art approaches have two funda-
mental issues regarding data imputation: (1) application of transformations on
unintended cells and (2) differing values between frontend and backend for the
same cell. In both cases, the reason is that the semantics of the data is not taken
into account. In this example, the semantic context is defined by the borough,
and the recorded incidents vary tremendously from one to the other borough.
Hence, using a value from one borough to impute a value of another borough
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is mostly a bad idea. However, this is not perceivable for domain experts, who
would continue with the analysis, resulting in entirely incorrect results.

A closer look reveals that data imputation transformations can be divided
into three categories, as shown in Table 1. The first category describes data impu-
tation transformations that do not require any reference(s) to other rows, such
as replacing missing values with a fixed value like null. Applying such a trans-
formation results in the expected behavior and can thus be considered as solved.
The second category includes all transformations that reference their own row,
for instance, to impute cities based on zip codes. Again, these data imputation
transformations work well on a sample and with the expected behavior, since all
the required information is contained in the sample.

Nonetheless, in most cases, a meaningful data imputation requires references
to other cell values in the same column, e. g., to interpolate missing values across
different months. Although the entire column is usually not required for this pur-
pose, as some immediately preceding values are often sufficient, it cannot be guar-
anteed that all necessary values are contained in the sample. However, as shown
in the motivating scenario, unexpected behavior may occur in this category.

The discussion of the three categories of data imputation transformations
shows that state-of-the-art approaches only deal with two of them. The more
common data imputation transformations belong to the third category and can-
not be used for interactive data preprocessing so far. To enable interactive data
preprocessing with these data imputation transformations as well, it must be
ensured that a semantic exploration of the data is completed before applying
transformations of this category. Since this exploration cannot be done by an
algorithm, the domain expert has to be involved.

In this paper, we introduce DATA-IMP, a novel approach to address the
aforementioned issues. The main contributions are:

– We show how DATA-IMP allows domain experts to interactively define
semantically related data to enable column references required for data impu-
tation.

– We demonstrate how this serves as a basis for the proper specification
of data transformations allowing experts to leverage their domain knowl-
edge while interactively performing data imputation transformations even on
large-scale datasets.

– We evaluate DATA-IMP through a user study as well as a comprehensive
comparison with non-interactive techniques for data imputation. The com-
parison reveals that our approach is able to outperform even the best of
these techniques.

The remainder of this paper is structured as follows: In Sect. 2, we present
related work. In Sect. 3, we introduce DATA-IMP, our novel approach to perform
data imputation transformations in an interactive manner even on large-scale
datasets. We evaluate DATA-IMP by comparison to state-of-the-art approaches
in Sect. 4 and conclude this work in Sect. 5.



DATA-IMP: Interactive Data Imputation 59

2 Related Work

A typical approach to integrate domain experts into analysis processes is the use
of spreadsheets or tools with spreadsheet-like interfaces. However, in many cases
these are not suitable for today’s data volumes. This results in significant chal-
lenges, like an unresponsive user interface or long-running computations, which
impede the analyst [21]. One approach to cope with large amounts of data in
spreadsheets and bypass at least the unresponsiveness or freezing of spreadsheet
interfaces is to split the computation into two parts: Only the current viewport
is calculated instantaneously, while unperceived areas are processed in the back-
ground [3]. Outdated cells are shaded to empower the domain expert to perceive
the current calculation state. This provides the feeling of high responsiveness to
the domain expert, but the required calculation time remains the same.

Table 1. Data imputation categories and potential issues when applying them to a
sample.

Expected behavior

Data Imputation w/o reference ✓

Data Imputation with row reference ✓

Data Imputation with column reference ✗

However, the volumes of data available today are just too large for human per-
ception [15]. The most common approach to reduce data volumes to a manageable
size is the use of sampling algorithms. These algorithms are commonly categorized
as probability sampling and non-probability sampling [20]. In probability sam-
pling, each case of the population has an equal and known chance of being part of
the sample. The most common approach in this category is Simple Random Sam-
pling. In non-probability sampling, cases from the population are selected on the
basis of a subjective decision, i. e., some cases have no chance of being included
in the sample, while others have a higher chance. However, the choice of a suit-
able algorithm is highly dependent on the domain and the data. Hence, semantic
relationships between data have to be defined by a domain expert.

In the Big Data area, sampling is used in various ways. In many cases, the
goal is to obtain an initial, approximate result as quickly as possible. For exam-
ple, ApproxHadoop [12] tries to approximate a MapReduce program using only
some blocks of the HDFS file system and discards individual tasks of the program
at random or requires the user to specify a less accurate version of the code to be
executed. IncApprox [16] uses sampling to get an incrementally updated result
on streaming data. In other approaches, a sample is used to clean a small part
of the data and use it to either estimate the result for the entire dataset (Sam-
pleClean [17]) or train a model which is applied to the entire dataset (Active-
Clean [18]). But these approaches provide an extrapolation rather than an exact
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and reliable result. Furthermore, none offers a fine-granular feedback loop, but
to leverage domain knowledge, it is necessary to put the human into the loop.

Furthermore, sampling does not solve one important issue with spreadsheets:
the enormous vulnerability to errors due to the complexity of formulas and
references between columns or cells. If these errors occur when preprocessing
data, they may lead to unintended results with tremendous consequences [10].
To avoid this, modern interactive tools mostly rely on the familiar spreadsheet
interface while trying to make the specification of transformations on the data
less error-prone. For this purpose, the programming-by-demonstration [6] app-
roach is commonly used. Here, the domain expert provides one concrete example
of a transformation on a sample. The tool derives appropriate rules, which can
subsequently be applied to other cells, columns, or original datasets. Typical
examples for this approach are OpenRefine,2 Wrangler [14] or the work of Gul-
wani et al. [13]. In particular, Wrangler offers features to integrate the user in
the preprocessing of data. First, there is an intuitive specification of transforma-
tions through a user-friendly interface, which allows the user to proceed step by
step without using formulas. Second, each transformation is shown in a trackable
transformation history, allowing domain experts to adjust transformations any-
time. After the preprocessing, a so-called transformation script can be exported
and applied to a large-scale dataset.

These fundamental principles can also be found in popular tools, such as
KNIME,3 RapidMiner4 or Trifacta Wrangler.5 The latter emerged from the
mentioned Wrangler research project. These tools either support the graphical
specification of transformation sequences using the Pipes&Filters pattern or sup-
port programming-by-demonstration and a transformation history. Nonetheless,
the two phases, specification of transformations on a sample and subsequent
execution on the entire dataset, are still strictly separated. An occurring dis-
crepancy between the perceived state in the visualized sample is only detected
during execution, or even worse, not before conducting a subsequent analysis.
Thus, a domain expert must revise the specified transformations and restart
from scratch, which takes tremendous time on large-scale datasets and prevents
interactive preprocessing of data.

In the work done by Behringer et al. [2], the strict separation between the
specification and the execution of transformations is eliminated. If a transfor-
mation does not depend on any precondition, the transformation is executed
immediately in the backend, while possible data quality issues are identified
by an error detection and are immediately made visible to the domain expert.
This allows that a) the execution does not have to be restarted repeatedly from
scratch, b) the domain expert retains the advantages of sampling, while at the
same time being able to assess and improve the quality of the preprocessing tasks
on the entire dataset, and c) the required time is massively reduced because the

2 OpenRefine: https://openrefine.org.
3 KNIME: https://www.knime.com.
4 RapidMiner: https://rapidminer.com.
5 Trifacta Wrangler: https://www.trifacta.com.

https://openrefine.org
https://www.knime.com
https://rapidminer.com
https://www.trifacta.com
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execution already starts during the specification. Nonetheless, this approach is
agnostic to semantic relations in the data. It does not support important prepro-
cessing functionalities like data imputation, e. g., interpolate a missing incidents
value for a month with regard to the previous and subsequent month (cf. Fig. 1).

In summary, there is currently no approach that comprehensively supports
interactive preprocessing on large-scale datasets. Available tools and approaches
either lack an intuitive user interface that allows domain experts to leverage
their domain knowledge while specifying the necessary transformations, or they
come with long iteration cycles such that the users cannot immediately evaluate
the specified transformations and adjust them in an interactive manner.

3 Interactive Data Imputation with Data Blocks

In this section, we present DATA-IMP, a new approach to overcome the men-
tioned limitations of existing approaches and to enable transformations that are
dependent on the semantic relations of data. To accomplish this, DATA-IMP
allows (a) to leverage domain knowledge to interactively define semantically
related data blocks containing subsets of data, (b) to use these data blocks as
the foundation of samples, and c) to interactively specify transformations on
these data blocks.

3.1 Intuition

Most approaches consist of the following steps: 1) generating a sample, 2) visu-
alizing this sample for the domain expert, and 3) interactively specifying and
performing transformations on this sample. Finally, the specified transformations
can either be exported as scripts for future repetitions or applied to the entire
dataset, and afterwards, the domain expert can continue with the analysis.

In Sect. 1.1, we discussed important issues that may occur when transforma-
tions require references to semantically adjacent cells. In particular, these issues
occur for typical transformations in the context of data imputation, e. g., “fill
from above” or “interpolate”. For such transformations, the required seman-
tically adjacent cells are most likely not contained in the sample. However, it
is not detectable in an automated way which specific semantics underlie the
dataset and how they influence the intended analysis, so this has to be specified
by the domain expert. As a consequence, access to semantically adjacent cells is
indispensable for domain experts working on interactive data preprocessing.

The following two terms are relevant for the further description of our app-
roach DATA-IMP:

(User-defined) Data Blocks are subsets of rows in the entire dataset that
share a common underlying semantics. More formally, the available rows R are
partitioned into p subsets Si for which holds:

Data Blocks := {Si | ∀Si ⊆ R :
p⋂

i=1

Si = ∅ ∧ p ≤ |R|}
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Block functionality describes the opportunity to apply transformations that
need to access other rows of a data block. This in particular includes data imputa-
tion transformations that are not limited to row-local value access. Such trans-
formations with block functionality are called block transformations BF , are
declared with a transformation definition tdef and can be applied to as many
data blocks as the domain expert desires. Hereby, tdef could be a formula, a λ-
expression or a script to describe operations on data. This results in the following
function signature:

BF ({Si, ...} , tdef )

DATA-IMP is based on the assumption that domain experts can identify
semantically related subsets of data in the sample dataset. Two phases are at
the core of this approach.

The first phase is to partition the dataset. For this purpose, two tasks are
performed recursively: (a) select a feature and (b) partition the dataset into
data blocks based on distinct values or value ranges of this feature. To reduce
the workload for the domain expert, the current data block definition is auto-
matically applied to the sample after each cycle of this task, which allows a
preview of the resulting data blocks. When the domain expert is satisfied with
the block definition, this results in several data blocks containing semantically
related data as shown in Fig. 2. These data blocks can be used as the basis for
a sampling algorithm, i. e., selecting entire blocks instead of single rows for the
sample. Hence, the semantically related data (as specified by the domain expert)
is available in the frontend. For this reason, a transformation can access any cell
in this data block, e. g., if the green cell in Fig. 2 should be imputed, all gray
colored cells are accessible. After this partitioning of the dataset, all data impu-
tation transformations with block functionality that do not rely on the order of
the rows in a data block, are available. Typical examples are imputing missing
values with the mean or median of the column.

?

A DCB

sorting in between partition / data block
cells to consider for data transformations

? cell with missing value

i-1th 
data block

i-th 
data block

i+1th 
data block 

Fig. 2. Partitioning of a dataset into data blocks and cells accessible for data imputa-
tion transformations within a block.
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For data imputation transformations that require the order within a data
block, e. g., the mentioned fill from above transformation, the second phase
of DATA-IMP is necessary. Hereby, the domain expert is enabled to sort the
dataset as necessary, whereby the data blocks are preserved. After this sort-
ing, the domain expert may also specify data imputation transformations that
rely on the order. Furthermore, as the borders of a data block are specified, a
transformation can be applied to each block independently, which prevents a
behavior as shown in the motivating scenario, where values from other blocks
have mistakenly been considered during transformation application and only
semantically related data within each block are used. This enables the domain
expert to perform data imputation transformations as expected and as perceived
in the frontend on the sample.

Note that the two phases, i. e., partitioning and sorting, are also reflected
in the SQL window functionality. The focus of DATA-IMP is to allow domain
experts to interactively specify transformations on semantically adjacent cells
without the need to provide complex statements in a language like SQL.

3.2 Walkthrough

To further illustrate DATA-IMP, we describe a representational walkthrough dis-
cussing different steps during interactive data preprocessing. DATA-IMP com-
prises two components: a spreadsheet-based frontend for interaction and a pow-
erful backend responsible for computationally intensive transformations. Figure 3
illustrates the different steps and the corresponding components. In addition, we
add two more steps to the conventional approaches to enable our approach: 4)
generate a so-called block sampling based on data blocks and 5) a further trans-
forming step enabling data imputation transformations with block functionality.
In the following, we describe all steps in more detail:

1) Generate Row Sampling. As described before, it is necessary to draw a
sample from the entire dataset before interactive preprocessing can take place.
As in conventional approaches, a row-based sampling method is used in this step
(Fig. 3, 1). Since, to the best of our knowledge, no sampling algorithm exists that
covers every data characteristic in the sample, we use Simple Random Sampling,
which gives a general overview and is usually a good choice for generic applica-
bility. By using a sample, a domain expert only encounters a manageable subset
of the data in the frontend, while a high-performance backend is responsible to
process the conducted transformations on the entire dataset.

2) Feedback Loop. The obtained sample must be provided to the domain
expert. For this purpose, DATA-IMP uses a feedback loop (Fig. 3, 2) as part of
the user interface. This user interface presents the data in the familiar spread-
sheet look and thus provides a familiar interactive environment for preprocessing
data. Regarding the user interface functionality, we base the frontend of our app-
roach on Wrangler [14] and the work done by Behringer et al. [2]. At this point
in the process, we start visualizing the initial sample similar to what state-of-
the-art approaches do (Fig. 3, 2a).
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Fig. 3. Steps of DATA-IMP, the components responsible for each step, and the points
of interaction for the domain expert.

3) Transform (no block functionality). After the sample has been visual-
ized, a domain expert can specify the necessary transformations step-by-step in
an interactive manner using a programming-by-demonstration approach without
the need for using formulas (Fig. 3, 3a). Specified transformations are instanta-
neously applied to the sample in the frontend (Fig. 3, 3b) and the results are again
visualized. This way, the domain expert obtains the impression of a very respon-
sive system (Fig. 3, 2b). At the same time, the transformations are also applied
to the entire dataset in the backend (Fig. 3, 3c), and in case of a conflict, i. e., an
unexpected behavior not perceivable in the frontend, the domain expert is notified
and is able to respond as needed in the frontend (Fig. 3, 2b). Since a single trans-
formation rarely ensures sufficient data preprocessing, this cycle can be repeated
as often as required. This phase is the last step in conventional approaches.

4) Generate Block Sampling. A domain expert requires access to other rows
for data imputation transformations, which is not guaranteed in a sample. If the
required values are unavailable, a differing value will be calculated for the same
cell in the frontend on the sample than in the backend on the entire dataset, and
a domain expert works on unreliable data. One solution is to calculate all val-
ues in the backend exclusively and to update the frontend after this calculation
has been completed. This is very similar to the phase separation in state-of-
the-art approaches, albeit merely for individual transformations and not for the
entire preprocessing. But, this would still reduce interactivity since response
times would increase tremendously. Thus, for interactive preprocessing, particu-
larly data imputation, it must be ensured that all required rows are part of the
sample and, to avoid issues of the motivating scenario (cf. Sect. 1.1), transfor-



DATA-IMP: Interactive Data Imputation 65

...

2012 615025 Criminal DamageCity of London

2016 4 17026710 BurglaryBrent

2016 5 21322451 BurglaryBrent

2013 57108 Fraud or ForgeryBarking and Dagenham

2014 6 743098 DrugsBarking and Dagenham

2010 11 10729340 DrugsBarking and Dagenham

2011 1 207650 BurglaryBarking and Dagenham

ID borough major_category year month incidents
1 2 3

Specify Data Blocks
(Sample)

Preview
(incl. Missing Records)

SPECIFY DATA BLOCKS

a

d

c

b

(a) Bold lines indicate the domain expert
identified data blocks on the sample data.

...

2009 113151 BurglaryBarking and Dagenham

2009 2 2108187 BurglaryBarking and Dagenham

2008 11 16528630 BurglaryBarking and Dagenham

2008 1 13427873 BurglaryBarking and Dagenham

2008 3 14027237 BurglaryBarking and Dagenham

2008 4 12424130 BurglaryBarking and Dagenham

2008 6 13823469 BurglaryBarking and Dagenham

2008 8 13022258 BurglaryBarking and Dagenham

2008 1019052 BurglaryBarking and Dagenham

2008 1217413 BurglaryBarking and Dagenham

2008 513871 BurglaryBarking and Dagenham

2008 2 13510368 BurglaryBarking and Dagenham

2008 7 1515917 BurglaryBarking and Dagenham

2008 9 144357 BurglaryBarking and Dagenham

ID borough major_category year month incidents
1 2 3

Specify Data Blocks
(Sample)

Preview
(incl. Missing Records)

SPECIFY DATA BLOCKS

a

d

b

c

(b) Preview of data blocks of the entire dataset
used as the foundation for a sampling.

Fig. 4. The user interface of DATA-IMP.

mations must not be applied to the entire dataset unless this is the intention of
the domain expert. As it is not detectable in an automated way which specific
semantics underlie the dataset/analysis, this has to be specified by the domain
expert. For this purpose, the domain expert identifies semantically related sub-
sets of data (data blocks) on the currently visualized row sample (Fig. 3, 4a)
using the approach described in Sect. 3.1. Based on the currently active block
definition, this block is immediately applied to the sample (Fig. 3, 4b) and visu-
alized to the domain expert (Fig. 3, 2c). These steps are supported by the user
interface depicted in Fig. 4. In the shown example, the domain expert first sorts
by borough, followed by major category, and finally by year (Fig. 4a, a). Based
on this sorting, semantically related data blocks are identified instantaneously
and visualized by a thicker line (Fig. 4a, b). Here, once again, the reason becomes
clear why a sample based on arbitrary rows is unsuitable for many data imputa-
tion transformations. In many cases, a block consists of only one representative,
although it is intuitively apparent that a whole year is represented in the data.
Thus, a non-existing value (Fig. 4a, c) cannot be filled reasonably based on a
sample, which is why the data preprocessing cannot be continued interactively
at this point. Only in one case (Fig. 4a, d) are two representatives, but this is
still insufficient for any corrective treatment. However, for a domain expert, it
is evident whether the block is recognized correctly and it is feasible to continue
or if further adjustments are required.

After the domain expert is convinced that the block definition is correct, a
preview is created (Fig. 3, 4c). The domain expert starts this step by switching to
the second tab in the user interface (Fig. 4b, a) to get a preview of the resulting
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data blocks. As shown in the figure, the first few data blocks are now previewed,
containing all of these blocks’ data, including data from the backend. Hence,
this preview shows how data blocks would appear if the domain expert worked
on the entire dataset. Each block in the preview is most likely more extensive
than before (Fig. 4b, c). Each block now contains all months and thus reflects
the state of the dataset in the backend (Fig. 4a, b).

If the domain expert is satisfied with the result, a new sample is drawn
(Fig. 3, 4e). In contrast to the sample used in step 3) based on single rows,
this sample is now based on randomly selected data blocks. Each of these data
blocks consists of all the semantically related rows as specified by the domain
expert. Afterwards, one returns to the previous interface as used in step 3) now
operating on this new sample (Fig. 3, 2d).

5) Transform (including block functionality). As user-defined data blocks
are used as foundations for sampling, the domain expert can once again work
interactively on a manageable subset of the data in this step. In addition, crucial
transformations, such as data imputation transformations, which require adja-
cent rows, can now be specified due to the defined data blocks (Fig. 3, 5a). As
described before, specified transformations are once again simultaneously applied
on the sample (Fig. 3, 5b) as well as on the entire dataset (Fig. 3, 5c). To utilize
such transformations, the domain expert may first sort the features unused for
block selection accordingly. Note that features used to define data blocks are
no longer available for further sorting, as this would either lead to no effect or
require the blocks to be dissolved. In the example shown in Fig. 4b, data could
further be sorted according to the attribute month, which subsequently allows
for a data imputation transformation over the course of the year. If, for instance,
a fill from above transformation is applied, the missing values for May, Octo-
ber, and December are filled with the known values from April, September, and
November, respectively. However, the value for January 2009, which is also miss-
ing in our example (Fig. 4b, d), will no longer be replaced in contrast to the
motivating scenario (Fig. 1), since no preceding value exists if block boundaries
are taken into account. A domain expert could subsequently specify a second
transformation to fill this value from known succeeding values, i. e., February.

Furthermore, to allow a large amount of freedom for this kind of transfor-
mations, domain experts should be able to choose from different scopes for a
transformation: First, as outlined above, it is possible that all values in the
dataset should be processed with the same transformation. That is, the same
transformation is applied to all blocks independent of each other with respect to
block boundaries. Second, a transformation can, of course, be applied to a sin-
gle block. In this case, a transformation is applied to estimate each non-existent
value only within a single data block while all of the remaining data blocks are
unaffected. Third, even more detailed transformations can be applied, i. e., mul-
tiple transformations in a single block, where special characteristics of the data
require different data imputation transformations. Hereby, the domain expert
can also choose to apply the transformation only in the current interval, that
is, to an arbitrary number of non-existent values between two existing values.
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This enables to specify several transformations in the same block if several gaps
occur in this data block.

6) Proceed/Export. It is also possible that different block definitions are
needed for different kinds of transformations. For this reason, the domain expert
can switch back to a row sampling at any time and specify a new block definition.
If the domain expert is satisfied with the quality achieved, subsequent steps of
the analysis process can be performed or the specified transformations can be
exported and used for later repetition.

4 Evaluation

This section describes the evaluation of DATA-IMP. First, we conducted a user
study to assess the interaction with DATA-IMP, user acceptance and achievable
results. Second, we compared our results with 11 techniques for non-interactive
data imputation.

4.1 User Study

In order to evaluate DATA-IMP with regard to its suitability for practicabil-
ity and user acceptance, we implemented a fully working prototype with the
above described functionality (cf. Sect. 3.2) using a Javascript-based frontend,
components based on Python and Apache Spark and HDFS storage. The pro-
totype supports straightforward transformations, e.g., mean, median, fill from
above/beneath, k-NN or moving average.

Based on this prototype, we conducted a user study to investigate how poten-
tial users interact with DATA-IMP and how it compares to state-of-the-art
approaches. Therefore, we provided several approaches to perform data impu-
tation in our implementation. The different approaches used as the different
conditions for this user study are: AFull, in which the user is provided with the
entire dataset but no semantically related data blocks exist, ASample, where the
user works on a subset of the dataset but is not provided with block function-
ality and therefore has to perform data imputation on every single row as in
state-of-the-art approaches and, finally, ADATA−IMP , the presented interactive
approach where the user defines the appropriate semantic-related data blocks
based on available domain knowledge and can afterwards perform data imputa-
tion on these data blocks.

Participants. We recruited 12 participants (4 female, 8 male) via mailing lists
and personal contacts of one of the authors. The participants were aged between
19 and 39 years (M =27, SD=5.85). They were either computer science or data
science students or research assistants. The participants were neither rewarded
for participating in this user study nor familiar with our prototype or had any
knowledge of the measured variables. Furthermore, none of the participants had
expert knowledge regarding data preprocessing.
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Method. We conducted our study using a repeated measures design with the
different approaches as the only independent variable. Each participant used the
three approaches in a counterbalanced order according to the Latin Square to
reduce learning effects between the conditions [9]. We used objective measures
as well as subjective measures as dependent variables. As objective measures,
we used the absolute error and the percentage of unprocessed cells. We collected
quantitative subjective feedback through a Post-Study System Usability Ques-
tionnaire (PSSUQ) after each condition. Qualitative feedback was collected by
a semi-structured interview after all conditions. Each experiment took roughly
60 min per participant and was conducted in a quiet environment.
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Fig. 5. User study results. Lower results are better. Error bars depict the standard
error.

Apparatus. We deployed a prototypical implementation of our architecture on an
IBM Pure Flex cluster managed by OpenStack with 11 compute nodes and our
frontend prototype on a virtual machine accessed via VNC, and each participant
could keep their familiar mouse/keyboard combination. For our user study, we
used the London Crime Data dataset6 as ground truth. Since our evaluation
requires a dataset that can be processed under all three conditions, we decided to
use this rather small dataset. Note that the conditions ASample and ADATA−IMP

would be feasible on much larger datasets, but the AFull condition would not. To
reduce complexity, we aggregated the dataset. The contained minor categories
were summarized into their corresponding major categories to reduce the number
of features, e. g., incidents of Harassment, Common Assault, Assault with Injury
are summarized as Violence Against the Person. Subsequently, since this dataset
does not contain empty cells, we randomly removed values. This allows us later
on to compare the imputed value by the user with the correct value and thus
to make statements about the results obtained. To generate the samples used in
the conditions ASample and ADATA−IMP , we used a Simple Random Sampling
with a fixed seed.

Procedure. After explaining the purpose of the study and the procedure, we
asked participants to perform some exemplary tasks on a training dataset with

6 https://www.kaggle.com/LondonDataStore/london-crime.

https://www.kaggle.com/LondonDataStore/london-crime
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COVID-19 data7 to familiarize themselves with an interactive data preprocess-
ing tool. These tasks included transformations on cells (renaming) and columns
(sorting, combining, splitting, filling). We also gave a brief overview of other
predefined transformations implemented in our prototype. To compare the dif-
ferent approaches, participants were asked to preprocess the dataset once under
each condition in a counterbalanced order. We further requested participants
to stop a preprocessing task when they were either satisfied with the achieved
quality or lost motivation/confidence to accomplish the task under the current
condition. We afterwards asked for subjective feedback and proceeded to the
next condition. After all conditions had been processed once, we conducted a
semi-structured interview.

Overall
System Usefulness

(SYSUSE)
Information Quality

(INFOQUAL)
Interface Quality
(INTERQUAL)

1
2
3
4
5
6
7

PS
SU

Q
Sc
or
e

Full Sample DATA-IMP

Fig. 6. Results of Post-Study System Usability Questionnaire (PSSUQ). Lower results
are better. Error bars depict the standard error.

Results. We compared the conditions AFull, ASample and ADATA−IMP regard-
ing the absolute error and the percentage of unprocessed cells using a one-way
repeated measures analysis of variance (ANOVA) to check for statistical signifi-
cance. First, we analyzed the mean absolute error under each condition. Figure 5a
unveils the results. AFull (M =53.23, SD=24.54) as well as ADATA−IMP

(M =28.08, SD=12.57) outperformed ASample (M =222.39, SD=2.59). A one-
way repeated measures ANOVA revealed a significant difference between our
conditions (F (2, 22)=486.757, p<.0001). To test pairwise statistical significance
between the conditions, a follow-up Bonferroni-corrected post-hoc test was per-
formed. This test revealed that the respective pairwise differences between the
conditions are statistically significant, i. e., ADATA−IMP is statistically the best
performing condition.

Secondly, we analyzed the percentage of unprocessed cells. Figure 5b sum-
marizes the results. It can be seen that AFull (M =1.22, SD=3.75) and
ADATA−IMP (M =1.31, SD=3.72) performed best once again, while ASample

drops off strongly (M =75.0, SD=45.22). A one-way repeated measures ANOVA
revealed a significant difference (F (2, 22)=32.522, p<.0001) between the condi-
tions. A follow-up Bonferroni-corrected post-hoc test proves again that ASample

7 https://www.kaggle.com/antgoldbloom/covid19-data-from-john-hopkins-
university.

https://www.kaggle.com/antgoldbloom/covid19-data-from-john-hopkins-university
https://www.kaggle.com/antgoldbloom/covid19-data-from-john-hopkins-university
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is statistically significantly worse performing compared to the other condi-
tions. In this case, we could not find a significant difference between AFull and
ADATA−IMP . After each condition, we asked the participants to fill a Post-Study
System Usability Questionnaire (PSSUQ) for subjective ratings. The detailed
results for all dimensions of the PSSUQ are shown in Fig. 6. Regarding the over-
all score AFull (M =2.66, SD=0.73) and ADATA−IMP (M =2.08, SD=0.65)
outperformed ASample (M =4.74, SD=1.55). A Friedman ANOVA shows that
these differences are statistically significant (χ2(2)=21.574, p<.001). Further-
more, follow-up Wilcoxon tests showed significant differences between AFull

and ASample (Z =−2.934, p<.005), ADATA−IMP and ASample (Z =−3.059,
p<.005), and ADATA−IMP and AFull (Z =−2.118, p<.05).

In the concluding interviews, the majority of our participants stated that
they would prefer an interactive data preprocessing tool over a conventional
spreadsheet application. In particular, the possibility to specify user-defined,
semantically related data blocks was highly appreciated and considered excep-
tionally helpful (P1, P2, P3, P4, P5, P7, P8, P9, P11, P12) as they expected to
get more accurate results (P1, P3, P4, P7). Still, some participants would have
preferred more support during the specification of data blocks, e. g., by a step-
by-step wizard (P4, P5).

Discussion. Our comprehensive user study shows that DATA-IMP provides the
same functionality on a sample that a domain expert would expect on the entire
dataset. This is particularly evident when comparing the data imputations per-
formed under the evaluated conditions. Looking at the mean absolute error, our
novel approach ADATA−IMP is statistically significant better performing than
AFull and ASample. Regarding the unprocessed cells, the result is similar. AFull

performs slightly better than ADATA−IMP , although both conditions are sta-
tistically significantly better than ASample. The slightly better performance of
AFull is caused by the separation into blocks when using ADATA−IMP and per-
formed transformations are not being applied cross-block. For instance, if a fill
from above transformation is performed and the previous values in this column are
not available, this leads using AFull to unprocessed cells only at the beginning of
the dataset, while using ADATA−IMP this could occur theoretically in each block.
Yet, unprocessed cells are easy to detect, thus this is only a theoretical limitation.

Finally, our participants rated our approach DATA-IMP better than state-of-
the-art approaches for interactive data preprocessing. Based on our evaluation,
we conclude that DATA-IMP retains the interactive functionality while addition-
ally enabling the processing of large-scale datasets. Accordingly, our human-in-
the-loop approach opens up new ways for domain experts to efficiently preprocess
Big Data interactively.

4.2 Comparison to Non-interactive Data Imputation Techniques

In a further step, we evaluated how our approach DATA-IMP performs compared
to non-interactive data imputation techniques.
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Selection. Since many data imputation techniques and tools exist, a selection
had to be made for the evaluation. To identify the most frequently used and
most representative techniques, we draw on the literature reviews done by Gar-
ciarena and Santana [11] as well as Lin and Tsai [19]. Furthermore, we include
DataWig [4], a framework explicitly designed for data imputation in tables and
based on state-of-the-art deep learning models. In order to provide a comparison
to the capabilities available to domain experts today, we looked for a data anal-
ysis tool that provides data imputation. For this reason, we also included H2O8

as a substitute in the comparison. Overall, we have a selection of 11 techniques
providing non-interactive data imputation (cf. Fig. 7).

Method. Since there is no uniform data format that each of the techniques can
handle, the datasets had to be preprocessed. While H2O, DataWig, and scikit-
learn work with pandas data frames, the libraries we used for the remaining
techniques, impyute and missingpy, require a numpy array. Further, not all pro-
cedures can deal with categorical data, so one-hot encoding was used in order to
numerically encode the dataset. If a model has to be trained for the techniques,
there are two variations. Either the respective library did this itself (DataWig)
or we divided the dataset into rows without missing values and rows with miss-
ing values. We used the former dataset to train the model and the latter dataset
for testing. This way, classifiers like Random Forest, NaÏve Bayes or k-nearest
neighbor can also be used for data imputation. In the context of this paper,
domain experts are the target group, and it cannot be assumed that they can
adapt parameters of different techniques to suit a given task. For this reason, all
of the evaluated techniques were executed with the respective default parameters
for comparability. For non-deterministic techniques, e. g., Random Forest, each
of these was run three times and the average result was used for the comparison.
To allow a comparison with the conducted user study, the mean absolute error
is once again used as a measure of performance.

Fig. 7. DATA-IMP in comparison with non-interactive techniques. The vertical line
indicates our best participant and is the best-achieved result over all techniques.

8 https://www.h2o.ai/.

https://www.h2o.ai/
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Results. The results in the left part of Fig. 7 show that 6 of the 11 non-interactive
techniques are close to or above a mean absolute error of 200. This is not surpris-
ing for simple statistical methods such as mean, median, and mode since only a
global value for the entire column is calculated and subsequently used to impute
the missing values within this column. Expectation Maximization also mainly
relies on the mean of the column and, in most cases, merely finds a local opti-
mum. Similarly, H2O in its default setting uses the mean to impute missing val-
ues. Finally, k-NN estimates missing values using nearby values. However, these
spatially adjacent values are not necessarily semantically adjacent, especially if
individual features are not normalized. But these semantically adjacent values
are important for successful data imputation. For the remaining techniques, the
results are substantially closer to the original true values. Nevertheless, a further
group of 4 techniques is apparent. MICE is once again based on the mean, but
with additional linear regression. This leads to more accurate results, at least
if linear correlations are present in the data. Next, NaÏve Bayes assumes that
the values of a feature are independent to the values of every other feature,
which is most commonly not the case in datasets. For Multilayer Perceptron
and DataWig, the underlying cause for the performance is uncertain since these
techniques are black boxes and thus lack explainability. Finally, the best non-
interactive technique is Random Forest, which uses many different decision trees
and thus adapts well to different semantic blocks in a dataset. Our novel inter-
active approach DATA-IMP is close to Random Forest in terms of the mean
absolute error across all participants. The green vertical line in Fig. 7 shows the
error for the best participant of our user study. This indicates that DATA-IMP
allows users to exploit their domain knowledge for data imputation and thus
beat the best non-interactive techniques. In a further step, we evaluated the
amount of correctly imputed values. The results in the right part of Fig. 7 show
that most techniques could only recover very few values correctly. Only Mode,
Random Forest, NaÏve Bayes and our novel approach DATA-IMP show a con-
vincing performance. Here, DATA-IMP surpasses the non-interactive techniques
even on the mean, and the best participant was able to clearly outperform all
other techniques.

Discussion. Our evaluation shows that there are substantial differences between
the different approaches. We were surprised that the tool support for this kind of
tasks is very limited and for example H2O only provides very simple techniques
for data imputation. Among the non-interactive techniques, Random Forest was
convincing in our evaluation and had the lowest mean absolute error. Our app-
roach DATA-IMP was able to take second place and, together with Random
Forest, was decisively better than all other techniques. Regarding the number of
values, which could be exactly recovered, DATA-IMP was even able to outper-
form Random Forest significantly. However, since there was always at least one
participant in the study who could achieve the best value across all techniques,
our approach DATA-IMP can be considered the winner of the comparative eval-
uation.
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In general, such a comparative evaluation can only be an indication for the
suitability of a technique, since the results of non-interactive techniques strongly
depend on the dataset characteristics [23] and due to the focus of this paper on
the interactive approach. The involvement of a domain expert therefore becomes
even more important, since there is just not one best technique for every use case
and the explainability in many advanced techniques is not given. Both issues
could be addressed if a domain expert can leverage the available domain knowl-
edge. We therefore conclude, that our novel approach enables domain experts
to exploit their domain knowledge and is able to deliver better results than
achievable with non-interactive techniques.

5 Conclusion and Future Work

In this paper, we presented DATA-IMP, a novel approach for interactive data
preprocessing. State-of-the-art approaches allow either high scalability with
decreased interactivity or high interactivity but reduced scalability. To over-
come these issues, our approach allows a domain expert to specify semantically
related subsets of data, so-called data blocks in an interactive manner based on
the goals of the intended analysis. We demonstrated how these data blocks could
afterwards be used as foundation for sampling, allowing to perform data impu-
tation transformations while maintaining scalability and thus, interactivity, even
for large-scale datasets. In contrast to state-of-the-art approaches, our approach
not only supports row-local transformations, where the result relies only on the
same row, but also transformations depending on potentially all semantically
adjacent cells of the data block.

In our comprehensive user study, we unveiled that DATA-IMP significantly
outperforms state-of-the-art approaches in terms of accuracy. Thus, enables
domain experts to exploit their domain knowledge for data preprocessing within
a human-in-the-loop process and to achieve more valuable data analysis results.
Furthermore, we compared DATA-IMP to 11 non-interactive techniques and
showed that by involving domain experts even the best non-interactive tech-
nique was outperformed regarding accuracy. In future work, we aim to evaluate
if non-interactive techniques can be improved through user-defined data blocks
thus combining both approaches.
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Abstract. Process mining employs event data extracted from different
types of information systems to discover and analyze actual processes.
Event data often contain highly sensitive information about the people
who carry out activities or the people for whom activities are performed.
Therefore, privacy concerns in process mining are receiving increasing
attention. To alleviate privacy-related risks, several privacy preservation
techniques have been proposed. Differential privacy is one of these tech-
niques which provides strong privacy guarantees. However, the proposed
techniques presume that event data are released in only one shot, whereas
business processes are continuously executed. Hence, event data are pub-
lished repeatedly, resulting in additional risks. In this paper, we demon-
strate that continuously released event data are not independent, and
the correlation among different releases can result in privacy degrada-
tion when the same differential privacy mechanism is applied to each
release. We quantify such privacy degradation in the form of temporal
privacy leakages. We apply continuous event data publishing scenarios
to real-life event logs to demonstrate privacy leakages.

Keywords: Privacy preservation · Differential privacy · Process
mining · Privacy leakage · Event data

1 Introduction

Process mining forms a family of techniques used to analyze operational pro-
cesses of organizations. These techniques use event logs extracted from informa-
tion systems. An event log contains sequences of events, and each event reflects
the execution of an activity with some attributes, e.g., the timestamp at which
the activity was performed or the case for which the activity was performed.
Some event attributes may refer to individuals, e.g., patients or customers, thus
raising privacy concerns.

Data regulations, e.g., GDPR [1], limit the analysis of sensitive event logs.
To circumvent such restrictions, Privacy-Preserving Process Mining (PPPM) [8]
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(a) An event log containing trace
variants with their frequencies,
e.g., trace1 happened 4 times.

(b) The actual frequency of
trace variants at each release
point.

(c) Differentially private fre-
quency of trace variants at each
release point.

Fig. 1. Continuous event data release under temporal correlations.

proposes techniques to guarantee privacy preservation, e.g., Differential Privacy
(DP) [4] or group-based privacy preservation techniques, i.e., k-anonymity and
its extensions [17]. DP works based on a noise injection mechanism that injects
noise into published data to ensure that modifying a single user’s record in
the original data has a small impact on the published data. Such an impact is
bounded by ε, so-called privacy budget. The smaller values of ε result in more
noise injection and less privacy leakage.

Process mining techniques, such as process discovery and conformance check-
ing, discover and analyze the control-flow of a process which is based on the
distribution of trace variants, i.e., the control-flow aspect of an event log. A
trace variant is a sequence of activities performed for a case. Various privacy
mechanisms have been proposed to anonymize the control-flow aspect of an
event log [9,11,15,17]. These approaches consider only a one-shot data release.
However, business processes are continuously executed, stressing the need for
Continuous Event Data Publishing (CEDP) [18]. In CEDP, events are collected
up to a certain point in time or meeting a certain condition and published in
the form of event logs. This publishing scenario is done continuously based on a
time-window, e.g., daily, or a count-window, e.g., each new release contains one
new event per trace.

CEDP may result in violating the provided privacy guarantees provided
for separate releases of event logs if there are correlations among continuously
released event logs. For example, consider the continuous release of the event
data in Fig. 1. An organization collects its business process event data in the
form of trace variants frequencies up to a release point and publishes the differ-
entially private trace variant frequencies. Suppose that each case, e.g., a patient,
contributes to only one trace variant at each release point and the trace variant
of a case is the sensitive information that needs to be protected. Note that the
trace variant of a case is considered sensitive information because it contains the
entire sequence of activities performed for the case. For example, in the health-
care context, the activities are treatment-related, and sequences of activities can
be exploited to determine the health conditions of cases, e.g., their diseases.
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In order to provide an ε-DP guarantee, one needs to hide the participation of
an individual in the released output. To this end, the output gets noisified. The
amount of noise is determined by the privacy parameter ε and the sensitivity of
a query. The sensitivity indicates how much uncertainty is required to hide the
contribution of one individual to the query. Here, the query is the frequency of
each trace variant. Since the modification of only one frequency value, i.e., the
contribution of one individual, at a specific release point i in Fig. 1b affects only
one trace variant, the sensitivity is set to 1. Adding noise drawn from a Laplacian
distribution with scale 1/ε, where the sensitivity value is in the numerator, to
perturb each frequency achieves ε-DP at each release point [5], as in Fig. 1c.

However, that may not be true with the existence of temporal correlations.
For example, as shown in Fig. 1b, the frequency of each trace variant at release
point i is not independent of the frequency of its prefix at release point i− 1.
Thus, adding Laplacian noise with scale 1/ε at the release point i= 3 only achieves
3ε-DP, which is three times weaker than the first provided guarantee. One can
interpret this situation based on group differential privacy, where correlated data
are protected as a group [3]. Moreover, due to the nature of business processes,
traces may have a particular subtrace pattern, such as “activity b always fol-
lows activity a”. Such temporal correlations can be formulated as conditional
probabilities to analyze their effect on the provided privacy guarantees by DP
mechanisms [2].

In this paper, we adapt the approach introduced in [2]. In [2], the authors
assume that probability matrices explaining the correlations between different
releases are given. However, we exploit some characteristics of CEDP to obtain
such probabilities. We show that different event data publishing scenarios can
affect the correlations and the privacy leakage results. We also investigate the
effect of specific event log characteristics on the correlations and privacy leakages.
Our proposal utilizes a transition system to model traces in the form of states at
each point of release. Particularly, we focus on a full-history transition system,
so-called prefix automaton, where each state represents a prefix of a trace from
the start point until the state. We utilize such a transition system to obtain
conditional probabilities between states (traces) at each release point.

The paper is structured as follows. Section 2 discusses related work. Section 3
introduces basic notations and formal definitions. Section 4 demonstrates our
approach to quantify temporal privacy leakage in CEDP. In Sect. 5, we provide
experiments based on real-life public event logs. Section 6 concludes the paper
and discusses some limitations of the approach.

2 Related Work

A plethora of studies has been conducted to provide privacy for process mining.
In [8], the authors studied the requirements and challenges of providing privacy-
preserving process mining. Several studies applied differential privacy to publish
event logs. Mannhardt et al. [15] applied differential privacy to anonymize queries
over event logs. PRIPEL [10] applies differential privacy to anonymize times-
tamps of event logs. SaCoFa [11] integrates differential privacy with event log
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semantics to anonymize the control flow of event logs. In [9], the authors applied
differential privacy to event logs in order to prevent singling out individuals
using the prefixes/suffixes of their traces. However, all of the above mechanisms
assume one-shot data publishing.

Dwork et al. first studied differential privacy under continual observation,
and they presented user-level [7] and event level [6] privacy. Several studies have
investigated applying differential privacy in continuous data publishing. Kellaris
et al. [14] studied the problem of infinite sequences. Fan et al. [12] studied dif-
ferential privacy with a real-time publishing setting. Cao et al. [2] quantified the
risk of using differential privacy under temporal correlation to release continuous
location data. A framework for quantifying risk when publishing only one event
log for process mining has been studied in [16]. To the best of our knowledge, no
study has presented a risk quantification for differential privacy in continuous
event data publishing. Although, in [18], the authors have elaborated possible
attacks against continuous anonymized event data publishing, that work focuses
on group-based privacy preservation techniques.

3 Preliminaries

In this section, we provide formal definitions for event logs, transition systems,
and differential privacy, which will be used to explain the approach.

3.1 Event Log

For a given set A, A∗ is the set of all finite sequences over A, and B(A) is the
set of all multisets over the set A. A finite sequence over A of length n is a
mapping σ ∈ {1, ..., n} → A, represented as σ = 〈a1, a2, ..., an〉 where ai = σ(i)
for any 1 ≤ i ≤ n. |σ| denotes the length of the sequence. Given A and B as two
multisets, A � B is the sum over multisets, e.g., [a2, b3] � [b2, c2] = [a2, b5, c2].
A multiset set A can be represented as a set of tuples {(a,A(a))|a ∈ A} where
A(a) is the frequency of a ∈ A. For σ1, σ2 ∈A∗, σ1 � σ2 if σ1 is a subsequence of
σ2, e.g., 〈z, x, a, b〉� 〈z, x, a, b, b, c, a, b, c, x〉.

Definition 1 (Event). An event is a tuple e= (c, a, t), where c∈ C is the case
identifier, a∈ A is the activity associated with the event e, and t ∈ T is the times-
tamp of the event e. We call ξ = C × A×T the universe of events. Given an event
e = (c, a, t) ∈ ξ, πcase(e) = c, πact(e) = a, and πtime(e) = t.

Note that � and � are artificial start and end activities included in A, i.e.,
{�,�}⊂A. We assume that the case identifiers are dummy identifiers referring
to individuals such as patients, workers, customers, etc. These identifiers cannot
be exploited to directly re-identify individuals.

Definition 2 (Trace, Trace Variant). Let ξ be the universe of events. A trace
σ = 〈e1, e2, ..., en〉 in an event log is a sequence of events, s.t., for each ei, ej ∈σ,
1≤ i < j≤n: πcase(ei)= πcase(ej), and πtime(ei)≤πtime(ej). A trace variant is a
trace where all the events are projected on the activity attribute, i.e., σ ∈ A∗.
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Definition 3 (Event Log). An event log L is a set of case identifiers and
their corresponding trace variants, i.e., L⊆ C × A∗. If (c1, σ1),(c2, σ2)∈ L and
c1 = c2, then σ1 = σ2. L̃ = [σ | (c, σ)∈ L] is the multiset representation of traces
in L, i.e., L̃ ∈ B(A∗). Given (c, σ)∈ L, πcase((c, σ))= c and πtrace((c, σ))= σ.

For instance, L1 = [(c1, 〈�, a, b, c, f,�〉), (c2, 〈�, a, b, f, c,�〉), (c3, 〈�, d, a, b,
c, g〉), (c4, 〈�, d, a, f, c, h〉)] is an event log with artificial start activities for all
the traces, and artificial end activities for the complete traces, i.e., the traces
of c1 and c2. The traces of c3 and c4 are called partial traces, i.e., traces that
have not yet reached the end activity. Note that our definition of an event log
represent the control-flow perspective that is the focus of this work. In general,
events of an event log may contain more attributes, e.g., resources, who perform
activities.

3.2 Transition System

In this paper, we aim to quantify the privacy degradation in CEDP due to the
correlations among event logs in different release points. To this end, we need
to adopt an event log representation that helps to study these correlations. We
consider a full-history transition system, so-called prefix automaton, as the event
log representation. A transition system is one of the most basic process mod-
eling notations which consists of states and transitions. States are represented
by circles having unique labels, and transitions are represented by directed arcs
with activity labels. Each transition connects two states. Figure 2 shows a tran-
sition system for the event log L1. The labels of states are specified by a state
representation function, which is defined as follows.

Definition 4 (State). Given σ ∈A∗ as a trace and 0≤ k ≤ |σ| as a number,
which indicates the number of events of σ that have occurred, state (σ, k) is a
function that produces a state.

We define statehd() as the state representation functions describing the cur-
rent state by the history of the case, i.e., given σ = 〈a1, a2, ..., an〉 as a trace of
length n, statehd (σ, k) = 〈a1, a2, ..., ak〉.

Definition 5 (Event Log Representation). Let L⊆ C × A∗ be an event log
and state() be a state representation function. TSL,state() = (S,A, T ) is a tran-
sition system that represents L based on state() where:

– S = {state (σ, k) | (c, σ) ∈ L ∧ 0 ≤ k ≤ |σ|} is the state space;
– A = {σ(k) | (c, σ) ∈ L ∧ 1 ≤ k ≤ |σ|} is the set of activities;
– T = [(state(σ, k), σ(k + 1), state(σ, k + 1)) | (c, σ) ∈ L ∧ 0 ≤ k < |σ|] is the multiset

of transitions;
– Sstart = {state(σ, 0) | (c, σ) ∈ L} is the set of start states; and
– Send = {state(σ, |σ|) | (c, σ) ∈ L ∧ σ(|σ|) = �} is the set of end states.

Using statehd() as a state representation function, one can create a transition
system where states represent prefixes. Consider L1 = [(c1, 〈�, a, b, c, f,�〉), (c2,
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Fig. 2. The history transition system of the event log L1. The circles represent states,
and the arcs represent transitions with activity names as their labels. The numbers
below arcs show the frequency of the corresponding transition.

〈�, a, b, f, c,�〉), (c3, 〈�, d, a, b, c, g〉), (c4, 〈�, d, a, f, c, h〉)] as an event log where
c1 and c2 have complete traces, and c3 and c4 have partial traces. Figure 2
shows the history transition system, obtained by considering statehd() as the
state representation function for the event log L1. A history transition system
can be converted to a probabilistic model to show the correlation between states
as conditional probabilities. We utilize such representation of an event log to
quantify the correlations between traces. Then, such correlations are used to
quantify temporal privacy leakages of a DP mechanism in CEDP.

3.3 Differential Privacy

Differential privacy provides a formal definition of data privacy. The main idea
of differential privacy is to randomize the data in such a way that an observer
seeing the randomized output cannot tell if a specific individual’s information
was used in the computation [5]. Considering the distribution of trace variants
as our sensitive event data, ε-DP can be defined as follows.

Definition 6 (ε-DP). Let L1 and L2 be two neighbouring event logs that differ
only in a single entry, e.g., L̃2 = L̃1 � [σ], for any σ ∈A∗, and let ε ∈ R>0 be the
privacy parameter. A randomized mechanism M:B(A∗)→ B(A∗) provides ε-DP
if for any (σ, f) ∈ A∗ ×N>0 and for all L̃

′ ∈ rng(M):

log
Pr((σ, f) ∈ L̃

′ | M(L̃1))

Pr((σ, f) ∈ L̃′ | M(L̃2))
≤ eε

The parameter ε is called the privacy budget and represents the degree of
privacy. The smaller the privacy budget, the stronger the privacy guarantees.
A real-valued query q can be made differentially private by using a Laplace
mechanism where the noise is drawn from a Laplacian distribution with scale
Δq/ε. Δq is called the sensitivity of the query q. Intuitively, Δq denotes the
amount of uncertainty that one needs to incorporate into the output to hide
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Fig. 3. The general overview of continuous event data publishing in process mining.

the contribution of single occurrences at the ε-DP level. In our context, q is the
frequency of a trace variant. Since one individual, i.e., a case, contributes to only
one trace, the sensitivity is Δq = 1 [11,15]. If an individual can appear in more
than one trace, the sensitivity needs to be accordingly increased assuming the
same value for privacy parameter ε [5].

4 Continuous Event Data Publishing

Continuous data publishing can generally be classified into three main cate-
gories: incremental, decremental, and dynamic [13]. In incremental continuous
data publishing, the raw data are cumulatively collected up to a release point,
and they cannot be updated or deleted after the collection phase. In decremental
continuous data publishing, the previously collected raw data can only be deleted
in the later releases. Dynamic data publishing assumes that new raw data can
be added to the previously collected data, and the previously collected data can
be updated or deleted. In the context of process mining, the events generated
by an information system are cumulatively collected, and they are not updated
or deleted after generation, i.e., the continuous event data publishing is incre-
mental. Figure 3 shows the general overview of continuous event data publishing
using an ε-DP mechanism in process mining. Events recorded by information
systems are collected up to a release point i, then ε-DP mechanisms are applied
to provide privacy guarantees for each event log Li.

The incremental nature of CEDP can be considered as the main reason of
temporal correlations among event logs that need to be published at different
release points. For example, the complete traces in an event log Li appear in
all the next releases Li + 1, Li + 2, · · · . Moreover, each trace σ in an event log Li

has a prefix in all the previous releases Lj , Lj + 1, · · · , Li−1, s.t., j < i and Lj

is the event log where the process of the case having the trace σ started. As
these examples show, temporal correlations can be categorized into two main
categories: forward and backward. Given Li as an event log at release point i,
the former considers temporal correlations between Li and its next releases, and
the latter concerns temporal correlations between Li and its previous releases.
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4.1 CEDP Scenarios

Different event data publishing scenarios can have a significant impact on the pri-
vacy leakage based on temporal correlations. In the following, we briefly explain
some of the different possible scenarios. In general, CEDP scenarios can be based
on a time-window, e.g., weekly, or a count-window, e.g., the number of new cases.
Since time-window-based scenarios are not deterministic in terms of the amount
of new data that can be published in each window, we focus on count-window-
based scenarios to quantify the potential privacy degradation. One can consider
different count-window-based scenarios. For example, an event log is released
when there exist x new cases compared to the previous release, or when there
exist x new events per trace, or when there exist up to x new events per trace,
etc. We classify the count-window-based scenarios into two main types: certain
and uncertain. The former specifies an exact number, e.g., x new events per
trace. The latter specifies a bound, e.g., up to x events per trace. This classifi-
cation allows us to assess the effects of certain and uncertain CEDP scenarios
on temporal privacy leakages.

Since events are the smallest units of event logs, to propose a generic app-
roach, we consider the following certain and uncertain scenarios: (S1) an event
log is released when there exist exactly x new events per trace compared to the
previous release, and (S2) an event log is released when there exist up to x new
events per trace compared to the previous release. In practice, such bounds can
be specified to keep the process mining findings updated. Note that in both sce-
narios, events can belong to a new case or an existing one. In Subsect. 4.4, we
demonstrate how to use transition systems to quantify the forward and backward
privacy leakages considering these scenarios.

4.2 Notation Summary

For the sake of simplicity, we assume that the number of releases is λ, which does
not need to be exactly specified. For a given event log L, CL ⊂ C and AL ⊂A
are considered as the finite set of dummy case identifiers and the set of activities
that can appear in different releases of L, respectively. Li denotes an event log
that needs to be released at point i∈ [1, λ]. Li contains cases and their current
states describing full history, i.e., traces. σi

c ∈ L̃i is the state of a case c at the
release point i. Note that according to Definition 3, each case can only have one
trace in an event log.

We consider Mi as the DP mechanism, which is applied to L̃i to randomize
the count of trace variants. rng(Mi) denotes the set of all possible outputs that
Mi can produce. For simplicity, Mi is considered to be the same DP mechanism,
e.g., a Laplace mechanism, but maybe with different privacy budgets at each
i∈ [1, λ]. L̃

′i in rng(Mi) denotes a differentially private output at release point
i. In the following, we first demonstrate the potential privacy loss of Mi for
a single release of event log at release point i. Then, we quantify the privacy
leakage in the context of continuous releases when i varies from 1 to λ.
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4.3 Privacy Leakage of a Single Release

Consider an adversary whose target is to identify the state of a case c ∈ CL at
release point i ∈ [1, λ]. We assume that such an adversary has the knowledge of
all the states at the given release point except the state of the target case c.

Definition 7 (Adversary without Temporal Correlations - AdLi
c). Let

Li be an event log that needs to be released at the point i and σi
c ∈ L̃i be the state

of case c at the point i. AdLi
c denotes an adversary whose target is to identify

σi
c. Li

c = {(c′, σ)∈ Li|c 
= c′} is the background knowledge of such an adversary.

AdLi
c observes L̃

′i ∈ rng(Mi) and tries to distinguish case c’s state. The pri-
vacy leakage of the DP mechanism Mi can be formulated as follows, where
σi

c, σ
′i
c ∈ A∗

L are two different possible traces for the state of case c.

PL(AdLi
c , Mi) := sup

L̃
′i,σi

c,σ′i
c

log
Pr(L̃

′i | L̃i
c � σi

c)

Pr(L̃′i | L̃i
c � σ′i

c)
(1)

PL(Mi) := max
c∈CL

PL(AdLi
c , Mi) (2)

Equation (2) is another formal representation of differential privacy that for-
mulates the privacy budget as the supremum of privacy leakage, i.e., considering
ε as the privacy budget, PL(Mi)= ε.

4.4 Privacy Leakage of Continuous Releases

We exploit a full-history transition system to calculate probabilities of visiting
states and to generate forward and backward temporal correlations describing
the probabilities for transitions between states. We obtain a transition system
form the last collected event log that needs to be published.

Definition 8 (State Probability). Let TSL,statehd() = (S,A, T ) be a history
transition system based on an event log L, the probability of visiting a state s∈S
is as follows: Pr(s)= |T ′|/|L| where T ′ = [(s1, a, s2)∈ T |s2 = s].

For instance, in Fig. 2, Pr(S3) = 2/4. In the following, we define forward and
backward temporal correlations based on scenarios S1 and S2 (see Subsect. 4.1).
Note that to simplify the notation, we abbreviate 〈a1, a2, ..., an〉 as 〈〉n, and a
sequence of event logs that need to be released, i.e., L1, L2, ..., Lλ, as L1..λ.

Definition 9 (Forward Temporal Correlations - FTC). Let TSL,statehd() =
(S,A, T ) be a transition system based on an event log L. The forward tempo-
ral correlations are calculated based on the correlations between adjacent states.
Given s1, s2 ∈S as two adjacent states, Pr(s2 = 〈〉n|s1 = 〈〉n−1) = |T ′′|

|T ′| where T ′ =

[(s, a, s′) ∈ T | s = s1] and T ′′ = [(s, a, s′) ∈ T | s = s1 ∧ s′ = s2].
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– The certain scenario with x∈N>0 new events:
Given s1 ∈ S\Send, for all s2 ∈ S, s.t., s1 � s2, and |s2| − |s1| = x: Pr(s2 =
〈〉n|s1 = 〈〉n − x) =

∏x−1
j = 0 Pr(s′

2 = 〈〉n−j |s′
1 = 〈〉n−(j + 1)). Otherwise,

Pr(s2|s1) = 0. If s1 ∈Send, Pr(s2 = s1|s1) = 1.
– The uncertain scenario with up to x∈N>0 new events:

Given s1 ∈S\Send, let fds1 be the distance of the furthest state s2 from s1, s.t.,
s1 � s2. fmx

s1
=min(x, fds1) is considered as the maximal forward move on the

transition system starting from s1. For all s2 ∈ S, s.t., s1 � s2, and for all y ∈
[1,min(x, |s2|−|s1|)]: Pr(s2 = 〈〉n|s1 = 〈〉n−y) = 1/(fmx

s1
+ 1)×

∏y−1
j = 0 Pr(s′

2 =
〈〉n−j |s′

1 = 〈〉n−(j + 1)), and for y = 0: Pr(s2 = 〈〉n|s1 = 〈〉n−y) = 1/(fmx
s1

+ 1).
Otherwise, Pr(s2|s1) = 0. If s1 ∈Send, Pr(s2 = s1|s1) = 1.

For instance, in Fig. 2, given the certain scenario with x= 2, we only consider
the states that their distance from a given state is 2. If the given state is S1,
Pr(S5|S1)= 1/2 and Pr(S6|S1)= 1/2. Other probabilities given S1 are considered
to be zero. However, given the uncertain scenario with x= 2, we explore all
the states within the maximal distance 2. fdS1 = 4 and fmx

S1 =min(2, 4). Thus,
Pr(S5|S1)= 1/3 × 1/2, Pr(S6|S1)= 1/3 × 1/2, Pr(S3|S1)= 1/3 × 1, and Pr(S1|S1) = 1/3.
Other probabilities given S1 are considered to be zero. Note that in the uncertain
scenario, we consider an equal chance for a case to stay in the same state, or
move forward up to maximal x states. This is the reason for the division by
fmx

s1
+ 1.

Definition 10 (Backward Temporal Correlations - BTC). Let
TSL,statehd() = (S,A, T ) be a transition system based on an event log L. The
backward temporal correlations can be obtained using Bayesian inference based
on FTC.

– The certain scenario with x∈N>0 new events:
Given s2 ∈S, for all s1 ∈ S, s.t., s1 � s2, and |s2| − |s1| = x: Pr(s1 =
〈〉n − x|s2 = 〈〉n) = Pr(s1=〈〉n − x)×Pr(s2=〈〉n|s1=〈〉n − x)/Pr(s2=〈〉n). Otherwise,
Pr(s1|s2) = 0.

– The uncertain scenario with up to x∈N>0 new events:
Given s2 ∈ S, let bds2 be the distance of the furthest state s1 from
s2, s.t., s1 � s2, and let bmx

s2
= min(x, bds2) be the maximal back-

ward move on the transition system starting from s2. For all s1 ∈S,
s.t., s1 � s2, and for all y ∈ [1,min(x, |s2| − |s1|)]: Pr(s1 = 〈〉n−y|s2 =
〈〉n) = 1/(bmx

s2
+ 1)×Pr(s1=〈〉n − x)×Pr(s2=〈〉n|s1=〈〉n − x)/Pr(s2=〈〉n), and for y = 0:

Pr(s1 = 〈〉n−y|s1 = 〈〉n) = 1/(bmx
s2

+ 1). Otherwise, Pr(s1|s2) = 0.

For instance, in Fig. 2, given the certain scenario with x= 2, Pr(S1|S5) =
2/4 × 1/2

1/4
, and given the uncertain scenario with x= 2, Pr(S1|S5)= 1/3 × 2/4 × 1/2

1/4
. In

the uncertain scenario, the previous state of a case can be the current state or
any state within the maximal x distance, and this is the reason for the division
by bmx

s2
+ 1. Note that we incrementally update the transition system based on

the last collected event log. Thus, the knowledge regarding correlations is gained
based on all the available data up to the last release point.
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Definition 11 (Adversary with Temporal Correlations - AdL1..λ
c ). Let

L1..λ be the sequence of event logs that need to be released. We denote AdL1..λ
c

as an adversary who has knowledge of all case’s states in the entire releases
range from 1 to λ except the state of the victim case c∈ CL. The background
knowledge of such an adversary is L1..λ

c =
⋃

i∈[1,λ] L
i
c as well as the knowledge

of temporal correlations. Ad
L1..λ

c
F (Ad

L1..λ
c

B ) denotes such an adversary with only
forward (backward) temporal correlations.

Given c∈ CL, AdL1..λ
c observes the differentially private out-

puts L̃
′1, L̃

′2, . . . , L̃
′λ of the DP mechanism Mi applied to L̃i at each release

point i∈ [1, λ] and attempts to identify the state of the case c.

Definition 12 (Temporal Privacy Leakage - TPL). Let AdL1..λ
c be an

adversary with the knowledge of temporal correlations, Mi be a DP mecha-
nism that is applied to each event log L̃i, i∈ [1, λ], and L̃

′i ∈ rng(Mi) be the
corresponding differentially private release at each release point. Considering
σi

c, σ
′i
c ∈ A∗

L as two different possible states for case c∈ CL, temporal privacy
leakage of Mi w.r.t. AdL1..λ

c is defined as follows:

TPL(AdL1..λ
c , Mi) := sup

L̃
′1,...,L̃

′λ,σi
c,σ′i

c

log
Pr(L̃

′1, . . . , L̃
′λ | L̃i

c � σi
c)

Pr(L̃′1, . . . , L̃′λ | L̃i
c � σ′i

c)
(3)

TPL(Mi) := max
c∈CL

TPL(AdL1..λ
c , Mi) (4)

The above-defined temporal privacy leakage can be broken down into back-
ward and forward privacy leakages, as defined in Definition 13 and Definition 14.

Definition 13 (Backward Privacy Leakage - BPL). Backward privacy

leakage of Mi, i∈ [1, λ], w.r.t. Ad
L1..λ

c

B is defined as follows:

BPL(Ad
L1..λ

c
B , Mi) := sup

L̃
′1,...,L̃

′i,σi
c,σ′i

c

log
Pr(L̃

′1, . . . , L̃
′i | L̃i

c � σi
c)

Pr(L̃′1, . . . , L̃′i | L̃i
c � σ′i

c)
(5)

BPL(Mi) := max
c∈CL

BPL(Ad
L1..λ

c
B , Mi) (6)

Definition 14 (Forward Privacy Leakage - FPL). Forward privacy leakage

of Mi, i∈ [1, λ], w.r.t. Ad
L1..λ

c

F is defined as follows:

FPL(Ad
L1..λ

c
F , Mi) := sup

L̃
′i,...,L̃

′λ,σi
c,σ′i

c

log
Pr(L̃

′i, . . . , L̃
′λ | L̃i

c � σi
c)

Pr(L̃′i, . . . , L̃′λ | L̃i
c � σ′i

c)
(7)

FPL(Mi) := max
c∈CL

FPL(Ad
L1..λ

c
F , Mi) (8)
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From Eqs. (4), (6), and (8), we can conclude Eq. (9), which shows that to
quantify the temporal privacy leakage, we need to analyze BPL and FPL. We
subtract PL(Mi) because it is included in both BPL and FPL.

TPL(Mi) = BPL(Mi) + FPL(Mi) − PL(Mi) (9)

Equations (5) and (7) can be expanded based on Bayesian theorem to calcu-
late backward and forward privacy leakages.

Quantifying BPL. As shown in [2], using Bayesian theorem, BPL(Ad
L1..λ

c

B ,Mi)
can be simplified as Eq. (10) (cf. Theorem 2 and Eq. (12) in [2]). Since CEDP is
incremental, the trace of a case at release point i−1 cannot be longer than its trace
at release point i. Thus, A≤

σ = {σ′ ∈ A∗
L | |σ′| ≤ |σ|} is the domain of all possible

previous steps.

BPL(Ad
L1..λ

c
B

, Mi
) = sup

L̃
′1,...,L̃

′i−1

σi
c,σ′i

c

log

∑

σ
i−1
c ∈ A

≤
σi

c

Pr(L̃
′1, . . . , L̃

′i−1 | L̃i−1
c � σi−1

c )Pr(σi−1
c |σi

c)

∑

σ′i−1
c ∈ A

≤
σ′i

c

Pr(L̃
′1

, . . . , L̃
′i−1 | L̃

i−1
c � σ

′i−1
c )

︸ ︷︷ ︸
(a)

Pr(σ
′i−1
c |σ′i

c)︸ ︷︷ ︸
(b)

+ sup

L̃
′i,σi

c,σ′i
c

log
Pr(L̃

′i | L̃i
c � σi

c)

Pr(L̃
′i | L̃

i
c � σ

′i
c)︸ ︷︷ ︸

(c)

(10)

In Eq. (10), the part annotated with (a) refers to BPL at point i−1, (b)
refers to the backward conditional probabilities for the case c given its state
at release point i, and (c) is the privacy leakage of single release at point i
without considering temporal correlations. Based on Eq. (10), if i= 1, then

BPL(Ad
L1..λ

c

B ,M1)= PL(AdL1
c ,M1), and if i>1, BPL(Ad

L1..λ
c

B ,Mi) is as fol-
lows, where ALB(.) is a function to calculate the accumulated BPL.

BPL(Ad
L1..λ

c
B , Mi) = ALB(BPL(Ad

L1..λ
c

B , Mi−1)) + PL(AdLi
c , Mi) (11)

Equation (11) shows that BPL can be calculated recursively and may accu-
mulate over time. According to Definition 10, and considering the certain sce-
nario of event data publishing, the backward temporal correlation between states
of a case is always on an extreme side, i.e., given σi

c as the state of a case c∈ CL

at the release point i∈ [1, λ], there exists a state for the case c at release point
i−x, σi−x

c , s.t., σi−x
c �σi

c, thus Pr(σi−x
c |σi

c)= 1. Consequently, considering i= 2,

BPL(Ad
L1..λ

c

B ,M2) is calculated as follows:

BPL(Ad
L1..λ

c
B , M2

) = sup
L̃

′1,σ1
c ,σ′1

c

log
Pr(L̃

′1 | L̃1
c � σ1

c)

Pr(L̃′1 | L̃1
c � σ′1

c)
+ sup

L̃
′2,σ2

c ,σ′2
c

log
Pr(L̃

′2 | L̃2
c � σ2

c)

Pr(L̃′2 | L̃2
c � σ′2

c)

= PL(Ad
L1

c , M1
) + PL(Ad

L2
c , M2

)
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If we consider ε as the privacy budget of the mechanism Mi, i.e., for any
i ∈ [1, λ], maxc∈CL

PL(AdLi
c ,Mi)= ε. Then, BPL(Ad

L1..λ
c

B ,M2) = 2ε. Conse-

quently, BPL(Ad
L1..λ

c

B ,M3) = 3ε, BPL(Ad
L1..λ

c

B ,M4) = 4ε, etc. Hence, BPL for
CEDP considering the certain scenario is expected to linearly increase. We inves-
tigate this observation in our experiments.

Quantifying FPL. Similar to the backward privacy leakage, the equation of
the forward privacy leakage, i.e., Eq. (7), can also be simplified as Eq. (12)
(cf. Theorem 2 and Eq. (14) in [2]). Since continuous event data publishing is
incremental, the trace of a case at release point i + 1 cannot be shorter than its
trace at release point i. Thus, A≥

σ = {σ′ ∈ A∗
L | |σ| ≤ |σ′|}.

F P L(Ad
L1..λ

c
F

, Mi) = sup

L̃
′i +1,...,L̃

′λ

σi
c,σ′i

c

log

∑

σ
i +1
c ∈ A

≥
σi

c

P r(L̃
′i +1, . . . , L̃

′λ | L̃
i +1
c � σ

i +1
c )P r(σ

i +1
c |σi

c)

∑

σ′i +1
c ∈ A

≥
σ′i

c

P r(L̃
′i +1

, . . . , L̃
′λ | L̃

i +1
c � σ

′i +1
c )

︸ ︷︷ ︸
(a)

P r(σ
′i +1
c |σ′i

c)
︸ ︷︷ ︸

(b)

+ sup

L̃
′i,σi

c,σ′i
c

log
P r(L̃

′i | L̃i
c � σi

c)

P r(L̃
′i | L̃

i
c � σ

′i
c)

︸ ︷︷ ︸
(c)

(12)

In Eq. (12), the part annotated with (a) refers to FPL at release point i + 1,
(b) refers to the forward conditional probabilities for the case c given its state
at point i, and (c) is the privacy leakage of single release at point i without
considering temporal correlations. Similar to Eq. (10), in Eq. (12), if i = 1,

then FPL(Ad
L1..λ

c

F ,M1)= PL(AdL1
c ,M1), and if i>1, FPL(Ad

L1..λ
c

F ,Mi) is as
follows, where ALF (.) is a function to calculate the accumulated forward privacy
leakage.

FPL(Ad
L1..λ

c
F , Mi) = ALF (FPL(Ad

L1..λ
c

F , Mi +1)) + PL(AdLi
c , Mi) (13)

Equation (13) shows that FPL can also be recursively calculated and may
accumulate over time. Since event data publishing is incremental, the complete
traces remain the same in all the next releases. Thus, FPL in CEDP can be on
an extreme side whenever there exist complete traces in the previous releases.
Moreover, based on Eq. (12), we assume FPL in CEDP depends on the variation
of traces in an event log. For instance, considering the certain scenario, if an event
log only contains one trace variant, FPL can be on an extreme side because the
next state of a new case is certainly known based on the previously recorded
states. Hence, FPL is expected to linearly increase. We investigate the effect of
the trace uniqueness ratio on FPL in our experiments.
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Calculating Accumulative Privacy Leakage. Cao et al. [2] show that the
accumulative privacy leakages can be formulated as an optimization problem
where the objective function is a ratio of two linear functions and the constraints
are linear equations. Since we rely on transition systems to obtain temporal
correlations, the knowledge of temporal correlations is bounded to the traces in
the state space of the transition system. For the traces that are not included in
the state space, we consider the worst-case w.r.t. the knowledge of correlations,
i.e., no correlation. We assume that adapting the optimization problem from [2],
is a straightforward process. Thus, we avoid including it here. Nevertheless, we
provided the adapted optimization problem and a short explanation regarding
the computational complexity of our approach as supplementary material in our
GitLab repository.1

5 Experiments

The aims of the experiments are as follows: (1) Investigating the effect of tem-
poral correlations among event logs on the provided privacy guarantees, (2)
Exploring the effect of different CEDP scenarios on temporal correlations and
privacy leakages, and (3) Exploring the impact of trace uniqueness in event logs
on temporal privacy leakages. We have implemented a Python script to con-
duct the experiments. The source code is available on GitLab2 and as a Python
package3 that can be installed using pip commands. Table 1 shows the general
statistics of the real-life public event logs that we employed for our experiments.
The trace uniqueness shows the rate of unique traces, i.e., #V ariants/#Traces.
These event logs cover a wide range w.r.t. the trace uniqueness.

Table 1. General statistics of the event logs used in the experiments.

Event log #Events #Unique activities #Traces #Variants Trace uniqueness

Sepsis 15214 16 1050 846 80%

BPIC-2013 65533 4 7554 1511 20%

BPIC-2012-App 60849 10 13087 17 0.12%

To simulate CEDP, we need to specify the initial release and a sequence of
event logs that are considered to be continuously published. Thus, we need a
split-point that splits an event log into two parts; initial and continuous. One
can partition an event log into initial and continuous parts in a variety of ways,

1
https://github.com/m4jidRafiei/QDP CEDP/tree/main/supplementary.

2
https://github.com/m4jidRafiei/QDP CEDP.

3
https://pypi.org/project/pm-cedp-qdp/.

https://github.com/m4jidRafiei/QDP_CEDP/tree/main/supplementary.
https://github.com/m4jidRafiei/QDP_CEDP.
https://pypi.org/project/pm-cedp-qdp/.
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e.g., having an initial log that contains all the cases, or having an initial log
that contains x% of cases or events, and so on. We consider the percentage of
events included in the initial part as a criteria for splitting an event log. We split
Sepsis and BPIC-2012-App into two parts such that the initial part contains
roughly 50% of events so that there is enough data to obtain reliable knowledge
regarding the correlations. However, BPIC-2013 is partitioned in such a way that
the initial part contains roughly 35% of events so that there exist no complete
trace, yet, at the same time, there is enough data to discover a transition system
and obtain the probabilities.4 Table 2 shows general statistics of the event logs
partitions after being partitioned. Note that incomplete (partial) traces are the
same in both partitions.

The initial part is published as the first release. Then, each future release is
generated w.r.t. the scenarios S1 and S2 (see Subsect. 4.1). In both scenarios,
the window size, i.e., the number of new events per trace in a future release,
varies from 1 to 4. Note that to simulate scenario S2, a random integer within
the window size is generated to determine the number of new events. For each
scenario, we continue the publishing process for up to 5 releases or until there
are no incomplete traces to publish.

Figures 4 and 5 show the privacy leakages for different releases of the event
logs based on the CEDP scenarios S1 and S2, respectively. We consider ε = 0.01
as the privacy budget of a differential privacy mechanism M that is applied
to each release. Thus, for the first release FPL = BPL = TPL = 0.01. Recall that
TPL = FPL + BPL−ε. Note that the implementation details of such a mechanism
that does not consider correlations among different releases will not impact our
experiments. In the following, we explain the results for each scenario.

Table 2. General statistics of the initial and continuous parts of event logs used in the
experiments.

Event log Parts #Events #Complete traces #Incomplete traces

Sepsis Initial 7290 442 84

Continuous 7924 524 84

BPIC-2013 Initial 21705 0 2271

Continuous 43828 5283 2271

BPIC-2012-App Initial 29227 5849 690

Continuous 31622 6548 690

4 Note that experiments can be extended considering different partitioning scenarios
and focusing on different log characteristics.
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Fig. 4. FPL, BPL, and TPL for different releases of the event logs, when the CEDP
scenario is S1, window size varies from 1 to 4, and ε = 0.01. The window size indicates
the number of new events per trace in a future release.

Scenario S1: The first observation is that the results are the same for all the
event logs. The only different plot is at the bottom right with less number of
releases because there exists no incomplete trace for BPIC-2012-App after the
4th release. Since the previous states are certain, for each state there is one state
with BTC = 1. Thus, the correlations are strong, and BPL linearly increases
for all the event logs. The same results can be seen for FPL due to different
reasons. In Sepsis and BPIC-2012-App, FPL linearly increases because initial
releases of these event logs contain complete traces that remain unchanged in all
the next releases. Thus, there are strong correlations among those traces in all
the releases. Moreover, for the most of the incomplete states (traces) there exist
certain states in future releases. For example, in the second release of Sepsis,
almost 78% of the incomplete states have a certain state when window size is 2.
We see the same trend in BPIC-2013 although there exist no complete trace in its
initial release. This is because of two reasons: (1) there are complete traces that
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Fig. 5. FPL, BPL, and TPL for different releases of the event logs, when the CEDP
scenario is S2, window size varies from 1 to 4, and ε = 0.01. The window size indicates
the maximum number of new events per trace in a future release.

appear in the second release, which is used to discover the updated transition
system, and (2) BPIC-2013 contains a few distinct activities that leads to strong
correlations between states. In BPIC-2013, there exist only 4 unique activities,
and 86% of variants contain only two activities “Accepted” and “Queued”. That
leads to a situation where for many states in the corresponding transition system
there exists only one possible next state that results in strong correlations.

When the window size is increased, one may expect to see lower forward
correlations between states. Particularly, for the event logs with a high trace
uniqueness. However, due to more complete traces that appear by increasing the
window size, FPL does not decrease. We continued releasing Sepsis event logs
considering 4 and 8 as window sizes until there was no more incomplete traces.
According to the results, FPL never decreased.5 Moreover, the trace uniqueness

5
https://github.com/m4jidRafiei/QDP CEDP/tree/main/more exp.

https://github.com/m4jidRafiei/QDP_CEDP/tree/main/more_exp.
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that may affect FPL does not show any impact because of the existence of strong
correlations between states in all the event logs.

Scenario S2: The first observation is that all the event logs follow the same
trend based on the window size. One can see a logarithmic increase for BPL based
on the window size that corresponds to the so-called moderate type of correla-
tions. That is because for the larger window sizes more states are explored on
the corresponding transition system. Thus, more knowledge is gained regarding
correlations. However, at the same time, more uncertainty is imposed because
the previous state can be any state within the window size distance (see Defi-
nition 10). FPL still linearly increases, similar to scenario S1, which is mainly
due to the complete traces leading to strong correlations. Also, the results do
not change based on the trace uniqueness because of the existence of the strong
correlations.

Scenario S1 vs Scenario S2: By comparing the two CEDP scenarios, one can
see that scenario S1, as a certain scenario, leads to higher privacy leakages, as
expected. That is because certain scenarios result in stronger correlations. This
observation shows that not revealing exact data publishing scenarios in CEDP
can mitigate temporal privacy leakages to some extent.

6 Conclusion and Discussion

In this paper, we quantified the privacy leakage of differential privacy mecha-
nisms in the context of continuous event data publishing under temporal corre-
lations. We utilized transition systems to model and quantify the correlations.
We did experiments on real-life public events logs considering different CEDP
scenarios. Our experiments showed that privacy leakage of a differential privacy
mechanism may increase over time. In the following, we discuss some design
choices, possible next steps, and limitations that need to be taken into account.

The concept of state, which is defined based on a state representation func-
tion, provides a general way to quantify correlations w.r.t. sensitive data. For
instance, if one considers the set of activities in a trace as sensitive data rather
than the sequence, and the corresponding differential privacy mechanism aims
to protect the set of activities in traces. Then, our approach can be adapted
to quantify the corresponding temporal privacy leakage by changing the state
representation function, s.t., each state represents the set of activities in a trace.

The incrementally updated transition system based on the last collected event
log may not be reliable for calculating forward temporal correlations if it contains
only a few states. To gain more reliable knowledge regarding the correlations,
one can consider a minimum number of cases reflecting a specific correlation.
One can also apply more conditions, such as only considering the correlations
obtained based on complete traces.
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We only considered the control-flow aspect of event logs, while in reality
the events recorded by information systems often contain more attributes. Each
event attribute in a trace can be used to create a new correlation model or to
alter an existing one. Depending on the attributes present in published event
logs, one may need to analyze the corresponding correlations to examine pos-
sible privacy leakages. Overall, this work highlights the necessity of designing
differential privacy mechanisms that consider temporal correlations when event
data are continuously published.
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Abstract. In this paper, we propose a new ensemble method, which
is called Dynamic Forest, for learning from data streams with varying
feature spaces. Unlike traditional online learning where the feature space
is static, in varying feature spaces, new features may emerge while oth-
ers may vanish. This leads to several problems for which state-of-the-art
online random forest algorithms are not equipped. We benchmark our
proposed method against the state-of-the-art method OLV F on data
streams with varying feature spaces and against OLV F and OLSF on
trapezoidal data streams. These trapezoidal data streams can be consid-
ered as a sub-problem of varying feature spaces, where the only char-
acteristic is that new features emerge over time. Our proposed app-
roach dynamically learns and relearns decision stumps while applying
a dynamic weighting strategy for the decision stumps. Furthermore, it
employs a dynamic strategy for adding and removing weak learners. The
proposed method is empirically evaluated by replicating the benchmark
of the OLV F algorithm with nine UCI Machine Learning Repository
datasets and one real-world dataset. In the experiments, we can show
that Dynamic Forest proves to be a good addition to the current state-
of-the-art for learning from data streams with varying feature spaces.

Keywords: Online learning · Data streams · Varying feature spaces ·
Ensemble learning · Random forest

1 Introduction

The ability to handle more and more data has led to an ever-increasing amount
of available data, which in turn brought the demand to process and handle this
data on the fly. Online learning is a class of machine learning algorithms aiming
to solve this problem, hereby training instances are processed sequentially, and a
model is learned on the fly. This is opposed to offline learning, where a fixed set
of instances and features are given, and the learning algorithm derives a model
based on this fixed input. An array of various online learning algorithms has been
studied [1,11,18] and also been applied in a broad range of applications [14,17],

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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where the instance space grows continuously. However, the assumption of online
learning is that the feature space remains fixed, and only the instance space is
continuously growing, which does not hold in all applications. For example, in
a crowd-sensing scenario, new sensors will be added over time if users join the
sensing effort, while others may vanish due to users leaving the crowd-sensing
platform or sensors breaking. Other good examples of the dynamics of feature
spaces are social networks, where the information provided by each user can
differ significantly, and textual data, where new or different words may be used
in the documents, while others may not be used. This problem, where the feature
space may grow, due to new features that emerge or shrink, because of vanishing
features was introduced as varying feature spaces by [2].

In this paper, we present Dynamic Forest (DynFo), which is a learning algo-
rithm that is able to deal with varying feature spaces by dynamically learning
and relearning decision stumps, as well as dynamically weighing these decision
stumps according to their performance. The state-of-the-art algorithms for vary-
ing feature spaces and trapezoidal data streams focus on linear models [2,21];
however, this is not always applicable or the best choice in every scenario. As
there are no ensemble methods solving the problems of varying feature spaces
and trapezoidal data streams, we provide an addition to the solution space for
learning from data streams with varying feature spaces. The contributions of
this paper are as follows:

– A new learning algorithm for data streams with varying feature spaces,
Dynamic Forest, is proposed.

– Dynamic Forest is empirically evaluated against the state-of-the-art algorithm
for varying feature spaces, Online Learning from Varying Feature Spaces
(OLV F ) on the benchmark established by OLV F [2].

– We show that Dynamic Forest outperforms the state-of-the-art in most cases.

2 Related Work

Based on the outlined characteristics of the data that we are addressing with our
proposed approach, we relate our work to online learning and learning in varying
feature spaces. Furthermore, our approach itself can be related to online random
forests. In the following, we will present each field and explain the shortcomings.

2.1 Online Learning

In online learning, a given learning algorithm tries to infer a model from sequen-
tially arriving instances to be able to make predictions in the future. In this
setting, the feature space is known beforehand and remains constant over time.
Online learning algorithms are generally applied when the data arrives from
streams, or the data volume is too high to load everything into the main mem-
ory at once [7,19]. While many online learning algorithms have been developed
[4,16], they can be distinguished into two groups, i.e., first-order online learning
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algorithms and second-order online learning algorithms [21]. In the first group,
first-order information is used for the update. Well-known examples are the Per-
ceptron [15] algorithm and Online Gradient Descent [23]. The latter group aims
to make use of the underlying structure between features [19]. However, tradi-
tional online learning methods are not able to learn from varying feature spaces,
since they assume a feature space that remains fixed in size.

2.2 Learning from Varying Feature Streams

Initial ideas that the feature space is not fixed in size were described by [6].
While they had some other constraints and requirements to the data streams,
e.g., a context needs to be provided, in their approach that makes it infeasible
to compare to them, they outlined the properties of a feature space that changes
over time. These ideas were then succeeded by [20,21], who restricted themselves
to the problem of trapezoidal data streams, which is an ever-increasing instance
and feature space, which means no features vanish. Hereby, the current training
instance either has the same feature space as the previous instance or it has
additional features. They proposed the OLSF algorithm that follows a passive-
aggressive update strategy, which only updates the classifier if the prediction is
wrong and includes an update step if new features arrived.

Feature evolvable streams, as introduced by [8], focus on features emerging as
well as vanishing. However, they assume that the feature space evolves sequen-
tially. This means that after a new feature emerged, there exists a period where
both the new and the old features are present before the old feature eventu-
ally vanishes. [2] described the downside of this assumption that if there is no
overlap of the old and the new feature space, the proposed projection step fails.
The same holds for the approach of [22], which also focuses on feature evolvable
streams. In [13] every new and changed feature space is mapped to the first seen
feature space, which leads to the problem that the approach is heavily dependent
on the first seen feature space.

Based on these shortcomings and assumptions, the problem of varying fea-
ture spaces was established by [2], where features may vanish or emerge over
time with no assumption on the overlap. As a result of this, they proposed
OLV F , where the current instance and the classifier learned so far are projected
onto their shared feature subspace. Based on this subspace, the algorithm makes
a prediction and suffers a loss. The classifier will then be updated according
to the loss with an empirical risk minimization principle with adaptive con-
straints. The constraints are reweighed based on the confidence of the classifier
and the instance’s projection. After each learned instance, the algorithm applies
a sparsity step to decrease its size. However, the evaluation has shown that the
algorithm has to make a trade-off between the classifier size and the accuracy
of it. This is where our proposed approach ties in and provides an additional
alternative to the solution space.
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2.3 Online Random Forests

The initial idea of random forests was introduced by [3]. However, in this first
approach for random forests, the focus was on offline learning. More recently,
ideas for online learning were published. In [10], the Mondrian forests algorithm
is proposed. In this algorithm, multiple Mondrian decision trees are generated
based on the Mondrian Process, to form a forest. Due to the use of the Mondrian
Process, the generation of the Mondrian decision trees is random. However, while
this approach works in an online setting it is not applicable in data streams with
varying feature spaces as there is no strategy on how to predict with trees, if
a feature a Mondrian decision tree randomly split upon is missing or update
the tree with an emerged feature. Another approach called Adaptive Random
Forests is proposed by [5]. In their work, they make use of Hoeffding trees, which
can naturally learn in an online setting. They propose a strategy to update the
forest, especially when concept drifts occur. While concept drift is also a highly
relevant problem for data streams, it is not in the scope of this work. However,
there is no strategy to deal with emerging or vanishing features, e.g., how to
predict with a Hoeffding tree that split on a vanishing feature, making them
also inapplicable to data streams with varying feature spaces. To the best of our
knowledge, no online random forest algorithms have been proposed that take the
intricacies of varying feature spaces into account. Therefore, we want to close
this gap with the proposed method of Dynamic Forest.

3 Dynamic Forest

The main idea of Dynamic Forest is increasing the weights of good performing
weak learners, in our case decision stumps, and keeping them in the ensemble,
while decreasing the weight of weak learners dynamically that perform not suf-
ficiently good, which then leads to relearning the weak learners or the removal
of them. This is substantially different from the known online random forest
methods because they generally only focus on updating the weights of either the
weak classifiers in the ensemble or the individual instances, to focus more on
misclassified instances and not on the composition of the ensemble.

In this section, we first introduce the preliminaries and the notation, then
we proceed to explain the main parts of the algorithm as well as the ideas and
motivations for them. First, we will describe how the learning process works
with regard to the weak learner used, the update strategy, and the adaptation of
weak learners. Finally, we present how to predict with the presented algorithm.

3.1 Preliminaries

As of [2], a feature space that keeps changing on each instance of a data stream
can be referred to as a varying feature space. The input for the learning algorithm
consists of a pair (xt, yt), where t = 1, 2, ..., T . The vector xt ∈ R

xt represents
the values of the available features F (xt) at time t and yt contains the class label
ci ∈ C at step t.
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Table 1. Overview of input parameters for Algorithm 1.

Parameter Description

α Impact on weight update

β Probability to keep weak learner in ensemble

δ Fraction of features to consider (bagging parameter)

ε Penalty if split of decision stump is not in the current instance

γ Threshold for error rate

M Number of learners in the ensemble

N Buffer size of instances

θ1, θ2 Bounds for the update strategy

The notation L is used to refer to the ensemble of all weak learners used in
the algorithm. In our algorithm, we use decision stumps as weak learners. For
each weak learner Li ∈ L, we have a corresponding weight of wi ∈ w and an
accepted feature space of Fi ⊆ Ft, where Ft are all the features seen so far by
the algorithm at step t, hence Ft = R

x1 ∪ .. ∪ R
xt . The accepted feature space

can be considered as bagging, as it accepts a subset of the total feature space
seen so far for each weak learner. As decision stumps only make one split, we
denote the feature chosen for this split of a decision stump Li as Lsplit

i .

3.2 Learning with Dynamic Forest

In Algorithm 1, the steps for learning with Dynamic Forest are shown. In the
following, we will give an introduction to the parameters and subsequently a
high level explanation of the steps in the algorithm, on which we will elaborate
in more detail in the subsequent sections.

We have a large amount of parameters (Table 1), enabling the proposed algo-
rithm to be adapted to a lot of scenarios. The parameters α and ε are used for
the weight update strategy, i.e. updating the weights of each weak learner of the
ensemble. The parameters β, γ, as wells as θ1 and θ2 are used for the balancing
of the amount of weak learners used and relearning of those, i.e. increasing and
decreasing the amount of classifiers used and replacing some if needed. The ini-
tial amount of weak learners the ensemble starts with is determined by M . The
parameter N defines the instance buffer size and δ serves as a bagging param-
eter, by determining the fraction of randomly selected features to consider for
each weak learner and hence also forcing a diverse ensemble.

At first, we receive an instance xt with the feature space of the corresponding
time step t. We use this instance to fill the instance buffer, which is bound by
the specified size N . Then we proceed to initialize or update Fi for every weak
learner Li with respect to the δ parameter. Subsequently, we use the current
instance xt to predict and check the learning algorithm’s current performance.
If the error rate in the window is higher than the threshold γ, we add a new
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weak learner to the ensemble and update γ. In the next step, we check if the
split decision of every weak learner Lsplit

i is contained in the feature space of
the current instance F (xt), given that this is not the case, we apply a penalty
ε to the respective weight of the learner wi. This is then followed by updating
every weak learner’s weights, where Lsplit

i is contained in the feature space of
the current instance xt. Based on the updated weights, it is then checked for
each weight, if the weight is in the top θ2-quantile of all weights, and if this is
the case, we keep the respective weak learner in the ensemble. If the weight of a
weak learner is between the threshold θ1 and the θ2-quantile of the total weights,
there is a chance of β to keep the weak learner as well, otherwise we relearn it.
So in other terms, there is a 1 − β chance that we relearn the weak learner
on the current instance buffer. If the weak learner is below the θ1 threshold
with respect to its weight, we drop it entirely from the current ensemble. So
in general the steps in line seven and eight, as well as line 17 help us grow
or shrink the ensemble according to the performance of the ensemble and the
performance of each individual weak learner. Thus making the ensemble dynamic
and appropriate for a varying feature space.

Algorithm 1. Learning with Dynamic Forest

1: Initialize weights wi = 1, i ∈ M
2: Initialize weak learners Li, i ∈ M
3: for t = 1, 2, ...T do
4: receive instance xt ∈ R

xt and fill buffer
5: initialize or update Fi ⊆ Ft according to δ and xt

6: predict with xt and add result to window
7: calculate error-rate based on results of window
8: if error-rate > γ then
9: initialize new Li and update γ

10: end if
11: apply penalty ε for each Li ∈ L where Lsplit

i /∈ F (xt)
12: update weights for each Li ∈ L where Lsplit

i ∈ F (xt)
13: if quantileθ2(w) ≤ wi then
14: keep Li in L
15: else if θ1 ≤ wi < quantileθ2(w) then
16: select with a chance of 1 − β to relearn Li

17: else
18: drop Li from L
19: end if
20: end for

Weak Learners. The first design decision that had to be made was on how to
train the weak learners and which kind of weak learner to chose that will later
form the base of the ensemble. Our decision hereby fell on decision stumps [9].
Decision stumps are decision trees with a maximum depth of one. Hence, only one
attribute with a respective splitting point will be used as the weak learner. This
has the advantage that it is straightforward if it is possible to use the decision



Dynamic Forest: Data Streams with Varying Feature Spaces 101

stump and when it is not possible, i.e., we can only use the respective decision
stump when the split decision is present in the instance space. However, as we are
in an online learning setting, there is the problem that decision stumps can not
naturally deal with streaming data. Therefore, we decided to use a small instance
buffer, which works as a reservoir to learn the decision stumps. Once learned, the
decision stumps provide a stable and consistent prediction throughout the time
they are being used. Each instance that arrives at the Dynamic Forest algorithm
is put into the instance buffer. The instance buffer follows a first-in-first-out
strategy, this means that we keep the last N instances of the data stream. This
should also help adapt to concept drift, as our weak learners are constantly
learned from recent instances, which is triggered when decision stumps become
bad in the ensemble. When a weak learner, i.e., a decision stump, is initialized,
we also initialize and later update which features are accepted by this weak
learner according to the δ parameter and the features that have been seen so
far. This serves as bagging, which depending on the value used, will lead to a
more diverse ensemble.

In Dynamic Forest, we start with a specified amount of weak learners M ;
each weak learner is referenced by Li where i = 1, ...,M . Each weak learner is
always learned on the current instance buffer. In the beginning, this means that
the weak learner should be relearned more often, and when the ensemble starts
to settle, we can relearn less frequently unless there are changes in the feature
space impacting the performance.

Weight Updates. The weight updates are performed in line eleven and twelve
of Algorithm 1 respectively. In the following, we will first discuss the penalty
and then elaborate on the weight update strategy.

As described, we keep a weight wi for every weak learner in our ensemble,
which is initialized with a value of one. There is no upper bound on the weight
of a weak learner in the ensemble. So given the case that a weak learner made a
split on a very rare feature, this weak learner would never get replaced based on
the proposed update strategy, as this strategy only updates those weak learners
that could make a prediction for the current instance. In consequence, this means
that we need to apply some penalty to the weight of this weak learner so that
in the case of it providing no benefit, it will eventually get replaced by another
decision stump. This is done by subtracting a constant ε from the weight of that
weak learner as shown in Eq. 1, if the split of the weak learner is not in the
feature space of xt, i.e. Lsplit

i /∈ F (xt).

wi = wi − ε (1)

The following function of I(yt, ŷt) in Eq. 2 is used to indicate if a prediction
made by a weak learner was correct or not. If the weak learner’s prediction was
correct, the function will return a one, otherwise it will return a zero.

I(yt, ŷt) =

{
1 if yt = ŷt

0 otherwise
(2)
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The indicator function can then be used to update the weights based on Eq. 3.
This equation updates a weight with respect to α by multiplying 2α with the
indicator function and adding the current weight wi to it. This is then divided
by α + wi. As it was previously mentioned, the weight for each weak learner
is initialized with one. If the prediction of the weak learner is correct, it will
increase, otherwise decrease. If the weight of a weak learner is below one, it
increases faster and decreases slower, while a weight that is above one increases
slower and decreases faster for correct and wrong predictions, respectively.

wi =
I(yi,t, ŷt) ∗ 2α + wi

1 + α
(3)

By increasing the weight of the weak learners with correct predictions and
decreasing the weight for weak learners with wrong predictions, we can ensure
that good weak learners remain in the ensemble and bad weak learners get
dropped. Due to the update mechanism, the weights will increase slower the
higher the current weight of a weak learner is and vice versa. This bounding of
the weights leads to good weak learners being able to be replaced faster with
the proposed algorithm, if they are starting to become bad, i.e., their individual
performance deteriorates.

Adaption of Weak Learners. The last part of the learning strategy of
Dynamic Forest is the dynamic adaption of the amount of decision stumps used
as weak learners, i.e., adding or deleting weak learners.

As varying feature spaces are highly dynamic, there is a need to increase
the amount of weak learners if unknown or new features arise and the previous
amount of weak learners is not sufficiently large enough to deal with the feature
space at hand. Therefore, we added a mechanism to track the error rate over a
sliding window. If the error rate surpasses the threshold γ, we add a new weak
learner to the ensemble and also update γ according to the error rate. This step
should detect if the performance plummets based on experienced performance
so far, and then introduce further weak learners if they are needed.

On the other hand, we have a strategy in place to relearn as well as drop
weak learners that are performing poorly. Hereby, we make use of two bounds
defined as the parameters θ1 and θ2, where the value range is between zero and
one. For each weak learner, we check if their weight is bigger than the quantile
of all the weights bound by θ2; if this is the case, the weak learner is in the top
bracket of the weak learners, and therefore we keep it in the ensemble. However,
if the weight is between the described quantile bound of θ2 and the threshold
of θ1, there is a probability of beta that we keep it as well, or in other words,
there is a probability of 1 − β that we relearn the respective weak learner. If we
happen to relearn the weak learner, we reset the respective weight of it to one. If
a weak learner’s weight is below the θ1 threshold, then we drop this weak learner
completely and do not relearn a new one instead. The reason to use a variable
bound to check for the good performing weak learners and a hard set threshold
for the bad performing weak learners is that it delivered more consistent results.
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So the general idea of this approach is that the good decision stumps are kept in
the ensemble, while the mediocre decision stumps are relearned by chance, and
the worst decision stumps are dropped; hence the feature space that was chosen
by the bagging parameter δ for this weak learner is dropped as well and if the
performance plummets based on this decision, we get the chance to add new
weak learners to the ensemble in accordance to line eight to ten of the learning
algorithm.
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Fig. 1. Example of weight updates and accepted feature space, based on a new data
instance at t = n + 1.

Example. In Fig. 1 an example of the algorithm is shown. In this example, we
have a small ensemble with three decision stumps, which we will abbreviate with
DS1, DS2, DS3. We assume that we have observed four features (F1, F2, F3, F4)
at t = n. DS1 splits on F1 at the value of 0.5, DS2 splits on F3 at the value of
0.8, and DS3 splits on F4 at the value of 0.2. Furthermore, each decision stump
has accepted features, which are determined by the δ parameter. In the next step
t = n + 1, we receive a new instance, which contains a new feature F5 but also
missed the feature F3. We then use the new instance and the buffer of previously
seen instances (not depicted) and update the ensemble of t = n. According to
the algorithm, the first step is to update the feature space for each weak learner.
In our example, F5 is added to DS2 as a potential feature to learn from. We then
use the given γ to check if we need to add a new learner, which is not the case in
this example. Following the algorithm leads us to apply the penalty of ε to each
weak learner, where a split is done on a feature that is not present in the current
feature space. Assuming that ε = 0.01, we reduce the weight of D2 accordingly.
As the other two weak learners’ splits are present in the feature space, we do not



104 C. Schreckenberger et al.

apply this penalty to DS1 and DS3. However, we update the weights according
to Eq. 3, assuming that α = 0.1 that results in a new increased weight of 1.5
for DS1, as it makes a correct prediction on the current instance, and a new
decreased weight of 0.94 for DS3. In the last step, we would then determine if we
keep, relearn or drop a weak learner from the ensemble according to the θ1, θ2
parameter. While it is not depicted, in this case, DS1 would most likely be kept
in the ensemble, while DS2 depending on the threshold would probably either
be relearned or dropped, and DS3 would be relearned with regard to β.

3.3 Predicting with Dynamic Forest

The steps for predicting with Dynamic Forest are shown in Algorithm 2. The
input for the algorithm is an instance x. We first start by initializing an empty
array wc, where ci ∈ C, we then iterate over all weak learners in the ensemble.
If the split decision of the weak learner Li is not in the feature space of x, we
omit this weak learner and continue with the next weak learner. Given that a
weak learner has a split on one of those features present in x, we use the weak
learner to predict the probabilities for the classes pc. Then we add the weight of
the weak learner times the probability for a class to the initialized class weight
array. Based on the gathered statistics in wc, the prediction is the class with the
maximum weight.

Algorithm 2. Predicting with Dynamic Forest

Input: x instance to predict class for

1: Initialize class weights wc = (0, .., 0) ∈ C
2: for all Li ∈ L do
3: if Lsplit

i /∈ F (xt) then
4: continue
5: end if
6: predict probabilities for classes pc with Li(x)
7: add pc ∗ wi to class weights
8: end for
9: return argmaxci

wc

4 Evaluation

In the following, we will present the empirical evaluation of the Dynamic Forest
algorithm by showing the impact of the parameters on the algorithm on one
exemplary dataset, as well as the performance in three different scenarios. The
three scenarios were proposed to evaluate the state-of-the-art algorithm OLV F
by [2]:

– The first scenario is a simulation of varying feature spaces, by randomly
removing a fraction of the data.
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– The second scenario is a simulation of trapezoidal data streams, which can
be considered to be a sub problem of varying feature spaces [21], where new
features emerge but none of the existing features vanish.

– The third scenario is an experiment on a real-life dataset of varying feature
spaces.

We replicate the evaluation settings as they are given by the benchmark [2]. In
each scenario, we receive an instance, use it to make a prediction to measure
the accuracy of the learning algorithms and then feed it to the learning algo-
rithms. For the first and second scenario, nine UCI Machine Learning repository
datasets1 were used. For the real-life dataset, the benchmark makes use of the
imdb movie review dataset, which was introduced by [12].

In the first scenario, we benchmark our approach against the OLV F algo-
rithm, and in the second and third scenario we benchmark ourselves addition-
ally against the OLSF algorithm, as it was done in the OLV F benchmark. The
characteristics, in terms of features and instances for each dataset, are shown
in Table 2. Similar to the benchmark from OLV F , we determine the best set
of parameters in a single run and then repeat the experiments for each UCI
dataset 20 times and report the score as the mean error over these 20 runs
with the respective standard deviation. For the OLSF and OLV F we use the
parameters as they were presented in [2].

Table 2. The datasets used for evaluation with their respective features and samples.

Dataset #Samples #Features Dataset #Samples #Features

wpbc 198 34 svmguide3 1,234 21

ionosphere 351 35 spambase 4,601 57

wdbc 569 31 magic04 19,020 10

wbc 699 10 imdb 25,000 7500

german 1,000 24 a8a 32,561 123

4.1 Impact of Parameters

The first part of our evaluation are experiments on the impact of the parameters.
We hereby evaluate the impact of the parameters α, β, and δ. While the choice
of the other parameters still has an impact on the final result, it is hard to
evaluate them in a structured manner. The impact of the parameters is shown
on the german dataset by simulating varying feature spaces with a removal
ratio of 0.25. We report on the relearning operations, which are counted every
time we reach line 16 of Algorithm 1 and the error for the respective values of
the inspected parameter. The relearning can be considered the most expensive
operation in our proposed algorithm and should therefore be minimized while
managing the trade-off with the errors.
1 https://archive.ics.uci.edu/ml/index.php.

https://archive.ics.uci.edu/ml/index.php
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Weight Impacts of Alpha. The α parameter impacts the weight updates for
the respective weak classifiers. In the experiments with different values of α it
showed that for a lower α value of 0.1, we have less relearns than for a high α
value of 1.0. However, while the change in the number of relearns is consistent,
the impact is relatively small. For the lowest α value, we had 1494 relearning
operations, while we had 1323 operations for the highest α value. In terms of
performance, it shows that a lower α value is beneficial over a higher α value.

Fig. 2. Influence of the value of β on the total errors and the number of relearns on
the german dataset with a removal ratio of 0.25.

Relearning with Beta. The parameter β is the probability of keeping a weak
learner despite not being in the top bracket of the weights. The impact of β on
the error rate and the amount of relearning operations for a simulated varying
feature space with a removal ratio of 0.25 is shown in Fig. 2. It can be seen that
with an increasing value for β, the error number increases as well. However,
the additional performance comes at the cost of roughly 4000 relearns for a low
β value, which can be decreased to about 500 relearns for a β value of 0.9.
Further experiments have shown that the impact of β for higher removal ratios,
i.e., varying feature spaces that have a higher sparsity, is not as significant as
for the presented removal ratio of 0.25. Therefore, depending on the sparsity,
we recommend a lower β value for dense data streams and a higher β value
for sparser data streams. Setting β to one means no relearning operations are
performed; the algorithm’s dynamic would then only come from the dropping
and the addition of new learners based on γ and θ2.

Feature Diversity for Delta. The δ parameter determines the accepted fea-
ture space for a weak learner. Hence, it serves as a bagging parameter. We evalu-
ated the parameter δ with respect to the feature diversity it introduces as well as
the relearns it forces. We could observe that with an increasing value for δ, the
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number of relearns grows. While the impact is not as big as it is for β, it increased
from 1271 to 2389 for δ = 0.1 and δ = 1.0 respectively. While for δ = 0.1, all
features of the dataset were used in the final ensemble, for δ = 1.0, only a small
subset of four features were actually used in the final ensemble. This means that
δ can be considered to impact the feature diversity of the model. Considering
that in varying feature spaces, not every feature is always present at a given time
step, it is desirable to increase the diversity with a rather low value for δ. The
actual value that should be used depends on the expected feature space, which
is usually not known beforehand in the setting of varying feature spaces.

4.2 Experiment with Varying Feature Spaces

For the simulation of varying feature spaces, we replicate the experiment setup of
[2]. Hereby, varying feature spaces are simulated by randomly removing features
for each instance in a given dataset. This is done for removing ratios (Rem.) of
0.25, 0.5, and 0.75. The results are shown in Table 3. With regard to the param-
eters, we followed the example of [2] as well, who performed a grid search. For
the N values, i.e. the buffer size, we used for all datasets, except the magic04
and the a8a dataset, a value of ten percent of the instances to avoid learning
from the whole dataset towards the end of the simulated data stream, as some
datasets are rather small. The N values for the magic04 and the a8a dataset
were both set to 500, which is less than ten percent of the instances. The two
bounding parameters theta were set to θ1 = 0.05, and θ2 = 0.75, while the rest of
the parameters were determined from a random grid search.

Table 3. Average number of errors made by OLV F and DynFo on simulated data
streams with varying feature spaces on the nine UCI ML Repository datasets with
removing ratios (Rem.) of 0.25, 0.5, and 0.75.

german ionosphere spambase

Rem OLV F DynFo OLV F DynFo OLV F DynFo

0.25 333.4 ± 9.7 302.0 ± 3.6 77.2 ± 7.1 67.1 ± 5.2 659.8 ± 14.5 885.4 ± 61.4

0.5 350.9 ± 7.8 307.1 ± 7.3 79.5 ± 7.4 75.9 ± 5.6 864 ± 20.6 939.6 ± 36.1

0.75 365 ± 3.6 325.5 ± 17.2 79.7 ± 5.9 102.9 ± 7.2 1375 ± 21.5 1120.8 ± 30.6

magic04 svmguide3 wbc

Rem. OLV F DynFo OLV F DynFo OLV F DynFo

0.25 6152.4 ± 54.7 5229.6 ± 90.7 346 ± 11.6 286.1 ± 8.9 25.3 ± 1.4 42.5 ± 5.6

0.5 6775 ± 27.4 5295.2 ± 80.5 367.2 ± 11.9 295.7 ± 11.3 60.6 ± 5.3 53.6 ± 6.6

0.75 7136 ± 2.7 5674.7 ± 55.9 371 ± 11.7 322.1 ± 22.3 123.1 ± 3.6 92.8 ± 9.0

wpbc wdbc a8a

Rem. OLV F DynFo OLV F DynFo OLV F DynFo

0.25 88.5 ± 5.8 55.4 ± 4.2 40.8 ± 3.5 50.6 ± 4.7 8993.8 ± 40.3 7834.4 ± 14.3

0.5 90.2 ± 5.1 60.6, ±6.7 55.2 ± 5.4 55.1 ± 4.9 9585.8 ± 53.8 7805.15 ± 22.3

0.75 107.7 ± 7.7 71.2 ± 7.2 202.85 ± 7.5 78.0 ± 7.0 12453 ± 74.4 7709.6 ± 58.9
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In 22 out of the 27 recorded experiments for simulating varying feature spaces,
we outperform the state-of-the-art algorithm OLV F . We checked for statistical
significance with a two-sided t-test and found the results for DynFo to be sig-
nificantly better than OLV F with p < 0.05 on the german, magic04, svmguide3,
and wpbc dataset, as well as marginal significant with p < 0.1 on the a8a dataset.
On the other datasets, we reported mixed results regardless, which makes it plau-
sible that there is no significantly better approach for them. There is no clear
tendency on these nine datasets that would show if Dynamic Forest is better in
a more sparse environment or a more dense environment; we have examples for
both settings where DynFo outperforms OLV F and vice versa, and we experi-
enced it to be dependent on the characteristics of the dataset. For example, on
the ionosphere dataset, our approach performs better for removing ratios of 0.25
and 0.5, while the opposite can be observed on the wbc and the wdbc dataset,
where DynFo performs better for removing ratios of 0.5 and 0.75. Another inter-
esting observation can be made on the a8a dataset, where our approach actually
gains performance slightly as the removal ratio increases. Considering that the
a8a dataset is relatively sparse with binary values, the removal of mostly zero
values seems beneficial.

4.3 Experiment with Trapezoidal Data Streams

As a secondary evaluation case, we also benchmark Dynamic Forest against
OLSF and OLV F on trapezoidal data streams. We again follow the evalua-
tion setup of [2]. Where trapezoidal data streams are simulated by splitting the
dataset into ten chunks, where for each chunk, the feature space is increased.
For each chunk, the feature space increases by ten percent, meaning that in the
first chunk, we will have ten percent of the features, in the second chunk 20%,
and so forth. For Dynamic Forest we again used a random grid search, while we
fixed the values for the θ1, θ2, and N parameter according to the experiment for
varying feature spaces. The results are shown in Table 4.

In this experiment, DynFo outperforms OLV F and OLSF on six of the
nine UCI datasets. It performs worse than the state-of-the-art algorithms on
the ionosphere, wbc, and spambase dataset. All three of them are datasets on
which we also had not a perfect performance, in the sense that for at least
one of the three removing ratios we performed worse, compared to OLV F , in
the experiment for varying feature spaces. This again indicates that the data’s
underlying structure is influential to the algorithms, and an addition to the
solution space is beneficial.
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Table 4. Average number of errors made by OLSF , OLV F , and DynFo in the sim-
ulated trapezoidal data streams on the nine UCI ML Repository datasets, and on the
imdb dataset, which represents the real-world dataset for varying feature spaces.

Algo. german ionosphere magic04 svmguide3 wpbc

OLSF 369.0 ± 10.9 85.3 ± 5.8 6109.5 ± 62.1 379.8 ± 26.0 84.8 ± 5.4

OLV F 356.3 ± 9.1 58.3 ± 3.4 6408.5 ± 78.0 438.3 ± 31.8 88.1 ± 11.0

DynFo 303.1 ± 12.2 70.6 ± 5.1 5242.6 ± 68.4 303.1 ± 21.6 53.5 ± 5.6

Algo. wdbc spambase wbc a8a imdb

OLSF 125.5 ± 10.1 977.6 ± 47.4 37.9 ± 9.1 10356.4 ± 140.1 11761.5 ± 48.1

OLV F 74.4 ± 10.5 1163.5 ± 14.9 31.6 ± 2.2 11522.3 ± 119.6 9804.2 ± 65.9

DynFo 70.2 ± 5.2 108.0 ± 44.5 50.2 ± 6.4 7852.6 ± 10.2 8535.6 ± 584.9

4.4 Experiment with Real-World Varying Feature Spaces

In the imdb Movie Reviews dataset, the task is to perform sentiment analysis,
i.e., if they have a positive or negative sentiment, for movie reviews. Each movie
review has a feature space on its own, hence if we feed the dataset row by row to
the learning algorithms, we have a data stream with a varying feature space and
apply OLV F and DynFo to it. Furthermore, the problem can also be considered
as a trapezoidal data stream, where we assume that non-existing features are
missing. For the evaluation, we used the parameters as they were reported by
[2]. However, in this experiment, we had to make assumptions on which kind of
data they have used, as the original dataset has over 90,000 features, and they
reported it as only having 7,500 with no explanation on how to choose these 7,500
features, we decided to use the most frequent 7,500 features. These features may
not be the ones that have the most predictive power, as they contain stopwords
and other low-impact words, but in this case, it made the most sense. Despite
choosing the most frequent features, the one with the most occurrences, still
only has a total of 672 occurrences to put it into perspective. For our approach
we used grid search to determine the best parameters, while fixing N = 1000,
which resulted in the following: α = 0.5, β = 0.3, δ = 0.01, ε = 0.001, γ = 0.7,
θ1 = 0.05, θ2 = 0.6 and M = 1000.

The results of the average number of wrong predictions for the imdb dataset
are shown in Table 4. Hereby, we can see that the DynFo outperforms the two
baselines by making roughly 1265 fewer errors on average than OLV F . However,
it has to be noted that for this particular dataset, we have a higher standard
deviation in the results, while the other two approaches seemed to perform more
consistently on this dataset. We explain this by the extreme sparsity of the
features. If certain values for a predictive feature are highly spread over the
dataset, then there are fewer instances that fall into the range of the instance
buffer at once. Therefore, we might miss this split on a feature, as the gain
for splitting on this feature is not as high as it could be. The experiment has
furthermore shown that for a higher β value, the standard deviation, as well as
the performance, decreases, while still beating the state-of-the-art.
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5 Conclusion

In this paper, we presented Dynamic Forest, an online random forest approach
to deal with varying feature spaces in data streams, where each new arriving
instance can be different from the ones seen before. Dynamic Forest relies on
dynamically learning and relearning, weighting, and dropping of weak learners
in the ensemble during the learning process and then using the weak learners’
probability predictions and the learned weights for the final prediction. Our work
was evaluated on nine UCI Machine Learning repository datasets for varying
feature spaces as well as trapezoidal data streams and one real-world dataset for
varying feature spaces. We could show that we outperform the state-of-the-art
algorithms in a significant majority of the cases. However, the performance also
seemed to be impacted by the respective dataset characteristics, such as the
number of instances, feature space size, and sparsity of values.
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Abstract. With the abundance of event data, the challenge of enabling
process discovery in the large has attracted the community attention.
Several works addressed the problem by performing process discovery
directly on relational databases, instead of the traditional file based
computations. Preliminary results show that moving (parts of) process
discovery to the database engine outperforms file based computations.
However, all existing works consider the traditional storage of event data
which assumes that a clear and predefined process instance notion exists,
and that events are correlated to one process instance. In this work, we
go two steps further. First, we address the problem of process discov-
ery on object-centric event data which allows several process instance
notions to be flexibly defined. We refer to it as multi-process discov-
ery Second, motivated by the intrinsic nature of process discovery that
searches for relationships in event data, we address the question of how
graph-based storage of object-centric event data improves the performance
of multi-process discovery? We propose in-database process discovery
operators based on labeled property graphs. We use Neo4j as a DBMS
and Cypher as a query language. We compare different discovery strate-
gies that involve graph and relational databases. Our results show that
process discovery in graph databases outperform existing approaches.

Keywords: Object-centric · Process mining · Process discovery ·
Property graph · Cypher language

1 Introduction

Process mining techniques [2] seek to extract information from event data that
can help organizations improve their business processes. Such data include the
events that are produced as result of the execution of activities within a process.
An event records the name of the activity that was executed, its timestamp and
additional data such as the objects that were affected by the executed activity.
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Process discovery [5] is one of the most prominent process mining techniques.
It allows to automatically discover a process model that explains the behav-
ior observed in the data. The process model is typically represented in petri
nets [18], but other formats as also possible (e.g. BPMN [6]). Process discovery
is traditionally applied on event logs which are usually obtained by querying a
database and storing the data in a file. However, as the volume of data increases,
this approach faces a scalability issue, in terms of time and memory efficiency.
The computation may become time consuming and the size of the file may not
fit the computer’s memory which requires event data to be partitioned [9].

Several works addressed this problem by moving the heavy parts of process
discovery to the database engine, namely relational database, where event data
often reside (e.g. [7,17]). This approach has not only revealed scalable, but also
solved the burden of repeatedly extracting and moving copies of the data to
the analysts’ environment where the processing power of the database cannot
be used anymore. However, these promising results are constrained by the event
data schema assumed by existing works and its implication on the required
queries. In fact, all existing approaches are based on the traditional assumption
that events are related to a single predefined case notion. A case notion defines a
process instance and can be seen as the identifier of a process execution. Fixing
the case notion implies a simplified event data schema that does not require
writing queries with many JOIN operations which are known to be expensive.

Assuming that event data is stored w.r.t. a fixed case notion is unrealistic
in practice [3]. In fact, event data is multidimensional in nature since process
instances can be defined from multiple perspectives. For instance, one may look at
the process from the order perspective (i.e. each order defines a process instance),
from the customer perspective, or from both the order and customer perspective
(i.e. each combination of order and customer defines a process instance).

In this work, we relax this assumption by considering object-centric event
data (OCED) [3,11]. OCED does not require a fixed case notion and allows event
data to be stored in a multi-dimensional way which is closer to the reality. We
study the problem of enabling in-database process discovery on OCED (referred
to as multi-process discovery) stored in graph databases. Our choice is motivated
by the intrinsic nature of i) event data which is naturally interconnected and ii)
process discovery algorithms which search for data relationships. In addition, we
compare different strategies involving graph and relational databases using real
life event logs with varying characteristics. Our evaluation shows that in-graph
database discovery outperforms relational and traditional file-based computa-
tions. Our contributions can be summarized as follow:

1. We propose to store OCED in labeled property graphs [4]. Compared to [8],
we do not require to explicitly store the case notions in nodes. Instead, we
store data in its most natural format, i.e. without any reference to an explicit
case notion.

2. We propose two different strategies to enable multi-process discovery on
labeled property graphs using Cypher language1. Our operators allow to con-

1 https://neo4j.com/developer/cypher/.

https://neo4j.com/developer/cypher/
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struct a Directly-Follows Graph (DFG) which is the intermediary structure
required by most process discovery techniques.

3. We compare the performance, in terms of execution time and memory con-
sumption, of our proposed strategies with existing relational-based and file-
based process discovery. To the best of our knowledge, this is the first work
that studies and compares the performance of multi-process discovery in
graph databases.

The remainder of this paper is organized as follows. In Sect. 2, we discuss
the existing works related to our contribution. In Sect. 3, we define some con-
cepts related to the graph based storage of object-centric data and to the query
language Cypher. In Sect. 4, we present our in-database operators for process
discovery. In Sect. 5, we discuss and evaluate different strategies for process dis-
covery using graph and relational databases before concluding in Sect. 6.

2 Related Work

Process discovery is one of the most studied process mining techniques. A
plethora of discovery techniques have been proposed in the literature (e.g.
[1,10,13,19]). The majority of them take an event log in the XES2 format as
input. The XES standard groups events under a single case notion which corre-
sponds to a well defined view on the process. For instance, in a hiring process, one
may look at the process from the candidate perspective (corresponds to a case
notion) or from the hiring personnel perspective (another possible case notion).
In our work, we relax this assumption by addressing the problem of process dis-
covery on OCED [3] which allow different case notions to be flexibly defined.
Additionally, existing approaches necessitate the storage of event data in a file,
which causes scalability issues in terms of time and memory efficiency [9].

To address the scalability problem, some approaches proposed to move parts
of process discovery to the database engine, namely relational database [7,16,17].
The data is stored in a format close to XES. These approaches rely on the
development of SQL queries to correlate events and create the so-called directly-
follows relations required by process discovery. The correlation of events require
to query relationships using JOIN operators which are know to be expensive
in relational querying. However, since these approaches assume that events are
correlated to pre-defined case notions, the number of required JOIN operators
is naturally reduced in the queries. This however may not hold anymore when
storing object-centric event data.

Recent approaches have started to investigate the suitability of graph-based
storage of event data. S. Esser and D. Fahland in [8] propose a data model in
which multi-dimensional event data are stored in a labeled property graph and
queried using the Cypher language. The proposed model allows to store different
case notions but requires that events are explicitly correlated to every possible
case notion. This means that dedicated nodes and relations need to be added to
2 https://xes-standard.org/.

https://xes-standard.org/


Enabling Multi-process Discovery on Graph Databases 115

encode such information which adds overhead to the graph model and makes its
maintenance complicated. In addition, the proposed model is not fully compliant
with the Object-Centric Event Log (OCEL) standard [11] since OCEL does not
require to explicitly encode every possible case notion. In our work, we also
use labeled property graphs. However, following OCEL, we do not require to
explicitly encode case notions; we simply store event data in terms of events and
the affected objects.

A. Jalali [12] investigated the efficiency of graph databases, namely Neo4j
queried with Cypher, for process discovery which is closely related to ours. How-
ever, this paper stores the data following the XES format while in our work we
follow an object-centric approach and store OCED. In addition, this work evalu-
ates only the time efficiency compared to a file based computation. In our work,
we evaluate the time and memory efficiency and we compare different strategies
involving relational database and file based computations.

3 Preliminaries

This section details i) the graph data model we used to store event data based on
labeled property graphs (Sect. 3.1) and ii) an overview of the Cypher language
which is used to query labeled property graphs (Sect. 3.2).

3.1 Graph-Based Storage of Object Centric Event Data

We propose to store OCED in labeled property graphs following Object Centric
Event Log [11], a recently proposed standard for storing object-centric event
data that does not require a predefined case notion. A labeled property graph
is a directed multigraph with labeled nodes and relationships. Properties that
correspond to key-value pairs of attributes can be assigned to each node/relation.
Definition 1 provides a formal definition of a labeled property graph.

We assume that L is a set of labels (for nodes and edges), P is a set of
property names, V is a set of atomic values. For a set S, we denote by S+ the
set of all subsets of S excluding the empty set.

Definition 1 (Labeled Property Graph). A labeled property graph is a
tuple G = (N,R, γ, λ, ρ, σ) where:

– N is a set of nodes;
– R is the set of relations;
– γ : R �→ N × N is a total function that associates each relation to a pair

of nodes. For a relation r ∈ R, we denote by γ(r).start the start node and
γ(r).end the end node of r;

– λ : (N ∪ R) �→ L is a partial function that associates a node/relation with a
label from L;

– ρ : (N ∪ R) �→ P+ is a partial function that associates nodes/relations with
properties;
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– σ : (N∪R)×P �→ V is a partial function that associates for each node/relation
property a value from V .

The OCEL standard defines event data in terms of events and objects. Events
correspond to executed activities. They have as mandatory attributes the activ-
ity name and the timestamp. Objects correspond to artifacts manipulated by
activities. They have as mandatory attributes the object type. Figure 1 shows
the metamodel of the corresponding event property graph. An example of its
instantiation with event data from a hiring process is shown in Fig. 2.

-ID
-activity

-timestamp

:Event

-ObjectID
- type

:Object

ObjectRelation

AffectObject

{Object}_FollowedBy
-ObjectID

Fig. 1. Event property graph metamodel based on OCEL standard
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Fig. 2. An excerpt of an event property graph related to a hiring process. For readabil-
ity, some relations are excluded. The event names are shown in the event nodes with the
identifiers between brackets. Only the ObjectID is shown on the {Object}_FollowedBy
relations differentiated by the edge’s color

Two node types (i.e. labels) are defined in the event property graph: i) Event
which refers to the occurrence of an activity and ii) Object which refers to artifact
objects modified by activities. An event has the following mandatory properties:
a unique identifier ID, an activity name which refers to the executed activity and
a timestamp. Objects have a unique identifier ObjectID and an object type as
mandatory properties. The AffectObject relation indicates that the occurrence
of an activity within an event affects the corresponding object.
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Compared to OCEL, we store two additional relations: {Object}_FollowedBy
and ObjectRelation. The {Object}_FollowedBy relation allows to model the tem-
poral order between events from the perspective of a single object type. The
term {Object} is a placeholder and is replaced by an actual object type when
the metamodel is instantiated. For example, in Fig. 2, the blue relations are
labeled with Offer_FollowedBy, while the red relations are labeled with Can-
didate_FollowedBy. {Object}_FollowedBy relations have the property ObjectID
which refers to a specific object. For instance, the Candidate_FollowedBy rela-
tions in Fig. 2 may refer to candidates “c1” or “c2”. Object nodes can be asso-
ciated through the relation ObjectRelation3 (akin to foreign keys in relational
databases). In our example in Fig. 2, a candidate can apply to a job offer.
This information is encoded in the relationship created between c1 and of1 and
between c2 and of1.

3.2 Cypher Language

To query the property graph, we use the Cypher language, a widely used declar-
ative graph query language. Each Cypher query is made up of (Clause, Patterns)
pairs. A Clause specifies the type of operation to be used. A Pattern specifies
the inputs that must be provided to these clauses. Cypher queries are made up
of the following main clauses: MATCH-WHERE-WITH-RETURN.

– MATCH: allows for the selection of sub-graphs with the same predefined
structure of nodes and relations.

– WHERE: limits the chosen sub-graph by imposing restrictions on node/edge
labels and attributes.

– WITH: enables query sections to be chained together, allowing results from
one to be used as beginning points or criteria in the next. It comes after the
WHERE clause and is used to specify new variables within the query.

– RETURN: is used to specify the query’s output, which can be any graph
element (e.g., node/edge or property values) as well as sub-graphs or any
declared variables inside the query.

A simple example of a Cypher query applied on the labeled property graph
in Fig. 2 is shown in Listing 1.1.

1 MATCH (ev:Event)-[:AffectObject]->(ob:Object)
2 WHERE ob.ObjectID = "c1"
3 RETURN ev

Listing 1.1. Example of cypher query

The MATCH clause retrieves all sub-graphs consisting of :Event nodes con-
nected to Object nodes through the relation AffectObject. The WHERE clause
filters the matched sub-graphs and keeps only those whose Object node has the
ObjectID equal to "c1." The RETURN clause returns the Event nodes of the
matched sub-graphs which are the nodes of e1, e3, e5 and e4.
3 Additional properties such as the relation name can be added to ObjectRelation.
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4 In-graph Database Operators for Multi-process
Discovery

This section details our in-graph database operators for enabling multi-process
discovery on labeled property graphs. In Sects. 4.1 and 4.2, we present the main
ingredients of our approach in terms of the directly-follows graph (DFG) which
is the approach output and the different possible definitions of case notions in
OCED. In Sect. 4.3, we discuss different approaches for constructing a DFG.

4.1 Directly-Follows Graph

The majority of process discovery techniques build an intermediary data struc-
ture called directly follows graph (DFG), from which a process model can be
easily inferred. Roughly speaking, a DFG shows how activities follow each other
in terms of the so-called directly-follows relations. For example, the Inductive
Miner [14] uses the DFG to extract a process model. Other algorithms like α-
algorithm [15] construct the directly-follows relations before deriving the model.

The construction of the DFG requires to scan the entire dataset in order
to correlate events and create the directly-follows relations between activities.
Therefore, it is considered as the heaviest part of a process discovery technique.
In this work, we propose to move the computation of the DFG to the graph
database engine. A DFG can be formally defined as a labeled property graph
where nodes are labeled with Activity, and relations connecting nodes are labeled
with directly-follows abbreviated as DF. A node has an activity name as a manda-
tory property and an optional property indicating whether it is a start or end
node of the graph. Nodes (and relations) can have additional properties that can
be inferred from the data such as frequency which indicates the number of times
the corresponding activity (relation) is observed in the event data.

Application
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start

:Activity

Interview
setting

:Activity

Application
analysis

:Activity

interview
end

:Activity

Application
selection

end

:Activity

DF
2

DF
2

DF
1

DF
1

Fig. 3. An example of a DFG extracted from the event property graph in Fig. 2

An example of a DFG that was extracted from the event data in Fig. 2 is
shown in Fig. 3. This DFG shows the activities performed when looking at the
process from the Candidate perspective. The process starts by receiving the can-
didate’s application (Application receiving with the property start). The applica-
tion is then analyzed (Application analysis). Afterwards, an interview is scheduled
(interview setting) and is realized (interview). For some candidates, the process
terminates (indicated by the end property) or continued by selecting the candi-
date’s application (Application selection). The relations have the frequency prop-
erty. For example, the relation (Application receiving, Application analysis) has a
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frequency equal to 2 which means that Application receiving was directly followed
by Application analysis two times in the event data.

4.2 Case Notion in OCED

Before discovering a DFG, one has to decide the way events should be correlated
which is defined by specifying a case notion and deriving the corresponding
traces. Given an event property graph, case notions can be defined in terms of
Object types. For instance, in Fig. 2, Candidate and Offer can be defined as case
notions. The DFG in Fig. 3 is discovered according to the case notion Candidate.
Case notions can be also composite, akin to composite primary keys, e.g. {Can-
didate, Offer}. Therefore, the set of all possible case notions is defined as the
powerset of object types in the event data as given in Definition 2.

Definition 2 (Single and Composite Case notion). Let G = (N,R, γ, λ, σ)
be an event property graph, and OT be the nonempty set of object types in G.
The set of all possible case notions in G is defined as C = P(OT ) \ ∅. A case
notion C ∈ C can be single, i.e. |C| = 1 or composite, i.e. |C| > 1.

Given an event property graph G and a case notion C ∈ C, traces are cre-
ated by correlating events w.r.t. to the {Object}_FollowedBy relation. A trace
contains the sequence of events executed within one process instance identi-
fied by a case identifier. A case identifier is defined based on object identifiers
(ObjectID). For example, given the event property graph in Fig. 2 and the case
notion C ={Candidate}, two case identifiers can be defined: c1 and c2. Figure 4
shows the two traces with the Candidate_FollowedBy relation corresponding to
c1 and c2. In the remainder, we refer to a trace as a sequence of events using
the following notation t = <e1, . . . , en>.
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Fig. 4. The traces of different case identifiers of the case notion {Candidate}

When a single case notion is selected (as in the above example), deriving
the case identifiers and their traces is straightforward. However, with composite
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case notions, we need to define the valid case identifiers. For instance, given
the case notion C ={Candidate, Offer}, one can define the following possible
case identifiers (c1,of1) and (c2,of1). To identify valid case identifiers, we rely on
the relation ObjectRelation between objects in the event property graph. This
relation is similar to foreign keys in relational databases and allows to define
object instances that are associated. By looking at the event property graph in
Fig. 2, we can conclude that (c1,of1) and (c2,of1) are valid case identifiers since
Object c1 is connected to Object of1 and Object c2 to Object of1.

Definition 3 (Valid Case Identifier). Let G = (N,R, γ, λ, σ) be an event
property graph and C = {oT1 , . . . , oTn | n ≥ 1} ∈ C be a case notion. A case
identifier of C, denoted as idC , is defined as idC = (o1, . . . , on) such that ∀1 ≤
i ≤ n, oi ∈ N and λ(oi) = Object and σ(oi, type) = OT

i . In case of composite
case notion, idC is a valid case identifier iff ∀1 ≤ i, j ≤ n, ∃r ∈ R such that
γ(r) = (oi, oj). We denote by IDC the set of all valid case identifiers of C.

Once valid case identifiers are defined, we need to derive the corresponding
traces. As already explained, traces are derived based on {Object}_FollowedBy
relations. In case of a single case notion, deriving traces for different case iden-
tifiers is straightforward as shown in Fig. 4. Formally, given an event property
graph and a single case notion, a trace is defined as given below.

Definition 4 (Trace for single case notion). Let G = (N,R, γ, λ, σ) be an
event property graph, C = {oT } ∈ C be a single case notion and idC ∈ IDC be
a case identifier. The trace of idC is defined as t = <e1, . . . , en> such that ∀
1 ≤ i ≤ n − 1, ei ∈ N :

1. ∃r ∈ R: γ(r) = (ei, ei+1) and λ(r) = {oT }_FollowedBy and σ(r,ObjectID) =
idC ;

2. �rm, rn ∈ R: γ(rm).end = e1 and λ(rm) = {oT }_FollowedBy and σ(rm, Obj-
ectID) = idC and γ(rn).start = en and λ(rn) = {oT }_FollowedBy and
σ(rn, ObjectID) = idC .

However, since our event property graph stores only the {Object}_FollowedBy
relations for single object types, we need to define the way we define traces for
composite case notions. To do so, we define two operators: trace union and trace
intersection which can be selected by the user according to his/her preference.

Trace Intersection: For each case identifier of a composite case notion, we
derive the traces for each single object according to Definition 4. For example,
given the case notion {Candidate, Offer} and the case identifier (c2,of1), the traces
tc2 = <e2, e3, e4, e6, e7> and tof1 = <e1, e2, e3, e7> can be derived. The trace
intersection consists of generating a trace where only common events appear. In
our example, the trace intersection results in t = <e2, e3, e7> which corresponds
to the trace of the case identifier (c2,of1). Figure 5a shows a visual representation
of the resulting trace.

Trace Union: The trace union consists of merging the traces into one trace
that contains all the events. The events in the resulting trace are ordered
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according to the timestamp4 in the event property graph. Taking our previous
example of the case identifier (c2,of1), the union of traces generates the trace
t = <e2, e3, e4, e6, e7>. By inspecting the result, we can see that this trace con-
tains the event Application receiving (e1) which corresponds to the application
of1 of candidate c1 rather than candidate c2 as assumed by the case identifier
(c2,of1). Therefore, we post-process the result to remove all events that affect
an object whose id is different from the one in the case identifier. The post-
processing step on our example removes the event e1 since it affects the object
id c1 which is different from c2. The result is visually shown in Fig. 5b.
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Fig. 5. Visual representation of trace intersection and union for (c2,of1)

4.3 DFG Construction

In this section, we present two different approaches for building a DFG from
event property graphs using Cypher queries.
Approach 1 - Trace-Based: This approach requires that the set of traces
are pre-computed and are then merged using the Merge feature of Cypher to
construct the DFG. Therefore, given an event property graph and a selected
case notion, we need first to derive all case identifiers and their corresponding
traces as explained in the previous section. To compute traces, we take advan-
tage of path querying in Cypher. For example, the Cypher query (e1:Event)-
[:Candidate_FollowedBy*]->(e2:Event) queries all paths of events with the Can-
didate_FollowedBy relation between them by adding the ‘*’ operator.

Algorithm1 shows the high level steps required to construct a DFG using the
trace-based approach. It takes as input the event property graph, the case notion,
and the desired operator (intersection or union) for composite case notions. The
algorithm starts by calculating all valid case identifiers (Line 3). A variable is
declared to store all the computed traces (Line 4). For single case notion, the
set of traces are derived for each case identifier following Definition 4 (Lines 5–
7). For multi-case notion (Lines 8–16), for each case identifier, we iterate over
4 We assume that events are totally ordered. In case this assumption is violated, we

choose a random order.
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each object and get the corresponding trace (Lines 10–12). The traces are then
merged into one trace using the intersection or the union operator (Lines 13–16).
The resulting trace is added to the list of traces.

Algorithm 1. Trace-based approach for DFG construction
1: Input: event property graph G, case notion C, Operator Op
2: Output: Directly follows graph DFG
3: IDC = get_case_identifiers(G, C)
4: Array_Traces = []
5: if |C| == 1 then
6: for all idC ∈ IDC do
7: Array_Traces.add(get_trace(G, idC))
8: else
9: for all idC ∈ IDC do

10: traces = []
11: for all o ∈ idC do
12: traces.add(get_trace(G, o))
13: if Op == intersection then
14: Array_Traces.add(trace_intersection(G, traces))
15: else
16: Array_Traces.add(trace_union(G, traces))
17: DFG = DFG_merge(Array_Traces, ‘activity’)

Once all traces are computed, they are merged to construct the DFG (Line
17). The DFG_merge function consists of merging the traces based on the activ-
ity property of events5. The algorithm has been translated to Cypher queries6.
The get_traces is written using the path querying feature of Cypher. The inter-
section and union operators are defined using the Awesome Procedures On
Cypher (APOC) library The DF_merge function is written with the help of
the Merge clause in Cypher. For example, Listing 1.2 shows the Cypher query of
the get_traces function. The first block of the query searches for the start and
end events of each case identifier which are required as per Definition 4 (lines
1–3). Then, the WITH clause (Line 4) allows to use the results (start and end
events) in the second query block which retrieves the trace of each case identifier
using the path querying feature (Lines 5–6).

1 MATCH (eStart:Event)-[:AffectObject]->(:Object{Type:"Candidate",ObjectID:
caseIdentifier}),(eEnd:Event)-[:AffectObject]->(:Object{Type:"Candidate",
ObjectID:caseIdentifier})

2 WHERE NOT EXISTS((:Event)-[:Candidate_FollowedBy{ObjectID:caseIdentifier}]->(
eStart))

5 The merging can be performed on other events’ properties. This concept is known
as classifier in process mining.

6 Available at: https://github.com/Noureldin-Ali/GraphProcessDiscovery.

https://github.com/Noureldin-Ali/GraphProcessDiscovery
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3 AND NOT EXISTS((eEnd)-[:Candidate_FollowedBy{ObjectID:caseIdentifier}]->(:
Event))

4 WITH caseIdentifier,eStart,eEnd
5 MATCH path = (eStart)-[:Candidate_FollowedBy*{ObjectID:caseIdentifier}]->(eEnd

)
6 WITH NODES(path) AS trace,caseIdentifier

Listing 1.2. Cypher query for computing the traces of the case notion Candidate

As an example, given the case notion {Candidate}, the case identifiers are c1
and c2. The traces of the case identifiers are shown in Fig. 4. By merging these
two traces based on activity names, we obtain the DFG in Fig. 3. The calculation
of the frequency information is not shown in the algorithm but is available in
the Cypher queries.

Approach 2 - On-the-Fly. In this second approach, we do not precompute the
traces as we did in the trace-based approach. Instead, for each case identifier, we
traverse the event property graph following the {Object}_FollowedBy relations
and we incrementally construct the DFG by adding the associated activities.
Listing 1.3 shows the corresponding Cypher query for a single case notion (e.g.
{Candidate}). The Match clause searches for all pairs of events that are con-
nected through the Candidate_FollowedBy relation. The Merge clauses create
and add the activities’ names of the matched events as activity nodes connected
by a DF relation in the DFG.

1 MATCH (e1:Event)-[:Candidate_FollowedBy]->(e2:Event)
2 MERGE (a1 : DFG{activityName : e1.activity})
3 MERGE (a2 : DFG{activityName : e2.activity})
4 MERGE (a1)-[DF]->(a2)\label{lst:onspsthespsfly}

Listing 1.3. Cypher query for on the fly construction of DFG

The pseudo-code for constructing a DFG using the on-the-fly approach is
shown in Algorithm2. The algorithm takes as input the event property graph
and the case notion7. Similarly to the trace-based approach, the algorithm starts
by computing all valid case identifiers (Line 1). A variable is defined to store all
derived pairs of events (Line 2). For single case notions, we simply get all pairs of
events connected by an {Object}_FollowedBy relation, where Object refers to the
object type in the case notion C (Lines 5–6). For composite case notions (line
7–13), for each object id of each case identifier (Lines 9–10), we retrieve the pairs
of events connected through an {Object}_FollowedBy whose id is equal to the
object id. We add an additional constraint that keeps only the pairs whose events
affect all the objects of the idC (Lines 11–12). This ensures that the intersection
operator defined over traces is correctly performed. Once all pairs of events are
computed, they are merged to create the DFG (Line 13).

7 For composite case notions, the on-the-fly approach works only with the intersection
operator. The union operator requires ordering events and therefore pre-computing
the traces.
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Algorithm 2. On-the-fly approach for DFG construction
1: Input: event property graph G, case notion C
2: Output: Directly follows graph DFG
3: IDC = get_case_identifiers(G, C)
4: Array_Pairs_Events = []
5: if |C| == 1 then
6: Array_Pairs_Events = get_pair_events(G, relation = {C}_FollowedBy)
7: else
8: for all idC ∈ IDC do
9: Pair_Events = []

10: for all o ∈ idC do
11: Pairs_Events = get_pair_events(G, relation = {oT }_FollowedBy, id =

o, affect = idC)
12: Array_Pairs_Events.add(Pairs_Events)
13: DFG = DFG_merge(Array_Pairs_Events, ‘activity’)

5 Evaluation

In this section, we present the results of the comparative experiments we con-
ducted to evaluate the approach in terms of time and memory efficiency. We
used real life event logs from BPI 2012 to 20178. The characteristics of the event
logs are presented in Table 1.

Table 1. Characteristics of the used event logs. For BPI 2017, the number of cases,
activities and traces for each object type is reported

Datasets Cases Event Activity Trace length
Min Mean Max

BPI 2012 13087 262200 36 3 20 175
BPI 2013 7554 65533 13 1 9 123
BPI 2014 46616 466737 39 10 10 178
BPI 2015 1156 59083 285 5 51 154
BPI 2017 31509 561671 26 8 18 61

42995 15 3 6 21

The BPI event logs are stored in XES format. We manually identified object
types in each event log and the relations between them. We identified one object
type for the BPI 2012–2015 and two object types for BPI 2017. We then wrote
a script to populate an event property graph for each BPI log. All materials
including the script, the dump files, the Cypher queries and the obtained results
are publicly available9.
8 https://www.tf-pm.org/resources/xes-standard/about-xes/event-logs.
9 https://github.com/Noureldin-Ali/GraphProcessDiscovery.

https://www.tf-pm.org/resources/xes-standard/about-xes/event-logs
https://github.com/Noureldin-Ali/GraphProcessDiscovery
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5.1 Experiment Description

We compared our two approaches referred to as GDB (trace-based and on the
fly) presented in Sect. 4 with relational (RDB) and file based computations.

For the first GDB approach (i.e. trace-based), we investigated the use of
indexes to accelerate the path querying. We relied on Database Hits to discover
the main performance bottlenecks and identify the properties on which the index
could be defined. As a result, we added a composite index on the properties
type and ObjectID of the node Object. We name this third approach as “trace-
based+index” and report its performance as well in the experiments.

For the RDB, we compared our approaches with the most recent one pre-
sented in [7]. This work assumes that activities are correlated to only one case
notion. For the file based computations, we use the pm4py library10 to construct
a DFG from an XES file. It is worthnoting that Neo4j is based on optimized java
while pm4py on python. The comparison is therefore not fair. However, since
pm4py is widely used, and for completeness, we report its efficiency as well.

5.2 Test Environment

Our GDB approach is implemented in Neo4j 4.3.1. The RDB is built in Microsoft
SQL server 2019. The file based approach is executed in process mining for
python (pm4py 2.2.9).

We considered two configurations for our experiments. In the first configu-
ration, we measured the efficiency of the different approaches in terms of time
and memory consumption. We used an HP laptop, powered by Intel Core i7
(7th Gen) processor, coupled with 16GB of RAM and 1TB HDD storage, and
running on Windows 10 Home Basic operating system. In the second configura-
tion, we compared the performance of the different approaches by altering the
CPU (from 0.5GHz to 2GHz) and RAM (from 2GB to 8GB). We containerized
and performed the experiments with Docker11. Docker is a Platform as a Ser-
vice (PaaS) platform for creating, executing, and managing containers. It gives
control over the resources (RAM and CPU) that each container has access to.

For all approaches, we report the measures for executing the approach from
end to end. For relational and graph databases, this includes the time to retrieve
data from the hard disk and to get the results12. In our approach, we generate a
DFG that is visualized inside the graph database. In RDB, the result is a table
that includes only the directly-follows relations. In PM4PY, we include the time
spent to load the data and to visualize the DFG.

5.3 Results

Time Efficiency. Table 2 reports the time performance (in seconds) of the dif-
ferent approaches on the BPI datasets. All queries involved a one case notion.
10 https://pm4py.fit.fraunhofer.de/.
11 https://www.docker.com/.
12 In [7], the authors exclude the time to retrieve data from the hard disk.

https://pm4py.fit.fraunhofer.de/
https://www.docker.com/
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This table shows that, overall, our second approach (on the fly) outperforms all
other approaches (including relational database RDB and PM4PY) in all the
five datasets. The trace-based approach without index is clearly time consum-
ing because all traces need to be precomputed before constructing the DFG.
When adding an index, the performance has largely improved, but still did not
outperform the on the fly approach.

Table 2. Time performance in seconds of different approaches. *indicates that the
time does not include the visualization because of the high number of activities

Datasets GDB RDB PM4PY
Trace-based Trace-based+index On the fly

BPI2012 109 1.9 0.35 22 19.51
BPI2013 35 0.45 0.1 3 6.57
BPI2014 >10 min 3.2 0.6 22 236.77
BPI2015 1.3 0.75 0.16 19 4.7*
BPI2017 >10 min 4.2 1.2 74 56.97

Table 3 shows the time performance of our approach when a composite case
notion is defined. We did not include existing works since they do not support
the querying of object-centric event data. We report only the results on BPI2017
since it is the only dataset that contains two object types. The results show that
for composite case notion, the trace-based approach with index outperforms the
two other approaches in orders of magnitude. The poor performance of the on
the fly approach can be explained by the fact that it requires to compute the
intersection and union repeatedly which is time consuming. Whereas in single
case notion, these two operators are not applicable. The trace-based approach
without index has also a poor performance. This can be explained by the fact
that path querying in graph databases is in general costly unless the start and/or
end of the path are known. Using indexes, we accelerated the search for these
start and end nodes in our queries.

In the second configuration, we measured the time performance by varying
the CPU from 0.5GHZ to 2GHZ and the RAM from 2GB to 8GB. Figure 6
shows the results of the GDB (on the fly), RDB and PM4PY on different
datasets13. The plots show that the performance of our GDB based approach
is stable across all datasets against the CPU and RAM variations. The perfor-
mance of the RDB and PM4PY based approaches are mainly affected by the
CPU.

13 Because of space constraints, we do not show all results. All remaining results are
available at: https://github.com/Noureldin-Ali/GraphProcessDiscovery.

https://github.com/Noureldin-Ali/GraphProcessDiscovery
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Table 3. Time performance in seconds of our proposed approaches with multi-case
notion (Intersection and Union operators)

Datasets Operator GDB
On the fly Trace-based Trace-based+index

BPI2017 Intersection >10 min >10 min 10
Union Undefined >10 min 19

Table 4. Memory consumption in MB of GDB vs RDB approaches

Datasets GDB RDB
Trace-based Trace-based+index On the fly

BPI2012 27.68 28.74 28.74 1138.8
BPI2013 9.56 9.56 11.28 1150.3
BPI2014 30.39 30.39 30.39 1049.21
BPI2017 17.84 17.84 17.84 1060.17

Memory Efficiency. Table 4 shows the memory consumption (in MB) of the
GDB vs RDB approaches on the different datasets. The results clearly show
that our GDB based approaches consume less memory resources than RDB.
The memory consumption of all the three GDB approaches is roughly the same.

5.4 Threats to Validity

The evaluation results presented in this section suggest that graph database
technologies are a promising solution for enabling process mining in the large.
In addition, they provide a flexible storage of event data as it has been shown
with our object-centric metamodel.

In our evaluation, we focused on the efficiency of the analysis and querying
aspect since our aim is to demonstrate the scalability gain for process discovery
in particular. We did not evaluate the efficiency of the creation, update and
delete in the CRUD operations which could be costly in graph databases. In
particular, the creation operation may be the most important since event data
may, in practice, be stored in relational databases and need to be moved to the
graph database environment. This limitation can be mitigated by scheduling the
creation operations using batch incremental loading outside of peak hours.
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Fig. 6. Time performance (in seconds) of the GDB (on the fly), RDB and PM4PY
approaches on different datasets when varying CPU (in GHZ) and RAM (in GB)

6 Conclusion

In this paper, we proposed in-database operators for discovering DFGs from
object-centric event data stored in labeled property graphs. We used Neo4j as
DBMS and Cypher as query language. We compared our approach in terms of
time and memory consumption with existing works using relational databases
and file based computations. The results show that in-graph process discovery
outperforms existing approaches.

The performance results obtained in this paper are promising and open
the door for enabling process mining in the large on graph databases. In our
future works, we plan to perform an in-depth study of the scalability of in-graph
database process discovery. We also aim at extending our operators so that we
can generate and store process models (e.g. in petri nets or BPMN) as labelled
property graphs.
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Abstract. Collaborative work environments have gained more atten-
tion in manufacturing in recent years, in particular with the devel-
opment of collaborative robots (cobots), a special type of industrial
robot that is built for the safe interaction between humans and robots.
Recent advances have shown that there are several collaboration sce-
narios between humans and robots, such as, synchronized, cooperation,
collaboration and coexistence. So far, most literature focuses only on
the collaboration between one human and one robot. However, litera-
ture also predicts that there will be more collaboration scenarios with
one or many humans collaborating with one or many robots. Further-
more, literature on collaboration scenarios often focuses only on a generic
process perspective and does not detail tasks nor other aspects. In this
paper, we aim to address these gaps by investigating collaboration sce-
narios for one to many and many to many relations between robots and
humans in workflows. First, we formalize the collaboration pattern and
its types (synchronized, cooperation, collaboration and coexistence). Our
approach allows for the specification of time-based, spatial and functional
constraints at task level in collaborative work environments. Second, we
demonstrate our findings with a proof-of-concept implementation that
consists of a workflow system, a cobot simulation and a communica-
tion and data platform. Third, we evaluate our model with altogether
seven use cases (e.g., spot taping). The results show that the patterns
can be applied for the specification of collaboration scenarios in modern,
process-oriented work environments. For future work, we would like to
investigate questions on process modeling and visualization of collabora-
tive patterns.

Keywords: Business processes · Collaborative robots · Cobots ·
Patterns · Workflow systems

1 Introduction

Over the last few years, the manufacturing industry has and will continue
to change significantly, as consumer markets move from mass-produced goods
towards increasingly high customized products and mass customization [4]. A
growing number of product variants combined with shorter product life cycles
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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and the demand for shorter lead times are leading to an increasingly complex
manufacturing landscape [23]. In order to keep up with the ever-changing con-
sumers’ demands, there is a need for an adaptive, flexible and cost-efficient pro-
duction environment.

Even with industrial automation (e.g., industrial robots), a lot of tasks are
still performed by manual labor, as humans are excellent in dealing with uncer-
tainties and variability coming from mass customization [11,31]. Humans, how-
ever, are limited by their physical abilities and cannot compete with robots in
various aspects like speed, repeatability, strength, etc., which results in reduced
efficiency and quality [11]. The combination of the complementary strengths of
humans and robots [10,18] would provide all means to deal with the aforemen-
tioned challenges of modern manufacturing in the Industry 4.0 era. One approach
to achieve this is to use a new generation of robots, the so-called collaborative
robots (cobots) [23]. Cobots are a special type of conventional industrial robots.
They are usually smaller and much lighter than their counterparts, and are
specifically designed to directly interact with humans, which builds a core part
of their functionality [18]. This is well reflected in their overall appearance. To
prevent injuries like cuts, cobots usually do not have open sharp edges. Recent
research shows that cobots are utilized in workflows (e.g., [13,30,39]).

Current research on cobot shows that there are different collaboration pat-
terns (synchronized, cooperation, collaboration and coexistence) that focus on
different collaboration scenarios between humans and robots (e.g., [11,26]). How-
ever, state of the art neither specifies nor provides types of collaboration patterns
that can be utilized in workflows. They integrate a high level process without
further specification of tasks or control flow aspects. Hence, further task level
aspects are often missing. However, this is very important for process execution
and monitoring and would be highly important for workflows with cobots. Fur-
thermore, all patterns are only specified for one human collaborating with one
robot (and vice versa). However, current literature (e.g., [9,28,33]) shows that
there are already some use cases where one or more humans and one or more
robots are working together.

In this paper, we will investigate the collaboration patterns for workflows
with cobots. In particular, we contribute a formal specification of collabora-
tive patterns for business processes and for all four pattern types (synchronized,
cooperation, collaboration and coexistence). We demonstrate the applicability of
our approach with a proof-of-concept implementation using the workflow man-
agement system (WfMS) Bonita and the URSim offline simulator of two or more
cobots (see Sect. 4). Furthermore, we evaluate our findings with the implemen-
tation of seven use cases. Our proposed approach enables a process-oriented
collaboration between humans and robots in modern work environments. It pro-
vides a first specification of collaboration types which can be used to secure
workflows with cobots. Hence, our findings can support manufacturers who are
aiming at building production processes between one or more humans and one or
more robots. Furthermore, process modeling and execution engineers can lever-
age this work to design and monitor collaboration scenarios. Researchers may



Collaborative Patterns for Workflows with Collaborative Robots 133

be able to further increase the interoperability between cobots and WfMS in
human-robot collaboration (HRC). For future work, we aim to investigate how
to further visualize and model the collaboration patterns in workflows and how
to enact and monitor constraints (e.g., function and space).

The rest of the paper is structured as follows: Sect. 2 introduces related work
on collaborative robots and human-robot collaboration research. Section 3 spec-
ifies the collaborative patterns for workflows with cobots. Furthermore, Sect. 4
outlines the architecture and proof-of-concept implementation. Section 5 summa-
rizes the main results of the successful applicability of seven use cases. Section 6
summarizes discussion points for future work, and Sect. 7 concludes the paper.

2 Background

This section summarizes related work on cobots and collaboration scenarios.

2.1 Collaborative Robots

Cobots are a special type of conventional industrial robots focusing on the inter-
action with humans. Due to their light weight, small space requirements and
easy programming, cobots are relatively easy to deploy. As they can take over
repetitive tasks from humans, they can boost productivity and quality [35]. A
lot of the potentially partially automatable tasks can only be considered for task
automation due to the cobots’ ability to work alongside humans. Cobots are also
rather flexible. They can be easily re-deployed from one task to another.

Cobot Activities are considered fundamental functionalities and abilities of
cobots. By using and chaining them together, tasks resulting from different use
cases can be fulfilled. A few of these example activities are described below:

– Positioning is a basic functionality of robots in general, which they can perform
with extremely high precision, speed and repeatability (e.g., [16,34]).

– Gripping is an essential mechanism, as it enables the cobot to manipulate things in
its surroundings in a controlled way. Robotic manipulators can be equipped with
end-effectors, including various types of grippers (e.g., [29]).

– Motion synchronization is the ability to synchronize to other motions, which is
useful in different kinds of tasks. A requirement could be for example to move in
tandem with another cobot or follow the motions of a human [6].

– Object recognition is used whenever a task requires dealing with objects in non-
standard positions and orientation. This is usually performed by additional camera
systems that can be stationary but also attached onto the cobot’s arm [35].

– Hand guiding is a mode where a cobot can be moved manually by a human. This
makes complex and interactive collaboration possible [11].

– Collision detection/avoidance is especially important in highly collaborative scenar-
ios. Different methods exist to deal with the uncertainty a human introduces to the
workspace, such as safety-rated monitored stop, speed and separation monitoring,
power and force limiting [2,11].
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Cobots are increasingly utilized with WfMS. For example in [13], a pick and
place use case has been implemented that uses a WfMS to implement an assem-
bly workflow. Furthermore, [30] outlines a similar approach using a WfMS to
model the workflow of cobots. An adaptive, process-aware production system
is described in [39]. We could not find any literature on types of collaboration
patterns for workflows with cobots.

2.2 Collaboration Scenarios

In a literature review [11,15,18,19,25,26,37,38], we identified several collabo-
ration scenarios, although the authors used sometimes a different terminology
for similar concepts. In the approach of [26], the variants are distinguished by
temporal and spatial separation and are called synchronized, cooperation, col-
laboration and coexistence. We will further use this classification in our paper.
Furthermore, we successfully verified the four patterns with 14 identified use
cases from industry and research to ensure a high applicability. Figure 1 shows
an approach to describe such collaboration categories.

Fig. 1. Types of collaboration between humans and cobots based on [24,26] (own
representation).

Synchronized cases have an operator and cobot work in the same workspace,
but at different times [24]. Both perform their manufacturing tasks on the same
workpiece. As these processes are time-dependent, the output of one working
step acts as an input for another work step. Cobot and operator each have
different tasks to accomplish, but most of the time, the cobot is set up to take
over tedious tasks to improve the working conditions for the worker [11]. Such a
use case is shown in [5], where a human inserts screws in holes from one side of
a plate and then a cobot tightens bolts onto them from the other side.
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Cooperation describes an environment where an operator and a cobot perform
separate processes on the same workpiece concurrently [11,25]. Although they
are independent of each other in terms of time and tasks, the cobot still needs to
respect the worker’s space. To ensure this, the cobot has to be spatially aware of
the workers and their task requirements [11]. The ability to act concurrently on
one workpiece improves productivity and space utilization [11,25]. In [25] human
and cobot work in cooperation for the configuration of a welding station, which
allows the human and cobot to perform some process steps concurrently.

Collaboration builds the highest level of collaborative behavior between a
worker and a cobot. As described in [11], both worker and cobot work interac-
tively towards the same process on the same workpiece. Their actions depend on
each other. That is, one cannot perform its task without the help of the other.
To successfully provide appropriate assistance, the cobot needs to understand
the worker’s intentions and the task requirements. Examples of this category are
the joint movement of a load carried by a cobot and guided by a human [22], and
a collaborative assembly task, where human and cobot complement each other
while working together on an assembly process [9].

Coexistence is a scenario where both human and robot are working mostly
independently of each other, but have a shared environment. This shared envi-
ronment is often without any fences or guards. Other than that, both actors work
independently on separate workpieces and individual manufacturing processes
[11] and generally do not interact with each other [24]. To achieve the required
safety levels, the cobot’s intrinsic safety elements are utilized. Additionally, to
further enhance safety, external hardware and software safety elements can be
added. With the help of these features, the cobot is aware of the workers and
acts accordingly to ensure their safety [11,25]. Classical examples for coexistence
are machine tending tasks, where the cobot picks parts from some sort of feeder
configuration and places them into a fixed location in a machine, which enables
the human worker to operate on larger batches of parts and handle multiple
machines alone [35].

The literature showed that the collaboration patterns are mainly described
on an abstract process level and only consider the collaboration between a sin-
gle operator and cobot. Most HRC related literature also focuses on 1:1 sce-
narios as well, despite the fact that others mention cases with multiple actors
(humans/cobots). Hence, we consider the possibility of multiple human and
robotic actors in the following sections. Furthermore, the collaboration patterns
are discussed at the abstraction level of tasks within processes rather than pro-
cesses themselves. So far, literature has not formalized collaboration scenarios
for workflows with cobots.

2.3 Process Constraints

Constraints have become a powerful tool to enforce and monitor compliance
in business processes (e.g., [17]). Examples can be found for instance for time
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constraints [8,20] and instance-spanning constraints [12,21] in business pro-
cesses. Please refer to Sect. 6 for a discussion on future investigations.

3 Collaborative Patterns for Workflows

This section specifies patterns of collaboration scenarios between human and
robotic process actors. First, the main elements of collaborative patterns are
described and a formal definition for collaboration patterns is proposed. Sub-
sequently, using the proposed definition, formal requirements for each of the
patterns synchronized, cooperation, collaboration and coexistence are defined.

3.1 Basics

In the following, the basic elements of the definition are described.
A Collaborative Pattern (CP) describes a collaborative working environ-

ment where humans and cobots may interact. The main elements of a collab-
orative pattern are a process, actors, a workpiece type, and constraints. This
approach of a formal definition focuses on the general architecture of such envi-
ronments and on the different kinds of constraints between actors and their tasks
within a process.

A Process consists of tasks and summarizes the (automated) workflow
within a collaborative working environment (see [1]). A process comprises multi-
ple tasks, where each of them is executed by one process actor and has a distinct
beginning and end. This approach uses Petri nets [1] as a representation of pro-
cesses. The transition elements of the Petri net are used to denote the tasks of
the process. Tasks describe a simple action of an actor (e.g., push a button, move
to a position). Each task is performed by exactly one process actor.

An Actor is an individual and can either be a human, called operator, or
a cobot. In HRC, at least one human actor, as well as one cobot, are part of a
collaborative environment.

A Workpiece type is a category of workpiece. In our approach, we assume
that workpieces are inputs or outputs of the processes or parts of the process
(e.g., tasks).

Constraints are used to model dependencies between tasks within a process
in a collaborative pattern. Here, tasks of different process actors are principally
independent. Hence, their execution order is undefined, and they might also be
executed in parallel. This may change as soon as constraints are added. Each
task can be constrained by other actors’ tasks. These constraints can be of three
types (time, space, functional), leading to different behavior in the task flow:

– A time-based constraint defines where the output of one task is needed as
the input of another task. The resulting effect on two tasks of different actors
is that it clearly defines the order in which they are executed.

– A spatial constraint arises when the order of multiple actors’ tasks is of no
importance, hence they are not time-dependent, but the actors need to access
the same working area to perform these tasks.
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– The functional constraint describes the relation between interactive tasks
across actors that rely on each other in order to be executed successfully. This
type is usually present in highly collaborative environments, where different
actors work interactively together to achieve a common goal. Tasks that are
connected by this type of constraint have to be executed together. In this
sense, they are performed in parallel, with the difference that one cannot be
completed without the other. To give a simple example: a gesture task like
thumbs up, performed by an operator, needs to have a matching counterpart,
for example, a gesture recognition task on the side of a cobot.

With the definition of these basic entities, the collaborative pattern can be spec-
ified.

3.2 Definition: Collaborative Pattern

Hence, let the definition of a collaborative pattern CP be a 7-tuple (N, A, w,
actassign, wpassign, tperformer , constr) where

– N is a Petri net [1] (P, T, F), depicting a business process, where
• P is a finite set of places
• T is a finite set of transitions, that denotes tasks of a process, such that
P ∩ T = ∅

• F ⊆ (P × T ) ∪ (T × P ) is a set of directed arcs
– A = C ∪ O is a finite set of actors, such that |A| ≥ 1, where

• C is a finite set of cobots
• O is a finite set of operators
• such that C ∩ O = ∅

– w is a workpiece type
– actassign ∈ A → {N} is a total surjective function, assigning all actors to

the process, with
• domain: dom(actassign) = A
• range: rng(actassign) = {N}

– wpassign ∈ {w} → {N} is a total surjective function, assigning the workpiece
type to the process

– tperformer ∈ T � A is a partial surjective function, assigning transitions to
actors, with

• dom(tperformer) ⊆ T
• rng(tperformer) = A

– constr ∈ T × T � {time, space, func} : (ta, tb) 	→ constr(ta, tb) is a partial
function denoting the type of constraint between two transitions (tasks), such
that

• dom(constr) ⊆ T × T
• rng(constr) ⊆ {time, space, func}
• (ta, tb) ∈ dom(constr) : ta 
= tb the constrained tasks are different
• (ta, tb) ∈ dom(constr) : tperformer(ta) 
= tperformer(tb) the constrained

tasks have different task performers
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• {time, space, func} denote the type of constraint (e.g., timely (time), spa-
tially (space), and functionally (func) constrained).

* timely constrained: constr(ta, tb) = time =⇒ tb is timely constrained
by ta, i.e., tb must be executed after ta

* spatially constrained: constr(ta, tb) = space =⇒ ta and tb are spa-
tially constrained, i.e., the order of execution is undefined and poten-
tially concurrent, and task interruptions due to space limitations are
possible

* functionally constrained: constr(ta, tb) = func =⇒ ta and tb are
functionally constrained, i.e., ta and tb must be executed together to
complete the operation

In the following, four types of the collaborative patterns (see Sect. 2.2) are
described using this definition. Each of them starts with a brief description,
followed by the formal requirements of the pattern.

3.3 Collaborative Pattern: Synchronized

Synchronized use cases typically share a few key features. Actors perform their
tasks in a shared workspace on the same workpiece type. An important charac-
teristic is that these tasks are time-constrained, which implies two things. First,
the constrained tasks are executed at different times, and second, one of them
requires the output of the corresponding task in order to be executed. Therefore,
time constraints are a characterization of the synchronized pattern. A synchro-
nized collaborative pattern CPsynch is specified as:

CPsynch = (Ni, Ai, wi, actassigni ,wpassigni , tperformeri , constri) with

– |Ci| ≥ 1 ∧ |Oi| ≥ 1 there is at least one cobot and at least one operator
– ∀constrim ∈ constri : constrim (tij , tik) = time all constraints between transi-

tions are time constraints

3.4 Collaborative Pattern: Cooperation

Cooperative scenarios are, in a certain way, similar to synchronized ones, as the
actors perform their work on the same type of workpiece. The key difference
is, that these steps are not timely but spatially constrained. That is, the order
in which they are performed does not matter. These use cases aim to execute
tasks concurrently, thus, increasing efficiency and productivity. The fact that
actors may need to operate in each other’s workspace simultaneously demands
for additional requirements, especially regarding safety aspects. As a result, the
cobots need to have mechanisms to be aware of other actors and protect them.
This is especially important when human actors are involved. Furthermore, there
is also usually less interaction between actors than in synchronized cases, if any
at all. A cooperative collaborative pattern CPcoop is defined as:

CPcoop = (Ni, Ai, wi, actassigni ,wpassigni , tperformeri , constri) with
– |Ci| ≥ 1 ∧ |Oi| ≥ 1 there is at least one cobot and at least one operator
– ∀constrim ∈ constri : constrim (tij , tik) = space all constraints between tran-

sitions are space constraints
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3.5 Collaborative Pattern: Collaboration

Collaborative cases are designed with interactive behavior in mind. The actors
are working together to achieve a common goal. Parts of their actions are func-
tionally dependent on some tasks of other actors. That is, those tasks rely on
each other to be executed successfully. This type of scenario represents the most
comprehensive type of collaboration. In theory, the cobot should act instinc-
tively, based on the behavior of human actors, e.g., repositioning of the axes
to make it easier for the operator to access certain locations when approach-
ing them, or monitoring the environment to anticipate and avoid collisions, and
re-plan trajectories [7,14]. A collaborative pattern CPcoll is specified as:

CPcoll = (Ni, Ai, wi, actassigni ,wpassigni , tperformeri , constri) with

– |Ci| ≥ 1 ∧ |Oi| ≥ 1 there is at least one cobot and at least one operator
– ∀constrim ∈ constri : constrim (tij , tik) = func all constraints between transi-

tions are functional constraints

3.6 Collaborative Pattern: Coexistence

The coexistence collaborative pattern specifies individual actors that work inde-
pendently of each other. This signifies that they are working on different types
of workpieces and execute independent processes that are performed on those
workpiece types. A coexistent collaborative pattern CPcoex is defined as:

CPcoex = {CP1 , . . . ,CPn} = {(N1, A1, w1, actassign1 ,wpassign1 ,
tperformer1 , constr1 ), . . . , (Nn, An, wn, actassignn , wpassignn , tperformern ,
constrn)} with

– ∀CPj ,CPk ∈ CPcoex : CPj 
= CPk =⇒ CPj ∩ CPk = ∅ all CPj ,CPk in
CPcoex are pairwise disjoint

– ∀CPi ∈ CPcoex : |Ai| = 1 there is exactly one actor in every CPi in CPcoex

–
∣
∣
∣
∣

n⋃

i=1

Ci

∣
∣
∣
∣
≥ 1 there is at least one cobot in all Ci in CPcoex

–
∣
∣
∣
∣

n⋃

i=1

Oi

∣
∣
∣
∣
≥ 1 there is at least one operator in all Oi in CPcoex

– ∀CPi ∈ CPcoex : constri = ∅ there are no constraints in every CPi in CPcoex

4 Implementation

This section summarizes the architecture and the proof-of-concept implementa-
tion of the collaborative patterns.
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4.1 Architecture

Figure 2 outlines the selected architecture. There are three major components:
a Workflow Management System (WfMS), a cobot simulation and an Open
Platform Communications Unified Architecture (OPC UA) server and client.
The figure shows that at least two instances of virtual machines (VM) must be
deployed. One of them contains the WfMS and the OPC UA client implemen-
tation. The other one consists of the simulation of the cobot and also the OPC
UA server implementation. In case more cobots are needed for a use case, the
second VM can be cloned. With just minor adjustments, the additional cobot
simulation is ready to be used.

Fig. 2. Architecture.

4.2 Proof-of-Concept

For this implementation, we selected the following components as they were
freely accessible with an academic license.

– Bonita is an open source WfMS and is used for business process automation
and optimization [3].

– We used the simulation tool URSim from Universal Robots [36] for the cobot
simulation. URSim offers a 3D simulation of the cobot and supports OPC
UA for external communication.

– The communication between WfMS and Cobot simulation is done via OPC
UA. It is a platform independent interoperability standard for data exchange
in industrial automation and other industries [27]. The OPC UA client from
a library called opcua-smart1 is instantiated in a middleware.

Figure 3 shows a screenshot of the proof-of-concept implementation executing
the use case “spot taping” (see Sect. 5.1).

5 Use Case Evaluation

For evaluation, we instantiated and implemented seven exemplary use cases
based on the four collaboration pattern types synchronized, cooperation, col-
laboration and coexistence. For each, we provided a specification and an imple-
mentation using the setup described in Sect. 4. Due to space limitations, this
1 https://github.com/etm/opcua-smart (visited on June 8, 2022).

https://github.com/etm/opcua-smart
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Fig. 3. Implementation of use case “spot taping”. User tasks can be performed in the
Bonita User Application on the left. The two cobots on the right (left cobot - top, right
cobot - bottom) are waiting for a handshake initiated by Bonita.

section gives only a brief overview of one use case called “spot taping”. In total,
seven use cases2 were successfully implemented: (1) spot taping (synchronized),
(2) extended spot taping (synchronized), (3) quality inspection (cooperation),
(4) polishing (cooperation), (5) fixture (collaboration), (6) collaborative assem-
bly (collaboration) and (7) pick & place (coexistence).

5.1 Use Case: Spot Taping

Collaborative Work Environment. The spot taping process modeled in this
section is a simplified variation of a use case described in [28]. The goal is to
improve the current process for spot taping wire harnesses, which was performed
manually, by adding robotic arms that collaborate with the human worker. As
shown in Fig. 4, a custom work cell was developed in [28]. The human worker
sits in front of a desk, where two working areas are mounted on a linear axis.
The linear axis has two defined positions. One where the left working area is in
front of the worker, and one where the other area is in front of the worker. The
operator has two foot pedals that can be operated to send a signal indicating
that the linear axis can be moved to the left or to the right.

On both sides of the worker, a cobot is placed (see Fig. 4). These cobots
perform the spot taping of the wire harnesses. In each production cycle, two
wire harnesses are processed. One on each of the two working areas. When the
linear axis is positioned on the left side, the left cobot has access to its working

2 See a full set of use cases including the full BPMN diagram of the use case spot
taping at https://tinyurl.com/yskk989s.

https://tinyurl.com/yskk989s
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area, while the worker prepares things on the right working area. Once both are
finished, the axis can move to the right, and the worker performs tasks on the
left working area, while the right cobot has access to the right working area. A
more detailed description of the sequence is shown in the diagram in Fig. 5.

Fig. 4. Design of the spot taping work space described in [28] (own representation and
created in Microsoft Paint3D).

Modeling and Enactment. Figure 6 shows the beginning of the process model
of the spot taping use case. The full version can be downloaded via the afore-
mentioned report. The first sub process Preparation and Startup in the figure
summarizes the mandatory starting procedure of the work environment (e.g.,
Check process settings, Load Program, Start both cobots or Power on).

After the start-up, Fig. 6 shows the first steps of a production cycle in the spot
taping process. The process model outlines the same course of action as defined in
Fig. 5. At first, the operator has to perform two tasks: (1) the preparation of the
left workspace for the first spot taping (see “put first part of wires in place [...]”)
and (2) operating the left foot pedal. Subsequently, the linear axis moves to the
left. Now the operator and the left cobot can work on their tasks simultaneously
(parallel gateway “P4 open” opens two paths). The operator repeats his two
previous tasks, with the difference that this time the tasks are performed for the
right workspace and the right foot pedal must be pushed. In the meantime, the
left cobot performs the first spot taping on the left workspace. As soon as both
actors finished their respective tasks, the two paths are joined by the closing
parallel gateway “P4 close”, and the linear axis can move back to the right. We
can see in Fig. 6 that we have solved the time-based constraints in this use case
with the control flow of the workflow. We will further elaborate this approach in
Sect. 6. The proof-of-concept implementation of the use case is shown in Fig. 3.
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Fig. 5. Sequence diagram of the spot taping process described in [28] (own represen-
tation).

Specification. In this section, we specify a simplified version of the spot taping
use case based on the synchronized collaboration pattern defined in Sect. 3.3. In
general, two work steps have to be performed on each workpiece. These steps
(tc11 , tc12 , tc21 , tc22 ) are done by the two cobots (see Fig. 4). Prior to performing
those work steps, the workpieces have to be prepared. This is done manually by
the operator (to1 , to2 , to3 , to4). Once the parts are finished, the operator removes
them (to5 , to6).

The tasks have to be performed in a specific order, i.e., they are time-
constrained. Operator o starts with to1 . After that, cobot c1 can perform tc11 .
This relation is modeled with a time constraint ((to1 , tc11 ), time). In the mean-
time, to2 can be performed, and after that tc21 . Once tc11 is finished, the operator
can start with to3 . This is systematically repeated towards the end of the process,
and is reflected in the function constr of the formalization below.

Let the synchronized collaborative pattern be defined by
CPspot = (N,A,w, actassign,wpassign, tperformer , constr) with
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Fig. 6. Section of the process model of the spot taping use case (screenshot of Bonita).

– P = {p1, p2, p3, p4, p5, p6, p7, p8, p9, p10, p11, p12, p13, p14, p15}
– T = {t1, t2, tc11 , tc12 , to1 , to2 , to3 , to4 , to5 , to6 , tc21 , tc22 }
– F = {(p1, t1), (t1, p2), (t1, p5), (t1, p12), (p2, tc11 ), (tc11 , p3), (p3, tc12 ), (tc12 , p4),

(p5, to1), (to1 , p6), (p6, to2), (to2 , p7), (p7, to3), (to3 , p8), (p8, to4), (to4 , p9), (p9,
to5), (to5 , p10), (p10, to6), (to6 , p11), (p12, tc21 ), (tc21 , p13), (p13, tc22 ), (tc22 ,
p14), (p4, t2), (p11, t2), (p14, t2), (t2, p15)}

– C = {c1, c2}, O = {o}
– actassign = {(c1, N), (o,N), (c2, N)}, wpassign = {(w,N)}
– tperformer = {(tc11 , c1), (tc12 , c1), (to1 , o), (to2 , o), (to3 , o), (to4 , o), (to5 , o),
(to6 , o), (tc21 , c2), (tc22 , c2)}

– constr = {((to1 , tc11 ), time), ((tc11 , to3), time), ((to3 , tc12 ), time), ((tc12 , to5),
time), ((to2 , tc21 ), time), ((tc21 , to4), time), ((to4 , tc22 ), time), ((tc22 , to6),
time)}
Figure 7 visualizes the Petri net for the use case spot taping. The constraints,

highlighted in green, are only outlined for visualization purposes.
In summary, we specified the synchronized collaborative pattern and imple-

mented the pattern using a proof-of-concept implementation for the use case spot
taping. With the evaluation of seven use cases, we demonstrated its applicability
in collaborative process-oriented work environments.
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Fig. 7. Petri net N of the Spot taping use case. The time constraints of the pattern
are highlighted with green dashed lines only for visualization purposes.

6 Discussion

During our work, we came across several discussion points that we would like to
discuss and investigate for future work. First of all, we presented four patterns
that are derived based on literature (see Sect. 2.2). We do not assume that this
is an exhaustive list, and future research might extend or adapt the collabora-
tive patterns. Furthermore, robot-to-robot collaboration scenarios were out of
the scope of this paper as we focused only on HRC. However, all patterns are
designed to integrate multiple robots.

As mentioned before, process constraints are a powerful tool and there are
many examples how to enable the constraints for collaborative environments.
For this paper, the investigation of current approaches (e.g., [20,32]) and how
they can enact the presented collaborative patterns not investigated due to space
limitations and will be part of future work.

At first sight, the time-based constraints seem to be very close to the control
flow specification of workflows. This is only true if the relevant tasks are very close
in the process (e.g., task A directly follows task B). However, in case of larger
production processes where the tasks might not follow directly and might even
be on different process branches, a more general approach is needed. Therefore,
we decided to define the time-based constraint as a more general approach.

Furthermore, the authors could not fully validate the space constraint. A
collaborative work environment requires a setup and design that is following the
constraints and safety policies. However, in the proof-of-concept implementation,
we could only simulate the constraints (e.g., using the coordinates). Hence, we
aim to investigate more questions related to how to measure and enforce space
constraints in workflows.

In our use case evaluation, we aimed also to extend and increase the actors
in order to identify potential challenges. For example, we extended the use case
spot taping with an additional human actor, which resulted in a total number
of two humans and two robots. We identified several challenges that concern the
complexity of process modeling. For example, the challenges of space and over-
lapping elements in large process models. For future work, we aim to investigate
how these process modeling and visualization challenges can be mitigated for
collaborative work environments.
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7 Conclusion

The aim of this paper was to investigate collaboration patterns in workflows
for collaborative robots in modern production environments. The review showed
four collaboration scenarios (i.e. synchronized, cooperation, collaboration and
coexistence) that can be identified during the interaction between humans and
robots. These four scenarios were defined as collaborative patterns. This defini-
tion also takes the possibility of multiple process actors and business processes
and tasks into account. Each of the four pattern types has been specified. Fur-
thermore, we implemented a proof-of-concept with the cobot simulation URSim
and the WfMS Bonita and demonstrated the applicability of our approach and
the four identified collaborative patterns. We successfully evaluated our findings
with seven use cases applying various collaborative pattern types. We contribute
to the understanding of collaborative workflows with cobots and provide a first
specification and implementation of four collaboration scenarios.

For future work, we aim to further investigate process modeling and visual-
ization of collaborative patterns. During the exploration of different visualiza-
tion approaches, it became apparent, that once a certain level of detail should
be depicted, i.e., process instance level including multiple actors, a number of
potential problems regarding the design of modeling notations arise. Therefore,
developing a visualization of the proposed formal definition would be a highly
interesting topic for future research.
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Abstract. Graphs are becoming increasingly larger, with datasets hav-
ing millions of vertices and billions (or even trillions) of edges. As a
result, the ability to fit the entire graph into the main memory of a single
machine faces challenges in common hardware, even more so in edge/IoT-
like devices (i.e., more energy efficient but also more resource constrained).
Reading the graph from secondary storage may pose in itself significant
overhead, negatively impacting query performance and storage require-
ments. It thus becomes relevant to explore techniques to optimize the stor-
age of graphs, specially in memory, in a way that circumvents space limi-
tations, while avoiding compromising the performance of processing.

We observe that current graph storage systems manage the graph
representation by storing graphs in an uncompressed format, either: i)
in a shared architecture which leads to a higher space overhead and the
inability to represent the graph entirely in main memory, or ii) in a dis-
tributed architecture, where the graph dataset is partitioned over a clus-
ter of machines with each one storing in main memory only a fragment
(shard) of the (uncompressed) graph. We present PK-Graph, our pro-
posal which extends a distributed graph processing system, highly used
in academia and industry (Spark GraphX), in order to deploy the use
of a compressed graph representation, with added support for dynamic
updatable graphs (not currently supported in GraphX). Our experimen-
tal results show that PK-Graph can achieve up to 50% lower graph
memory usage, while maintaining competitive performance in executing
typical graph operations used in common applications.

Keywords: Graph representation · Graph databases · Graph
processing systems · Optimization · Compression

1 Introduction

Graphs are now more relevant than ever and their importance will continue to
expand [38], as well continuing to grow in size, having millions of vertices and
billions (or even trillions) of edges in some cases [9,15], stimulating the need for
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novel and more efficient storage and representation solutions due to increasing
space requirements. Fitting an entire graph in the main memory of a single
multiprocessor machine becomes challenging if the graph is very large. This may
lead to a significant overhead by having to read the graph from secondary storage.
Thus, it is relevant to try to minimize the storage requirements of the graph, for
efficiency and viability, without degrading access time and ideally even improving
it. Current solutions store graphs in uncompressed format [16,18,19,22,24,39,
42,44]. By using a lossless graph compression technique, it is possible to store the
graph in a compressed format that can reside in the main memory of a single
resource-rich machine [6,28,43], achieving equal or better performance when
accessing the graph, thus motivating the employment of compression techniques
in graph storage.

A relevant use-case when working with graph-based data is the ability to
modify it as a dynamic graph, where it is possible to add or remove vertices and
edges. For this use-case, using basic compression techniques would require con-
verting the graph to an uncompressed format before modifying it, which would
imply limitations in required storage and obtained speed. Popular graph algo-
rithms, such as PageRank [31], mutate attributes stored in the vertices and edges
of graphs as part of their logic. As a consequence, the ability to use compressed
graph representations which support graph-changing operations without having
to decompress becomes very important.

Existing solutions focus on partitioning graphs based on their edges to achieve
better work distribution among computing nodes [24,44]. This leads to edges
being assigned to unique partitions and vertices, while being replicated through-
out various partitions. In a worst-case scenario, a vertex needs to be replicated
throughout all partitions. This approach is used because the number of edges
is typically much higher than the number of vertices, leading to smaller storage
requirements when replicating vertices. We focus on addressing several short-
comings that current solutions present, such as: i) not being able to store large
graphs completely in main memory, requiring access to secondary storage which
is much slower; ii) storing graphs in an uncompressed format, potentially lead-
ing to higher resource consumption and comparatively worse processing per-
formance than compressed representations; iii) immutable graphs that do not
support removing or adding vertices/edges, requiring the entire graph to be re-
constructed when adding new elements.

Herein we present our design, implementation and evaluation of PK-Graph,
an extension to the storage component of the Spark GraphX distributed graph
processing system, incorporating the k2-tree lossless compressed graph repre-
sentation to improve space-efficiency. Our solution was designed with the goal
of achieving performance within the same order of magnitude of the uncom-
pressed version of the system and with the goal of supporting dynamic graphs,
with mutation of attributes and addition/removal of graph elements. This paper
is structured as follows. Section 2 addresses relevant state-of-the-art in graph
processing systems, graph databases, and optimized graph representations. In
Sect. 3 we present the architecture of PK-Graph. Section 4 describes the eval-
uation methodology and the results obtained for our implementation. Section 5
concludes by summarizing our findings and mentioning future vectors of research.
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2 Related Work

Distributed Graph Processing Systems. They focus on scalable iteration of
potentially large input graphs in order to execute algorithms over them. Their
approach consists in partitioning the graph throughout a cluster of processors,
where each processor stores only a fraction of the total graph in main memory.
They maintain serialized graph formats in secondary storage, at penalty, and
only if the graph is too large. These systems do not typically require fine-grained
access to the vertices and/or edges of the graph and instead iterate all elements
of the graph or a subset of them.

Apache Spark [20] and Apache Flink [45] are known examples of generic dis-
tributed processing systems, based on dataflow programming. Although they are
generic, graph-specific libraries have been built over them, such as GraphX [44]
on Spark and Gelly on Flink. There are also systems designed with an ab initio
architectural focus on graph processing such as Apache Giraph [42], implement-
ing a vertex-centric approach known as think-like-a-vertex (TLAV), where a user-
defined function is applied in the context of each vertex. This model first debuted
in Google Pregel [26]. Other approaches exist regarding the unit of computa-
tion when expressing graph-processing logic. The computational unit may also
be the edge, in which case the system is said to be edge-centric, known as think-
like-an-edge (TLEV). This approach was popularized with the X-Stream [37] and
Chaos [36] graph processing systems (they are no longer maintained or devel-
oped). Other approaches exist, such as defining the unit of computation as a
part of the graph, but they are outside this scope.

In terms of dynamism, systems such as Spark and Flink typically only allow
for applying changes to the graph (updating attributes or adding/removing ver-
tices/edges), by transforming an existing graph into a new one [3]. This a func-
tional programming aspect of the dataflow-based computation of these systems,
and even if the systems provide primitives to reuse or cache data between dataflow
jobs to keep changing and using a graph, that does not necessarily lead to an
improvement in these sequences of graph changes [10]. In the literature there are
other efficient graph processing systems such as GraphBolt [27], PowerLyra [8]
and GraphTau [17], among others. While presenting innovative distributed graph
processing techniques, as far as we know they typically do not have an active devel-
opment community or were tailor-made for specific experiments.

Graph Databases. Graph database systems are akin to typical relational
databases, but have specialized formats to efficiently store graphs. These sys-
tems also focus on fine-grained access to the vertices and edges of a graph,
allowing for complex queries to be made while not necessarily needing to tra-
verse the entire graph for each query. As such, the storage of the graph is made
to be very space efficient but also to allow for very low latency when performing
queries. Throughout these databases we find graph storage location approaches
such as: storing in the file system, potentially a distributed one like HDFS [41] or
S3 [32]; in key-value stores, where the vertices and edges are stored by mapping
their identifier to their attributes, or in NoSQL databases adapted to store graph
data.
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The database can also be distributed, with the graph stored across multiple
machines, or centralized, with the entire graph stored in a single machine. In
some cases, where specialized hardware is available, centralized systems may
have similar or even better performance than distributed ones (such as Ringo [33]
and Mosaic [25]). An example of a relevant graph database is Neo4j [16], a
native graph database platform used to store, query, analyze and manage highly
connected data expressed in the property graph model. It provides its own query
language Cypher [14], with data stored on disk as linked lists of fixed-size records.
Properties are stored as a linked list of property records, each holding a key and
value and pointing to the next property.

Compact Graph Representations. Compressed graph representations are
employed to reduce the computational space complexity of graphs, lowering their
storage requirements and enabling their processing with hardware that is less
powerful. In the context of this work, we focus on computational representations
that are directly compatible with or enabling components of the property graph
model [2], which allows for attributes to be held in the elements of the graph.
Depending on the relationship between the representation design and its imple-
mentation, it is possible to store element attributes in a compressed form together
with the rest of the graph structure. There are factors that influence the design
of a representation. Whether the graph is directed or undirected has an influence
on the representation. If the graph is directed, then twice the number of edges (of
an equivalent undirected graph) would be necessary, as each undirected edge may
be represented with two edges with opposing directions (between the same two
vertices). For example, another factor influencing the representation is tied to the
potential need of representing more than one edge between the same two vertices
(multi-graph) or not (simple graph). In the context of dynamism, if compressed
graph representations allow mutating graphs, they are also known as compact rep-
resentations.

Some of the most well-known compressed representations are the WebGraph [5]
framework and the k2-tree [6]). The WebGraph [5] framework uses mathematical
analysis and information theory [30] to represent the graph (in a lossless way)
with lower complexity (using traits such as vertex ordering [4]). WebGraph enabled
the exploration of many graph datasets, enabling researchers to analyze them and
obtain statistics using files with smaller sizes. It is implemented in Java and does
not support mutating the graph, which limits the scope of its applicability.

Some more recent work in compressed graph representations includes
g-Sum [34], a graph summarization approach for large social networks that min-
imizes the Reconstruction Error (RE) of the representation, allowing for a more
accurate summarization and improving its usefulness. Another recent work [21]
presents MoSSo, an algorithm for incremental lossless graph summarization. This
work provides a novel approach in the efficient and lossless summarization of fully
dynamic graphs. However, this representation is not suitable for distributed pro-
cessing systems like Spark GraphX since the graph would need to be partitioned
throughout various executors. Furthermore, the summarization is not intended to
allow for the iteration of all edges/vertices of the graph, instead it focuses on specif-
ically handling the processing of individual changes to the underlying graph.
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Hornet [7] is a data structure for efficient computation of dynamic sparse
graphs and matrices using GPUs. It is platform-independent and implements
its own memory allocation operation instead of standard function calls. The
implementation uses an internal data manager which makes use of block arrays
to store adjacency lists, a bit tree for finding and reclaiming empty memory
blocks and B+ trees to manage them. It was evaluated using an NVIDIA Tesla
GPU and experiments targeted the update rates it supports, algorithms such
as breadth-first search (BFS) and sparse matrix-vector multiplication. While a
relevant mark in the literature, it is GPU-focused.

Another recent example is the k2-tree [6], an optimized compressed graph
representation that takes advantage of sparse adjacency matrices by recursively
decomposing them. Figure 1 shows one such tree. The tree represents the struc-
ture of the graph’s adjacency matrix, where each node in the tree is represented
by a single bit: 1 for internal nodes and 0 for leaf nodes, except in the last level
where all nodes are leaves and represent the bit values in the adjacency matrix.
Different implementations (C/C++) of the k2-tree exist, and although the orig-
inal one did not support graph mutability, more recent implementations allow
the graph to be mutated, either by directly using dynamic bit vectors (which
suffers a performance bottleneck on compressed dynamic indexing [29,30]), or
more recently, by using techniques to provide dynamic behavior on underly-
ing static collections [11], achieving competitive performance compared to other
implementations [12].
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Fig. 1. Adjacency matrix and corresponding k2-tree.

3 PK-Graph: Architecture

While many graph processing systems are available, many were released solely
to assess and validate specific scientific ideas. From our analysis of graph pro-
cessing systems, we find value in attributes such as the pace of development of
the systems as well as active communities with which it is possible to engage
to discuss ideas or troubleshoot development challenges that are found. While
Flink and Spark are prime candidates with these attributes, Spark was chosen
to implement our contribution, as its design implementation already has some
concern for some form of data reuse (such as its cache() operator).

In Spark, data storage is handled by its Resilient Distributed Dataset
(RDD) construct. It represents an immutable collection of elements which may
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«interface»
DynamicGraph[V, E]

Graph[VD, ED]

VertexRDD[VD] EdgeRDD[ED] Edge[ED]
+ srcId: VertexId
+ dstId: VertexId
+ attr: ED

EdgeTriplet[VD, ED]
+ srcAttr: VD
+ dstAttr: VD

VertexRDDImpl[VD]

ShippableVertexPartition[VD]
+ index: VertexIdToIndexMap
+ values: Array[VD]
+ mask: BitSet

has
1

n

RoutingTablePartition
- routingTable: Array[(Array[VertexID], BitSet, B

1

EdgeRDDImpl[VD, ED]

EdgePartition[VD, ED]
+ localSrcIds: Array[Int]
+ localDstIds: Array[Int]
+ data: Array[ED]
+ vertexAttrs: Array[VD]

has
1

n

GraphImpl[VD, ED]

ReplicatedVertexView[VD, ED]
+ hasSrcId: Boolean
+ hasDstId: Boolean

1

1
1

PKGraph[V, E]

PKEdgeRDD[V, E] PKEdgePartition[V, E]

K2Tree

1

PKReplicatedVertexView[V, E]

has
1 n

1

1

1

PKGraph

GraphX

Fig. 2. Overview of PK-Graph architecture. (Color figure online)

undergo transformations (e.g. map(), filter()) defined in the functional pro-
gramming paradigm, and they can be processed in distributed fashion by split-
ting elements into various partitions and having different machines in the cluster
process different partitions.

Our solution extends Spark’s GraphX graph library to make use of a recent
dynamic, compact and competitive k2-tree implementation [11,12], allowing for
a compressed representation of property graphs in main memory. PK-Graph is
built into a JAR file which must be coupled with GraphX’s own JAR in order to
use it. GraphX provides an abstraction over graphs, containing views of: a) ver-
tices; b) edges; c) edge triplets which correspond to the union of an edge with its
corresponding source and destination vertices. All views are partitioned accord-
ing to user criteria (with default strategies also offered). GraphX implements this
abstraction by replicating the vertices in the edge partitions, thus efficiently per-
forming a join between an edge and its corresponding vertices. This abstraction
is static and does not allow the addition/removal of vertices/edges. It is possible
to update the attributes of either vertices or edges, but because Spark’s RDD is
immutable, updating the graph becomes a challenge (within the same dataflow
job). Our solution provides the same three views while maintaining a compressed
and fully dynamic representation of the graph, capable of adding new edges or
vertices as well as updating their attributes.
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3.1 Overall Architecture

Figure 2 shows a diagram of the architecture overview of our system and how it
integrates with the GraphX platform. The main classes of the GraphX implementa-
tion are shown in blue and the main classes of our system are in green. The Graph
class provides an interface for all basic graph operations, primitives used to imple-
ment graph algorithms and access to the underlying vertex and edge RDDs. All
graph operations are executed in a lazy and distributed fashion, by propagating
them throughout a cluster of computing nodes and aggregating the result in the
driver program. Figure 3 shows an example of how a graph operation can be dis-
tributed throughout a cluster.

Driver

Worker

Worker

Worker

Graph.mapEdges()

map()

map()

map()

EdgePartition 1

EdgePartition 2

EdgePartition 3

EdgePartition 4

EdgePartition 5

EdgePartition 6

EdgePartition 7

EdgePartition 8

EdgePartition 9

Graph (new)

Fig. 3. Distributed graph work in a cluster.

Vertices: Representation. The VertexRDD class provides an interface for
vertex-specific RDDs, containing operations to iterate and transform the underlying
vertices of the graph. The VertexRDDImpl contains the default GraphX implemen-
tation of the VertexRDD class. Our solution incorporates the k2-tree data struc-
ture to optimize operation on edges, with the vertex functionality of PK-Graph
remaining unchanged from what GraphX provides.

The vertex partitions (where the actual vertices are stored) are implemented
by the ShippableVertexPartition that keeps them in a format ready to be
shipped to their corresponding edge partitions. Each vertex partition keeps track
of the routing information for each of its vertices, later to be used to determine
to which edge partition the vertices are shipped. The mask bitset keeps track of
all active vertices in the partition. The vertex operations of a partition are only
applied to the active vertices. To access the vertices of a partition, all set bits in the
mask are iterated, retrieving the corresponding vertex identifier and attribute (see
Algorithm 3.1).
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Algorithm 3.1. Iterating the vertices of a given partition.
procedure iterate_vertices(partition)

i ← partition.mask.nextSetBit()
while i >= 0 do

vertexId ← partition.index[i]
attr ← partition.values[i]
output V ertex(vertexId, attr)
i ← partition.mask.nextSetBit()

Edges: Representation. The EdgeRDD class provides an interface for edge-
specific RDDs and contains operations to iterate and transform the underlying edges
of the graph. Our solution extends this abstraction with the PKEdgeRDD class, pro-
viding a specific implementation of the edge partitions (PKEdgePartition) using
the compressed k2-tree data structure to store the edges of the graph (K2Tree).
The edge partitions are stored in the PKEdgePartition class, which provides oper-
ations to iterate and transform the underlying edges. The actual edges are stored
in the K2Tree class, which implements the k2-tree compressed data structure. In
our modified edge partitioning, every operation in the edge partition creates a new
instance with copies of the previous data and any modifications applied. This is
done in order to offer the same expected semantics of GraphX when changing the
elements of an RDD.

Algorithm 3.2. Iterating the edges of a given partition.
procedure iterate_edges(partition)

iterator ← tree_iterator(kh, 0, 0, −1) � kh is the size of the global adjacency
matrix

i ← 0
while iterator.hasNext() do

(localSrc, localDst) ← iterator.next()
srcId ← partition.local2Global[localSrc]
dstId ← partitino.local2Global[localDst]
attr ← partition.edgeAttrs[i]
output Edge(srcId, dstId, attr)
i ← i + 1

procedure tree_iterator(size, line, col, pos)
if x ≥ |T | then � leaf node

if L[pos − |T |] = 1 then output (line, col)
else � internal node

if pos = -1 or T[pos] = 1 then
y ← rank(T, pos) · k2 � k2-tree rank operation to find child node
for i = 0..k2 − 1 do

tree_iterator(size/k, line ·(size/k)+i/k, col ·(size/k)+i mod k, y+i)
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The dynamic operations (addEdges and removeEdges) can add or remove
edges from the partition. Although they are dynamic operations, the edge partition
does not need to be mutable, since a new instance of the PKEdgePartition class
is returned as a result of these operations.

As stated previously, the edge partition uses a k2-tree compressed data struc-
ture to store the edges of the graph. This data structure is capable of representing
the edges of a graph in a very space-efficient format. Our architecture only requires
that the implementation of this structure provides a method to access and iterate
its edges. This will require iterating the k2-tree in a depth-first fashion and cal-
culating the line and column in the adjacency matrix of each edge. Each line and
column will correspond to local vertex identifiers, which then will need to be effi-
ciently mapped to global identifiers, as well as determining for each edge its corre-
sponding attribute. Algorithm 3.2 shows an example in pseudo-code of a possible
implementation to access the edges of an edge partition by iterating its correspond-
ing k2-tree.

In a similar fashion to the GraphX system, our solution also uses a simple wrap-
per over an edge RDD, provided by the PKReplicatedVertexView to handle the
shipping of vertices to the underlying edge partitions. This class stores the underly-
ing PKEdgeRDD instance and keeps track of whether the view includes the attributes
of both the source and destination vertices or if these are only partially shipped,
since in some cases these may be unnecessary.

DataflowOperations. The GraphX API offers dataflow operators to manipulate
the graph. We list the most relevant ones here.

The updateVertices operation receives an iterator referencing cached ver-
tices in the partition that should be updated with new attributes. The reverse
operation reverses all edges in the partition by switching the source vertices with
the destination vertices. This operation is directly used by the graph abstraction
to perform its own reverse operation. The map operation applies a user func-
tion to all edges stored in the partition. The filter operation filters both the ver-
tices of an edge and the actual edge according to the user defined predicates. The
innerJoin operation performs an inner join between two edge partitions. The
aggregateMessages operation is the primitive used to implement all popular
graph algorithms. It implements a Pregel-like messaging system to exchange mes-
sages between the vertices of a graph. Each vertex is capable of sending a mes-
sage through an edge to another vertex. These messages are then aggregated and
merged at each vertex and collected after all messages have been sent.

The GraphX computing model also has the ability to maintain only some ver-
tices in an active state, with only the active vertices able to receivemessages.Active
vertex information is stored in each edge partition and the non-active vertices
are skipped when aggregating messages. The activeness requirements can then be
specified as a parameter of the aggregateMessages function.

3.2 Dynamism

The DynamicGraph interface exposes various functions to both add and remove
vertices and edges from a graph. However, since the underlying Spark RDDs are
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immutable, some partitions of the graph will need to be rebuilt, or at the very least
a new copy of them will need to be made. This does not necessarily mean that the
entire graph will need to be rebuilt, only the partitions which we are transforming.
Thus, adding or removing both vertices and edges will require determining the
partitions affected, and only transforming these.

The addVertices and addEdges functions add new vertices and edges,
respectively, to the graph, returning a new graph instance in the process. The
removeVertices and removeEdges functions remove the given vertices and
edges from the graph, also returning a new graph instance in the process. Both
of these functions work very similarly to applying a filter over the graph, with the
slight optimization that only either the vertices or the edges of a graph are affected,
instead of always having to filter both. All dynamic functions receive RDD instances
as parameters to allow for these operations to be distributed throughout a comput-
ing cluster. We note that the impact of PK-Graph and the k2-tree data structure
is focused only on the addEdges and removeEdges functions.

3.3 Partitioning

Because GraphX processes the graph data in a distributed fashion, our solution
will also need to address the problem of how to partition the graph to allow for
spatial and computational efficiency. The input graph is represented by two RDDs
provided by the user, one representing the vertices and another representing the
edges (similar to the GraphX implementation). For the case of edges, our solution
will interpret them as an edge adjacency matrix that will be partitioned using a 2D
partitioning scheme [1] that splits the adjacency matrix into several sub-matrices
of equal size, each assigned to a unique partition.

In case the number of partitions is not a perfect square, the last columnwill have
a different number of rows than the others. One problem with this distribution is
that it leads to poor work balance since, given a sparse adjacency matrix, some
partitions will have many more edges than others. To overcome this, we shuffle the
vertex locations in order to evenly distribute them through all partitions.

Like GraphX’s implementation, our solution will also replicate the vertices in
the edge partitions to provide an efficient way to join the edges with their respective
vertices. Using this distribution we guarantee that any vertex is replicated at most
2×

√
|P | times, where |P | is the number of partitions of the adjacency matrix, since

any vertex is represented by a line and a corresponding column in the matrix, and
every line and column intersect at most

√
|P | partitions.

The described partitioning scheme is applied by default, with no configura-
tion required for the edges. It is also possible for the programmer to specify a
different partitioning scheme by using the already existing interface provided by
Spark. For the vertices, we would default to the partitioning scheme supplied by
the user or, if no scheme was provided, default to a uniform partitioning strategy
such as the one based on the hash of each vertex. In cases where the graph becomes
unbalanced, the user can repartition the underlying vertex and edge RDDs to either
increase or decrease the number of partitions, using Spark’s repartition function.
Increasing the number of partitions implies shuffling, which will incur a significant
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overhead due to network communication between workers. However, when
decreasing the number of partitions, it is possible to avoid a shuffling phase by
using Spark’s coalesce function.

The GraphX platform already offers several partition strategies such as:
EdgePartition2D, this is the strategy described earlier and implements a strat-
egy that divides the adjacency matrix of the graph into several blocks, as well
as shuffling the vertices of the graph to provide a more balanced work distribu-
tion; EdgePartition1D, which groups together edges with the same source ver-
tex; RandomVertexCut, which distributes the edges based on the hash code of
both the source and destination vertex identifiers; CanonicalRandomVertex-
Cut, the same strategy as the RandomVertexCut but also taking in consider-
ation the direction of the edge when performing the hash. Our solution also intro-
duces a new partition strategy, represented by the PKGridPartitionStrategy
class. This strategy is similar to EdgePartition2D of GraphX. The main differ-
ence between the strategies is that the vertices will not be shuffled, in order not to
change the data locality of the edges, thus providing a more space-efficient repre-
sentation of the entire graph in some cases, at the cost of worse workload distribu-
tion in the cluster.

4 Evaluation

To evaluate the implementation of our solution, we performed various benchmarks
in a cluster of computing nodes, each node corresponding to a Spark worker that
keeps part of the total graph in main memory. We submitted several graph pro-
cessing jobs to the cluster, executing some basic graph operations and some of the
more popular graph algorithms, using relevant graph datasets and analyzing the
gains (penalties) our solution has in terms of compression storage improvements
and processing performance.

The cluster was prepared using the AWS EMR service [13], which enables the easy
setup of a cluster of Spark workers. The cluster uses a single master node and var-
ious worker nodes.

The actual number of employed workers varies throughout each test. Each
machine in the cluster has a 4-core processor with 16 GB of available main mem-
ory, in order to represent typical cost-efficient cloud-provider servers. Note that in
edge cloud scenarios, servers would normally include more resource-constrained
machines [40] that would make memory efficiency a much more pressing issue.

The Spark jobs are submitted from a driver program in a remote machine and
the datasets are retrieved from AWS S3 buckets to be used in the jobs executed in
the cluster.

Datasets. The datasets used in the evaluation of our implementation are from the
Network Repository [35] and the Stanford Large Network Dataset Collection
(SNAP) [23]. The datasets chosen for the benchmarks are the following:

– YouTube Growth (3M vertices, 12.2M edges)
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– EU (2005) (863K vertices, 19M edges)
– Indochina (2004) (7M vertices, 194M edges)
– UK (2002) (18M vertices, 298M edges)

Memory Overhead. Our benchmarks show that the memory overhead of the data
structure of the graph remains the same independently of the number of processors.
This is due to the fact that the number of used partitions chosen by Spark, based
on the size of the file where the dataset was read from, remains the same.

Youtube Growth EU (2005) Indochina (2004) UK (2002)
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Fig. 4. Results of the memory overhead for each dataset.

Figure 4 shows the results of the memory usage of the entire graph for all
datasets. The results show that our solution has significantly less memory over-
head than the GraphX implementation. When testing the memory usage of the
entire graph, comparing to the GraphX implementation, results range from a reduc-
tion of 30% to 50% (roughly 1.50 to two-fold more memory efficient) of 60% to
70% (roughly three-fold more memory efficient). This is in part due to the par-
titioning of the graph and its nature. The best performance is observed on the
web graphs, since these have much higher edge clustering when compared to other
types of graphs. Furthermore, the number of processors has no significant impact
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Fig. 5. Iteration latency and vCPU counts for chosen datasets (PK-Graph: k = 8).
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on the graph size in memory. Regarding memory efficiency of edges specifically, it
improves three fold (30%, of initially used).

Workload Latencies. The workloads presented in this subsection compare the
latency between PK-Graph and GraphX for different graph algorithms. Latency
is defined as the total time the system takes to execute graph processing jobs.

Basic Iteration. This workload iterates all edges of the graph and applies a user
function to each edge (for evaluation, this function simply multiplies the edge’s
integer value by a constant). The obtained results are shown in Figs. 5a, 5b, 5c
and 5d. As observed with the previous tests, as the number of processors increases,
the iteration latency decreases. As the GraphX implementation is more efficient at
traversing all edges in an edge partition, it achieves a lower latency compared to
PK-Graph, even when using a k value that optimizes processing performance.
In terms of iteration latency, overall our implementation is between 15% to 40%
slower than the GraphX implementation, depending on the type of graph, obtaining
better results for web graphs when compared to social network graphs.

PageRank. For thePageRank algorithm, we observe similar patterns to the basic
iteration test, with PK-Graph’s latency approaching that of GraphX with higher
vCPU counts on the Indochina (2004) and UK (2002) datasets. The latency
results for PageRank are depicted in Figs. 6a, 6b, 6c and 6d. For larger graphs,
as the number of available processors increases, the latency of the graph operation
decreases.
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Fig. 6. PageRank latency and vCPU counts for chosen datasets (PK-Graph: k = 8).

Triangle Count. This workload executes an algorithm to count triangles, which
is typically used in social network analysis to detect communities andmeasure clus-
tering coefficients. It is an algorithm which has less latency than PageRank. Tri-
angle Count latency results are presented in Figs. 7a, 7b, 7c and 7d. For this algo-
rithm, the relationship between latency and number of vCPUs exhibited behav-
ior similar to PageRank, with datasets Indochina (2004) and UK (2002) seeing a
smaller latency gap betweenPK-Graph and GraphXwhen executingwith a higher
number of vCPUs.
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Fig. 7. Triangle Count latency and vCPU counts for chosen datasets (PK-Graph:
k = 8).

CPU Usage Results. They are presented in Figs. 8a, 8b, 8c and 8d. For this met-
ric, we compare the total run time of Spark executors to their total CPU time for
each dataset, showing the percentage of the total run time spent on the processor.
PK-Graph achieves a higher CPU usage as the iteration algorithms used by our
solution are heavier.
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Fig. 8. CPU usage and vCPU counts for the chosen datasets (PK-Graph: k = 8).

Edge Partition Statistics. The latency of building an edge partition from a list of
edges is shown in Fig. 9. As the number of edges in a partition increase, the incurred
latency while building the partition also grows. In Fig. 10 we show the behavior of
iteration latency as the number of edges increases. The higher the value of param-
eter k in the k2-tree, the better the iterator performance due to the smaller height
of the tree.

Analysis andDiscussion. Overall, while considering the detailed evaluation of our
implementation, our solution provides a significant reduction in memory usage,
i.e. between 40% and 50% depending on the k value used for the k2-tree, the type
of graph and the partitioning strategy employed. As we are using a k2-tree as
the compressed data structure, the sparser the adjacency matrix of the graph is,
the better the compression achieved. This enables the employment of compara-
tively less capable devices, such as in those deployed in community micro clouds
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Fig. 9. Edge partition build latency compared to partition size.
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Fig. 10. Edge partition iteration latency compared to number of edges.

(i.e., in edge cloud and IoT-like scenarios), as well as those low-cost made avail-
able by cloud providers (i.e., spot instances and virtual machines tailored to micro-
services and serverless computing).

Our implementation also provides competitive processing performance when
compared to the GraphX implementation, specially considering that this current
GraphX approach focuses mainly on having the best possible processing perfor-
mance by keeping all edges in an array with no application of compression tech-
niques. The performance penalty of PK-Graph decreases in inverse relation with
the complexity of workload algorithm and the size of the dataset. Nonetheless,
while requiring less memory (the resource harder to share across time between
workloads), results show that at timesPK-Graph incurs a higher CPU usage than
GraphX, due to the increased graph processing complexity over the compact data
structure, as our iteration algorithms are more demanding on it.

5 Conclusion

We improve upon GraphX’s implementation, using a k2-tree, a data structure that
efficiently represents binary relations between two vertices. GraphX’s implemen-
tation uses two arrays to store the local source and destination vertex identifiers
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and a hash map to keep track of all the direct neighbors of each vertex. Our solu-
tion replaces this with a k2-tree that can efficiently compute the direct and reverse
neighbors of any local vertex.

We focused on reducing the memory usage of graphs while still maintaining
a competitive processing performance. We designed, developed and evaluated an
extension to the storage component of the GraphX distributed graph processing
library of Spark so that the processed graph is made more space-efficient by using
the k2-tree lossless compressed representation, while also aiming to achieve similar
performance to the uncompressed version. We evaluated the performance of PK-
Graph in a cluster of Spark workers, using various datasets to showcase the effec-
tiveness of our solution in both web and non-web graphs, as well as how our solution
scales as the size of the graph and the number of available processors increase. Our
experimental results highlight that our solution offers a significant reduction in
memory usage of graphs, specially forweb graphs, while achieving competitive pro-
cessing performance when compared to the GraphX implementation. PK-Graph
demonstrates an innovative combination of data representation and processing
techniques for distributed processing systems while decreasing space complexity,
resulting in a middleware which enables execution in resource-constrained scenar-
ios, with application on less powerful machines and spot-type virtual instances.
For the different iteration workloads, the latency difference between GraphX and
PK-Graph tended to decrease with bigger datasets and higher number of vCPUs.

FutureWork. We envision the integration of the k2-tree data structure on other
processing systems such as Flink, as well as exploring the possibility of integrat-
ing other schemes such as the WebGraph [5] representation. Orthogonal to this, it
would be relevant to expand evaluated datasets to include more diverse real-world
graphs and to evaluate further ideas with datasets of greater size. Evaluating our
contribution with other algorithms and also comparing with other similar works
will be relevant.
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Abstract. In many industries, competitors are required to cooperate
in order to conduct optimizations, e.g., to solve an assignment problem.
For example, in air traffic flow management (ATFM), flight prioritiza-
tion in case of temporarily reduced capacity of the air traffic network is
an instance of the assignment problem. Participants, however, are typi-
cally reluctant to share sensitive information regarding their preferences
for the optimization, which renders conventional approaches to optimiza-
tion inadequate. This paper proposes a method for combining genetic algo-
rithms with multi-party computation (MPC) as the basis for building a
platform for optimizing the assignment of resources to different agents
under the assumption of an honest-but-curious platform provider; the
method is illustrated on the ATFM use case. In the proposed method a
genetic algorithm iteratively generates a population of candidate solutions
to the assignment problem while a Privacy Engine component evaluates
the population in each iteration step. The participants’ private inputs are
kept from competitors and not even the platform provider knows those
inputs, receiving only encrypted input which is processed by MPC nodes
in a way that preserves the secrecy of the inputs.

Keywords: Security · Evolutionary optimization · Assignment
problem · Air traffic flow management

1 Introduction

Solving optimization problems often requires inputs from different parties, which
do not necessarily want to disclose those inputs, neither to each other nor to
a trusted third party. In that case, the optimization should be carried out
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using methods for privacy-preserving computation, e.g., multi-party computa-
tion, which typically come with a considerable performance overhead, rendering
such methods impractical in many real-world settings where time is an issue. In
this context, the term “privacy” is synonymous with “secrecy” and “confidential-
ity”, referring to the goal of “keeping information secret from all but those who
are authorized to see it” [12, p. 3].

In this paper we present an architecture for privacy-preserving computation
of solutions to optimization problems by combining multi-party computation
(MPC) with evolutionary optimization algorithms. The proposed architecture is
useful in time-critical settings where a solution to an optimization problem is
required in a relatively short amount of time, which privacy-preserving imple-
mentations of deterministic optimization algorithms cannot achieve. We specifi-
cally consider the assignment problem, although the proposed architecture could
also be potentially employed for solving other types of optimization problems.

In the proposed architecture, an evolutionary optimization algorithm—in
this paper, a genetic algorithm—iteratively looks for candidate solutions to an
optimization problem. The fitness values for the candidate solutions are obtained
using MPC. The evolutionary optimization algorithm receives only limited infor-
mation about the fitness of a population to protect the confidentiality of the
participants’ inputs. Our experiments show that even with limited information
regarding the fitness of candidate solutions, genetic algorithms can find good
solutions in a considerably shorter time than privacy-preserving implementa-
tions of deterministic optimization algorithms, e.g., MPC implementations of the
Hungarian method; we refer to an online appendix [16] for detailed experimental
results, including links to datasets and source code of the implementation.

Although the architecture is applicable to optimization problems in many
domains, the presented use case in this paper is flight prioritization in air traf-
fic flow management, where privacy-preserving implementations of deterministic
optimization algorithms would not find a result in time. Flight prioritization is
an assignment problem: Multiple airlines would like to find an optimal assign-
ment of flights to slots in situations of temporarily reduced capacity in the air
traffic network. Since airlines are reluctant to share preferences regarding the
slot assignment, which may reveal confidential information about an airline’s
cost structure, the optimization must keep the inputs hidden from an honest-
but-curious provider of an optimization platform.

The remainder of the paper is organized as follows. In Sect. 2 we present
background information, including a review of related work. In Sect. 3 we give
an overview of the proposed architecture. In Sect. 4 we present the Heuristic
Optimizer component of the proposed architecture. In Sect. 5 we present the
Privacy Engine component. In Sect. 6 we state our conclusions.

2 Background

In the following, we first present the flight prioritization problem in air traffic
flow management (ATFM) before introducing background information on multi-
party computation and genetic algorithms. We also review related work.
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2.1 Use Case: Flight Prioritization

When airports are at full capacity small disruptions, e.g., bad weather, lead to
flight delays, causing costs for airlines. To minimize delay costs in such situations,
airlines have to prioritize individual flights [1] since costs are dependent on the
flight and severity of the delay. Some flights can be pushed back even further
whereas for other flights, additional delay will be more costly. To maximize cost
savings, flights must be prioritized across airlines, which is inherently difficult
since airlines are reluctant to disclose business secrets [13], e.g., flight-specific
delay costs. Flight prioritization is time-critical since the situation is constantly
evolving and for a new flight list to take effect, airlines, airport, and the Network
Manager must accept the flight list. In the SlotMachine project1, we determined
with experts from EUROCONTROL and Swiss International Air Lines that an
optimization algorithm should finish within two to three minutes.

Flight prioritization in ATFM can be considered an assignment problem [15].
The optimization problem is to find a mapping between two sets of objects –
flights and slots – either minimizing overall costs or maximizing overall utility
given a cost or a utility matrix, respectively. A cost matrix and a utility matrix
specify the costs or the utility, respectively, of each slot for each flight. If the
goal is to minimize costs or maximize the utility of the assignment, the prob-
lem is a single-objective assignment problem. The problem is unbalanced if the
number of elements differs between the mapped sets; in the flight prioritization
problem there are possibly more slots than flights. A well-known algorithm for
the assignment problem is the Hungarian method [9].

In the SlotMachine project we are currently developing a platform that will
allow multiple airlines to prioritize flights in cases of reduced capacity in the
air traffic network. We determined that airlines often cannot precisely quantify
the monetary utility (or costs) of different ATFM slots. Therefore, we propose to
allow airspace users to capture preferences in terms of the following margins and
a priority for each flight, which are translated into weight maps (utility matrix),
expressing the utility of each available slot for each flight.

– Time wished. The flight should be assigned a slot close to that time.
– Time not before. The flight should not be assigned a slot before that time.
– Time not after. The flight should not be assigned a slot after that time.
– Priority. A numeric value that indicates the priority of the flight.

2.2 Multi-party Computation

Privacy-preserving computation enables parties to evaluate a function on their
private inputs in an oblivious way, such that no individual party learns any infor-
mation beyond the function result and what can be deduced from the result.
Multi-party computation (MPC) [2] can be considered the most practical app-
roach for generic computation on encrypted data. In principle, any (computable)

1 http://slotmachine.frequentis.com/.

http://slotmachine.frequentis.com/
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function can be computed in an MPC system. In practice, however, MPC proto-
cols introduce an overhead of several orders of magnitude compared to regular
computation that is not privacy-preserving.

Regarding performance and scalability it is important to note that in an
MPC setting, common operations do not behave in the same way as in regular
computation. In an (arithmetic) multi-party setting, some common operations,
e.g., comparing two numbers, have a considerable overhead while others, e.g.,
addition, have almost no overhead. The cost of operations is measured in com-
munication rounds, with addition on the one end of the spectrum requiring none,
and comparison operations on the other end requiring multiple communication
rounds. To achieve optimal performance, it is essential to perform as many oper-
ations as possible in a single communication round.

We picked different variations of the Hungarian method for solving the assign-
ment problem and implemented MPC versions of the algorithm using the MPyC
framework2. None of the variations of the Hungarian method are particularly
MPC-friendly. Our measurements [11] show that even under favorable network
conditions, MPC implementations of the Hungarian method will not finish within
an acceptable timespan for flight prioritization in ATFM.

2.3 Genetic Algorithms

A genetic algorithm is a kind of evolutionary, population-based algorithm
inspired by natural selection in biology [17]. A genetic algorithm iteratively
improves a population of candidate solutions to an optimization problem over
multiple generations. An individual of a population is referred to as phenotype
and is characterized by the genotype, which consists of chromosomes, i.e., a col-
lection of genes, and is the actual representation of the solution; an individual
of a population is a candidate solution to the optimization problem. Through
recombination (or crossover) and mutation of genotypes, new candidate solutions
are created. Finding the appropriate genotype representation for a problem, e.g.,
in binary form, is arguably the most challenging task when using genetic algo-
rithms. The other task is to find the appropriate fitness function that allows to
evaluate the solutions for an optimization problem. Further important design
decisions are the choice of selectors (which select individuals for recombination
and survival), the choice of alterers for recombination and mutation, and finding
an initial population from which to start. Existing frameworks, e.g., Jenetics3,
facilitate the development of genetic algorithms.

2.4 Related Work

Funke and Kerschbaum [5] propose an approach for a privacy-preserving genetic
algorithm based on additive-homomorphic encryption, running entirely in the
encrypted domain, which significantly limits the functionality given the employed

2 https://github.com/lschoe/mpyc.
3 https://jenetics.io/.

https://github.com/lschoe/mpyc
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encryption primitive. The genetic algorithm is purely mutation-based and does
not support recombination. The genetic algorithm works well for the considered
problem but the results cannot be transferred to the assignment problem or any
other optimization problem, unlike our proposed architecture.

Golle [7] and Franklin et al. [4] provide privacy-preserving implementations
of Gale and Shapley’s matching algorithm [6], based on mix networks and homo-
morphic encryption, considering a weak (passive) adversary model only. Doerner
et al. [3] provide an MPC-based implementation of the matching algorithm,
scaling to multiple thousands of input values. A provably secure and scalable
implementation [14] is based on garbled circuits. A privacy-preserving version
of the Hungarian method based on homomorphic encryption [19] has been pro-
posed, but only the theoretical complexity of the protocol was analyzed, and no
performance data are available.

3 System Overview

The proposed architecture (Fig. 1) consists of the local systems of the partici-
pants in an optimization run, an optimization platform, and a number of MPC
nodes performing the privacy-preserving computations. The participants’ local
systems host user interfaces and possibly rule-based systems to capture the par-
ticipants’ preferences; those systems also encode/encrypt the preferences. The
platform’s components conducting the actual optimization are the Heuristic
Optimizer (see Sect. 4) and the Privacy Engine (see Sect. 5). The Privacy Engine
employs MPC nodes, which are external to the platform, e.g., hosted by the
participants. A controller component coordinates the interactions between the
participants’ local systems, the Heuristic Optimizer, and the Privacy Engine.
Hence, the controller initiates an optimization run, collects the preferences from
the participants, and initializes the Privacy Engine with the collected prefer-
ences, thereby ensuring that the Heuristic Optimizer and the Privacy Engine
can communicate properly when actually conducting the optimization.

In the SlotMachine project we currently develop a system based on the pro-
posed architecture that will allow multiple airspace users (airlines) to participate
in optimization runs. To work in practice the platform must also include a mar-
ket mechanism that allows for actual slot swaps for flights and compensation of
airspace users giving up favorable slots. Furthermore, the Network Manager, who
is responsible for the functioning of the air traffic network, also communicates
with the optimization platform, providing information regarding the situations of
reduced capacity and accepting/rejecting optimized flight lists. The SlotMachine
system also employs a blockchain that serves as a tamper-proof audit trail, which
should increase the participants’ trust in the fairness of the system. Furthermore,
the blockchain could be the basis for a credit-based market mechanism.

4 Heuristic Optimizer

In this section we first present the implementation of the Heuristic Optimizer
before discussing experimental results.
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Fig. 1. Distributed architecture for privacy-preserving optimization

4.1 Implementation

We implemented the Heuristic Optimizer using the Jenetics framework for run-
ning a genetic algorithm with configurable parameters to search for candidate
solutions to the assignment problem. The Jenetics framework already provides
a suitable encoding as well as implementations of operators for the assignment
problem [18, p. 59]. The naive approach to privacy-preserving optimization in the
proposed architecture has the Heuristic Optimizer receive the fitness value (pos-
sibly with added noise) for each individual in the population. In that case, how-
ever, an honest-but-curious platform provider could deduce information regard-
ing the confidential preferences submitted by the participants (see Sect. 5.2); the
individual weights are not sufficiently protected from an attacker.

To avoid leaking information regarding the participants’ preferences, we
investigate different methods to obfuscate the precise fitness of candidate solu-
tions, which results in the genetic algorithm receiving limited information regard-
ing the fitness of a population. Figure 2 illustrates the principle of running a
genetic algorithm with such limited information. Hence, the result of the evalu-
ation that is disclosed to the Heuristic Optimizer is either a (variant of) ranked
list of candidate solutions or a classification of candidate solutions according
to their fitness, along with information whether the best solution found in a
generation improves the previously best found solution, e.g., by disclosing the
maximum fitness in the population. The Heuristic Optimizer then estimates the



174 C. G. Schuetz et al.

Fig. 2. Illustration of the genetic algorithm working with incomplete evaluation results
and estimated fitness values

fitness value of individuals using a configurable estimation function. The fitness
estimates are the basis for recombination and mutation of the solutions, which
produce the next generation of the population. In particular, we consider the
following methods to obfuscate the precise fitness.

1. Order. The individuals in a population are ordered from best to worst accord-
ing to their fitness value. The Heuristic Optimizer receives the precise order
of the solutions.

2. Order quantiles. The individuals are ordered from best to worst accord-
ing to fitness value but the precise order remains unknown to the Heuristic
Optimizer, which receives only the quantile of each individual.

3. Top individuals. The top individuals are distinguished from the other indi-
viduals, which is the only information regarding fitness known to the Heuristic
Optimizer; precise order remains unknown.

4. Fitness range. The individuals of a population are collected into buckets,
each bucket comprising the individuals within a certain fitness range. The
total number of buckets and the bucket of each individual are revealed, precise
order and actual ranges remain unknown.

5. Above threshold. The individuals above a certain threshold, expressed as
a percentage of the maximum fitness within a population, are distinguished,
which becomes known to the Heuristic Optimizer. The precise order of indi-
viduals remains unknown to the Heuristic Optimizer.
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The methods order, order quantiles, and top individuals essentially require
the Privacy Engine to order the individuals in a population. The Privacy Engine,
however, cannot parallelize the privacy-preserving computation following these
methods, which may be a problem in time-critical settings. The methods fit-
ness range and above threshold facilitate parallel privacy-preserving computa-
tion within the Privacy Engine. Those methods essentially require the Privacy
Engine to classify the individuals into multiple classes based on the fitness.

To obtain fitness values for individuals, quantiles, and fitness ranges, the
Heuristic Optimizer may employ different estimators. Each estimator takes a
maximum value and an estimated minimum value as input while returning a
given number of fitness values using a distribution function between the max-
imum and the minimum fitness. In the current implementation, the minimum
value of a population is estimated to be minFitness = maxFitness − (2 ×
maxFitness). The distribution function could be a linear, sigmoid, or logarith-
mic curve fitted between maximum and estimated minimum fitness.

We also investigated the use of variants of the proposed obfuscation methods
where the maximum fitness remains hidden from the Heuristic Optimizer, further
strengthening the protection of confidential inputs. Hence, the Privacy Engine
reveals only whether the best candidate solution in the current population was
an improvement with respect to the best candidate solution found so far. The
best solution may or may not be revealed to the Heuristic Optimizer. Revealing
the best solution is not critical from the perspective of keeping the privacy if
the fitness value is not disclosed. Initially, the Heuristic Optimizer assigns a
fitness value equal to the number of individuals in the population, e.g., 100,
to the best solution, best order quantile, top individuals, best fitness range, or
the individuals with a fitness above a certain fitness threshold. The Heuristic
Optimizer remembers that fitness value as the maximum fitness value so far. If
a population contains a better solution than the best previously found solution,
the Heuristic Optimizer increments the maximum fitness value so far. In case
the precise order is known, the rank becomes the fitness, except for the best
individual of the current population, which is assigned the maximum fitness
value so far. If only order quantiles, fitness ranges, or top individuals are known,
fitness values are estimated. If the best individual of the population is known,
only that individual is assigned the maximum fitness value so far while other
solutions in the best quantile, best fitness range, top individuals, or individuals
above a certain threshold are assigned a fitness equal to the number of individuals
in the population.

4.2 Performance Evaluation

We use flight prioritization in ATFM as the use case which we base our experi-
ments upon. We ran the experiments on an OpenVZ virtual machine on a phys-
ical machine with an Intel Xeon CPU E5-2640 v4 with 2.40GHz. The virtual
machine had 4 GB of main memory and could use up to 40 cores of the physical
CPU. The operating system of the virtual machine was CentOS Linux 7. We
used OpenJDK 16 for running the Heuristic Optimizer.
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Fig. 3. Example conversion of margins into weights

We first generated synthetic datasets (Cases 1–27) with preferences for 100
flights in various scenarios regarding the concentration of the flights’ wished time
slots, the margin widths, and priorities; we refer to the appendix [16] for details
regarding the characteristics of the datasets. We used what we refer to as broad
(100min), normal (60min), and narrow (20min) margin widths, i.e., difference
between time not after and time not before; the wider the margins, the easier
the optimization. We used what we refer to as even, moderate, and extreme
concentrations of the times wished by flights; the more evenly spread out the
wished times for flights, the easier the optimization. We also varied priorities,
from even priorities, where every flight has the same priority, to higher priorities
being put on the flights in the middle or the fringes, respectively, of the timeline.
The priorities serve as a multiplier for the weights derived from the time wished
and the margins. Figure 3 illustrates the derivation of the slot weights (utility
matrix) for a flight: For the slot closest to the wished time of a flight, the weight
is highest (normally 10 000, possibly multiplied by the flight’s priority), with a
linear decrease between the time not before and the time not after, and a steep
drop in the weights assigned to slots outside those margins.

Concerning the configuration of the genetic algorithm, we used a tournament
selector with a tournament size of ten individuals for selecting the survivors of a
population, with generally 30% of the population surviving. We used a tourna-
ment selector with a tournament size of ten individuals for selecting individuals
for recombination, and partially matched crossover to actually recombine the
selected individuals, with a crossover probability of 90%. We used a swap muta-
tor with a 15% probability of mutation for generating new candidate solutions.
Furthermore, we experimented with population sizes of 500 individuals and 100
individuals, respectively. We ran experiments with and without elimination of
duplicate individuals in each generation.

We refer to the appendix [16] for a detailed presentation of the results. We
note that for the easy scenarios among Cases 1–27—those cases with even distri-
bution of flights’ wished times and/or wider margins given by the participants—
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the genetic algorithm quickly finds the optimal solution or a solution very close
to the optimum (>95% of the fitness of the optimal solution). For more com-
plex scenarios, where optimizations are hardly possible due to high concentra-
tion of wished times on a few slots and/or narrow margins submitted by the
participants, the genetic algorithm requires more generations—we stopped at
500 generations—to find a solution that achieves about 80–90% of the fitness of
the optimal solution found by the Hungarian method.

We ran more experiments with additional randomly generated synthetic
datasets, ten of which with 100 flights (Cases 28–37) and another ten with 150
flights (Cases 38–47), using specific probabilities for margin widths and concen-
tration of wished times that are described in the appendix [16]. In those datasets,
margin widths are generally smaller than 70min but there are also wider mar-
gins. Furthermore, flights generally have unique wished times, although it may
also occur that the same time is wished by two or three flights, occasionally
more. We obtained these probabilities from preliminary smaller datasets man-
ually annotated by experts from Swiss International Air Lines in the course of
the SlotMachine project. Real-world datasets will look slightly different, though,
because the datasets we received did not take into account all operational con-
straints, which would result in wider margins becoming even less frequent, with
margin widths usually lower than an hour.

Figure 4 shows results of selected experiments using the Cases 28–47, running
the genetic algorithm with elimination of duplicates in the population but with-
out revealing actual fitness values. In the experiments with a population size of
100 individuals, we investigated a variant of the obfuscation methods where the
best solution of the population is also disclosed to the genetic algorithm, but
again without revealing actual fitness values. We refer to the appendix [16] for
more experimental results and additional information. In particular, we exper-
imented with more variants of the obfuscation methods than shown in Fig. 4,
using different numbers of frequency-range buckets, different numbers of order
quantiles, different thresholds, different percentages of top individuals, and dif-
ferent estimators, respectively. We note that with a population size of 100 indi-
viduals and a problem size of 100 flights (Cases 28–37), the fitness of the best
solution found after 1 500 generations typically achieves about 90% of the opti-
mal solution found by the Hungarian method. For the larger problem size with
150 flights (Cases 38–47), more generations would be required to achieve similar
results. We also note that a larger population size typically needs fewer genera-
tions to achieve solutions of similar quality, but the privacy-preserving evaluation
over larger populations also takes longer (see Sect. 5).

We found out that some obfuscation methods are too restrictive regarding the
information revealed to the genetic algorithm. We note that revealing the order or
only the order quantiles does not make a great difference in terms of performance.
The choice of fitness estimator did not impact the performance when the order
or the order quantiles are revealed. We looked at the differences in performance
when using five, seven, or ten quantiles; the number of quantiles seems not have
a great impact on the performance. When revealing the frequency-range buckets,



178 C. G. Schuetz et al.

Fig. 4. Average, minimum, and maximum fitness of best solutions found over five runs
of the genetic algorithm, using different obfuscation methods for fitness, shown as
percentage of fitness of the optimal solution found by Hungarian method

more buckets led to better results. Using only five fitness-range buckets resulted
in considerably lower performance than seven buckets, using seven buckets in
considerably lower performance than ten buckets. The difference in performance
between using ten fitness-range buckets and twenty fitness-range buckets was
less pronounced. When revealing only the individuals above a certain threshold,
the higher the threshold the better the performance. For example, it takes the
genetic algorithm longer to find results of a certain fitness when revealing only
individuals with at least 70% of the current population’s best individual’s fitness
compared to a threshold of 90% of the best individual’s fitness.

5 Privacy Engine

In this section we first describe the implementation of the Privacy Engine and
discuss performance of MPC computations before conducting a security analysis.

5.1 Implementation and Performance Evaluation

The Privacy Engine (PE) encapsulates the functionality for secure computation
of fitness values of candidate solutions. The PE is responsible for the manage-
ment and protection of confidentiality of sensitive input submitted by the partic-
ipants in encrypted form while conducting computations over the inputs using
MPC. The PE provides a REST interface for the Heuristic Optimizer to invoke
the PE and employs MPC nodes, accessed via TCP protocol, to conduct the
computations (Fig. 5). The nodes maintain separate TCP connections with each
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Fig. 5. Dependencies and interfaces between the participants’ local systems, the plat-
form, and the MPC nodes

other, operated and controlled by the underlying MPC framework. In addition,
each participant locally runs an encoding service, which allows participants to
encode/encrypt inputs before sending the inputs to the MPC nodes, preventing
information leakage.

The main functionality of the PE is managing sensitive data. The PE enables
the Heuristic Optimizer to compute the relative fitness of populations without
revealing the underlying inputs, i.e., the submitted weights (utilities) for combi-
nations of slots and flights. Thus, after the weight maps have been communicated
to the PE, the optimizer can then invoke the PE to compute aggregates over
the weights in a privacy-preserving way. If data the data is encoded and securely
sent to the MPC nodes, it is guaranteed that no component of the platform has
access to the sensitive input data of the participants.

The PE operates on the basis of optimization runs. An optimization run is
characterized by a list of flights and a list of (time) slots as well as by the inputs
(preferences) submitted by the participants. The encoding service, locally run by
each participant, turns a plain-text weight map into a secret-shared form that
is suitable input for the MPC nodes. The different shares are encrypted for the
respective MPC nodes and sent from the participants’ local systems to the PE
via the platform’s controller component.

The PE implementation builds on various Python libraries and integrates
MPC using different frameworks. The REST interface and automatically gener-
ated online documentation is provided by FastAPI. PyInstaller is used to pre-
package the code together with all necessary libraries and the Python interpreter,
so that the components can be put into compact Docker containers based on the
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base Alpine Linux image. As a result, each container (encoder, controller, MPC
node) is only about 13 MB in size. Furthermore, the overall memory footprint
during execution is low since the PE do not store any data beyond optimiza-
tion runs and only keeps encrypted input data during the run; no additional
information is logged and all computations are executed on demand.

Table 1. Performance measurements of the time in seconds needed to sort vectors of
different lengths (population size of 100, 500, and 1000) with various MPC protocols
(MP-SPDZ scripts) in an optimal network setting

Protocol 100 500 1000

rep-field.sh 0.242 1.446 3.703

ps-rep-field.sh 0.535 3.568 8.656

sy-rep-field.sh 0.972 6.165 15.280

mal-rep-field.sh 0.580 3.792 10.795

atlas.sh 0.376 2.485 6.350

shamir.sh 0.184 1.163 3.077

mal-shamir.sh 0.778 5.081 12.805

sy-shamir.sh 4.489 30.130 80.043

mascot.sh 0.146 1.111 3.199

semi.sh 0.077 0.492 1.404

lowgear.sh 0.148 1.127 3.110

highgear.sh 0.151 1.118 2.955

cowgear.sh 0.155 1.137 3.041

chaigear.sh 0.149 1.122 2.997

hemi.sh 0.082 0.493 1.393

soho.sh 0.102 0.419 1.205

To estimate the overall performance achievable with the presented optimiza-
tion approach, we conducted intensive benchmarking for both the sorting prob-
lem and data classification using MPC. In general we opted for a setting with
three MPC nodes and support for many more input parties, which rendered
two party protocols based on garbled circuits inadequate. The presented PE
benchmarks were measured in a local setup on a single Intel NUC computer
equipped with an Intel Core i5-8259U CPU with 2.30GHz. We employed the
MP-SPDZ framework [8], which implements multiple MPC protocols for bench-
marking purposes. The protocol names refer to the respective MP-SPDZ protocol
scripts4 with default settings, e.g., shamir.sh refers to the honest majority proto-
col based on Shamir secret sharing with three nodes in the semi-honest setting.
Finally, optimal network conditions were set (no delay and loss) to show the
best achievable results for the given hardware platform. Performance for more
diverse deployments with more delay can be estimated from the given values by
adding delay time multiplied by the number of protocol rounds.
4 https://github.com/data61/MP-SPDZ.

https://github.com/data61/MP-SPDZ
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Sorting is the most important building block for the genetic algorithm run-
ning with information about the order, order quantiles, or top individuals. In
those cases the population has to be sorted by fitness, which constitutes a perfor-
mance bottleneck. We compared the performance of the most relevant protocols
based on secret sharing for sorting populations of various sizes; Table 1 shows
the results. Honest majority protocols based on replicated and Shamir secret-
sharing turned out to be the best solution, which also fit our security model.
Surprisingly, the online phase of dishonest majority protocols is very fast, but
the computation overhead of the offline phase should not be underestimated, as
can be seen by the number of triples needed for the circuit (Table 3).

Sorting is an expensive operation in MPC because of its sequential nature.
Nevertheless, the achieved performance is already a major improvement com-
pared to MPC-based Hungarian method (see [11] for detailed performance eval-
uation). For example, solving the flight prioritization problem for 100 flights
can be expected to take up to 15min when using an MPC-based implemen-
tation of the Hungarian method in an optimal network setting, which in the
time-critical ATFM use case is not acceptable. Fitness evaluation for the genetic
algorithm when conducting MPC-based sorting of a population by fitness for
1 500 generations with a population size of 100 individuals, which generally
yields results achieving around 90% of the fitness of the optimal solution, takes
only 1500× 0.077 = 115.5 s using the semi.sh protocol (see Table 1).

From the MPC point of view, a more promising approach than sorting is
classification of individuals according to fixed fitness bounds, i.e., dividing the
fitness range into buckets. The main advantage of classification is that it can
be done in parallel for the entire population. MPC performance is governed
by communication complexity and in particular the number of rounds needed
to execute a certain function, which corresponds to the multiplicative depth
of the arithmetic circuit to compute. Therefore, making individual operations
independent of each other, and executing the operations in parallel, reduces
the multiplicative depth of the circuit and speeds up execution, especially when
considering latency on the network.

In our classification experiments we determine the minimum and maximum
fitness values of the population and then assign the individuals a predefined
number of equally distributed buckets. The genetic algorithm running with
information about the fitness range and above threshold fall into the classifi-
cation category and benefit from optimized MPC processing. The corresponding
performance measurements for MPC-based oblivious classification are shown in
Table 2. The results of selected protocols show a significant improvement (about
a factor three to five) over the sorting approach. However, with classification, the
genetic algorithm generally requires more generations to achieve a similar qual-
ity of the found solution compared to sorting. Fitness evaluation for the genetic
algorithm when conducting MPC-based classification of a population by fitness
for 1 500 generations with a population size of 100 individuals, which generally
yields results achieving about 90% of the fitness of the optimal solution, takes
1500× 0.017 = 25.5 s using the semi.sh protocol (see Table 2).
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Table 2. Performance measurements of the time in seconds needed for classification
of 16-bit integer values into ten classes, with three different population sizes (100, 500,
and 1000), using selected, optimized MPC protocols (MP-SPDZ scripts)

Protocol 100 500 1000

rep-field.sh 0.073 0.328 0.638
shamir.sh 0.074 0.329 0.680
mal-shamir.sh 0.291 1.285 2.641
mascot.sh 0.034 0.162 0.327
semi.sh 0.017 0.077 0.172
soho.sh 0.017 0.095 0.158

Table 3 shows a more detailed analysis of properties of the generated arith-
metic circuits defining the MPC functions for sorting and classification. Besides
substantial resource savings in terms of bits and Beaver triples, the most signif-
icant impact is on the number of rounds. Classification is particularly favorable
in these regards, especially with larger vectors, where classification outperforms
sorting by an order of magnitude. In general, the results also confirm the expected
behavior of classification in MPC, i.e., an almost constant number of rounds inde-
pendent of vector length, ideal for parallelization. The minor increase in rounds
can be attributed to the max/min and bucket boundary computations, which
add some rounds for larger population sizes.

Table 3. Circuit size for sort and classify, respectively, where bits refers to the bits
needed for the computation, triples refers to the number of Beaver triples needed for
the multiplications, and rounds refers to the number of communication rounds needed

Sort Classify
100 500 1000 100 500 1000

bits 157655 1037335 2558615 71078 351078 701078
triples 179462 1186694 2935686 32161 157761 314761
rounds 324 1324 3000 94 106 112

5.2 Security Analysis

The presented approach for privacy-preserving optimization of the assignment
problem is based on the idea of splitting the computation into two interactive
parts, one which is done obliviously on sensitive data and another part which
is done in the clear. The performance advantage achieved compared to fully
oblivious implementation of the Hungarian method is substantial and results
from the reduction of computations done in the encrypted domain, which are
time-consuming and typically slower by orders of magnitudes.
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Performing certain operations in clear comes at the price of information
leakage; only specific algorithms allow for this kind of partitioning. Heuristic
optimization as used in our application turned out to be well suited. The chal-
lenge was to tailor the optimization algorithms in a way that they work with
only minimum information to prevent attackers from compromising the private
inputs (weights). Attackers having access to PE communication must not be able
to recover individual weights and even for the Heuristic Optimizer the privacy
property should hold. In fact, the PE only reveals relations between solutions,
i.e., an ordering of solutions in the population, but no absolute quality parameter.
Even with such limited information the Heuristic Optimizer is able to conduct
privacy-preserving optimization with outstanding performance.

The confidentiality of inputs is governed by two facts. First, provable secure
MPC protocols in the PE allow computations in a fully oblivious way. Second,
the PE interface guarantees that the Heuristic Optimizer is only revealing infor-
mation about the ordering of a population of correct swaps. The approach is
closely related to the concept of order preserving and order revealing encryp-
tion [10], which also reveals the order between ciphertexts. In our case we do
not even leak ciphertexts, which is even better. The PE serves as an oracle only
revealing the ordering of swaps and, therefore, the privacy property also holds
in our setting. In addition, in the case of classification, the definitive order of a
population is also hidden, which further increases the difficulty for an attacker.

Interestingly, the problem of recovering weights from PE queries turns out
to be impossible even if the PE is also revealing the fitness values in clear. This
is due to the fact that if an attacker knows the fitness for all possible n! slot
permutations for a problem instance with n flights and n slots, i.e., n2 weights, it
would not be able to solve the corresponding system of equations for the weights.
This is due to the special nature of the assignment problem which requires a one-
to-one mapping of slot to flights and only allows for column permutations in the
weight matrix. Therefore, it is important that the PE only answers correct swaps,
where each flight is assigned to exactly one slot.

Table 4. Rank of equation system given by the set of all n! possible swap permutations
Π for given problem size n with n2 unknown weights.

n n2 n! rank(Π)

3 9 6 5
5 25 120 17
7 49 5040 37
9 81 362880 65

In Table 4 we show the calculated rank of the system of equations derived
from querying the fitness of all possible permutations of a problem from the
PE. The rank of the equation system is always smaller than the number of
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unknown weights (n2). We calculated the rank for n < 10 and we expect this
property to continue for larger n. This means that even if the PE would output
individual fitness values an attacker would not be able to recover the weights
directly. However, this assumption only holds if the weights are independent of
each other, which is not the case in our application. Input preferences from an
individual participant typically will have a certain structure, e.g., the weights
of slots for flights depend on margins and priority as shown in Fig. 3, which is
additional information to be used in an attack. Finally, the leakage would be
input-dependent, i.e., if fitness values for two sequences that only differ in one
swap are known, dependencies between weights are learned. Therefore, we are
also preventing the PE from leaking the fitness values at all to achieve confiden-
tiality according to the order-revealing security property described above.

6 Conclusions

Privacy-preserving implementations of the Hungarian method, which finds the
optimal solution for assignment problems, have a considerable computational
overhead. In time-critical settings, e.g., flight prioritization in air traffic flow man-
agement (ATFM), getting an optimization result of acceptable quality within a
certain amount of time might be more important than finding the optimum. We
introduced a distributed architecture based on genetic algorithms and multi-
party computation (MPC) that allows to find solutions close to the optimum
in a considerably smaller amount of time while preserving confidentiality of the
submitted user inputs. Performance experiments have shown that for the flight
prioritization problem in ATFM, the proposed optimization method generally
finds solutions achieving about 90% of the fitness of the optimal solution found
by the Hungarian method in only about one tenth to one twentieth of the time.
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Abstract. Object-aware processes enable the data-driven generation of
forms based on the object behavior, which is pre-specified by the respec-
tive object lifecycle process. Each state of a lifecycle process comprises a
number of object attributes that need to be set (e.g., via forms) before
transitioning to the next state. When initially modeling a lifecycle pro-
cess, the optimal ordering of the form fields is often unknown and only
a guess of the lifecycle process modeler. As a consequence, certain form
fields might be obsolete, missing, or ordered in a non-intuitive manner.
Though this does not affect process executability, it decreases the usabil-
ity of the automatically generated forms. Discovering respective prob-
lems, therefore, provides valuable insights into how object- and process-
aware information systems can be evolved to improve their usability. This
paper presents an approach for deriving improvements of object lifecy-
cle processes by comparing the respective positions of the fields of the
generated forms with the ones according to which the fields were actu-
ally filled by users during runtime. Our approach enables us to discover
missing or obsolete form fields, and additionally considers the order of
the fields within the generated forms. Finally, we can derive the mod-
eling operations required to automatically restructure the internal logic
of the lifecycle process states and, thus, to automatically evolve lifecycle
processes and corresponding forms.

Keywords: Data-centric process management · Event log · Process
improvement · Process enhancement · Generated forms

1 Introduction

Activity-centric approaches to business process management (BPM) focus on
the order in which the activities of a business process shall be executed (i.e., the
control-flow perspective), whereas other perspectives, such as the data required
during process execution, are considered as second-class citizens [17]. Moreover,
the activities of a process are usually treated as a black box by the process execu-
tion environment. As a consequence, additional efforts, such as the manual spec-
ification of the user forms implementing a human task become necessary when
implementing activity-centric processes. By contrast, data-centric and -driven
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approaches to BPM (see [20] for an overview) treat data as first-class citizens
by representing a business process in terms of multiple interacting objects with
a particular focus on (data-driven) object behavior and object interactions. Usu-
ally, the data-driven behavior of a single object (e.g., order, invoice, or exercise)
is described in terms of a lifecycle process, which specifies the allowed object
states, the respective object transitions as well as the data required (i.e., object
attributes to be set) to complete each step. In turn, this enables a white-box app-
roach with respect to process data that allows for an increased flexibility due to
declarative rules and automatically generated forms based on the respective life-
cycle process logic decreasing implementation efforts. Examples of data-centric
process management approaches include case handling [10], artifact-centric pro-
cesses [2], and object-aware processes [15].

The automated generation of forms at runtime not only decreases imple-
mentation efforts, but also introduces challenges for lifecycle modeling. While
forms are well established [7], the internal form logic is often unclear to the form
modeler and implementer, respectively. In general, the order in which the fields
of a form may be accessed (i.e., the logic for writing certain object attributes
specified by a lifecycle state) is not always evident at lifecycle process modeling
time. Moreover, end users might prefer a different sequence of filling the form
fields than the one considered as being intuitive by the modeler. If the order of
a generated form (i.e., the modeled sequence of writing object attributes within
a state) is not intuitive for users, higher mental efforts as well as more user
interactions are required and, thus, form completion times increase, while at the
same time user satisfaction and effectiveness decrease [14].

In the context of data-centric and -driven process management, a lifecycle
process specifies the sequence in which the various user forms as well as their
form fields are displayed to users, including more complex logic (e.g., conditional
form fields) as well. The order in which forms are displayed is specified by the
logic between states, whereas the logic of the steps within a state determines
the content of the corresponding generated form. When executing data-centric
processes, event logs record about the order in which the form fields are actually
filled. Thus, process mining techniques provide promising perspectives for evolv-
ing the user forms. Note that the ability to evolve user forms offers promising
perspectives for evolving information systems.

The approach presented in this paper is capable of analyzing an event log,
comparing it with the lifecycle process used to generate the forms, and discover-
ing potential improvements that can be realized by adding, deleting or reordering
the auto-generated forms and their corresponding fields. Moreover, the approach
is able to derive the operations required to dynamically evolve the information
system [4] and its lifecycle process, allowing for the auto-optimization of the
generated forms at runtime.

This paper is structured as follows: Sect. 2 introduces fundamentals. Section 3
describes our proposed approach, whereas Sect. 4 elaborates on deriving corre-
sponding positions. Section 5 describes how we identify improvements. In Sect. 6
we describe how we derive suitable improvement actions. Section 7 evaluates our
approach. In Sect. 8, we relate our approach to existing approaches. Section 9
summarizes the paper and provides an outlook.
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2 Backgrounds

This section introduces PHILharmonicFlows, our approach to object-centric and
data-driven process management. Further, it introduces concepts for process
model evolution and ad-changes used for form evolution.

2.1 PHILharmonicFlows

PHILharmonicFlows enhances the concept of data-centric and -driven process
management with the concept of objects. In PHILharmonicFlows, each business
object of the real world is represented as one object. An object, in turn, is
described by its data and represented in terms of attributes. Its behavior is
expressed by a state-based object lifecycle process model.

Based on PHILharmonicFlows we implemented PHoodle, a sophisticated
data- and process-aware e-learning application, and ran it over one semester with
a total of 137 users and 39890 transactions. This application includes objects such
as Lecture, Exercise, Attendance, and Submission. Figure 1 depicts the lifecycle
process of object Exercise and the auto-generated form of the corresponding
state Edit.

Each state of the lifecycle process (e.g., Edit, Published, Past Due and End),
in turn, may comprise several steps (e.g., steps Lecture, Name, Points, Due Date
and Exercise Files in state Edit). Each of these steps refers to a write access on
a specific object attribute. In other words, the steps of a lifecycle process define
the attributes required to complete the state. Once all required attributes have
been written, the respective state is completed, and the object may transition
to its next state.

At runtime, object lifecycle processes allow for the automated and dynamic
generation of forms (cf. Fig. 1 for the form of state Edit) based on the order set
out by the lifecycle process for the steps of the respective state. Accordingly,
data acquisition is based on the information modeled in lifecycle processes. The
auto-generated form of state Edit, which is shown in Fig. 1, orders the form fields
according to the internal logic of state Edit in the depicted lifecycle process.

Exercise - Edit

EditEdit
Lecture : RelationLecture : RelationLecture : Relation

Name : StringName : StringName : String

Exercise Files: FileListExercise Files: FileListExercise Files: FileList

Points: NumberPoints: NumberPoints: Number

ObjectObject

AttributesAttributes

Lifecycle 
Process
Lifecycle 
Process

StateState

StepStep TransitionTransition

Lecture
Name

Exercise Files

generates

FormForm

External TransitionExternal Transition

ExerciseExercise
NameName Exercise FilesExercise FilesLectureLecture

Assignment: Supervisor

Form FieldForm Field

Due Date: DateDue Date: DateDue Date: Date

PointsPoints Due DateDue Date

Points
Due Date

PublishPublish Past DuePast Due EndEnd

Backwards TransitionBackwards Transition

Silent StepSilent Step

Submit

Upload

Fig. 1. Simplified exercise lifecycle process with generated form for state edit
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Note that, in general, a business process not only comprises one single object,
but involves multiple interacting objects such as Submissions, Lectures and
Exercises as well as their corresponding lifecycle processes. In PHILharmon-
icFlows, a data model captures all relevant objects (including their attributes)
and the semantic relations between them (including cardinality constraints) [15].
A semantic relation denotes a logical association between two objects, e.g., a rela-
tion between a Lecture and an Exercise implies that multiple exercises may be
related to a single lecture.

At runtime, each object may be instantiated multiple times [4]. The lifecycle
processes of different object instances are then executed concurrently. Addi-
tionally, relations between object instances instantiated enabling associations
between them resulting in a relational process structure at runtime [19]. This
results in novel information and intertwines the executed instances [15].

2.2 Process Model Evolution and Ad-hoc Changes

Process Model Evolution [18] and Ad-hoc changes [4] allow performing run-
time changes to object-aware processes, including lifecycle processes and, there-
fore, the auto-generated forms [4]. Amongst others, corresponding changes may
include the insertion, deletion and reordering of both lifecycle states and steps.

Process Model Evolution. Process model evolution is concerned with changes
introduced to the process model by deploying updated process models to exist-
ing process instances [18]. In this context, deferred process model evolution is
accompanied by the introduction of new process model versions, which may
then co-exist with older model versions. Therefore, existing process instances
may be executed according to the old (i.e., outdated) process model versions.

In contrast, immediate process model evolution tries to migrate running pro-
cess model instances to the new model version, allowing for a greater flexibility
at runtime. In PHILharmonicFlows, we implemented immediate process model
evolutions [4], which additionally enable improvements of already running life-
cycle process models (e.g., the insertion, deletion or reordering of the states and
steps of a lifecycle process) [3]. In turn, this allows for the dynamic optimization
of lifecycle processes, including the auto-generated forms, at runtime.

Ad-hoc Changes. Ad-hoc changes constitute a particular type of immedi-
ate process model evolution, in which a specific running process model instance
becomes changed.

Ad-hoc changes allow, for example, inserting, deleting, or reordering the steps
within a state of a lifecycle process instance. This, in turn, allows users to devi-
ate from the pre-specified process model in various ways, while also reducing
model complexity as not every possible execution variant needs to be modeled
in advance [3]. For an in-depth introduction to ad-hoc changes, we refer inter-
ested readers to [4].
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3 Proposed Approach
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Fig. 2. Proposed approach

The goals of our approach for evolving lifecycle processes as well as their auto-
generated forms are two-fold: First, we want to identify in which way lifecycle
processes can be improved to minimize ad-hoc changes such as the insertion and
deletion of the states and steps. Ad-hoc changes usually require some intervention
from process supervisors (e.g., the approval of insertions and deletions of lifecycle
states and steps). Second, we want to improve lifecycle states and, thus, the
auto-generated forms, concerning the control flow logic in which the steps of
a state are organized and the order in which states may become active. This
allows generating more intuitive forms, that are based on actual form executions
rather than on the subjective perception of a modeler during lifecycle process
specification.

To identify corresponding improvements, we analyze the actual interactions
users have had with the implemented system documented in an event log. Note
that during these interactions, users may utilize the process flexibility enabled
by PHILharmonicFlows [4], such as filling auto-generated forms in an arbitrary
order or initiating ad-hoc changes (e.g., by dynamically adding or deleting form
fields). We (anonymously) document these user interactions with various object
instances, for example, writing attribute Points in state Edit of object instance
Exercise2, in an event log (cf. Fig. 7). The latter is then compared with the lifecy-
cle process model, which, in turn, enables us to automatically evolve the lifecycle
processes and, thus, the forms dynamically generated during their execution.

In such an event log, one may assign a position to each interaction docu-
mented. We enable the comparison between modeled and actual lifecycle process
behavior by assigning positions to the states as well as the steps of a lifecycle
processes. This way, we may compare the position of a state or step of the model
with the one recorded in the event log to discover potential improvements with
respect to both the order and assignment of steps and states. We are able to
detect whether steps (i.e., form fields) are filled in the pre-specified order, in
the pre-specified state, and whether states or steps are added or deleted at run-
time due to ad-hoc changes. Consequently, we can identify actions for evolving
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and improving lifecycle process models and execute them using the concepts
introduced in Sect. 2.2. Our approach is illustrated in Fig. 2.

4 Position-Based Lifecycle and Event Log Representation

When comparing the lifecycle process executions captured in an event log with
a given lifecycle process model, a suitable representation is required for both the
event log and the lifecycle process model. This representation should enable an
efficient comparison as well as the easy detection of deviations between actual
behavior and the behavior captured in the lifecycle process model. In the follow-
ing, we propose a position-based approach representing both event logs and the
logic of lifecycle processes in a homogeneous way.

4.1 Lifecycle Process Step Positions

Each step is associated with two positions. The first one corresponds to its
relative position within the state it belongs to (see the positions with red labels
in Fig. 3), whereas the second position expresses the relative position of the
corresponding state in the entire lifecycle process (see the positions with green
labels in Fig. 3). Note that this distinction allows positioning lifecycle steps in
relation to both the other steps of the corresponding state as well as the steps
of other states.

EditEdit

PointsPoints Due DateDue Date

PublishPublish Past DuePast Due EndEnd
1 2 3 4 5 1 1 1

1 1 1 1 1 2 3 4

Exercise FilesExercise FilesNameNameLectureLecture

Fig. 3. Positions for lifecycle process submission (Red: Step, Green: State) (Color figure
online)

As discussed in Sect. 2, lifecycle processes capture object behavior allowing for
basic control flow patterns such as sequence and choice within and across states.
While choices between states (e.g., to express that an object may transition to
either state A or B) are possible, an object must not be in two states at the
same time1. To be more precise, lifecycle processes must not contain parallel
splits between states. Remember that the sequence of steps within an individual
lifecycle state is utilized to auto-generate a form as well as its internal logic
guiding users in filling the form fields (e.g., indicating the field to be edited next

1 Note that PHILharmonicFlows allows for the concurrent processing of multiple life-
cycle process instances (of same or different type) in the context of a multi-object
business process. The concurrent processing is controlled by a coordination process.
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after writing a specific field). Due to the high runtime flexibility of both object-
aware processes and auto-generated forms, however, users need not adhere to this
guidance when filling the respective forms. As soon as all mandatory attributes
are set, a state may be completed independent from the order in which the form
fields (i.e., steps) were actually edited. Choices within a state are represented by
displaying or hiding form fields at runtime.

In the following, we present the patterns that may be used to model the
behavior of a lifecycle state, the forms that can be auto-generated from these
patterns, and the positions assigned to the steps of the respective state.

Sequence. If the steps of a state are organized sequentially (cf. Fig. 4), their
position can be derived in a straightforward manner. To each step its position is
assigned according to the order of the steps within the state (see the red numbers
in Fig. 4). The form and its cursor control during form processing are organized
accordingly.

State SequenceState SequenceState Sequence
A
C

Submit
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generates
CC FFAA BB DD B

D1 2 3 4 5

1
2

3
4

5
StepsStepsStepsSteps

Step LabelStep Label

Rela ve Step Posi on within the StateRela ve Step Posi on within the State

State LabelState Label

Fig. 4. A sequential state with the generated form

Choices of Equal Length. If the steps of a state are organized using a choice
construct of equal length (i.e., the alternative paths all have the same number
of steps, cf. Fig. 5), we derive their position by allocating the same position to
multiple steps in different paths. For example, in Fig. 5, alternative steps D and
B both have the same position.
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Fig. 5. A state with choice and the generated form

Choices of Different Lengths. If the steps of a state are organized using a
choice construct with paths of different lengths (i.e., the alternative paths do not
all comprise the same number of steps, cf. Fig. 6), the above approach must not
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be applied. In the lifecycle process from Fig. 6, for example, the position of the
step following both alternative paths (i.e., step E in Fig. 6) depends on the path
previously chosen based on the attribute value provided in the context of step B
in Fig. 6. In this example, the position of step E will be 3 if the bottom path is
chosen, and 6 if the top path is taken. In general, we treat each possible path of
steps through the lifecycle process as an individual sequence. This enables us to
properly represent positions for choice constructs of different lengths. Note that
if no step joins the choice construct, each possible path through the lifecycle
state is also represented as an individual sequence.
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Fig. 6. A state with different length choice and the generated form

4.2 Lifecycle Process State Positions

To each state of a lifecycle process we assign a relative position as well. We can
accomplish this based on the same patterns as presented in Sect. 4.1. Addition-
ally, we assign to each step the relative position of its state as well. Consequently,
to all steps of a specific lifecycle state the same number is assigned in this context.
An example derived from the lifecycle process illustrated in Fig. 1 is presented
in Table 1.

4.3 Leveraging Lifecycle Process Model Positions

Based on the presented patterns, to each step we can assign its relative position
within its corresponding state. Moreover, to each state we can assign its relative
position within the lifecycle process (cf. Table 1 for the representation of object
Exercise). Note that the lifecycle process of object Exercise does not contain a
choice construct, and, consequently, only pattern sequence is used.

Table 1. Representation of exercise lifecycle process model (derived from Fig. 1)

ObjectType State Step Step position State position

Exercise Edit Lecture 1 1

Exercise Edit Name 2 1

Exercise Edit Points 3 1

Exercise Edit Due Date 4 1

Exercise Edit Exercise Files 5 1

Exercise Publish Silent 1 2

Exercise Past Due Silent 1 3

Exercise End Silent 1 4
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4.4 Event Log Positions

We now describe how we represent the position of a step regarding the actual exe-
cution of the instances of the corresponding lifecycle process. An event log gen-
erated by an object-centric and data-driven approach like PHILharmonicFlows
comprises information about the execution of an object-aware process. Figure 7
depicts an extract of the event log corresponding to the execution of state Edit
of the Exercise lifecycle process instance Exercise Sheet 1. In general, the event
log records which user (column User ID) executes which operation (column
Method) on which object instance (column Instance) at what point in time (col-
umn Timestamp). Additionally, each entry of the event log contains information
on which parameter values have been passed (columns Parameter1 and 2 ), the
current state of the object instance at the time the event was recorded (column
State), and the object type (column Type). Columns Position and First Position
(c.f., Fig. 7) are explained in the following.

When interacting with a form at runtime, users may write a form field multi-
ple times, e.g., in case a value provided in a previous form field becomes changed.
This behavior is then documented in the event log in terms of multiple write
access events corresponding to the same form field (i.e., step). To represent the
order in which the auto-generated form was actually filled at runtime, we sort
the recorded events according to their timestamps and add two columns for each
event log entry of an object instance. Column Position assigns multiple write
accesses of a form field their respective positions each time. Each write access
is assigned its position in the event log. Column First Position only reflects the
order concerning first write access to a form field as only the first event log entry
corresponding to a write access is documented. The difference is illustrated for
step Description in the event log from Fig. 7. Column Position assigns to this
step the positions 4, 6, and 7, whereas First Position assigns position 3 to the
first access, neglecting subsequent entries. This differentiation allows customiz-
ing our approach by utilizing domain knowledge, e.g., when users change form
fields regularly, First Position might be more suitable, whereas Position is able
to account for, e.g., multiple interactions with a form field. Positions of states
are derived in a similar way.

Fig. 7. Event log positioning Phoodle excercise state edit
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After grouping all event log entries by (object) type, (object) state and (object)
instance, we assign positions (cf. Sect. 4) to each write access in the event log
(i.e., methods ChangeAttributeValue, ChangeAttributeListValue, and Instatica-
teObjectTypeAndLink in Fig. 7). Note that we additionally filter the event log
for the different paths of a choice construct if necessary.

We then calculate the “average position” for each step across all object
instances (cf. Fig. 8). The latter correspond to the average position in which
the form field is filled in by users, according to the event log. In addition, this
allows ordering the fields (i.e., the lifecycle process steps) of a form (i.e., the life-
cycle process states) using a ranking. Thereby, the rank of each step documents
the position in which the form field was filled, whereas the rank of each state
documents the position in which the form was displayed in relation to the other
forms of the lifecycle process. Figure 8 depicts the positions (columns Position
Step Log and Position State Log) as well as resulting ranks (columns Rank Step
Log and Rank State Log) from a real-world deployment of PHoodle (cf. Sect. 7
for more details on the event log). The average position according to which, for
example, step Description was edited is 4.6. After ranking all steps and states
based on their average position in the event log, we obtain the order in which
the auto-generated form fields of state Edit of object Exercise are usually filled
as well as the position in which the form was displayed.

Fig. 8. Position and rank event log of state edit

5 Data-Driven Evolution of Forms

The following approach utilizes the positions of the states and steps in a lifecycle
process as well as the positions of the corresponding entries in the event log to
identify possible improvements of the lifecycle process.

In a first step, we join the two representations using an SQL-like full outer
join syntax on (object) type, (object) state, and step, respectively. This enables us
to compare the actual position of states and steps, as documented in the event
log, with the corresponding positions according to the modeled lifecycle process.
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We compare the position of a state according to the event log (cf. column
Position State Log in Fig. 9) with the position of this state in the lifecycle process
model (cf. column Position State Model in Fig. 9) and calculate the difference
between the two. This enables us to check whether or not the order in which
the forms are displayed to the users complies with the modeled order. If the two
positions deviate from each other, we can determine the new position of the state.
Note that for object Exercise (cf. Fig. 9) the order in which the forms have been
displayed complied with the lifecycle process model, whereas the analysis for
object Submission revealed that the ordering of states Rated and Waiting may
be changed for the model to better comply with the actual execution recorded
by the event log.

Fig. 9. State position analysis objects exercise and submission

Furthermore, we can check whether certain steps (i.e., form fields) were never
written, were written in another state (i.e., form) than pre-specified, or steps were
added to a state, indicated by NaN values in the corresponding columns of the
outer join. Step Solution Files in Fig. 10, for example, has not been specified in
the lifecycle model as column Step Position Model is NaN, but set at (average)
position 6.6 (or rank 8 respectively) in the event log. Additionally, the silent
steps in states Publish, Past Due, and End have not been documented in the
event log, indicated by the NaN-values in columns Position Log and Rank Log
in Fig. 10 respectively. Note that silent steps are not recorded in the event log
as no attribute is written when executing them.

Subsequently, we calculate the difference between the position recorded in
the event log and the one reflected by the lifecycle model by subtracting the
step position in the model from the corresponding rank in the event log (cf.
column Difference in Fig. 10). This enables us to check which steps are placed
at the correct position (i.e., column Difference equals 0) and which ones need to
be relocated (i.e., column Difference does not equal 0). Steps with a difference
of NaN are either not contained in the event log or the lifecycle model and are
possible candidates for addition or deletion.
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Fig. 10. Step position analysis object exercise

6 Lifecycle Process Improvement Actions

This section introduces process improvement patterns for lifecycle processes and
the improvement actions that can be derived from them. Following the patterns,
we can automatically derive the modeling operations needed to evolve the cor-
responding process model accordingly. That means, we are able to dynamically
evolve the forms during runtime using the concepts introduced in Sect. 2.2.

6.1 Correct Positions

Ideally, the states and steps are correctly positioned and the position in the
lifecycle process model complies with the rank of the average position in the event
log. Consequently, no actions would be required in this case as the generated form
(i.e., the lifecycle state) is displayed and executed exactly according to the logic
used for its generation; e.g., this applies to steps Lecture, Name, Begin Date,
Due Date, and Maximum Points in Fig. 10. The steps are correctly positioned if
column Difference equals to 0. Consequently, no improvement action is required.

6.2 Missing States and Steps

Missing states and steps can be identified based on the NaN values contained
in the comparison depicted in Fig. 10. Certain states and steps may be missing
either in the event log, if a state is never reached or a form field is never filled,
or the lifecycle process model, in case a state or step is added by executing
corresponding ad-hoc changes at runtime [4].

Missing states in the event log indicate that either the state has never been
reached during lifecycle process execution, or it does only contain one silent
step, and, therefore, no events related to that state are recorded in the event
log. Note that such states are candidates for being deleted. However, as silent
states are often used in the context of coordinating interacting objects, checking
coordination constraints prior to the deletion becomes necessary.

If the missing state in the event log is not part of any process coordination
constraint [19], it may be deleted.
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Missing steps in the event log indicate that the corresponding form field has
never been filled. This may be the case, for example, if steps are deleted in an
ad-hoc manner or alternative paths of a choice construct have never been used.
Furthermore, silent steps (e.g., the steps in states Publish, Past Due, and End
of Fig. 1) correspond to steps in which no attribute needs to be set. To be more
precise, there may be no event log entries for silent steps, as no object attributes
are required. We can identify missing steps in the event log, if the step is not a
silent step (i.e., column Step != “Silent”) and columns Position Log or Rank Log
contain empty values. If a step is missing in the event log, we may execute the
corresponding modeling operations, i.e., the identified step and its transitions
are deleted from the lifecycle process. Additionally, we reconnect the remaining
steps according to the previously defined order.

Assume, for example, that step Due Date in state Edit (cf. Fig. 1) is missing
in the event log, i.e., the event log does not contain any events related to this
step. Step Due Date as well its two transitions are then deleted. Moreover, step
Points is connected with step Exercise Files through a directed transition.

Missing states in the lifecycle process model indicate that an object
reached a state that has not been foreseen in the lifecycle process model. This
may happen if ad-hoc changes are applied to a lifecycle process at runtime, due
to which a new state (and at least one corresponding step) was added to the
object instance. If such dynamically defined states are recorded in the event
log, they can be added to the lifecycle process at the identified position. This
requires the insertion of the state, the corresponding steps, and the transitions
to correctly integrate the new state into the lifecycle process model.

Suppose a new state Pending with attribute Date is added to the lifecycle
of object Exercise between states Edit and Publish (cf. Fig. 1). This would then
require the insertion of state Pending and attribute Date, the insertion of a
new transition between state Date and the silent step in state Publish, and the
re-linking of the existing transition from step Exercise Files to step Date.

Missing steps in the lifecycle process model indicate that steps (i.e.,
form fields) have been written during the execution of lifecycle process instances
that were previously not specified in the lifecycle process (state). Such steps are
represented in the lifecycle process part of the outer join (e.g., columns Step
Position and State Position in Fig. 10). We can discover missing steps in the
lifecycle process model through NaN values in columns State Position and Step
Position (e.g., an additional form field might be required, or an attribute be
written in a state other than the one foreseen in the lifecycle process model). In
Fig. 10, step Solution Files was executed according to the event log, but is not
contained in the lifecycle process and, therefore, should be added at the position
suggested by the event log (cf. column Step Position New in Fig. 10).

As example assume, that the additional step Solution is required after exe-
cuting step Exercise Files in state Edit (cf. Fig. 1). The needed operations are to
add step Solution, link it to step Exercise Files (through an additional lifecycle
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transition), and re-link the existing transition from step Exercise Files to step
Solution.

6.3 Auto-adjusting the Form Logic

While the previously discussed improvement actions have dealt with the addition
or deletion of steps from a lifecycle process, another important aspect is to
identify of the correct logic of the steps within a state (i.e., the execution order
of the steps). Recall that this logic is utilized by PHILharmoniFlows to auto-
generate a form with corresponding user guidance. A step executed in the context
of a state might not be ideally positioned for a user filling out the form, but
users may flexibly choose the order in which they actually fill in the form. The
event log that records the order of the latter, therefore, contains the information
“how” users interact with the form. Consequently, the actual order of the steps
discovered from the event log allows re-organizing the ordering of the steps within
a state. By subtracting the step position of the lifecycle process model from the
rank in the event log (cf. column Difference in Fig. 10), we obtain the difference
between the position in the event log and the position in the lifecycle process
model. If this difference does not equal 0, the steps within the state are not
ideally ordered, i.e., users prefer filling the form in another order. Furthermore,
we can identify the new position for each step of a lifecycle process by adding
columns Difference and Step Position Model.

In the comparison presented in Fig. 10, this is the case for steps Description
and Exercise Files. According to the event log, the rank of the average posi-
tion over all lifecycle process instances of step Exercise Files is 3, and 4 for
step Description (i.e., step Exercise Files is executed before step Description),
essentially switching their positions.

The modeling operations needed to implement this change are to delete the
associated transitions between the states and to add new ones according to the
new ordering. In the scenario described in Fig. 10, this includes the deletion
of transitions between steps Name, Description, Exercise Files, and Begin Date
and their re-linking by adding new transitions between steps Name and Exercise
Files, Exercise Files and Description, and between Description and Begin Date.

7 Evaluation

To evaluate the presented approach, we applied it to an event log2 we obtained
in the context of a real-world deployment of our data- and process-aware e-
learning system PHoodle, which we had implemented with PHILharmonicFlows.
During its use, PHoodle replaced the established Moodle e-learning platform for
a course with more than hundred students from Management Science over one
semester. During this experiment we gathered the system logs from the PHILhar-
monicFlows process engine, including data of users (anonymized due to General

2 Event log provided: https://www.researchgate.net/project/CoopIS-Phoodle-Data.

https://www.researchgate.net/project/CoopIS-Phoodle-Data
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Data Protection Regulation), object instances, object states, object types, and
provided attribute values, together with the corresponding timestamps (cf. Fig. 7
for an example event log). In total, the e-learning system event log consists of
39890 entries including information on 848 object instances of 9 different object
types (cf. Table 2). Note that column Number of log entries corresponds to the
number of interactions such as the setting of an attribute, including users dis-
playing an object at a given state (e.g., a student checks the due date of an
exercise). Column Number of interactions represents those log entries that refer
to the setting of an attribute value (e.g., a supervisor provides files in step Exer-
cise Files of state Edit - cf. Fig. 1) or to transitions between states of a lifecycle
process (e.g., state Edit is completed and an exercise transitions to state Publish
cf. Fig. 1).

When applying our approach to this PHoodle scenario (with First Position
for lifecycle steps, cf. Sect. 4.4), we identified several potential improvements:

For object Attendance (cf. Fig. 11), we could derive the following improve-
ments:

States Regarding the lifecycle process states of object Attendance, the compari-
son of event log and lifecycle process suggests moving state Unassign Tutorial
to position 1, and state Start to position 2, essentially switching positions of
the two states. States Assign Tutorial and End are positioned correctly.

Steps Regarding steps, the approach suggests adding steps Lecture (position 1)
and Person (position 2) to state Unassign Tutorial, while moving the existing
step Tutorial to position 3. Furthermore, step Person in state Start should
be removed as it has never been set in the event log.

Table 2. PHoodle log statistics

Object Number of objects Number of log entries Number of interactions

Person 133 290 274
Attendance 137 3233 584
Download 14 4574 152
Employee 2 14 8
Exercise 5 7323 110
Lecture 1 11741 14
Submission 498 10689 3920
Tutor 6 116 18
Tutorial 52 1910 443
Total: 848 39890 5523
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For object Exercise (cf. Fig. 11), we propose the following improvement actions:

States The ordering of the states of object Exercise complies with the one
recorded in the event log. Therefore, no improvement is needed.

Steps The steps corresponding to state Edit of object Exercise may be improved
by switching the positions of steps Exercise Files and Description and adding
the step Solution Files at position 8.

Fig. 11. Excerpt of the PHoodle comparison - lifecycle process vs. Event log

We also applied the identified improvement actions to the corresponding
lifecycle processes. Depending on the respective action, this either resulted in an
alternative ordering of the displayed forms or forms that better comply with the
actual execution through the addition, reordering or deletion of lifecycle steps.
Figure 12 depicts the improvement of State Edit for the lifecycle process of object
Exercise including the generated and improved forms.
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Fig. 12. Improvement of state edit for object exercise
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8 Related Work

The work presented in this paper is part of two research areas: user forms in
information systems and business process improvement.

User forms have already been subject to research for a long time, e.g., align-
ment of user form labels [12] and guidelines for usable web forms [7]. The guide-
lines tackle user form elements such as, for example, content, layout, input types,
error handling, and the submission of user forms. However, the ordering of fields
in a form is only mentioned as “keep questions in an intuitive sequence”. The
presented approach enables us to automatically derive such an intuitive sequence
from the event log and to auto-adapt the generated forms accordingly at runtime
using techniques known from process model evolution [18].

Process improvement is concerned with model repair and extension. Model
repair changes a process model for it to better fit real executions, whereas exten-
sion is concerned with adding additional perspectives to a process model. Regard-
ing model repair, [13] proposes a technique that preserves the original model
structure by introducing subprocesses to the model in order to permit replaying
a given event log on the repaired model. Conformance checking results are used
to identify in which part of the process a subprocess needs to be added, whereas
discovery algorithms mine the to-be-added subprocesses. As our approach does
not follow the activity-centric paradigm (like [13] does), similarity is not a con-
cern. Our approach changes the logic of user forms generated at runtime rather
than the actual “control-flow” of the business processes. In other words, our app-
roach improves the order and logic of forms presented to users rather than the
activities to be executed. Furthermore, due to the flexible nature of forms in
the context of data-driven processes, deviations (e.g., filling a form in a different
order) from the modeled logic are implicitly tolerated as well.

The repair approach presented in [5] transforms BPMN process models and
event logs into a Prime Event Structure (PES) to identify patterns regarding
task, sequence flow, and gateway modifications. Identified discrepancies are then
displayed to users on top of the model to decide on individual fixes. In con-
trast, our approach focuses more on the usability aspect during process execution
rather than the ordering of activities.

The work presented in [11] focuses on repairing inconsistencies in declarative
process models, which are more flexible compared to imperative models. The
approach identifies and then deletes the smallest possible set of constraints to
regain consistent models at design time. An approach for repairing declarative
process models at runtime is presented in [16]. In our approach, we focus on the
logic of steps (and therefore the logic of forms displayed at runtime) encapsulated
in object lifecycle process states, used to guide users through the corresponding
form. However, as long as forms are fully filled, no inconsistencies occur.

According to [1], model extension is “a type of process enhancement where
a new perspective is added to the process model by cross-correlating it with
the log.”. Typically, model extension focuses on the organizational or tempo-
ral perspective. The temporal perspective [6] focuses on identifying the process
fragments with extended times as interesting for process improvement actions.
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In contrast, the organizational perspective [9] focuses on adding associations
between roles and the execution of processes to a model.

9 Conclusions and Outlook

This paper presented an approach for automatically improving lifecycle processes
based on the behavior that can be observed in an event log. We introduced
various control flow patterns of lifecycle processes as well as their auto-generated
form at runtime. We then characterize the steps and states of object lifecycle
processes by allocating their positions. Additionally, we assign corresponding
positions to the relevant log entries. The latter are then analyzed and aggregated
for the event log, allowing for a representation of the average position of a step
as recorded in the event log. In other words, we analyze in which order users
filled in forms at runtime.

We further compare this position for each step with the modeled position.
This, in turn, enables us to identify obsolete and missing steps in the lifecycle
process model. Additionally, we are able to check whether the logic within life-
cycle states (i.e., the user guidance when filling in forms) is ideal, or whether the
user guidance can be improved by adapting the logic used to generate the form.

Additionally, we are able to derive the required modeling operations that
enable PHILharmonicFlows to perform the corresponding process model evolu-
tion that implements identified improvements.

In future work we will extend the presented approach in a two-fold manner:
First, we plan to combine it with conformance categories [8] and heuristics to
further account for the frequency of changes to lifecycle process models. Sec-
ond, we plan to use the infrequent (user-specific) behavior to individually adapt
lifecycle processes based on previous executions from individual users.

Acknowledgment. This work is part of the SoftProc project, funded by the KMU
Innovativ Program of the Federal Ministry of Education and Research, Germany (F.No.
01IS20027B).
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Abstract. Analyzing event logs generated during the execution of digi-
tal processes, organizations can monitor the behavior of dysfunctional or
unspecified processes. For achieving the most refined results, high-quality
and up-to-date process models are required. However, the selection of the
proper process discovery algorithm is often addressed by human experts
that can relate quality criteria, event logs behavior, and discovery tech-
niques. Exploiting a meta-learning approach, we created a procedure
that identifies the optimal discovery technique based on a user-defined
balance of quality metrics. Our experiments exploited 1091 event logs
representing extensive possible business process behaviors. Given a set
of available algorithms, we obtained an F-score of 0.76 for recommending
the discovery algorithm that maximizes quality criteria. Moreover, our
method supports a more in-depth investigation of the process discovery
problem by mapping log behavior and discovery techniques.

Keywords: Process discovery · Meta-learning · Model quality ·
Recommendation · Process mining

1 Introduction

Extracting information from event data can enhance management capabilities,
revealing process deviations and improvement opportunities using techniques
referred to as Process Mining (PM) [1]. One of the most active research topics
in PM is Process Discovery (PD) [26]. The result of PD is a process model,
which is representative of the underlying processes executions, based on the
event logs recorded in organizations’ information systems. PD reduces the devi-
ations between the documented target process and the actual executed process.
These deviations lead to incorrect process analyses, which, in turn, lead to lit-
tle or no effective optimization measures. Nonetheless, eliciting an appropriate
and up-to-date process model may require significant effort [2]. One of the key
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design choices is selecting the proper discovery algorithm among several differ-
ent options [14–16,28,32]. Depending on the dimension to be optimized, the
algorithms that offer the best performance, in terms of model quality, are dif-
ferent [3]. Besides, the event log characteristics also impact the model quality
[3,5]. Experiments with several different discovery algorithms showed a sub-
stantial performance complementarity since different algorithms perform best in
different scenarios [5,12]. Among the multiple quality dimensions identified, the
literature has largely discussed recall (a.k.a. fitness), precision, generalization
and simplicity [4]. PD algorithms are often suggested to balance these dimen-
sions [3]. Although the analytical goal to be addressed can determine the most
prominent one. For example, audit questions are best answered using a model
with high recall, optimization is best performed on a model with high precision,
implementation is simplified by models with high generalization, and human
interpretation is eased by simple models [10]. Less attention has been devoted in
the literature to studying the relationships between event log profiles, i.e., the
features characterizing an event log, PD algorithms, and quality criteria.

To overcome these issues, we studied a method to automate the selection
of the optimal process discovery algorithm given an event log. In particular, we
are interested in two research questions. RQ1: To which extent can process dis-
covery algorithm selection be automated? RQ2: Which event log features are
significant in selecting the best discovery algorithm? To answer these questions,
we investigate the process discovery task from an algorithm selection perspec-
tive using a Meta-learning (MtL) approach [13]. Leveraging the MtL potential,
we developed a data-driven solution to recommend a suitable process discovery
algorithm given an event log. Our MtL approach provides a novel tool for iden-
tifying a discovery technique that balances model quality metrics based on user
preference and given a specific event log profile. Moreover, it provides a method
to exhaustively compare discovery algorithms in terms of the quality metrics
they optimize and to study the relationship between quality results and event
log features. Our method does not prevent the use of domain-specific knowledge
an expert can apply in handling the PD procedure. For example, filtering the
event log or applying conformance checking results in light of organizational
constraints. However, we believe connecting the event log profile to the suitable
PD algorithms, is an essential pre-flight instrument our approach can provide
to guide an expert. The number of source event logs and characterizing features
exploited in the training of the MtL model offers a solution unparalleled in the
literature and shines a light on the algorithm selection for PD.

The paper is organized as follows. Section 2 introduces concepts that support
our work. Section 3 delves into the details of the proposed MtL framework, intro-
duces the theoretical foundations required, and exposes the feature extraction
step, and the materials used for experimentation. Section 4 reports the results
of the experiments and presents a discussion of the relationship between the
features of the event log, the discovery techniques, and the quality of the model.
Section 5 discusses the related work, while Sect. 6 summarizes and concludes the
paper.
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2 Basic Notions

This section defines crucial concepts from PM and MtL that substantiate the
development of our approach.

Definition 1 (Event, Attribute, Case, Event log). Let Σ be the event uni-
verse, i.e., the set of all possible event identifiers. Σ∗ denotes the set of all
sequences over Σ. Events may have various attributes, such as timestamp, activ-
ity, resource, cost, and others. Let AN be the set of attribute names. For any
event e ∈ Σ and an attribute a ∈ AN , then #a(e) is the value of attribute a for
event e. Let C be the case universe, that is, the set of all possible identifiers of a
business case execution. C is the domain of an attribute case ∈ AN . An event
log L can be viewed as a set of cases L ⊆ Σ∗, where each event appears only
once in the log, i.e., for any two different cases, the intersection of their events
is empty.

A model can be discovered given an event log as input. Therefore, considering
the relationship between events, a process discovery technique produces a model
representing the event log behavior.

Definition 2 (Process discovery [11]). An event log L can be viewed as the
multiset of traces induced by the cases in L. Formally, L := {t|∃ci ∈ L, ci(i →
n) = t(i → n)}. The behavior of L can be viewed as the set of the distinct
elements of L, formally B(L) = support(L). Given a process model M , we refer
to its behavior BM as the multiset of traces that can be generated by its execution.
A process discovery algorithm constructs a process model from an event log and
can thus be seen as a function δ : L → M |B(L) ∼= BM.

Therefore, the quality of the models produced can be associated with char-
acteristics of the event log, which can potentially be mined.

Definition 3 (Event log features[22]). Let SF be a set of statistical functions
(e.g., mean length) and RL be the set of process representational levels of L (e.g.,
event, case, and event log). PF = SF × RL is the set of process features, i.e.,
the cartesian product of functions and representational levels.

Considering that different event logs demonstrate different behaviors, the
features extracted from the logs should depict their distinctive nature. Following,
discovery algorithms may produce models with varying quality depending on
data characteristics. In this way, some algorithms might be favored depending
on the underlying process behavior.

Definition 4 (Algorithm Selection Problem [25]). Let x ∈ P be a problem
in a problem space, let f(x) ∈ F be a function that extracts features from the
problem x, let S(f(x)) be a function that selects the mapping between the problem
space to the algorithm space A ∈ A, and let p(A, x) be a function that maps the
performance of an algorithm to the performance measure space, i.e., p ∈ Rn

where Rn is a n-dimensional real vector space. Then, a norm mapping is applied
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on p to reduce Rn to a one-dimensional value that indicates the final performance
of the algorithm. The goal is to determine S(f(x)) (the mapping of problems to
algorithms) that maximizes the performance of the algorithm.

Figure 1 shows functions and their respective domains within the Algorithm
Selection Problem (ASP). Given the ASP, MtL is a strategy to solve such a
problem.

x ∈ P
Problem space

f(x) ∈
Feature space

A ∈ A
Algorithm space

p ∈ Rn

Performance
measure space

||p|| = Algorithm
performance

Feature
extraction

S(f(x))

Selection
mapping

p(A(x))
Performance
mapping

Norm
mapping

Fig. 1. Model for the Algorithm Selection Problem with features (extracted from [25]).

Definition 5 (Meta-learning [29]). In traditional learning, the hypothesis
space HA of a learning algorithm A is fixed. Applying A to a data set described by
F produces a hypothesis that depends on the fixed bias embedded by the learner.
Let S be the space of all possible learning tasks, algorithm A can learn effi-
ciently over a limited region RA in S that favors the bias embedded in A. The
meta-learning strategy is to learn what causes A to dominate over RA. Therefore,
meta-learning aims at mapping the relationship between the problem features and
the algorithm performance.

Moreover, the MtL problem is further divided into two parts [29]: (i) discover
the properties of the task in RA that make A suitable for such region, and (ii)
discover the properties of A that contribute to dominate RA. Hence, a solution
to the MtL problem can suggest how to match algorithms and task properties,
producing a guided approach to the dynamic selection of algorithms. Therefore,
by applying meta-learning to the process discovery problem, we shine light on
ASP for process discovery in PM.

3 Methodology

In this section, we present the procedure executed to study the applicability of
MtL to the selection of process discovery algorithms. The material used in the
experiments, along with the event logs and implementation, is publicly avail-
able.1 We note that detailed instructions are given to ensure scientific repro-
ducibility.
1 https://github.com/gbrltv/process discovery meta learning.

https://github.com/gbrltv/process_discovery_meta_learning
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3.1 The Proposed MtL Approach

We created an MtL procedure grounded on rich PM-specific event log features
(that is, mapping f(x) ∈ F) for suggesting the best discovery algorithm (that
is, the algorithm that maximizes p(A(x))). The workflow implementing our MtL
approach is made up of five steps. Figure 2 presents them as follows. Meta-Feature
Extraction is a step devoted to gathering the event log features PF , a.k.a. meta-
features according to the MtL terminology. The Meta-Target Definition step
identifies each discovery algorithm A and ranks their dominance over RA using
quality metrics. Note that given an event log, the chosen meta-target is the
technique that maximizes p(A(x)).

Ranking Metrics

Meta-Target Definition

Meta-Feature Extraction Meta-Database Meta-Learner

Trace Information TheoryActivities Statistical

Inductive Miner (IM)

Inductive Miner directly-follows (IMd)

Inductive Miner infrequent

Precision

Generalization

Simplicity

Fitness

Discovery Time

Meta-Features

M
eta-Instances

Machine
Learning

Meta-Model

RecommendationHeuristic Miner Alpha Miner

Event Logs

Fig. 2. Overview of the proposed MtL approach.

The Meta-Database step combines meta-features and meta-targets, forming
the meta-instances required to train the meta-model. In the next step, a Meta-
Learner uses machine learning to induce the meta-model based on the meta-
instances. The Meta-Model is the outcome model able to recommend process
discovery algorithms. When recommending a process discovery method for a new
event log, meta-features of this new resource are extracted and forwarded to the
created meta-model. The recommended discovery algorithm can be executed on
the event log, generating a process model, as in Fig. 3.

3.2 Event Logs as the Problem Space

Event logs contain information about the start and completion of activities, their
ordering, the resources that executed them, and the process execution to which
they belong. Event logs play a significant role in our approach because they are
the search space representation for creating our meta-database. Thus, we aim
to build a highly heterogeneous set of logs capable of representing a wide range
of possible business process behaviors. Hence, the relationship between business
process characteristics and quality metrics can be better represented.
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New

Meta-Feature Extraction Meta-Model

RecommendationDiscovery

Process Model

1 2

34

5

6

Fig. 3. Application of our MtL approach: (1) raw event log has its features extracted,
(2) features are processed using the meta-model, (3) the recommendation is outputted,
(4) using the suggested algorithm, the event log is processed (5) to discover a process
model (6).

The data selected contains both real and synthetic event logs. Regarding
synthetic event logs, the first set comes from the Process Discovery Contest
(PDC) 2020.2 The PDC 2020 dataset explores a wide range of characteristics
distributed in 192 logs. The main behaviors are dependent tasks, loops, invis-
ible and duplicate tasks, and noise. Moreover, we extracted 750 event streams
from [11]. These logs were built in the context of online PM with the goal of
depicting drifting scenarios, i.e., where a change in the behavior occurs while the
process is acting. The last group of synthetic logs was presented in the context
of evaluating encoding capabilities in event logs [6]. The set of real-life event logs
contains six logs from the Business Process Intelligence Challenges (BPIC), the
environmental permit, helpdesk, and sepsis logs. The final dataset contains 1091
event logs. Their main characteristics are exposed in Table 1. As demonstrated
in the table, the event logs contain a wide range of behaviors, with a diverse
number of cases, events, and activities that cover a variety of patterns.

Table 1. Statistics describing our data set of event logs.

Name #Logs #Cases #Events #Activities Trace length #Variants

PDC 2020 192 1k 6.7k–66k 14–36 3–300 503–1k

Streams 750 100–1k 900–13.5k 15–16 2–83 22–204

Encoding 140 1k 10k–44k 22–406 1–50 383–1k

BPIC12 4 5k–13k 31k–262k 7–24 2–175 17–4.3k

BPIC13 2 1k–7k 6k-65k 4 1–123 183–1.5k

Env. permit 1 1.4k 8.5k 27 1–25 116

Helpdesk 1 4.5k 21k 14 2–15 226

Sepsis 1 1k 15k 16 3–185 841

2 https://www.tf-pm.org/competitions-awards/discovery-contest.

https://www.tf-pm.org/competitions-awards/discovery-contest
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3.3 Meta-feature Extraction

According to the Definition 4, this step maps the problem space to the feature
space by extracting features from each instance of the problem, i.e., applying
the function f(x) ∈ F . A challenge in our approach is to correctly capture the
process behavior using a representative set of descriptors. For that, we propose
a large set of features that capture complementary aspects of the event log
behavior. The proposed features have an extensive range of complexity, meaning
that some are very simple (e.g., number of traces) while others are more complex
(e.g., entropy measures). The idea of a broad set of features is to provide the
meta-learner with the most information possible. The task of selecting proper
meta-features to infer a model is then the following step performed by the meta-
learner.

For trace level descriptors, trace lengths and variants were used as indicators
of process complexity. Regarding the trace lengths, we extracted 29 descriptors:
minimum, maximum, mean, median, mode, standard deviation, variance, the
25th and 75th percentile of data, interquartile range, geometric mean and stan-
dard variation, harmonic mean, coefficient of variation, entropy, and a histogram
of 10 bins along with its skewness and kurtosis coefficients. Based on trace vari-
ants, we extracted additional 11 features: mean number of traces per variant,
standard variation, skewness coefficient, kurtosis coefficient, the ratio of the most
common variant to the number of traces, and ratios of the top 1%, 5%, 10%,
20%, 50% and 75% variants to the total number of traces. To capture the fea-
tures at the activity level, we selected three groups: all activities, start activities,
and end activities. For each group, we extracted a set of 12 descriptors: number
of activities, minimum, maximum, mean, median, standard deviation, variance,
the 25th and 75th percentile of data, interquartile range, skewness, and kurtosis
coefficients.

For log level descriptors, we obtained the number of traces, unique traces,
and their ratio, along with the number of events. Recently, entropy measures
were proposed in the context of business processes to capture log variability
and to identify whether the log is better suited to declarative or imperative
mining [5]. Consequently, these metrics measure log structuredness, a very rele-
vant descriptor of log complexity. This way, we extracted 14 entropy measures:
trace, prefix, k -block difference and ratio (k ∈ {1, 3, 5}), global block, k -nearest
neighbor (k ∈ {3, 5, 7}), Lempel-Ziv, and Kozachenko-Leonenko. In total, the 93
extracted features cover several complementary perspectives, such as central ten-
dency, statistical dispersion, probability distribution shape, log structuredness,
and variability, among others.

3.4 Meta-targets to be Recommended

To define the possible meta-targets, we first need to select a set of algorithms
to represent the algorithm space. Considering their wide historical use in PM
and the availability of reliable source code, we selected five algorithms as meta-
target candidates: α-Miner (AM), Heuristic Miner (HM), Inductive Miner (IM),
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Inductive Miner–infrequent (IMf), and Inductive Miner–directly-follows (IMd).
All selected algorithms are suitable meta-targets in our experiment as they share
the same input and output objects. They require an event log as input and
express the discovered process model using the Petri net notation [20].

AM is one of the first approaches in PM that deals with concurrency. It is
considered a baseline process discovery algorithm [28] as many subsequent ideas
have been developed from it. Albeit AM’s historical relevance, there are many
known limitations such as the lack of support for loops, weakness against noise,
and no consideration of frequencies [1].

To include frequencies into account, HM was introduced, applying the idea
that infrequent transitions should not be represented in the model [32]. HM
uses causal nets, a modeling notation that can incorporate activities and causal
dependencies. A dependence measure is calculated using frequencies, and it is
further used to create a dependency graph. Arcs not conforming to a threshold
frequency are removed from the dependency graph. In the final step, splits and
joins are introduced to represent concurrency.

The IM family of algorithms approaches the discovery problem from a divide-
and-conquer perspective, recursively splitting the event log into sub-logs [14].
A crucial point of IM is that it produces a sound process model capable of
replaying the entire event log. That is, perfect recall of the traces in the event
log is guaranteed by the discovered model. However, due to the lack of support for
duplicate or silent activities when building the process tree, IM may produce low-
precision models [1]. Finally, IM is incapable of handling fixed-length repetitions
and cannot handle infrequent behavior.

The basic IM algorithm is highly extendable. Thus, many variants have been
proposed [15,16]. IMf incorporates the eventually-follows relation to better deal
with incompleteness in event logs [15]. Moreover, IMf introduces activity and arc
filters to remove infrequent behavior and produces a more precise model. As a
consequence, perfect recall is not a guarantee. A drawback of both IM and IMf
is the scalability due to the recursive split, which requires multi-pass analysis.
IMd was proposed to overcome this problem [16]. For that, IMd performs the
recursive step only on the directly-follows graph, without partitioning sub-logs.
However, the non-partitioning adaptation hurts the rediscoverability property.
Hence, perfect recall is not preserved. Similar to IM, IMd also cannot handle
duplicate and silent activities.

3.5 Ranking Quality Criteria

The meta-database regards a suitable matching of meta-instances and meta-
targets. The definition of the best choice of meta-target for a given event log
is based on a ranking strategy considering several complementary perspectives,
i.e., there is no unique dimension that captures the overall model quality. In this
work, together with discovery time, we adopt the four traditional model quality
metrics used in PM: fitness, precision, generalization and simplicity.
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The fitness metric aims to measure how much behavior in the log is allowed
by the model, that is, to which extent traces in the log compare to valid execution
paths derived from the model [9]. It is measured by applying replay techniques
that aim to compare log and model. Therefore, perfect fitness is achieved when
the model can replay all the traces in the log. In this work, we adopt the fitness
proposed in [7] due to its improvements in scalability and avoidance of known
problems such as token flooding. Another quality dimension, precision, measures
the extent of the behavior allowed by the model that is not observed in the log
[9]. A poor precision indicates an underfitted model, i.e., it allows too many pat-
terns not present in the event log. As the precision measures negative examples,
i.e., the behavior allowed by the model but not seen in the log, and a model
can potentially generate infinite behavior, the calculation is complex and often
depends on approximation. In our experiment, we adopt the precision proposed
in [19] because it is more efficient and granular than previous measures.

Generalization goes in the opposite direction by measuring model overfitting.
Event logs present a sample of possible behavior allowed by the system, implying
that there may be valid execution traces not present in the log because they were
not executed yet. Process models should then describe the log behavior but also
generalize it to some extent [1,9]. We adopt the computation proposed in [9] as
it covers the generalization based on the usefulness of the model. Simplicity is
the last quality dimension used in this work. The idea behind simplicity is to
indicate how complex a model is [1,9]. That is, the simpler the model structure
that reflects the log behavior, the better its intelligibility. We adopt the simplicity
measure proposed in [30], which is based on the weighted average degree of a
place/transition in the Petri net, ultimately defined by the sum of input and
output arcs.

Recognizing the importance of balancing perspectives to achieve an adequate
model, we propose a ranking mechanism that aggregates all dimensions. Table 2
provides an example of the ranking to identify the best discovery technique
for a single event log. The log L is submitted to three discovery algorithms
(A1, A2, A3), then three quality metrics (Q1, Q2, Q3) are extracted using the
discovered model. Following, a positional rank is built for each metric considering
the performance of the algorithms (RQ1 , RQ2 , RQ3), that is, algorithms are
assigned to a position based on the comparison within them. A final rank (R)
is produced by averaging the metrics ranks, i.e., the mean of {RQ1 , RQ2 , RQ3}.
The lowest R is selected as the best discovery algorithm because it minimizes
the average rank position, thus maximizing the quality criteria. In our example,
R(A1) is 1.75, R(A2) is 1.5, and R(A3) is 2.75. Thus, we can conclude that A1

is the discovery algorithm that produces the best model for log L. Therefore,
when building the meta-database, A1 is the meta-target associated with log L.
Depending on the analytical goal, alternative quality metrics could be included
or alternative weights could be assigned to the obtained ranks. To exemplify this
possibility, in our work we consider discovery time as a quality dimension.
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Table 2. Example of ranking algorithms. The final rank (R) is generated from the
average rank of each quality dimension. In this example, A1 is the recommended dis-
covery technique for log L as it maximizes the quality metrics, i.e., produces the lowest
R value.

Log Algorithm Q1 Q2 Q3 RQ1 RQ2 RQ3 R

L A1 1 0.27 0.93 1 2 1 1.33

L A2 0.98 0.38 0.91 3 1 2 2

L A3 0.99 0.2 0.9 2 3 3 2.67

3.6 Meta-model

In the final step of our experiment, a machine learning algorithm, the meta-
learner, is employed to induce a meta-model using the meta-database. Once the
meta-model has been created, any event log can be linked to the recommended
PD algorithm by extracting its meta-features and consulting the meta-model.
For this experiment, we used a Random Forest [8] classifier due to its well-
known stability. A holdout strategy was applied to divide the meta-database
into train and test sets, using a 75%/25% split. In generating the meta-model,
we performed a 30-fold cross-validation to reduce the influence of outliers. We
note that the meta-database, as tabular data, represents a classification problem
modeled using traditional machine learning techniques. The use of deep learn-
ing is not feasible as (i) it requires a huge amount of instances (hundreds of
thousands) and (ii) the data are not sequential.

4 Results and Discussion

Figure 4a reports the discovery algorithm’s average position across all event logs
considering the five quality criteria. These results already confirm theoretical
findings. For instance, IM’s fitness takes the three first positions. Both IMd and
IMf do not guarantee perfect fitness; still, they perform better than AM and
HM. Considering that IMd does not partition sub-logs, such an important char-
acteristic of its predecessor, the fitness result is good. Although IMf incorporates
the eventually-follows relation, it performs worse than IMd from a fitness per-
spective. HM and AM follow with 3.1 and 4.9 average positions. AM is by far the
worst-performing algorithm for fitness purposes, a problem recognized since its
inception. The inability to deal with incompleteness and weakness in handling
noise has a high toll on fitness performance. Another explanation for the IM
family overcoming HM and AM is that IM algorithms produce a sound model,
while HM and AM do not have this guarantee.

Positions change considerably when evaluating precision. AM becomes the
algorithm with the best performance (1.4), followed by HM (1.8). IMf, IM, and
IMd come next, averaging 3, 3.9, and 4.7, respectively. The IM family performs
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poorly in precision due to its extensive use of hidden transitions, which con-
tributes to creating underfitting models. On the contrary, AM and HM hold
superior control of the escaping edges, strengthening the precision values.

From the generalization perspective, IMf is the best algorithm (1.7), closely
followed by AM (1.9). These algorithms excel in generating balanced models
where different regions are similarly visited during trace replaying. Particularly,
IMf’s ability to remove infrequent behavior reflects in good generalization val-
ues. Indeed, including low-frequency traces in the model hurts the generalization
capabilities. IM, IMd, and HM averaging 3, 3.6, and 4.6 are the worst-performing
discovery algorithms in this dimension. Simplicity is an index that uniquely
depends on the model and it rewards conciseness. Again, IMf is the best per-
forming method (1.4) thanks to its cleaning procedures that remove infrequent
behavior. IM and HM follow averaging 2.5 and 2.8, and IMd and AM produce
the most complex models, averaging 4 and 4.2, respectively.

(a) Metrics ranking. (b) Recommendation performance.

Fig. 4. a) Discovery algorithms ranked across all event logs considering each dimen-
sion. b) Our approach obtained an average accuracy of 0.76 and an F-score of 0.76.
Given event log features, the method indicate the discovery algorithm that maximizes
model quality. This experiment compares five discovery algorithms using five quality
dimensions (fitness, precision, generalization, simplicity and time).

Time analysis tends to benefit simpler algorithms as they require fewer steps
to generate a model. This explains why AM has the best time performance,
averaging 1.6. IMd comes after (2) since its primary design purpose is focused
on time improvement. HM, a more robust algorithm, comes third with 2.9 as the
average. Lastly, IM and IMf average at 3.6 and 4.9. These two algorithms are
the slowest as they demand a multi-pass recursive analysis of the log. Especially,
IMf spends more time due to additional steps to remove infrequent behavior.

Following, we evaluate the meta-model’s efficiency to recommend the best
discovery method for a given event log. Not having other literature references, we
used majority voting and random selection as baseline approaches, employed for
comparison reasons. Majority voting works by indicating the class that appears
most frequently in the meta-database, i.e., the algorithm that appears most fre-
quently in the first position of the rank function (R) considering the complete
meta-database. Random selection is a method that randomly chooses one of
the five process discovery techniques. That is, given a meta-instance, the ran-
dom selection approach arbitrarily associates it to one of the five meta-targets.
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Both baselines are useful comparisons. From the machine learning perspective,
majority voting is valid as it sets the minimum performance threshold. Compli-
mentarily, the random selection approach simulates a practitioner that makes a
non-guided choice of a PD algorithm.

Performance metrics are computed by comparing the ground-truth label,
i.e., the best discovery algorithm and the recommended algorithm. Figure 4b
presents the results for all methods, which were measured using the accuracy
and F-score metrics. Our approach demonstrates a viable solution for recom-
mending discovery algorithms with an average accuracy of 0.76 and an F-score
of 0.76. The majority method has the next best accuracy (0.34), followed by the
random method (0.2). Regarding F-score, random selection reaches 0.22 while
majority voting stays at 0.18. The advantage of applying MtL in comparison
to unintelligent approaches is clear. More importantly, the experiment confirms
the relationship between event log characteristics and model quality depending
on the discovery technique. Instead of simply applying the algorithm that ranks
better according to the majority criterion, we can provide a guided decision
based on the process behavior.

After meta-model learning, the Random Forest provides an importance mea-
sure to quantify the contribution of each meta-feature provided to the classifi-
cation output. Figures 5a and 5b show that among the most influential features
(Fig. 5a), there is a high predominance of the entropy family, namely, k -block
difference, Lempel-Ziv, trace, and k -nearest neighbor. The entropy features were
designed to capture log complexity and, more specifically, structuredness. Activi-
ties appear as the second most important group, with the 25th percentile ranking
as the most informative feature. The activity and entropy groups are correlated
as both rely on activity information. Trace variants are the last group among the
top 10 most influential features with the number of unique traces. These results
highlight that high-level descriptors for event logs can aid in determining the
best discovery algorithm. Regarding the least influential features (Fig. 5), trace
length-based features have the most appearances. These results indicate that
both the number of traces and trace lengths are the worst features to describe
business process behavior for the discovery problem.

(a) Top 10 features (b) Bottom 10 features

Fig. 5. Features relevance to induce a meta-model recommending a discovery
algorithm.
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4.1 Relating Problem, Feature and Algorithm Spaces

In the next experiment, we employed a leave-one-out cross-validation (LOOCV)
strategy for testing the meta-model. The LOOCV approach consists of infer-
ring a model using all instances except one, then testing the prediction in the
instance excluded from training. The process is repeated for all instances. This
way, a model is learned and tested #MI times, with #MI being the number of
meta-instances. This analysis produced 0.78 in both accuracy and F-score. These
results go in line with the previous experiment (see Fig. 4b), again confirming
the method’s robustness. Here we also evaluated more closely the performances
related to specific meta-targets. For example, IMd was the most challenging
class to identify, reaching an F-score of 0.09. This extreme performance is due to
the low number of appearances as a meta-target (only 13 meta-instances were
matched to IMd). Obviously, the meta-model was unable to learn the event
log profiles associated with IMd, given the small set of examples to general-
ize. Performance changes considerably for HM and IM with 0.71 and 0.73 as
F-score, respectively. HM is not an easy meta-target to recognize since it usually
produces models that balance well the analyzed quality criteria. However, very
rarely it maximizes the performance in one of the criteria. IM can potentially
be misidentified due to its proximity to other methods from the same family.
The best individual performances were reached by IMf and AM with F-scores
of 0.79 and 0.86. The meta-model can more easily associate meta-instances with
these methods, meaning that event log behaviors that match such algorithms
were better captured by the framework.

Furthermore, we applied a dimensionality reduction technique to better visu-
alize the meta-instances in the feature space. For that, we employed the Principal
Component Analysis (PCA) algorithm [27]. Figure 6 shows the resulting feature
space reduced to two dimensions. First, we note that one Principal Component
(PC) explains 55.11% of data variance while the second PC explains 30.53%
variance. These results indicate that most data correlations were preserved after
the dimensions were reduced. Regarding class separation, we can observe that
AM, IM, and IMf are the most identifiable meta-targets. This explains why in
the LOOCV experiment, these three meta-targets obtained the best F-scores.
AM is spread across PC1 with an evident distance from other classes. When
combining PC1 and PC2, we observe that IM and IMf are also recognizable.
In a particular region, several instances of different classes overlap. This behav-
ior is due to (i) information that supports the mapping of this region was lost
during the dimensionality reduction and (ii) lack of meta-features that capture
additional behavior in the problem space. Figure 6 also depicts the correct and
incorrect predictions in the LOOCV experiment. As the feature space shows,
recommendation errors occur across the whole space, and no particular pattern
was identified. Overall, the PCA analysis shows that meta-features were able
to differentiate the processes’ behaviors. Considering the limited dimension of
the problem space, increasing the number of meta-instances and meta-features
will probably lead to better class separation, hence, better recommendation
performances.
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Finally, we also applied a complexity analysis to complement the evaluation
of class separation based on the work of Lorena et al. [17]. The Directional-
vector Maximum Fisher’s Discriminant Ratio (F1v) metric searches for a vector
that can separate classes after instances are projected in the hyperplane. F1v
is bounded by (0, 1] interval with lower values indicating simpler classification
problems. When applied to our meta-database, we obtain an F1v of 0.12, indicat-
ing that the classification problem (modeled using the meta-learner) is simple.
The classification problem can only be simple because the f(x) ∈ F function
preserves most of the behavior in the problem space when mapping instances into
the feature space. In other words, our set of meta-features has a comprehensible
quality. We also assessed the Ratio of Intra/Extra Class Nearest Neighbor Dis-
tance (N2) metric, which aims at capturing the shape of the decision boundary
and class overlap. N2 relates the intra- and extra-class distances by comparing
each instance to its closest sample from the same class and closest sample from
another class. Ideally, instances from the same class should be closer between
them than from instances from other classes. The N2 for our meta-database is
0.35 (optimal value is 0), indicating a simpler problem where the overall dis-
tance for different classes is higher than the overall distance to the same class.
Although pointing to a simpler problem, N2 indicates that there is indeed some
overlap between classes, which is corroborated by the PCA analysis (Fig. 6).

Fig. 6. Reduced feature space after applying PCA. Meta-targets have different coloring,
while shapes indicate if the model correctly predicted the meta-target.

4.2 Threats to Validity

A crucial aspect of an experimental design is internal validity. Mendling et al.
[18] stated that a research design is internally valid when its manipulation is
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causally responsible for an observed effect. Therefore, randomization is often
adopted to avoid the injection of confounding factors through data selection.
In our experiment, one could argue that the training dataset, although wide,
may contain unidentified bias due to the unbalanced representation of some log
profiles. To confute this conjecture we compared the results obtained in our
first experiment, illustrated in Fig. 4b, to the results that can be obtained by
resampling the dataset. In practical terms, we divided the meta-database into
10 bins considering the activities q1 meta-feature since it showed a considerable
representational capability as the best-ranked descriptor (see Fig. 5a). Then, by
randomly selecting a fixed number of samples per bin, we created a resampled
meta-database, which was submitted to the same testing pipeline. Table 3 shows
the accuracy and F-score performances considering the increasing size of sampled
instances from each bin. As the number of selected meta-instances increases,
accuracy and F-score also increase, converging to the performance obtained using
the complete meta-database. This confirms the validity of our approach that,
using cross-validation, was able to generalize well.

Table 3. Resampling experiment performance.

#Samples per bin 5 10 20 30 40 50

Meta-database size 42 82 148 198 246 286

Accuracy 0.54 0.6 0.67 0.7 0.72 0.72

F-score 0.49 0.56 0.64 0.68 0.71 0.71

5 Related Work

Most literature regarding the evaluation of process discovery algorithms aims
to compare these techniques rather than selecting the most suitable for a given
event log. In general, these frameworks create a knowledge base to support the
comparison of different discovery techniques using real and synthetic event logs.
An approach to recommend process discovery techniques for event logs is pre-
sented in Ribeiro et al. [24]. The authors propose a solution using a portfolio-
based algorithm selection strategy to feed a recommender system. The portfolio
is built using 12 log features and tested in 13 event logs. A subsequent problem
was studied by Ribeiro et al. in [23] where the authors proposed a methodology
based on a sensitivity analysis technique to evaluate the impact of parameter
setting on process discovery algorithms. With the goal of computing model sim-
ilarity among different techniques, Wang et al. [31] presented an approach based
on behavioral and structural measures of process models. The information gen-
erated in the evaluation step supported the recommendation of PM algorithms.
However, the need for high-quality reference models poses an important con-
straint to this technique. Alfonso et al. [21] constructed a knowledge base using
standard model features such as control-flow patterns, invisible tasks, and infre-
quent behavior. The goal is to propose a group of classifiers that could associate
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features with predefined quality metrics the extracted models have to satisfy.
However, the recommendation approach is based on model features, which are
not available in scenarios where there is no gold model. On the other hand, our
approach is suitable in more general scenarios since it is unsupervised, meaning
it does not rely on model features (our meta-features are extracted directly from
event logs).

Research developed in [24] is the most closely related to this article. The
authors framed the problem from a portfolio-based selection perspective while
we use MtL. We build upon this original contribution by scaling the set of log
features and instances. Moreover, we rely on a single model for recommendation
while the reference work builds several models, with a negative impact on com-
puting resource consumption. Finally, we leverage the problem formalization,
enabling the application of a different set of experiments to study the discov-
ery algorithms and the discovery problem. This construction paves the way for
analyzing the relationship between process behavior, discovery algorithms, and
quality criteria (as seen in Sect. 4.1).

6 Conclusion

Discovering a model for an event log is a difficult task due to the many available
algorithms and characteristics of business processes. This work proposes an MtL
approach to map event log profiles, discovery algorithms, and quality criteria.
We propose a set of 93 meta-features extracted from the event logs to capture
the behavior of the process at different levels, such as activity, trace, and log.
Using MtL, we show that it is possible to take advantage of the quality of the
process model by automatically recommending the appropriate discovery algo-
rithms, answering RQ1. The best-fitting discovery method is one that maximizes
output quality based on a set of metrics. Our approach correctly assigns the best
technique with 76% of accuracy in scenarios of five discovery algorithms. Overall,
the method confirms the results previously discussed in the literature, but our
research design provides a more rigorous evaluation of them and reveals more
details on feature importance. Due to space limitations, we did not demonstrate
the ability of our framework to provide information for each specific event log.
However, the framework can identify the recommended algorithm for each event
log and which features triggered the suggestion. Furthermore, the proposed MtL
approach is highly extensible, allowing the possibility of adding more features,
discovery algorithms, and quality metrics. This way, our approach paves the way
for a set of experimental analyses that can further verify how generalizable is the
relationship between PM tasks and event log features. For instance, we showed
that entropy and activity-related features are the most important in describing
log behavior for the process discovery problem, answering RQ2. As future work,
we plan to increase problem, feature, algorithm and performance spaces to com-
prehend how more complex scenarios can impact MtL performance. Further, we
also aim at investigating optimization techniques to increase the quality of the
recommendations.
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Walid Gaaloul1, and Emmanuel Bertin2

1 Telecom SudParis, Institut Polytechnique de Paris, Paris, France
2 Orange Labs, Paris, France
tiphaine.henry@orange.com

3 Grenoble INP - Phelma, Grenoble, France

Abstract. Blockchain has been proposed as a trusted execution system,
ensuring business process execution integrity and transparency. Smart
contracts can manage the task or workflow execution and the allocation
of tasks in a decentralized and reliable fashion. Nonetheless, blockchain
transactions are public and accessible to their participants, and the issue
of privacy is a well-known issue of blockchain systems for business pro-
cess management. In the example of a service payment occurring after a
sealed-bid auction, participants may not be willing to reveal the value of
the accepted bid to other competitors. In this paper, we leverage smart
contracts and a bank that manages per-collaboration payment tokens.
The tokens are backed with fiat money with a conversion rate that is kept
secret between payment partners and the bank. Hence, partners benefit
from the interests of smart contracts such as autonomous programmable
payment while preserving the confidentiality of the payment value. We
implement this protocol in a real-world setting to demonstrate the app-
roach’s feasibility, and we carry on quantitative experiments to confirm
the validity of the protocol.

Keywords: Smart-contracts · Privacy-preserving payment · Tokens

1 Introduction

Providing privacy and auditability of payment on blockchain systems has been a
subject of concern in the literature since the beginning of bitcoin and cryptocur-
rencies [1], and most especially in the context of business process collaborations.
Indeed, smart contracts can realize the binding and manage service completion
for business process traceability, and automation purposes [2,3].

Such smart-contract-mediated collaborations often take place in a competi-
tive environment where competitors agree on using the same blockchain to gain
economic costs. For example, competitors may bid for a service provisioning
managed by a smart contract. Hence, privacy of sensitive information is at stake
and must be ensured to foster the adoption of these systems.
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Additionally, auditability of the assignment and payment decisions are neces-
sary to ensure trust in the system. If a claim occurs, participants must be able to
rely on a tamper-proof database storing the history of services. If the blockchain
ledger tamper-proof storing facility facilitates auditability by providing a trust-
worthy settlement log for auditing services, it goes against the imperative for
privacy in competitive environments.

The need to enforce both privacy and auditability is especially salient in the
case of blockchain-based payments. Indeed, a payment in cryptocurrency reveals
the winning bid pricing, though the winning service provider may not wish to
disclose pricing information to competitors [1]. Competitors can thus retrieve
strategic positioning information or trading secrets. Hence, both auditability
and privacy appear necessary at the binding and payment stages.

In the literature, ensuring privacy often implies cutting down on auditability
by a third-party [4].

Among approaches focusing primarily on privacy stand private payment
channels ([5–9]) though they offer limited [5] to no auditability. Mixing strate-
gies such as in [10–13] for UTXO (Unspent transaction output) models [14], and
[15] for account-based models have been proposed to anonymize transactions.
Nonetheless, no focus on auditability is provided in these papers, except for [10]
which proposes a retroactive auditability function that nonetheless, but provides
only partial traceability of transactions.

Some approaches aim at reconciling privacy imperatives with auditability
by leveraging encryption technics. In [16–18], semi homomorphic encryption
and zero-knowledge proof schemes are combined to hide the transaction value,
sender, and receiver identity. Following the same approach, a set of papers ([19–
25]) also provide auditability functionalities. Nonetheless, zero-knowledge proofs
and semi-homomorphic encryption come with computation issues. Additionally,
semi-homomorphic encryption comes with complicated encryption key manage-
ment.

Additionally, a middle-ground trust hypothesis considers banks as reliable
proxies for payments to palliate a complex blockchain and key management setup
scheme. Hence, in [26,27], banks are leveraged as trustworthy intermediates to
carry on on-chain payments. Cryptography technics such as zero-knowledge proof
can moreover ensure privacy [27]. Nonetheless, in both approaches, auditability
is not directly addressed.

The following research question thus arises: (RQ) How to implement a simple
decentralized token payment system building on banks as trustworthy proxies that
preserves privacy while offering public auditability?

We propose a solution that uses a bank and a per-collaboration payment
token linked to a random value to address this research question. Parties can use
per-collaboration tokens to proceed to multiple payments while preserving the
values’ privacy. Token payment can be programmed to verify conditions coded in
a smart contract, put into escrow, and carry partial payment. Additionally, token
transactions can be audited trust-worthily by external peers as they are stored
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on-chain. We demonstrate our approach’s feasibility through an implemented
prototype and its effectiveness via experiments.

The remainder of this paper is organized as follows. Section 2 introduces key
concepts about blockchain. Section 3 presents our motivating example. Then,
Sect. 4 reviews related work. In Sect. 5, we describe the proposed mechanism.
In Sect. 6, we validate our approach by building a prototype and carrying out
experiments on the prototype. The paper concludes with Sect. 7.

2 Preliminaries

Blockchain is a decentralized peer-to-peer ledger that keeps track of transactions
between users. Figure 1 illustrates the ledger: it consists into a linked list of blocks
storing validated transactions. Blocks are linked together using the former block’s
hash, following a Merkle tree structure. Consensus algorithms such as proof-of-
work, or proof-of-stake, regulate the chain’s growth by verifying transactions
and discarding invalid transactions. Additionally, cryptography rules ensure the
pseudo-anonymity of users. Blockchain networks can be open (i.e., any user can
join the network and become a transaction verifier, referred to as a miner) or
permissioned (participation is limited to pre-identified users).

Fig. 1. Illustration of a segment of the blockchain ledger (blocks 46-49)

Smart contracts are deterministic scripts executable on a blockchain network
to execute predefined functions. The smart contract, publicly stored in the ledger,
autonomously runs contractual terms without calling any third party. Smart
contracts are deployed in the blockchain ledger and replicated among blockchain
participants: they are executed by each node of the network. If all conditions of
the smart contract are verified by all nodes, then the transaction is executed and
validated (i.e., appended to the chain). Functions implementing the contractual
terms can be triggered by (1) pseudo-anonymous users can trigger the contract
to execute functions or by (2) a triggering event such as a market price level
in exchange for transaction fees. The fees are used to compensate transaction
validators for computing power. As a benefit, regulators can access the history
of transactions stored in blockchain logs and serves a trust basis.

Smart contracts can implement and manage blockchain tokens. These tokens
can have multiple uses [28]: payment tokens, equity tokens, or cryptocurrency
tokens, to name a few. With tokenization [29], tokens encapsulate sensitive data
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and lower risks of exposure and sensitive information leakage. The Ethereum
blockchain introduces the token smart-contract standard [30]. This standard
refers to the list of functionalities implemented by a smart contract for token
management. Smart contracts create a new type of token by setting the total
number of token supplies, the number of decimals of the token, its name, and
its symbol. It also manages the tokens’ first allocation from a token generator
to participants while verifying the total number of token supplies limit. It keeps
track of the token balance of participants and manages the transfers among
participants.

3 Motivating Example

Fig. 2. Sequence diagram of a blockchain-based service payment

Figure 2 illustrates a sequence diagram for a blockchain-based delivery service,
where the blockchain acts as a trustworthy and autonomous allocation service
and settlement [31]. In this setting, a client requests a carrier to the resource
binding smart contract for a shipment (step 1). The resource-binding smart
contract compares the QoS of competitors and allocates the delivery service to
one of the carriers (step 2). It sends an event notification to notify participants of
the binding. Participants listening to the event will thus be notified (steps 3-6).
The delivery service occurs off-chain (step 7), and the carrier requests his pay
(step 8). The smart contract reallocates the service funds put in escrow to the
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carrier blockchain account (step 9). It sends a payment notification (e.g., under
the shape of an event (steps 10-13)), the payment being recorded as a transaction
in the ledger. Hence, an auditing service can access the payment transaction, e.g.,
assess compliance with regulation laws or ease claim resolution.

Nonetheless, the payment value is accessible to carrier competitors (step
12). For example, competitors could use this information to renegotiate contract
terms with the client, which would hamper the adoption of a blockchain-based
solution. Consequently, the payment should remain confidential to avoid any pri-
vacy leakage in such a competitive situation. Hence the following question arises:
how to carry on a privacy-preserving payment while ensuring the auditability of
the payment transactions?

4 Related Work

In permissionless blockchains, private payments can be reached using mixing ser-
vices. Cryptocurrency assets are mixed, anonymizing transactions and discon-
necting the sender from the receiver. For example, Dash implements a decentral-
ized mixing service coupled with a chaining facility on bitcoin [10]. Nonetheless,
Bitcoin does not provide smart contracts: programmable payments are unavail-
able. Additionally, auditability is computationally intensive due to using an
ahead-of-time decentralized trustless mixing strategy. SilentWhispers [15] also
leverages a mixing facility as payment is processed using intermediary nodes.
Additionally, temporary and long-term encryption keys are used for internode
payments. By so doing, transactions are not linkable, i.e., it is not possible to
backtrack transactions history, thus hampering auditability. Nonetheless, the
key management scheme adds complexity to the payment scheme. Finally, Mon-
ero [11] proposes a mixing technique coupled with ring signature to hide both
payment issuance and value. Nonetheless, an issue arises regarding the ring sig-
nature’s size, which impacts the transaction sizes directly and processing speed.
Several works tried to address this limitation, such as [12] and [13] but, similarly
to Bitcoin, no smart contract facility is provided in Monero.

Alongside mixing strategies, encryption and zero-knowledge proofs protocols
can enforce the privacy of payments.

Zerocash [16], based on bitcoin, uses zk-SNARKs to hide the payment’s
sender, receiver, and amount. Users pay each other privately while correspond-
ing anonymized transactions are stored on-chain. This method requires a trusted
setup, and transaction generation is computationally expensive (two minutes
are necessary to generate a transaction using zero-knowledge proof according
to [13]). Several extensions to Zerocash have been proposed in the literature
to add an auditability layer: [21] adds an accountability layer to audit trans-
actions and enforce spending limits, and [22,23] propose partial anonymity
for auditability using anonymity sets, coupled with El Gamal encryption and
Schnorr zero-knowledge proofs. Audits can occur in a permissioned setting using
verifiable public-key encryption. As a downside, the anonymity set depends on
the set’s size, and an encryption key management system is necessary to manage
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auditability. Additionally, all these solutions are based on Bitcoin, and partial
payment is not provided.

Another strategy consists of hiding payment content using various semi-
homomorphic schemes (Pedersen commitment, Paillier, or El Gamal algorithms)
and zero-knowledge proofs [18,24,25,32]. Often, Pedersen commitments encode
the amount and types of assets to be transferred. Zero-knowledge proofs show the
validity of a transaction once it has been processed. For example, Zerocoin [18]
converts bitcoins into zero coins that offer anonymity using Pedersen commit-
ments and zero-knowledge proofs. Additionally, the zerocoins can be reconverted
into bitcoins without any origin leakage. Nonetheless, Zerocoin does not offer
auditing facilities, and focuses on Bitcoin, hence does not offer smart contract
facilities. MiniLedger focuses on a permissioned account-based blockchain, aim-
ing for banks as end-users [24]. It uses Pedersen commitment and NIZK proofs
to hide transaction values, senders and recipients. Each bank-to-bank collabora-
tion, i.e., a transaction from one bank to another, uses a unique encryption key
to decipher their assets privately. Additionally, storage costs is independent on
the number of transactions as MiniLedger leverages pruning technics.

Nonetheless, due to Pedersen commitment schemes, off-chain systems must
transmit the openings of outgoing commitments, which complexifies the design
and adds a layer of trust to senders. Additionally, if one user fails to open
one commitment, its account will be unusable [25]. To circumvent the Pedersen
commitment issue, Pretty Good Confidentiality (PCG) [25] proposes twisted El
Gamal encryption and zero-knowledge proof. They offer to display transactions
and public keys on the ledger for auditability. However, it is impossible to collect
amounts or provide partial payments forcibly.

Several papers use privacy-preserving payment channels [5–9]. [5] proposes
token payment schemes in a private blockchain consortium. A private blockchain
acts as the interoperability domain issuing tokens. The banks use private pay-
ment channels built on this master blockchain to allocate transactions. Only the
transaction hash, without further transaction details, is recorded in the master
blockchain to preserve privacy. Hence, only banks involved in a transaction can
access the details. As a limitation, private channels complexify the information
system as each bank needs to open several channels to proceed with payments
with other banks. In [6,7], the Chameleon hash function guarantees that users
cannot track payments under the condition that at least one intermediate pay-
ment node is honest. Nonetheless, an issue arises if intermediate nodes collude
with each other. In [8], authors leverage Elliptic curve cryptography to hide
transaction content. In [9], payment is processed off-blockchain in private pay-
ment channels using an untrusted intermediary. Nonetheless, in both approaches,
auditability is not provided.

Another strategy uses trustworthy intermediaries to decipher encrypted pay-
ments and proceed to payments privately. In Bolt [26], the focus is set on interme-
diated payments carried on the Bitcoin blockchain. Privacy-preserving payment
channel schemes are presented, including one leveraging trusted intermediaries.
Solidus [27] offers a privacy-preserving protocol for asset transfer in intermedi-
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ated bilateral transactions. Banks act as mediators or proxies to hide transaction
graphs and values in this system. They do so using ORAMs (oblivious random
access machines, which prevent servers from learning about data [33]) coupled
with zero-knowledge proof. Nonetheless, no dedicated auditing functionality is
proposed, though banks can open the content of relevant transactions upon
request.

In summary, several approaches using private payment channels ([5–9]) to
ensure privacy and scalability when transactions increase, but they offer lit-
tle [5] to no auditability. In [16–18], semi homomorphic encryption and zero-
knowledge proof schemes are combined to hide the transaction value, sender,
and receiver identity. Following the same approach, a set of papers ([19–25]) also
provide auditability functionalities. Nonetheless, zero-knowledge proofs and semi
homomorphic encryption comes with computation issues. Additionally, semi-
homomorphic encryption comes with complicated encryption key management.
Mixing strategies such as in [10–13] for UTXO models, and [15] for account-
based models have been proposed to anonymize transactions. Nonetheless, no
focus on auditability is provided in these papers, except for [10] which pro-
poses a retroactive auditability function. Nonetheless, this auditability facility is
computationally expensive, and Dash does not offer smart contracts, hence no
partial or programmable payment. In [26,27], banks are leveraged as trustwor-
thy intermediates to carry on on-chain payments. Cryptography technics such
as zero-knowledge proof in [27] ensure privacy.

This paper proposes a solution leveraging banks as trustworthy intermedi-
aries, managing random-value payment tokens. Transactions take place on-chain
and are stored in the ledger, hence offering auditability. Nonetheless, the actual
payment value is not accessible on-chain, providing privacy. Using tokens avoids
expensive zero-knowledge proofs computations or encryption key management.

5 The Approach

5.1 Overall Approach

Figure 3 presents the four stages composing our approach. The first stage consists
of initializing the single-use payment token smart contract. The value assigned
to the payment token is set randomly and provided off-chain to payment par-
ticipants during this stage. The second step consists of giving payment tokens
to the payment sender willing to pay the payment receiver confidentially for a
service. The third stage consists of the privacy-preserving service payment using
payment tokens put into escrow in the smart contract. The last step consists
of the payment token smart contract settlement once the collaboration between
the payment sender and the receiver terminates.
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Fig. 3. Privacy-preserving smart contract payments with a bank: main stages

5.2 Payment Token Smart Contract Initialization

Fig. 4. Sequence diagram of the payment token smart contract initialization

Figure 4 shows the sequence diagram of the payment token initialization.
First, the payment receiver asks the smart contract manager, referred to as

“Bank Contract” for a new collaboration token (Fig. 4, step 1). The transaction
contains the blockchain public key of both payment sender and receiver (respec-
tively pksender and pkreceiver), which serves as a unique identifier for keeping
track of the payment history.

Bank Contract emits an event stipulating that a new payment token should
be issued between the payment sender and payment receiver (Fig. 4, step 2).
Participants who are listening to the smart contract (namely, the bank, the
payment receiver, and the payment sender) will thus be notified of this event.

Algorithm 1 presents the structure of the payment channel C declared into
the smart contract. C is defined as a struct comprising the following elements:
(i) the service status (INIT when the channel is initialized, DONE when the
service is done and waits to be paid, CLAIM if a claim occurs regarding the
service delivery, and PAYED once payment has been fulfilled) (ii) the payment
sender, the payment receiver, and the token contract blockchain addresses (iii)
the token supply, i.e., the total number of tokens to generate (iv) the claim ratio
used to reallocate tokens put into escrow if a claim occurs (v) the target block,
that is, the delay given to the payment sender to trigger a claim using the smart
contract, and (vi) the token amount, set upon a service request trigger.
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Algorithm 1: Payment Channel structure
1 Struct C contains

// declare participants and token addresses

2 address pksender;
3 address pkreceiver;
4 address pktoken;

// declare payment channel parameters

5 uint tokenSupply;
6 uint claimRatio;

// declare payment

7 serviceStatus status // { INIT, DONE, CLAIM, PAYED }
8 uint targetBlock;
9 uint tokenAmount;

Upon receiving the event asking for a payment channel creation, the bank
initializes the new payment channel (Fig. 4, step 3), deploys the payment token
smart contract on-chain (Fig. 4, step 4) and emits an event to confirm the cre-
ation of the token smart contract (Fig. 4, step 5). Algorithm 2 presents the
initPaymentChannel function which comprises steps 3-5 of Fig. 4. The smart
contract first verifies that the identity of the transaction sender corresponds to
pkbank (line 2). It then creates a payment channel struct (line 3) and initializes
each parameter of c (lines 4-12). Service status is set to INIT (line 8). The tar-
get block is computed based on the claim time forwarded to the bank contract
(line 9). The smart contract triggers the token contract factory to generate a
new token contract (line 11): it does so by specifying the owner of the tokens
(pkbank), as well as the token supply. The address of the generated token contract
is saved into c (line 12). The smart contract then adds c to the list of registered
tokens (line 13), and notifies with an event that the token creation succeeded
(line 14).

Afterwards, the bank generates a random value α that is confidentially
assigned to the payment token value (Fig. 4, step 6). The payment token will
be used to issue payment tokens to interested payment senders and manage pay-
ment token transactions; token smart contract payment tokens will be used as
stable coins following the exchange rate 1TKN=α. Among token smart contract
payment token transactions are (i) putting payment tokens into escrow when
service is ongoing and (ii) allocating them to the interested participants when
the service terminates.

The bank database references the random value α and the associated token
smart contract payment token (Fig. 4, step 7). Afterward, the bank notifies the
involved participants of the token smart contract deployment and its associated
random value (Fig. 4, step 8-9).
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Algorithm 2: Onchain initialisation of a new payment channel
Data: channels list of payment channels

1 Function
initPaymentChannel(pksender, pkreceiver, tokenSupply, claimRatio, claimTime):

// VERIFY SENDER IDENTITY

2 require(msg.sender == pkbank);
// GENERATE NEW PAYMENT TOKEN

3 C c;
4 c.pksender ← pksender;
5 c.pkreceiver ← pkreceiver;
6 c.tokenSupply ← tokenSupply;
7 c.claimRatio ← claimRatio;
8 c.status ← serviceStatus.INIT ;
9 c.targetBlock ← block.number + claimTime;

10 c.tokenAmount ← 0;
11 Token t ← new Token(pkbank, tokenSupply) // generate token contract

and fetch address

12 c.pktoken ← t.pk // set token address

13 channels.push(c) // save channel

14 emit event(”token created”, pkbank, pksender, pkreceiver);

15 End Function

As a side note, participants can initiate several payment tokens: tokens will
be referenced based on the public address of the token smart contract pktoken.

In our motivating example, we suppose α = 0.5€. The bank deploys the
token smart contract and generates a total supply of 50 payment tokens. As a
side note, the total amount of tokens is set to provide enough tokens during
the payment process. It is set independently by the bank in this use case, but
it could be set based upon negotiation between the payment sender and the
payment receiver. The bank will save the token smart contract conversion rate
coin value off-chain in its database. The participants involved in the confidential
transaction, here the carrier, and the logistician, are noticed off-chain of the
payment token value 1TKN = 0.5€.

In this approach, payment token transactions are publicly accessible as they
consist of public transactions stored on-chain. Nonetheless, their value remains
confidential as it is linked to a random number by the bank. The tokens are
backed with fiat money with a secret conversion rate: only the bank and partic-
ipants will know the value of the tokens exchanged.

5.3 Request Payment Tokens

The next step consists into payment token issuance to the participant wishing
to pay the payment receiver for a service.

First, the payment sender pays off-chain the bank in fiduciary money while
specifying pktoken, in exchange for token smart contract payment tokens. The
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bank generates the conversion between the provided amount in fiduciary money
and the payment token value using the payment token value stored in the bank
database referenced using the token payment on-chain address pktoken. It obtains
a quantity of n payment tokens. The bank asks the payment token to transfer
these n payment tokens to the payment sender blockchain address.

In our motivating example, if we suppose the sum paid to the bank equals
10€, and α = 0.5€, then the bank will ask the payment token smart contract
to transfer 20 payment tokens to the blockchain address of the logistician.

5.4 Service Payment

Fig. 5. Service fulfillment

Let tokenAmount be the token equivalent to the price of the service agreed upon
by the payment receiver and the payment sender.

Figure 5 presents the sequence diagram of the service payment. Once the
payment tokens are transferred (c.f. Subsect. 5.3), the payment sender launches
the payment transaction request (Fig. 5, step 1). It does so by specifying the
number of payment tokens tokenAmount to be escrowed by the smart contract.
The bank smart contract will transfer these tokens to the payment receiver
once the service terminates. The payment sender first authorizes the transfer
of tokenAmount from its token balance to the bank contract balance using the
allocate function (Fig. 5, step 2). The bank contract then verifies whether the
payment sender has enough tokens (e.g., whether tokenAmount � n) using the
allowance function (Fig. 5, step 3). If there are not enough payment tokens, the
transaction is reverted (Fig. 5, step 4).



234 T. Henry et al.

Fig. 6. Settlement of the payment channel and token deactivation

Else, the transaction proceeds: the bank contract asks the token smart con-
tract to escrow tokenAmount from the payment sender balance (Fig. 5, step 5).
Upon service completion, the payment receiver notifies the bank contract of the
contract fulfillment (Fig. 5, step 6). The payment sender can trigger a claim dur-
ing the claim time. If the service is well fulfilled, the bank smart contract asks the
token smart contract to transfer entirely tokenAmount to the payment receiver
balance (Fig. 5, step 7). If a claim occurs during claim time, the bank contract
proceeds to a partial transfer following the penalty factor claimRatio < 1 defined
at the initialization of the payment channel. If a claim occurs, the penalty factor
is applied to the number of payment tokens transferred: e.g., if i = 0.4, then only
40% of the tokenAmount payment tokens are transferred to the payment receiver
(Fig. 5, step 8). Remaining payment tokens e.g. (1-i)x = 0.6x are transferred back
to the payment sender balance (Fig. 5, step 9).

As a side note, several payment token transactions can be executed between
the payment receiver and the payment sender in a privacy-preserving fash-
ion. Each payment transaction provides to auditors the transaction timestamp
(when), the number of tokens exchanged (what), and the sender and receiver
pseudonymous addresses (who). By so doing, a compromise is reached between
full confidentiality (e.g., by losing the track of transactions between payments),
and total traceability which implies revealing who completed the transaction,
what amount, and when it took place.

5.5 Collaboration Settlement and Payment Tokens Deactivation

After all payment transactions have been carried on between the payment
receiver and the payment sender, the bank smart contract can deactivate the
payment tokens. Figure 6 presents the steps for settling the collaboration between
the payment sender and the payment receiver.
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The bank checks the payment token balance of the payment sender and
payment receiver (Fig. 6, step 1–2). Afterward, the bank converts each payment
token balance into fiduciary money, following the conversion rate α, and pays
back in an off-chain channel to the payment receiver and the payment sender
(Fig. 6, step 3–4). Then, the bank asks for the bank contract to close the payment
channel (Fig. 6, step 5). This function triggers the token smart contract (Fig. 6,
step 6) to ask it to self-destruct (Fig. 6, step 7). The remaining tokens are set to
null. Finally, the bank deletes the token value from its database (Fig. 6, step 8).

6 Implementation and Evaluation

This section aims at validating our approach experimentally. We build and eval-
uate a privacy-preserving payment service leveraging random-value tokens.

6.1 Implementation

We implement the approach using Solidity for the smart contracts deployed on
the Ethereum blockchain and Python with the web3 library for the test script.

Code of the implemented prototype is available at
https://archive.softwareheritage.org/browse/directory/

60577355b219ab188003bdaa624a31cf564f2b98/?origin url=https://
github.com/tiphainehenry/random-value-token-payment&
revision=e2ad349e7d65c6a3dd735d48ce5a9e73ff9541c0&
snapshot=dd7f3b87913aef5990d76d4c7fc3e11998cb0a8d

Figure 7 illustrates the interaction between the actors and the contracts and
between the smart contracts with themselves. The main smart contract (referred
to as Bank contract) is deployed on the Ropsten network. The history of trans-
actions related to the smart contract can be accessed at the following address
0x5F943a16Ba1Ea8E3E2FA87e8162181e3c5A6d2C0 using Etherscan (https://
ropsten.etherscan.io/address/). The smart contract manages payments channels
between payment senders and payment receivers. It is a trustworthy interface
between payment senders, payment receivers, and the bank. The bank contract
generates and interacts with a set of payment tokens defined according to the
Ethereum ERC20 standard for creating tokens. Additionally, payment receivers
and payment senders interact with the bank off-chain to manage fiduciary money
and the random token value. These interactions are not displayed in Fig. 7 for
readability.

The Bank contract interface comprises five methods. The method initPay-
mentChannel initializes a new payment channel. Then, getPayment gets the pay-
ment sender address, the payment receiver address, the ERC20 contract address,
and the token supply of a given payment channel. serviceDone allows the pay-
ment receiver to signal that he provided the service. With serviceClaim, the
payment sender can raise a claim if she is in the claiming time window. Finally,
closePaymentChannel will close a payment channel.

https://archive.softwareheritage.org/browse/directory/60577355b219ab188003bdaa624a31cf564f2b98/?origin_url=https://github.com/tiphainehenry/random-value-token-payment&revision=e2ad349e7d65c6a3dd735d48ce5a9e73ff9541c0&snapshot=dd7f3b87913aef5990d76d4c7fc3e11998cb0a8d
https://archive.softwareheritage.org/browse/directory/60577355b219ab188003bdaa624a31cf564f2b98/?origin_url=https://github.com/tiphainehenry/random-value-token-payment&revision=e2ad349e7d65c6a3dd735d48ce5a9e73ff9541c0&snapshot=dd7f3b87913aef5990d76d4c7fc3e11998cb0a8d
https://archive.softwareheritage.org/browse/directory/60577355b219ab188003bdaa624a31cf564f2b98/?origin_url=https://github.com/tiphainehenry/random-value-token-payment&revision=e2ad349e7d65c6a3dd735d48ce5a9e73ff9541c0&snapshot=dd7f3b87913aef5990d76d4c7fc3e11998cb0a8d
https://archive.softwareheritage.org/browse/directory/60577355b219ab188003bdaa624a31cf564f2b98/?origin_url=https://github.com/tiphainehenry/random-value-token-payment&revision=e2ad349e7d65c6a3dd735d48ce5a9e73ff9541c0&snapshot=dd7f3b87913aef5990d76d4c7fc3e11998cb0a8d
https://archive.softwareheritage.org/browse/directory/60577355b219ab188003bdaa624a31cf564f2b98/?origin_url=https://github.com/tiphainehenry/random-value-token-payment&revision=e2ad349e7d65c6a3dd735d48ce5a9e73ff9541c0&snapshot=dd7f3b87913aef5990d76d4c7fc3e11998cb0a8d
https://ropsten.etherscan.io/address/
https://ropsten.etherscan.io/address/
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Fig. 7. Interaction Contract/Contract & Actor/Contract

Generated tokens implement the ERC20 standard, which comprises the fol-
lowing methods: (i) balanceOf gets the balance of an Ethereum address (ii)
transfer allows the caller to transfer tokens; (iii) approve is used by the caller to
allow an address to spend a certain amount of tokens; (iv) transferFrom is used
by the caller to spend the tokens of a spender that allowed her to spend; and
(v) allowance is used to get the allowance of an address to another one.

The deployment of the bank contract on the test network uses 2,353,462 gas
(220$). In the following, we use April 7th, 2022 conversion rate (1ETH = 3.125$).

6.2 Evaluation

In our testing protocol, we suppose that the payment sender has paid the bank
to obtain a set of unique tokens assigned to a confidential random value. We
evaluate the gas consumed by the method calls required to go through the whole
payment process. We repeat the experiments with 100 tokens to assess whether
the number of tokens impacts gas.

Payment Token Deployment Costs
Table 1 presents the gas consumption according to the number of payment
token smart contracts deployed. The deployment of the first ERC20 token uses
1,197,421 (112$). Afterward, For each new token creation (we deployed 100
ERC20 contract deployments), the gas used stays constant at 1,075,621. Hence,
we only present the measurements obtained for the first five smart contracts cre-
ated. The first deployment is more expensive than the others. One reason is that
the bank contract must initialize the memory used for the first ERC20 contract
deployment. The bank contract adds to the existing memory for the other token
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Table 1. Gas measurement for the deployment of 5 payment token smart-contracts
(SC). Conversion rate: 1ETH = 3.125$ (April 7th, 2022)

SC1 SC2 SC3 SC4 SC5

Gas 1,197,421 1,075,621 1,075,621 1,075,621 1,075,621

ETH 0.036 0.0032 0.0032 0.0032 0.0032

Estimated cost in $ 112.2 100 100 100 100

creations without any initialization. As a side note, initial bank deployment uses
two times more gas than deploying a token contract. It can be explained in terms
of code volume. Indeed, the bank contract has to embed the ERC20 contract to
deploy a new ERC20 contract.

Payment and Settlement Stages Transaction Fees
Table 2 presents the gas consumption of the functions available in the Bank
contract after the creation of one token.

Table 2. Gas measurement for the Bank Contract Methods during payment and set-
tlement stages. Conversion rate: 1ETH = 3.125$ (April 7th, 2022)

Payment Settlement

Transfer Approve Request Done Pay Close

Gas 51,156 44,091 47,562 43,324 57,991 37,213

ETH 0.0015 0.0013 0.0014 0.0013 0.0017 0.0011

Estimated cost in $ 4.8 4.1 4.45 4.06 5.43 3.4

Experiments for 100 token creations show that the number of payment chan-
nels created does not impact the gas required to process or settle a payment.
We detail below the gas consumption for these stages. Regarding the payment
stage, the payment sender can claim a dispute if she is unhappy with the ser-
vice provided. There are two scenarios. Without a claim, the payment receiver
receives the entire token amount, consuming 57,991 gas. Else, if the payment
sender claims a dispute, tokens are distributed using a given ratio (i.e., 60%
goes to the payment receiver and 40% goes to the payment sender). Claiming a
dispute will consume 28,346 gas.

It is to note that the claiming ratio value does not impact the gas. The
gas consumed to transfer tokens to the actors stays approximately the same at
57,908 gas. Hence, the token redistribution will consume 86,254 gas which takes
28,263 more than without claim.

Regarding the settlement stage, closing a channel (destroying the ERC20
contract and deleting the entry stored in the smart contract) requires 37,213
gas, which is 0.00111639 ETH (3.5 $). The smart contract deletion consumes
less gas than creating a new one: 37,213 gas versus 1,075,621 gas.
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7 Conclusion

In this paper, we propose to leverage payment tokens assigned to a random value
stored off-chain for a privacy-preserving service collaboration settlement.

A bank contract manages collaboration settlement interactions by issuing an
on-demand token smart contract assigned to a random value. Hence, payment
receivers and payment senders can exchange tokens and settle their services
on-chain while ensuring (1) tamper-proof records of payments for auditing pur-
poses and (2) privacy of the fiduciary payment value. One payment token smart
contract can be used for multiple payments between two actors, similar to a
payment channel, but carried on the main chain. Only the bank, the payment
receiver, and the payment sender know the exchange rate of tokens to fiduciary
money. We implement and evaluate this solution on Ethereum to demonstrate
the approach’s feasibility.

Banks do not need to manage accounting entries: all accounting entries are
collected on-chain. The ledger keeps track in a tamper-proof fashion of the num-
ber of tokens exchanged and the blockchain pseudo-identity of the payment
issuers and receivers, which can be used for auditing and claim resolution. An
advantage of this approach is the easy setup as no encryption key management
is necessary: only the bank manages token exchange rates. All transactions can
take place using a classical token smart contract payment token.

Smart contracts offer programmable transactions enabling token escrow and
programmable payments. Hence, a smart contract can directly escrow tokens
during service delivery and manage claim resolution. It can enforce claim resolu-
tion, e.g., via a partial payment, during a certain agreed-upon claiming period.
This service delivery and settlement history is kept on-chain and can be used in
the long run to compute payment receivers’ quality of service.

The main limitation of this approach could be some centralization induced by
the use of the bank to manage token payment exchange rates, even if banks are
often considered trusted entities. To defuses the risk of privacy leakage, several
banks could be used to manage each collaboration token. Then, each bank would
only have a partial knowledge of the token value. Furthermore, scalability issues
may arise as we issue a new payment token value each time a new collaboration
requires a confidential payment. This issue can be mitigated by using a sidechain
[34] and by regrouping transactions. We should address both issues in future
work.

An extension to this approach consists of implementing smart-contract-based
periodic negotiations to review and update the token exchange rate. Additionally,
payment senders could have the possibility to choose between public or private
pricing alternatives. If public pricing occurs, then a classic payment is processed.
Else, if privacy is required, a token smart contract is initialized.
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Abstract. The International Data Spaces Association (IDSA) has promoted the
idea of International Data Spaces as a place for companies to share data with
trust and security enforced by software and organizational competence. There has
been considerable progress in delivering corporate guidelines, technical specifi-
cations, and software components available for testing and deploying applications
to support IDS-based ecosystems, such as the IDS data connectors classified by
the Fraunhofer Institute. However, full implementation of IDS applications seems
still complex and expensive for small and medium enterprises (SMEs). A possible
strategy to deal with such an issue is to break the IDSA specification’s complexity
into smaller pieces and build small IDS ecosystems formed by its core business
roles (e.g., data owners, users, and broker service providers). In this context, this
paper addresses the problem of designing an application to support the broker
service provider’s role in operating in an IDS-based ecosystem. This research,
therefore, follows a Design Science approach in a three-step process. First, it
investigates problems of practical relevance elicited from the IDSA guidelines in
combinationwith requirements provided by representatives of the Dutch Logistics
sector. Second, it gives design to tackle the problem by combining Semantic Web,
Linked Data, and Enterprise Architecture modeling artifacts. Last, it validates
the architecture of the broker service provider’s application by demonstrating its
technical feasibility, innovation, and software integration.

Keywords: Broker service provider · Enterprise architecture · International Data
Spaces · Linked data · Ontology · Semantic Web

1 Introduction

There has been a growing discussion around data sovereignty for people and compa-
nies in Europe. According to Braud et al. [1], data sovereignty means providing data
owners with complete control over their data and digital identities, which demands
defining who is allowed to do what in which context with the data shared by the data
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owner. Although enforcing data sovereignty on an individual level is still a long-term
goal, there has been considerable progress in the corporate instance. For instance, the
International Data Spaces Association (IDSA) has delivered comprehensive organiza-
tional guidelines defining the business roles and responsibilities involved in IDS-based
ecosystems [1]. From a more technical perspective, the GAIA-X project offers further
guidance to build, configure and deploy the infrastructure necessary to ensure secure
data transfer among companies, including specialized recommendations for cloud and
network service providers to operate in an IDS-based ecosystem [2]. These represen-
tative organizations are therefore promoting research in technology to help companies
and individuals (in the longer term) enforce their data sovereignty rights.

There is a “space” to enforce data sovereignty calleddata space. Initially referred to as
Industrial Data Space, the term was recently updated to International Data Space (IDS)
to reflect the vision of building data-sharing ecosystems crossing national boundaries [3].
According toOtto and Jarke [4], the IDS initiative is a joint effort of various international
research institutes and industrial enterprises to establish a decentralized platform for
secure and trusted data sharing. Braud et al. [1] also state that an IDS aims to allow the
building of data-driven ecosystems in which independent partners (from different sizes,
ecosystems, and financial power) trust how external parties handle their data while
allowing the innovative data services to be constructed cooperatively [1]. Hence, there
seems to be an association between data sovereignty and trust, which canmanifest in IDS
as a result of long-term successful cooperation (i.e., proven trust) or acquired competency
(i.e., enforced trust). Moreover, a business ecosystem supported by organizational and
technical guidelines of IDS could be called an IDS-based business ecosystem.

Proven trust takes time, and there is an urgency to attract companies to join IDS-based
ecosystems. The IDS Rule Book [5] and the IDSA Reference Architecture Model (IDS
RAM) [6] provide the initial guidance for that purpose. While the former describes the
business roles and responsibilities of the parties willing to cooperate in an IDS-based
business ecosystem, the latter specifies the technical capabilities of software compo-
nents necessary to implement an IDS application to support the ecosystem. An essential
software component described in both documents is the data connector – a software
application composed of data transformation applications that can automatically enforce
a company’s data sovereignty requirements expressed in a machine-readable data policy
[6, 7]. IDSA has paid considerable effort to deliver different types of data connectors
for testing [7, 8], and there is an optimistic expectation that private companies will start
offering their solutions shortly.

Although necessary, data connectors are not sufficient to implement an IDS-based
application. Implementing a complete IDS ecosystem, with its organizational roles and
technical mechanisms, is somewhat complex and not yet economically attractive, espe-
cially for small and medium enterprises (SMEs). Reinhold Achatz, the chairman of the
IDSA board, has recently issued a call for business cases and applications to demonstrate
the organizational and technical feasibility of building IDS-based business ecosystems
in Europe [9]. However, in earlier work, representatives from the Dutch Logistics sector
and Enterprise Integration software companies have reported that implementing even
elementary viewpoints of the IDS RAM model could be considerably challenging both
in the organizational and technical effort. Therefore, a possible direction to address
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the IDSA call for arms is to show the feasibility of the IDSA vision by parts, starting
from the core business roles and software components of an IDS-based ecosystem and
progressing as companies and IDS technologies become mature [10].

According to the IDSA Rule Book [5], the core business roles of an IDS-based
ecosystem include data owners, users, and broker service providers. The latter has the
responsibility to help the former to find the data resources and the suitable data connec-
tors to send and receive data from and to the IDS ecosystem [7]. Hence, the research
problem addressed in this paper is to design an application to support the broker ser-
vice provider’s role in an International Data Space. The research methodology adopted
to approach this question is Design Science, as structured by Wieringa [11]. Thence,
the main practical research question splits into (1) a knowledge question about what
architectures currently guide the design of a broker service provider application; and
(2) a technical question about how a company could implement such an application. The
motivation to treat this problem is threefold. First, it is an effort to motivate companies
to join IDS-based ecosystems and invest in its supporting technology. Second, it will
demonstrate technological feasibility and maturity. Last, it will help identify gaps for
future development to pave the IDS vision.

The execution of this research follows the Design Cycle proposed byWieringa [11],
which defines three main phases: (1) problem investigation, (2) treatment design, and
(3) design validation. The first phase elicited research questions and requirements of
relevance for companies and organizations interested in the development of IDS. This
research has an active engagement of representatives from the Dutch Logistics sector
(e.g., SUTC1 and EMONS2), Enterprise Integration software companies (e.g., eMagiz3

and CAPE Group4), and TNO5 – the Dutch representative of IDSA. The requirements
raised by these organizations specifically concern Enterprise Interoperability and data
sovereignty issues that may hinder the adoption of the IDS vision by companies and
have been published and partially addressed in earlier work [12]. The second phase
focused on designing a reference architecture to guide the implementation of IDS-based
ecosystems with a direct application in the Logistics sector. The first architecture model
and its components have been introduced in previous work [12, 13], but the current paper
opens the black box of broker service provider’s infrastructure. Finally, the third phase
comprehends the validation of the architecture, which is partially achieved through the
application prototype described in detail in this paper.

The continuation of this paper is organized as follows. The next section discusses
the role of a broker service provider in IDS, by providing an Enterprise Architecture
viewpoint on its internal components and how they relate to the core business roles of an
IDS-based ecosystem. Section 3 describes how the combination of Semantic Web and
Linked Data technologies leveraged the internal structure of the broker service provider.
Section 4 reports on the development of the prototype of a Data Connector Store – an
application to help companies discover and select data connectors suitable to enforce

1 https://www.sutc.nl/en_US.
2 https://www.emons.eu/.
3 https://www.emagiz.com/en/en-home/.
4 https://capegroep.nl/en/.
5 https://www.tno.nl/en/.

https://www.sutc.nl/en_US
https://www.emons.eu/
https://www.emagiz.com/en/en-home/
https://capegroep.nl/en/
https://www.tno.nl/en/
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their data sovereignty needs. A discussion about how this work advances companion
research follows in Sect. 5. Last, the paper closes with a summary of contributions,
threats to validity, and research outlook.

2 The Role of a Broker Service Provider in IDS: An Enterprise
Architecture Viewpoint

According to the IDSReference ArchitectureModel (RAM), the broker service provider
(hereafter referred to as BSP) is an intermediary entity that registers, publishes, and
supports the search for metadata about data sources and services available in an IDS
ecosystem [6]. A BSP adds value to a data space by providing services to leverage the
discoverability of IDS connectors and resources offered by other participants [14]. To
ensure the core functionalities of an IDS ecosystem, the International Data Spaces Asso-
ciation (IDSA) prescribes four essential business roles: core participants, intermediary
participants, software providers, and governance bodies [6]. The BSP belongs to the
second group, representing the trusted entities whose business involves managing and
providing metadata to the other ecosystem participants.

It is necessary to have at least one BSP operating per business domain (e.g., the
Logistics sector). Thus multiple BSPs could simultaneously serve a cross-domain appli-
cation [6, 14]. According to the IDS RAM [6], a BSP may also assume other business
roles, e.g., a clearinghouse responsible for keeping logs of all activities related to data
exchange in an IDS ecosystem. However, the BSP’s responsibilities are somewhat lim-
ited to supporting data users and owners with managing the metadata about a particular
resource. Therefore, the direct data exchange and usage negotiation processes involving
only data users and owners are not part of the responsibilities of a BSP [14].

Fig. 1. Enterprise Architecture model of a broker service provider’s infrastructure in an
International Data Spaces Ecosystem

Figure 1 depicts anEnterpriseArchitecturemodel of aBSP, specifying how this entity
interactswith other actors and components of an IDS ecosystem through an IDSmetadata
broker. The architecture conforms to the technical specifications of the IDS RAM and
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the IDS metadata broker component [6, 15]. The ArchiMate modeling language used
to specify the model emphasizes the interplay between concepts in the business and
application layer [16, 17]. The BSP appears orange as a business role that develops,
hosts, and maintains the IDS metadata broker, which acts as a metadata repository that
exposes GUIs and APIs to facilitate metadata publication services.

To carry out itsmetadatamanagement responsibility, a BSPmust provide an interface
for data owners to publish their metadata, including descriptions of their data connec-
tors and the data catalogs accessible through those data connectors. The metadata can
be stored in the BSP’s internal repository and made available for structured queries
submitted by the data user. In addition to supporting the data users in retrieving the
metadata of participating IDS connectors or cataloged data resources, the IDS metadata
broker should also help the data owners register, activate, update, passivating, or remove
metadata entries [15]. Additionally, it should provide an interface describing additional
information about its functionalities and indexing services, such as supported query
languages, available add-on services, and their data endpoints.

By hosting the IDS metadata broker, the BSP offers its service to the data space to
support data users in finding and discovering IDS connectors and data sources provided
by the data owners. Two processes must take place for this service to deliver its full
potential. First, before enacting any data or metadata exchange, the data owners and
users should already be in control of a certified IDS connector. Acquiring the so-called
IDS-ready labels for software components is one of the requirements for business actors
to participate in an IDS ecosystem after being approved on the organizational level [6, 5].
Secondly, the data owners could submit the self-description and the metadata describing
the data usedby their data connectors to the IDSmetadata broker via the exposed interface
based on a standardized protocol (e.g., REST API, OpenAPI 3.0, etc.) [8, 14, 15]. This
process occurs after they create the data and define their data usage policies. Next, the
data users could discover these catalogs by browsing the IDSmetadata broker’smetadata
based on contextual information (e.g., keywords, language, usage policies, maintainer,
etc.). Finally, the data users could receive the information required to access the data
owner’s IDS connector to request the desired data.

3 Semantic Discovery and Selection of IDS Connectors

The metadata broker specification document states that different metadata broker imple-
mentations may be developed and made available by various providers in International
Data Spaces [14]. By extending previous research [13], this paper reports on the develop-
ment of a Data Connector Store, which will operate as an extension of the IDS metadata
broker by providing additional functionality to support the semantic discovery and selec-
tion of IDS connectors [13]. It aims, therefore, to help data owners and users discover
and select the data connectors most suitable for their needs and capabilities based on
information about the context in which the connectors could operate (Table 1).

The contextual information describing the IDS connectors derives from a conceptual
ontology model proposed in earlier work [13]. The ontology grounded the development
of the Data Connector Store proposed in this paper by providing a taxonomy of data con-
nectors and properties that characterize their operational context. Those properties are
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Table 1. Data connector’s Ontology Requirements Specification Document [13]

Purpose

To describe IDS data connectors for potential participants of an IDS ecosystem

Scope

Contextual information about the business ecosystem where the data connector will operate,
e.g., business domain, pricing model, and enforced data access policy

Implementation Language

The ontology is represented in OntoUML, with further translation into OWL

Intended End-Users

User 1.Business representatives of potential and existing IDS participants
User 2.IT representatives of potential and current IDS participants
User 3.Software and service providers who develop and supply IDS Connectors
User 4.Scholars exploring the ontology’s knowledge representation capabilities

Intended Uses

Use 1.Software and service providers publish their offered data connectors’ metadata on the
IDS Connector Store to make their data connectors discoverable
Use 2.Business representatives search for IDS-compliant partners operating in the same
business domain, complying with common standards, etc
Use 3.IT representatives search for data connectors that match their needs and capabilities
Use 4.Scholars search and import the ontology into their IDS proof-of-concept tools

Ontology Requirements

Non-Functional Requirements

NFR 1.The ontology must at least use English
NFR 2.The ontology must comply, reuse and integrate with the existing IDS Ontology
specified under the IDS Information Model

Functional Requirements: Competency Questions

CQ 1.What software provider offers data connectors?
CQ 2.Which data connectors are developed for a specific business domain?
CQ 3.Which data connectors are complying with a particular standard?
CQ 4.Which data connectors are offered in this pricing model?
CQ 5.Which data connectors support these data usage agreements?
CQ 6.Which data connectors were developed in which development framework?
CQ 7.Which data connectors are offered in this deployment context?
CQ 8.Which IDS actors use a particular data connector from a specific software provider?
CQ 9.Which IDS participants operate in a particular business domain?
CQ 10.Which IDS participants comply with a particular standard?

Terms from Competency Questions & Frequency

Business Domain, Data usage agreement, deployment, IDS connector, participant, pricing
mode, software provider, standards, technology

Objects and Terms for Answers

(continued)
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Table 1. (continued)

Purpose

-Gatewise IDS Connector, Supplydrive IDS Connect-or, TradeCloud IDS Connector;
-Transport Logistics, Glass Manufacturing, Steel Manufacturing;
-Delete After Interval, Connector-restricted Agreement, Logging Agreement;
-Vandaglas B.V., Van Egmond Groep, Meijer Metal;
-ECI Software Solutions, Tradecloud, OTM, GS1, EDI4STEEL;
-Flat Rate, Freemium, Pay per User, Pay per Feature;
-Java, Spring Boot, JavaScript, NodeJS, VueJS, Python, On-Premise, cloud SaaS

defined to answer a list of ontology competency questions (CQs) related to the discovery
and selection of data connectors and their respective software providers, data owners, and
users. By complying with the Ontology Requirements Specification Document (ORSD)
detailed in Table 1, the Data Connector Store aims to recommend data connectors that
are: (1) developed by a specific service or software provider; (2) developed for a spe-
cific business domain; (3) offered in a specific pricing model; or (4) developed using a
particular technology.

Figure 2 depicts an alternative ArchiMate viewpoint detailing the internal infrastruc-
ture of the Data Connector Store. It exposes the IDS connector provisioning metadata
publication service through its provisioning interface, which extends the metadata pub-
lication service defined primarily as a standard to implement a metadata broker. This
service enables software and service providers to register, update, passivate, and delete
their metadata entries and the data connectors they offer.

The Data Connector Store combines Linked Data principles and SemanticWeb tech-
nologies to store and provide metadata to describe data connectors and their providers.
It also aims to facilitate the integration of disparate open data sources in a standard-
ized way [18]. This design decision also relies on the IDSA technical specifications,
which indicate that an IDS metadata broker should allow the discovery of data and other
resources based on Linked Data principles [6, 14]. Therefore, the Data Connector Store
uses the Resource Description Framework (RDF) format to describe the metadata of
the data connectors and data sources by annotating them with a layer of semantics to
form subject-predicate-object triples [19]. Examples of relevant triples could include:
“Company A uses data connector X”; “software provider B develops data connector
Y”; “data connector X is specialized in the Transport Logistics sector”; or “data con-
nector Y is offered in a flat-rate pricing model”. These knowledge representation triples
could therefore support the IDS actors in discovering resources of interest based on
semi-automated machine reasoning.

To store these metadata represented in RDF, the IDSA suggests the use of a triple
store database (e.g., Apache Jena Fuseki, TriplyDB, etc.) or any other storage back end
that fits the purpose [2, 11]. The Data Connector Store also needs to provide a SPARQL
endpoint to allow data owners and users to accept and send messages that comply with
the IDS Information Model (IM), as well as execute the metadata operation queries [9,
12, 13]. These IDS IM compliant messages refer to the publish message that pushes
metadata into the repository and the query message that pulls metadata from it [2].
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Fig. 2. Enterprise architecture infrastructure viewpoint of the Data Connector Store

Fig. 3. Connector store ecosystem interaction viewpoint

The Data Connector Store supports the ecosystem operation illustrated in Fig. 3,
according to the architecture previously depicted in Fig. 2. It helps software and service
providers submit the metadata describing the data connectors they develop and offer in
this ecosystem. Accordingly, the Data Connector Store allows data owners and users to
find and acquire the best fit data connectors based on their contextual information and
through its IDS connector provisioning service (in addition to the data sources metadata
publication service for the essential IDS metadata broker). Its mechanism enhances the
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process of discovering and selecting data connectors for the participants, enabling them
to quickly onboard to the IDS ecosystem.

4 IDS Data Connector Store: A Proof-of-Concept Application

This section elaborates on the prototype of the Data Connector Store, which demon-
strates the technical feasibility of the architecture introduced in Sects. 2 and 3. The Data
Connector Store combines multiple application components and application interfaces.
It comprises a front-end web application, APIs, and a triple store database, as illustrated
in Figs. 2 and 3. The front-end web application operates as a GUI for the participants
to browse for the metadata of the required resources. Meanwhile, the APIs are respon-
sible for exposing the IDS connector provisioning metadata publication service and the
data sources metadata publication service. The triple store database is responsible for
persisting the metadata represented in RDF triples. A SPARQL endpoint runs on top of
the triple store database to allow the front-end application and the APIs to execute the
queries for retrieving, inserting, and updating metadata entries.

Fig. 4. Visualization of the axioms of the IDS Connector Ontology in the Protégé tool

The first phase of the prototyping process comprised translating the conceptual ontol-
ogy model proposed in earlier work [13] into an OWL serialization6, according to the
NeOn Ontology Engineering methodology [20]. This ontology serves as a knowledge
base for the triple store database to structure and store the metadata instances. The Pro-
tégé tool [21] supported the design of the OWL ontology and the verification of its
axioms. Accordingly, ontology individuals were created manually by referring to the

6 https://raw.githubusercontent.com/danniarreza/connectorstoreontology/main/connectorstorev
7.owl.

https://raw.githubusercontent.com/danniarreza/connectorstoreontology/main/connectorstorev7.owl
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objects and terms listed in the earlier work’s Ontology Requirements Specification Doc-
ument (ORSD) to reduce the development process complexity [13]. Figure 4 depicts part
of the operational ontology design with the Protégé tool. Figure 5 renders a graphical
visualization of the ontology with the OntoGraf Protégé plugin.

Fig. 5. Visualization of individuals of the IDS Connector Ontology in the OntoGraf plugin

In the second phase of the prototyping process, the OWLmodel of the IDS connector
ontology was uploaded to a triple store database andmade available for further querying.
This research project uses a triple store associated with Platform Linked Data Nether-
lands (PLDN), an instance of TriplyDB [22, 23]. The triple store database accepts an
ontology graph represented in the Turtle format or its equivalent (i.e., N-triples, JSON-
LD, or CSV – except the default OWL or RDF/XML formats), which allows exporting
the output ontology to the target format. After that, queries were formulated to retrieve
metadata describing the data connectors offered by software and service providers and
metadata relating to data sources provided by the data owners. Figure 6 illustrates two
SPARQL queries formulated to obtain a list of data resources and descriptions of a data
connector. Other SPARQL queries formulated to provide metadata for the prototype of
the Data Connector Store are publicly available for external scrutiny7.

7 https://data.pldn.nl/danniar/-/queries.

https://data.pldn.nl/danniar/-/queries
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Fig. 6. SPARQL endpoint executing queries to retrieve a list of data resources and connectors

The third phase of the prototyping process focused on developing the front-end part
of the Data Connector Store for interaction with the participants of an IDS ecosystem. In
this research, the Web application was developed using Mendix. This low-code applica-
tion development platform allows rapid development and provides an extensive system
integration capability, such as via REST API [24]. Figure 7 indicates two distinct pro-
cesses prescribed for the participants, as indicated in Fig. 3. The upper part of the figure
shows how the Data Connector Store provides the participants with a list of data con-
nectors and their respective descriptions. The conceptual ontology proposed in earlier
work characterizes the data connectors according to their industry sector, pricing model,
data catalog, supported standards, underlying technology, deployment context, and data
usage policies [13]. These metadata serve as the filtering attributes to request the data
connectors. The bottom part of Fig. 7 indicates a list of data sources and the details of
a particular data source owned and offered by a data owner through a respective data
connector. Additional metadata are also made available to further describe data sources,
for instance, the usage policies constraining the data usage, data representation language,
and keywords related to the data content.

Additionally, some properties describing the data connectors and sources were made
available as hypertext reference (href) links. This decision aimed tomaximize the advan-
tage of following the Linked Data principles, which identifies subjects and objects with
HTTP Uniform Resource Identifiers (URIs) and enables associating with one another
through their URIs to leverage resource discoverability at the users’ side [19, 25]. In
the example illustrated in Fig. 8, when the users click on the “offered by” and “industry
sector” properties from Fig. 7, they will be supplied with the details of the corresponding
software and service provider and the industry sector.
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Fig. 7. Data connector store web application – request for a data connector’s provisioning
metadata and data sources metadata

Fig. 8. Connector store web application – software and service provider and Industry sector
metadata

Finally, the APIs to facilitate metadata publication services are also implemented
and made available. Figure 9 depicts the documentation of the Data Connector Store’s
preliminary implementation of its REST APIs. Currently, three endpoints are exposed.
The first one reveals the metadata broker’s self-description, in which its fields refer
to the attributes used by the IDS metadata broker reference implementation [8, 15].
Meanwhile, the second and the third endpoints publish the metadata that describes a
particular data connector and data source, respectively. The front-end user interfacing
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Fig. 9. Connector store web application – metadata broker self-description, IDS connector
provisioning, and data sources metadata publication interface

part of the Data Connector Store’s prototype and REST API documentation is publicly
available for evaluation and testing8,9,10.

5 Related Work

There are at least three companion approaches closely related to the research reported
in this paper: (1) the Mobility Data Space (MobiDS) introduced by Drees et al. [26]; (2)
the Smart Connected Supplier Network (SCSN) introduced by Stolwijk, Berkers [27];
and (3) the Maritime Data Space (MDS) introduced by Rødseth, Berre [28].

Drees et al. [26] proposed the MobiDS as an initiative to realize a trustworthy data-
sharing ecosystemdedicated to themobility sector, oneof the nine critical sectors referred
by the European Commission with a high demand for IDS technology in Europe. To fos-
ter discoverability, accessibility, and trustworthiness traits in IDS, the authors describe
the implementation of a metadata broker that publishes and allows data users to search
for data sources and services. The authors also propose an architecture in which they
specify the interactions of the metadata broker with the other intermediary roles in an
IDS ecosystem (i.e., clearinghouse, vocabulary provider, identity provider, and data apps
provider). Despite the extensive description of the demonstrator (including prototypes
of the intermediary services), the architecture is limited to a high-level organizational
viewpoint. It does not elaborate on what kind of technologies could support the technical

8 https://clicksconnectorstore-sandbox.mxapps.io.
9 https://clicksconnectorstore-sandbox.mxapps.io/rest-doc/api.

10 https://github.com/danniarreza/connectorstoreontology.

https://clicksconnectorstore-sandbox.mxapps.io
https://clicksconnectorstore-sandbox.mxapps.io/rest-doc/api
https://github.com/danniarreza/connectorstoreontology
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implementation of its components or how to use them, whichmay limit its acceptance by
business practitioners, developers, and scholars in exploring particular business cases.
However, the architecture presented in this paper characterizes the technological com-
ponents individually and how they interact with one another in alignment with the upper
layer’s business processes and roles. Still, the authors of MobiDS report the evaluation
of its usability by highlighting use cases on a granular level (i.e., intermodal mobility,
on-demand rural transport, first/last mile, and traffic management). The evaluation of
the prototype’s usability introduced in this paper is part of future work.

Stolwijk, Berkers [27] introduced the concept of a Smart Connected Supply Network
(SCSN) as a data-sharing ecosystem for the manufacturing domain where multiple ser-
vice providers are fully interconnected using IDS technology. It allows a manufacturing
company to interoperate with other companies reachable in the network once they con-
nect with one of the service providers. In an SCSN ecosystem, the service providers
become the central components enacting a data space by providing manufacturing com-
panies with IDS connectors whereby companies could exchange data. Although the
authors present a high-level architecture specifying the relationships between manufac-
turing companies, software components, and service providers, they provide no archi-
tectural viewpoints to clarify how to realize the SCSN from a technical perspective.
Their work focuses on bringing forward the projected benefits and savings learned from
implementing the SCSN standard to facilitate interoperability between manufacturing
companies through a simulation of three different ICT service providers.

Lastly, the Maritime Data Space (MDS) proposed by Rødseth, Berre [28] compre-
hends an IDS-based Maritime ecosystem aiming to tackle data ownership, access rights,
and interoperability issues originating from the existing decentralized physical systems
architecture and data storage. The authors propose a conceptual model for MDS, which
explains its active business roles, business services, datasets, and metadata. Yet, simi-
lar to the two related approaches, their conceptual model falls short of elaborating the
technical aspects of developing and implementing the proposed data space. Such a lim-
itation may hinder technology adoption by companies interested in customizing it in
their business cases.

6 Conclusion and Future Research

This paper addressed the research problem of designing an application to support the
broker service provider’s role in an International Data Space. Focusing on developing
technology to help this role is a crucial enabler of the simplest form of an IDS-based
business ecosystem, which still includes data owners’ and users’ roles. This work also
accomplishes part of a Design Science cycle [11] started in recent work [12, 13]. The
problem investigation phase combined requirements from the IDSA technical specifica-
tions [6–8] with Enterprise Interoperability and data sovereignty requirements elicited
from representatives of the Dutch Logistics sector and Enterprise Integration software
companies interested in joining IDS-based ecosystems shortly [12]. The primary out-
come of the treatment design phasewas a reference architecture to guide the implementa-
tion of IDS-based applications initially evaluated in [12] and extended in this paper with
a white-box view of the components of the broker service provider. Moreover, the treat-
ment design combined IDSA technical specifications with Semantic Web and Linked
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Data technologies. The Data Connector Store represents a proof-of-concept application
that partially validates the utility of the Enterprise Architecture model also described in
this paper.

Themain contributions of this work are threefold. First, it demonstrates the technical
feasibility of implementing a broker service provider. As the state-of-the-art technology
evolves with companies providing their data connectors and further advances in IDS
infrastructure, companies, especially SMEs, are expected to become more motivated to
join IDS-based ecosystems and invest in their underlying technology. Second, although
not yet evaluated by end-users, the prototype of the Data Connector Store could facilitate
the discovery and selection of data connectors for companies interested in exploring IDS
ecosystems. Moreover, the architecture is customizable, including other ontologies to
describe new types of data connectors and catalogs. Last, the Data Connector Store
innovates the IDSA technical guidelines by combining Semantic Web and Linked Data
technologies to integrate IDS technology already available for testing.

There are also some limitations threatening the validity of this work. The first one
concerns the correctness of the architecture. Even though the development of this work
is based on the reference architecture model and technical guidelines provided by the
IDSA, a proper evaluation by an Evaluation Facility appointed by the IDSA will further
guarantee its compliance with IDS specifications. The second one concerns the lack
of evaluation of the prototype with end-users. Although it had a positive preliminary
assessment of some of the representatives of the Dutch Logistics sector involved in
this research, a direct examination by companies interested in joining an IDS-based
ecosystem is necessary. That leads to the third limitation, which calls for a business case
to demonstrate the prototype’s utility and usability. The IDSA call for business cases is
urgent [9], but companies are still skeptical about the practical benefits of investing in
IDS technology. On top of this, business cases will test the prototype’s performance and
scalability.

There are three immediate research directions to explore from this work. The first
one will comprehend the extension of the Enterprise Architecture proposed in this work
with the clearinghouse role, which is essential to ensure consistency of the data transac-
tions in an IDS-based ecosystem. Besides, it is critical to show its technical feasibility
with a prototype. According to the IDSA Reference Architecture Model, a broker ser-
vice provider could accumulate the clearinghouse function in a federated IDS-based
ecosystem. There are also indications that the Enterprise Integration software compa-
nies involved in this research may explore their private control towers as a mechanism to
realize the functionalities of a clearinghouse in IDS. The second direction is extending
the Semantic Web and Linked Data functionalities used in this work to leverage the
discoverability of the IDS data connectors’ data applications. This work assumed that
these applications were preconfigured and ensembled in a data connector for a while.
However, it should be possible for companies to reuse their data transformation appli-
cations to build customizable data connectors to operate in diverse business domains.
Finally, a business case involving the exchange of sensitive data among Dutch Transport
Logistics partners could provide more robust evidence for the acceptance and adoption
of IDS technology, at least for regional ecosystems.
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Abstract. Structural network analysis retrieves the holistic patterns of
interactions among network instances. Due to the unprecedented growth
of data availability, it is time to take advantage of Machine Learning
to integrate the outcome of the structural analysis with better predic-
tions on the upcoming states of large networks. Concerning the existing
challenges of adopting methods embracing multi-dimensional, multi-task,
transparent representations within incremental procedures, in our recent
study, we proposed the AVPRA algorithm. It works as an embedder
of both the network structure and domain-specific features making the
aforementioned challenges feasible to address. In this paper, we elabo-
rate on the validation of AVPRA by adopting it in multiple downstream
Machine Learning tasks on the Twitter network of the Italian Parlia-
ment. Comparing the outcome with state-of-the-art algorithms of graph
embedding, the capability of AVPRA in retaining either network struc-
ture properties or domain-specific features of the nodes is promising. In
addition, the method is incremental and transparent.

Keywords: Vector-label propagation · Social network analysis ·
Graph embedding

1 Introduction

Network analysis comprises powerful methods to study the relationship between
the elements of a network, with applications to any domain where the structure
of the network can reveal interaction patterns or emerging states [10]. Most of
the applied algorithms exploit graph theory to measure specific properties of
the overall network, the subgraphs composing it, or the individual nodes. These
measures have been successfully applied to predict the evolution of specific states
of the network or its individual nodes [8]. Integrating the results of network
analysis into downstream Machine Learning (ML) has become an interesting
research topic due to the unprecedented growth of data availability. Leveraging
ML algorithms for studying complex networks, containing large number of nodes
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and edges with various properties, have made a huge step toward analysing and
predicting the behavior of a system [34]. However, specific challenges have to be
addressed to realize this integration.

The metrics from network analysis can be included in the feature space
assigned to a learning procedure as any other descriptor, accounting for the
structural properties of the elements of the system. Data fusion techniques offer
multiple strategies to unify them with descriptors from other sources [21,25].
Nevertheless this approach suffers from the structural determinism of network
measures i.e. results are determined by the network structure, only disregarding
the role of others features characterizing individual elements in the domain [11].
For example, nodes from different communities can be represented by similar
centrality values if they have similar structural relationships within the commu-
nity. Thus, they may fall close in the feature space feeding a ML algorithm, even
if belonging to different communities. An alternative strategy is using graph
embedding algorithms to represent the network structure in low dimensional
space while preserving the distances between the elements in the network [33].
These approaches generate a latent space losing a transparent connection to the
original network space, thus, even if the distances between nodes are preserved,
it is hard to explain the reasons motivating an interspace between elements.
Another strategy is using graph neural networks to directly encode the network
structure into the architecture of the neural network [1]. This method implies
the neural network is designed to address a specific task. Updates in the network
structure require re-initialising the neural network and the results obtained can
be hardly incrementally integrated with results obtained in the past. Exploring
a system through networks requires tools reflecting the networks features in an
interpretable manner. Also, the nodes of a network often refer to dynamically
changing instances. Analysing and predicting the dynamics of a network demand
to measure its structural properties as well as the full picture of domain-specific
features of nodes. In other words, the current methods are structural determined
and non transparent, task specific and non incremental.

In our previous paper, addressing this matter, we proposed the agent-based
Vector-label PRopagation Algorithm (AVPRA) [37] for explainable exploration
through the network’s feature space. Using this algorithm results in extracting
the d-dimensional weighted vectors of features in the feature space rather than
latent space, which makes them explainable. Each element of these vectors con-
veys information on how features formed the current status of instances in the
network. In this work, we aim at verifying the applicability of AVPRA to differ-
ent predictive tasks using established ML methods. More specifically, in Sect. 2
we discuss the related works, in Sect. 3 we present the AVPRA algorithm and
characterize its properties, in Sect. 4 we present the experimental validation we
conducted, in Sect. 5 we discuss the results achieved, and in Sect. 6 we go to the
conclusion.
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2 Related Works

2.1 Vector-Label Propagation

The original idea of Label Propagation was proposed in 2002, as an iterative
procedure to augment data before feeding a classification task [42]. Applying
this algorithm, the unlabeled nodes of the network adopt the label of the major-
ity of nodes in their neighborhood. Considering that labels are deterministic
and discrete representations of nodes’ features by a single value, they are not
able to picture a holistic view of the network using information from different
sources. Therefore, the Vector-Label Propagation (VLP) algorithms are proposed
to encode the multiple features a node could convey in a dynamic system into
a vector of labels. In these algorithms, the most weighted labels or combination
of all labels of the vector-labels (VL) are utilized to get the most influential
features for the given node or to find out the overlapping communities it belongs
to [14]. For example, to identify a list of songs to recommend to a user based on
the most favored in its neighborhood.

The belonging coefficient of a label is a parameterized measurement com-
puted aggregating the vector-labels in the neighborhood to take account of the
influence a label has on the node based on how frequently it appears in the neigh-
borhood. The aggregation procedure acquiring the neighborhood features, a.k.a
update rule, does not necessarily follow the majority rule. A common complexity
may arise when multiple labels have equal frequency hence a random selection
should be operated. This random choice has been identified as a major source
of instability, since different executions of the algorithm may result in different
label assignments. To overcome this issue multiple variants of the update rule
have been proposed [18,20,35,39–41], using the structural feature of nodes to
reduce this type of instability. Primarily, these variants identify the most influ-
ential nodes to decide the order in which nodes are updated or the initialization
of the labels in the network [2]. Overall, the VL approach helps in reducing
the instability of LP algorithms as all the labels in the neighborhood can be
accounted for. It also permits considering non-structural features to describe
node properties in a holistic multidimensional mode.

2.2 Graph Embedding

Graph Embedding (GE) in general terms is a data preparation procedure map-
ping the existing information of a network as much as possible in a unified usable
data format to input ML algorithms for implementing several downstream tasks.
Many algorithms such as Matrix factorization-based [9,27], Random walk-based
[15,29,30], and Neural network-based algorithms [16,19] are developed in order
to retrieve as much as possible the properties of the network and map them
in a latent space [3]. Most of these algorithms have been however criticized for
adding a level of complexity to ML results [5]. The latent space they provide
implies explainability issues, therefore some post-hoc interpretative analysis is
needed [28].
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By AVPRA, we propose to adopt a VLP algorithm as a mapping function
where the belonging coefficients capture the diffusibility of the labels into nodes,
depending on the distances from the source of the features and their frequency.
To encode the diffusibility of all the features in the network, the vector-label
includes all of them in vectors of fixed length, while the belonging coefficient
accounts for their incidence in the node neighborhood. A big advantage of this
approach is that, at the end of the propagation procedure, all the nodes of the
network can be positioned in the same feature space and the output data format
is suitable for implementing multiple ML tasks.

3 Methodology

We first, briefly, introduce the AVPRA algorithm characterizing the procedures
it activates in exploring the space of a network and in encoding the collected
information into VL.

3.1 AVPRA Model Specification

Considering the rationale behind VLP algorithms in preserving information on
the features of individual nodes, we proposed an agent-based model where nodes
have memory about received information from different sources and limited ratio-
nality for updating its vector label coefficients [37].

The updating rule is realized by an aggregation function unifying the received
information from neighborhood. An example of such function is represented in
Eq. 1. At each time step t, b(l), the belonging coefficient of an element of the
VLi[l](t), can be updated by aggregating the k neighbors’ VLj∈Γ(i)[l](t− 1).

VLi[l](t) = w1VLi[l](t) + w2

∑

j∈Γ(i)

VLj∈Γ(i)[l](t− 1) (1)

where w1 and w2 are the weight of current assigned labels l of node i and
the weight of the neighbors Γ(i), respectively. In a basic scenario, w1 = w2 =

1
Γ(i)+1 = 1

k+1 , hence, for all the common elements in VLi and VLj vectors, the
values of the given elements l increase unconditionally and will be normalized to 1
by the inverse of the cardinality of Γ(i). All the VLs get updated synchronously,
to avoid conflicts in the order of update, and reflect all the changes received at
the same iteration by all nodes. Following the dynamical changes of VLs, we
witnessed the propagation procedure to reach the termination point, where the
updated value of each element is below a certain threshold defined by the user,
after a few number of iterations which is about the average path length of the
network [37].

Our algorithm mechanism helps in discarding couple of instabilities caused
by random selection and ordering of updates. The former is addressed by the fact
that we keep all the coefficient labels up to the termination point, while the latter
is addressed by averaging over a number of executions starting with different
initial seeds, i.e. the nodes settled as starting points of the propagation process.
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As an illustrative example of our proposal, Fig. 1 proposes a schematic network
containing three agents with three initial distinct features red (R), yellow (Y) and
green (G). The vector-label for agent i at time t−1 is as {R, Y,G}i = {l1, l2, l3}i,
containing the weights of all unique features. The updated vector-label at time t
is created as a combination of its neighbors’ vector-labels at time t−1, according
to the update rule.

Fig. 1. The schematic view of the AVPRA algorithm implemented on a small network
containing three nodes. In the first and second row, the network is fully connected and
the states of nodes are depicted by colors; Red, Green, and Yellow. In each section of
the picture, the initial state at time T = t − 1 is followed by evolved state at T = t
according to a propagation rule. In the third row, the connections have changed and
subsequently the following state has been modified. (Color figure online)

3.2 Properties of the AVPRA Algorithm

The AVPRA algorithm is an agent-based iterative procedure where agents
progress the propagation acting in response to the VLs they access in their neigh-
borhood. To avoid conflicts in propagating the updates, all agents get updated
simultaneously at each iteration. The updating rule defines the aggregation func-
tion to apply in updating VLs. To initialize the procedure, some of the agents
of the network must be assigned to valued VLs but not all of them have to start
with an initial valued VL. The termination of the AVPRA algorithm is achieved
when the system reaches an iteration s where VLs are stationary. This implies,
that the variations on the belonging coefficient of all labels must be less than a
defined value p. We name p the negligibly threshold. Experimental results have
shown this threshold can be achieved with a number of iterations that is close
to the average path length of the network [37].
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These properties of the algorithm make it incremental, i.e., updates in the
network structure do not require re-execute the procedure but can be applied first
locally and then propagated in the other nodes by a few numbers of iterations.
This makes the AVPRA algorithm more ductile to integrate into downstream
ML pipelines.

3.3 Validating the Representing Model

To verify the quality of the representation achieved by the vectors obtained using
AVPRA we exploit a comparative approach. The idea is that high-quality graph
embeddings should be able to capture key parts of the network structure [7], thus
can predict common measures of the network, current or future states. We then
compare the accuracy achieved by supervised and unsupervised ML algorithms
in predicting these measures and states encoding network nodes using AVPRA
VLs or using other state-of-the-art graph embedding methods. Our tests aim
to address different relevant analytical tasks in network analysis, namely com-
munity and sub-community detection (Sect. 4.1 and 5.2) clustering (Sect. 4.2)
link prediction (Sect. 4.3) measuring node centrality (Sect. 4.4) and label-drift
detection (Sect. 4.5).

In addition to an assessment of the accuracy, our experiments underline capa-
bilities provided by the AVPRA VLs not supported by other embedding meth-
ods. Encoding nodes into a feature space that is provided by the union of the
features of the nodes in the network, AVPRA keeps domain properties transpar-
ent to data analysis. To let emerge these aspects, instead of adopting a standard
dataset, used in research settings, we preferred to refer to a real-world dataset,
where domain-related aspects can emerge.

3.4 Populite Data Set

In a collaborative study funded by the University of Milan, involving the Depart-
ment of Social and Political Sciences and the Department of Computer Science,
the Populite project has been launched. The aim is to study the behavioral
patterns of Italian politicians on social media. A key aspect of this study is to
depict the communities and sub-communities that the communication flow and
the social network among Italian politicians on social media create. By study-
ing the inter and intra-cohesion of these communities multiple interesting ques-
tions can be answered. Which are the political groups that interact the most,
which ones are partitioned into sub-communities (i.e., intra-party factions), and
to which other political groups these sub-communities are connected? Individual
links can also be analyzed. Is there reciprocity between parliamentarians? Which
ones are similar, based on their “neighborhood”?
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Considering the Twitter social network, its API can be used to retrieve and
analyze the social network and the communication flow of a set of users. This
API provides the access to different resources including: Tweets, Users, Lists,
Trends, Media and Places. The Political Science Department provided the list
of parliamentarians, deputies and senators, and other relevant political actors in
Italy. With this information in hand 41615 tweets were downloaded, in the period
between January 2020 and February 2022. Information about the membership
of the analyzed actors in political groups was retrieved using the open data of
the Italian chamber and senate and adjusted manually for those active actors
not titled of a seat in the parliament. Data were stored in a graph database
to aggregate them and execute the required queries. For example, the social
network of the politicians was created by using the friendship relation among
Twitter users and extracted as the edge list matrix, to input network analysis
algorithms.

4 Experimental Results

We proceed with evaluating the AVPRA outcome in implementing some down-
stream ML tasks exploring the Populite data set. For each task, the accuracy and
execution run time are compared with some state-of-the-art algorithms, namely,
Deepwalk [29], Node2vec [15], and M-NMF[38].

4.1 Community Detection

In network analysis, communities reveal the structural and functional properties
of groups of nodes. Even though there is valuable literature on community detec-
tion algorithms, they mostly focus on the structural properties of the networks.
In the other words, the fact that each member may be characterized by various
domain-specific features toward different communities is not exploited.

In traditional approaches, the community detection task is based on the
modularity maximization problem. Modularity measures the strength of division
of a network into modules, i.e. strongly connected components. To address this
problem, some repetitive steps take place in forming/deforming the possible
partitions in the network and finding the one which results in the maximum
value of modularity [6]. Among the common algorithms, the so-called Leiden
community detection proves that the connected communities and all subsets of
all partitions are locally optimally assigned [36].

Considering the Twitter connections1 of the Italian parliament as a directed
network, we take the detected communities by Leiden algorithm as ground truth
labels. Leveraging these labels we run a Random Forest (RF) classifier in order to
evaluate how the vectors resulting from running AVPRA or other graph embed-
ding methods can capture the structural properties of the network similarly to
the Leiden algorithm. Table 1 presents the F1 scores and the execution time for

1 In particular we used the friendship relation accessible from Twitter API.



266 V. Bellandi et al.

this task, comparing the AVPRA vector labels with other algorithms embedded
vectors. AVPRA MW and AVPRA 10 MW are two derivatives of the AVPRA
vector labels where a limited number of labels is taken into account. The former
refers to the most weighted label, the latter to the ten most weighted labels.
In the case of multi-class classification, some averaging metrics for F1 scores
are used in the classification report. A macro-average will compute the metric
independently for each class and then take the average hence treating all classes
equally, whereas a micro-average will aggregate the contributions of all classes
to compute the average metric. In the case of an equal number of samples for
each class, macro and micro averaging will result in the same score [26]. For
those algorithms with hyperparameters in the mapping function, the mean and
standard deviation of F1 scores are calculated.

Table 1. The evaluation of AVPRA used for the community detection task. A RF
classifier is trained on the 80% of VLs with the Leiden communities labels and tested
on the 20% calculating the F1 score.

Community detection (mean± std)

Embedding algorithms F1 micro F1 macro Execution time(s)

AVPRA 0.993464 0.993073 3.768

AVPRA MW 0.967320 0.966128 1.879

AVPRA 10MW 0.967320 0.967105 0.627

DeepWalk 0.975163 ± 0.01164 0.97322 ± 0.01219 3.545

Node2vec 0.972222 ± 0.0119 0.971005 ± 0.1198 11.681

M-NMF 0.972549 ± 0.01503 0.971930 ± 0.0146 39.003/18.921

4.2 Clustering

Continuing the evaluation of the representation power of the AVPRA VLs, an
unsupervised task is studied. In particular, we consider the capabilities of clus-
tering techniques in grouping similar instances. A number of clusters equal to
the number of partitions proposed by the Leiden community detection algo-
rithm is formed out of the VLs by AVPRA and, embedded vectors by Deepwalk,
Node2vec, and M-NMF. In the evaluation of unsupervised tasks, Normalized
Mutual Information (NMI) is a measure used to evaluate network partitioning
performed by community detection algorithms. The basic idea of this metric
represents the amount of retrieved information from one distribution regarding
the second one [23]. Spectral, Kmeans, and Agglomerative Clustering algorithms
are applied to the Populite network, and the calculated NMI for each of these
algorithms on embedding methods is presented in Table 2.
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Table 2. The Normalized Mutual Information, comparing the clustered embedded
vectors resulted by one clustering algorithm.

NMI (mean± std)

Algorithm Spectral clustering Kmeans Clustering Agglomerative Clustering

AVPRA 0.892796 0.883197 0.882575

DeepWalk 0.903192 ± 0.043 0.926282 ± 0.033 0.867466 ± 0.028

Node2vec 0.926852±0.009 0.932014±0.011 0.872850 ± 0.012

M-NMF 0.86433 ± 0.055 0.867234 ± 0.048 0.845866 ± 0.044

4.3 Link Prediction

The link prediction problem mainly refers to the evaluation of possible rela-
tions between two existing nodes in the network [17,22]. Often the problem
is addressed using a supervised learning approach, where a model is trained
based on the existing/corrupted links in the network [31]. In our experiments,
we adopted a direct evaluation approach. After getting the vectors by the com-
pared embedding algorithms, for each possible couple of nodes in the network
(each possible edge), we calculate the cosine similarity of their assigned vectors
in the mapping space. This way, for each node based on the maximum similarity
with other nodes, we predict the presence of the edge if the similarity value is
more than 0.5. After all, we evaluate the presence or absence of a predicted edge
based on the true edges in the reference network. Table 3 illustrates the results
achieved.

Table 3. The comparison of link prediction score using different embedding algorithms.

Link prediction (mean± std)

Embedding algorithms F1 micro Execution time(s)

AVPRA 0.77790 0.627

DeepWalk 0.745352 ± 0.0252 13.178

Node2vec 0.713398 ± 0.0159 11.967

M-NMF 0.741063 ± 0.0185 1.749

4.4 Centrality

Concerning the constant increasing size of network data, the calculation of some
structural properties, such as node centrality, has a high computational cost.
Some algorithms provide approximation solutions using sampling and calculate
the single-source shortest path for a given sample of nodes [4,24]. Even though
the accuracy of these algorithms is acceptable, the computational cost is still
difficult to manage [12]. Motivated by this discussion, as we find the AVPRA
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less computationally complex in comparison to other state-of-the-art algorithms,
we evaluated its capabilities in capturing the centrality of nodes.

For this purpose, using a standard SN analysis library2, we computed the
betweenness centrality of each node. Centrality measures are expressed as con-
tinuous values, some times normalized in the range [0, 1], while in order to train
a classifier we need discreet ground-truth labels. Witnessing the Populite het-
erogeneous structural characteristic, such as power-law degree centrality similar
to other SNs, we propose three approaches for categorizing the nodes according
to their betweenness values into different intervals:

– approach (a): Homogeneous intervals: the centrality values are divided by
intervals of 0.05 and nodes are categorized accordingly.

– approach (b): Heterogeneous intervals: 100 intervals between 0.0005 and
0.05, 5 intervals between 0.05 and 0.1, (0.1, 0.2], (0.2, 0.5], (0.5, 1].

– approach (c): Heterogeneous Decreasing intervals: [0, x], (x, 1.5x],
(1.5x, 1.5× 1.5×x], . . . , with x = 0.0001.

Following the three above-mentioned approaches, we adopt the obtained cat-
egories as the ground-truth labels. An RF classifier is then trained to predict
centrality categories values based on the vectors of various graph embedding
algorithms. The F1 scores of each algorithm in predicting the labels of the test
set are presented in Table 4 considering 80% of data set as train set and 20%
test set.

Table 4. The accuracy of learning Centrality of the Populite network leveraging the
VLs resulted by AVPRA for each node by a Random Forest Classifier. Using the three
categorization methods defined in Sect. 4.4, the values are reported by mean± std for
AVPRA, DeepWalk, Node2Vec and M-NMF algorithms.

Accuracy (mean± std)

Algorithm approach (a) approach (b) approach (c)

AVPRA 0.601307 0.594771 0.555

DeepWalk 0.4200 ± 0.051 0.5093 ± 0.033 0.3403 ± 0.063

Node2vec 0.4365 ± 0.039 0.5100 ± 0.038 0.3439 ± 0.057

M-NMF 0.3483 ± 0.052 0.4803 ± 0.030 0.2797 ± 0.042

4.5 Label-Drift Detection

In real world scenarios, both the structural properties of networks and the dis-
tribution of features in networks are constantly changing. The dynamic changes
in the patterns of connections among individuals can have major impacts on
the evolution of the network states and the communication flow. The VLP app-
roach can be effective in capturing these dynamic changes as it can consider the
2 https://networkx.org/.

https://networkx.org/
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variation of states due to diffusion and accumulation of features flowing through
links. For this reason, we explored the accuracy of a prediction model based on
the AVPRA VLs.

In the studied scenario a dynamic evolution of the system is due by the
changes in the membership of the political groups at the Parliament that the Ital-
ian Constitution considers a fundamental right of parliamentarians. The method
adopted to predict these changes is based on the idea of creating VLs for political
groups which is the mean of the VLs of the members of the group. If we call this
new vectors V Lp, the new group of a parliamentarian x, is the vector in V Lp

most similar to V Lx, where similarity is measured by cosine distance.
To test the outcome, we consider 24 different extractions of the Populite data

referring to each month in data set. For each time t, predict the new groups of
all the candidates whose group changed between extraction t and t + 1. The
calculated accuracy for each time period is presented in the Table 5, the average
prediction accuracy obtained is 0.64.

Table 5. Number of changes happened in the mentioned period of time and the accu-
racy of prediction by our algorithm

Prediction of changing the labels

Period Number of changes in the political groups Prediction accuracy

2020-01/2020-02 1 1

2020-02/2020-03 2 0.5

2020-03/2020-04 1 1

2020-04/2020-05 2 1

2020-05/2020-06 3 1

2020-06/2020-07 1 1

2020-07/2020-08 1 0

2020-08/2020-09 1 1

2020-09/2020-10 1 1

2020-10/2020-11 1 1

2020-11/2020-12 6 1

2020-12/2021-01 17 0.705882

2021-01/2021-02 4 1

2021-02/2021-03 23 0.956522

2021-03/2021-04 4 0.25

2021-04/2021-05 1 0

2021-05/2021-06 17 0.058824

2021-06/2021-07 1 0

2021-07/2021-08 2 0

2021-08/2021-09 0 –

2021-09/2021-10 2 0.5

2021-10/2021-11 0 –

2021-11/2021-12 1 0

Total period Mean number of drifts Mean accuracy

2020-01/2021-12 2.19047 0.641304
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5 Discussion

In this section, we discuss the results we achieved and underline the capabilities
of AVPRA in capturing both structural and domain-specific properties of the
network.

5.1 Structural Properties of the Network

The set of experiments we conducted on a variety of network analysis tasks
demonstrates the ability of AVPRA in capturing the structural properties of the
network. In community detection, Sect. 4.1, our algorithm ranked first, demon-
strating its ability to capture the network modularity calculated by the Leiden
algorithm. In clustering, Sect. 4.2, AVPRA performs in line with other graph
embedding algorithms, with variations depending on the clustering algorithm
used. In link prediction, Sect. 4.3, our embedder outperforms others using a
reduced execution time. AVPRA outperforms the state of the art also in mea-
suring node centrality, Sect. 4.4, a task recognized as difficult in the literature
for ML procedures while initially some neural network learning are required [13].
Finally, AVPRA is partially capable to detect label-drift detection, Sect. 4.5, a
problem that is clearly influenced by a variety of factors that are endogenous to
the communication network of the parliamentarians.

These results are achieved using an algorithm that is full transparent and
incremental. The features composing the AVPRA vectors are directly obtained
from the domain features and the addition of new features will not invalidate
the previous steps of the procedure. Considering the graph embedding algo-
rithms as the encoder of network features into a latent space, we would face
difficulties in retrieving some information such as the centrality of nodes using
the embedded vectors and information remains abstract and hard to interpret.
Graph embedding algorithms usually create vectors of a dimension of several
hundreds of latent features per node in the graph. While eigenvalue-based decom-
position methods give some formal guarantees on the retained network proper-
ties, random-walk-based methods are stochastic in nature and depend heavily
on hyper-parameter settings.

5.2 Domain-Specific Properties of the Network

One of the key capabilities of AVPRA is embedding the network structure
directly using domain-specific features. This offers great support during the inter-
pretation of the results. To illustrate the implications we developed an analysis
of the sub-communities in the network, showing the differences between the
analysis developed by AVPRA and other methods.

As we discussed in Sect. 4.1, community detection in network analysis is
highly relevant in realizing the properties of members based on the community
they are involved in. According to the homophily principle in social science, nodes
located in one community may have more common features, in other words,
nodes with similar features tend to create their communities. What is observed at
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the level of a network can be observed also at the level of its communities, where
the members of a given community tend to form groups with a higher number of
common interests or stronger affinity. Even though this important problem has
been explored in the literature using different approaches and terminologies, we
refer to it as sub-community detection. Getting this level of granularity reveals
the complexity in the structure of the network and can offer important insight
into the affinities shared by nodes in different communities.

Regarding a research question raised by Populite working group about the
identification of intra-party factions, we evaluate the AVPRA output vectors in
retaining the sub-communities of the network properties. In order to validate
the outcome, we compare it with the state-of-the-art, InfoMap algorithm [32].
InfoMap algorithm optimizes The Map equation, which exploits the information-
theoretic duality between finding community structure in networks and mini-
mizing the description length of a random walker’s movements on a network.
InfoMap supports the two and multi-level partitioning while the core idea is
similar to the Louvain algorithm. Implementing this algorithm on the Populite
data set, we get the information on the network structure represented in Table 6.

A schematic view of the web-based network navigator3 is depicted in Fig. 2.
The communities are labeled according to the political groups existing in the
Italian parliament. The representative nodes of each community are highlighted

Fig. 2. Schematic view of infomap Algorithm [32] representing the Populite data set.
The nodes with higher flow of information are demonstrated by each community. The
information flow among each community is weighted and demonstrated by pointers.

3 https://www.mapequation.org/infomap/.

https://www.mapequation.org/infomap/
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in the figure. The thickness of links connecting the communities demonstrates
the flow of information or in other words, the weight of the connection between
two partitions.

Having at hand this information from InfoMap, we could find the most influ-
ential nodes in the flow of information which can be the interpretation of leaders,
and nodes connected to these leaders construct the sub-communities, see Table 6
for details. On the other hand, leveraging the output vectors of AVPRA, as we
discussed in the Sect. 4.2, the partitions extracted by state-of-the-art algorithms
are in good accordance, more than 88%, with the partitions resulting from clus-
tering the VLs by AVPRA, details in Table 2.

Table 6. The extracted information using the InfoMap algorithm on the Populite
data set. Flow is the rate of received information to each communities, in-flow is the
entering and out-flow is the rate of exit information. Number of nodes, links and the
most involved nodes in the flow path are also mentioned.

Communities Flow In-flow Out-flow Nodes Links Representative nodes id

LEU/PD/REG 0.3898 0.07294 0.05730 184 11918 884,279,70,47

LEGA 0.1028 0.02777 0.03422 146 4999 904,68,645,695

FI/FDI/MISTO 0.1965 0.06379 0.06688 186 7366 106,377,156,74

M5S/CI 0.3105 0.03600 0.04211 256 15734 202,237,849,931

Considering each cluster as a community, we implement the OPTIC cluster-
ing algorithm on the VLs inside the partitions to find out the similarities in the
second level. Table 7, presents the mean VL, V LP , for the involved nodes inside
communities and sub-communities. Clearly, the most-weighted element of V LP

for the communities, is in accordance with the one in sub-communities. This app-
roach also could help in measuring the similarity/distances of sub-communities
in terms of measuring their tendency to specific political areas. Moreover, the
distribution of the existing groups and the absolute prominence of a few of them
are observable. For example, in cluster 0 all sub-clusters are catheterized by a
high value in the PD label. The sub-cluster 0.0 has higher values for the FDI,
M5S, and FI labels. The sub-cluster 1 has lower values for the M5S label
and higher values for the IV label. Similar observations can be provided for all
clusters and sub-clusters.
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Table 7. The mean weight of VLs located inside a cluster(communities) and sub-
clusters (sub communities). Two examples of clusters and some of the belonging sub-
clusters mean weights of elements are represented. Each element refers to a political
party a node may involved in. M5S: Movimento5 Stelle; GM: Gruppo Misto; Lega;
IV: Italia Viva; PD: Partito Democratico; FI: Forza Italia; FDI: Fratelli D’Italia; CI:
Coraggio Italia; LU: Liberi e Uguali; Pla: Per le autonomie

Mean weight of VL (VLp) of clusters/sub-clusters

Cluster M5S GM Lega IV PD FI FDI CI LU Pla

0 0.10784001 0.066733 0.055306 0.02146 0.660737 0.107175 0.029693 0.022745 0.036151 0.005188

Sub-clusters VLp of sub-clusters

0 0.1162275 0.068403 0.060062 0.020338 0.646582 0.112942 0.031678 0.023786 0.036209 0.005452

1 0.09068673 0.065458 0.05509 0.022798 0.653536 0.110606 0.029541 0.02258 0.035431 0.00496

2 0.08138816 0.061689 0.05185 0.023376 0.674685 0.104717 0.027103 0.021945 0.034635 0.004913

3 0.12472662 0.068516 0.061732 0.020404 0.637912 0.118537 0.034373 0.024205 0.03432 0.004864

4 0.10234745 0.064337 0.045815 0.022505 0.691376 0.09406 0.024516 0.021495 0.035897 0.005123

Cluster

1 0.746649 0.111349 0.038724 0.003204 0.075565 0.044796 0.014362 0.030933 0.009983 0.001288

Sub-clusters VLp of sub-clusters

0 0.748093 0.112028 0.038639 0.00308 0.072941 0.043236 0.013958 0.031057 0.00991 0.001257

1 0.774574 0.112761 0.03088 0.002101 0.047472 0.031561 0.010888 0.028511 0.007825 0.000872

2 0.774678 0.111601 0.024984 0.003139 0.071959 0.036025 0.010138 0.029971 0.009463 0.001004

3 0.758054 0.11416 0.035063 0.003208 0.070387 0.038875 0.013638 0.027245 0.009758 0.001030

4 0.78523 0.11601 0.02202 0.01803 0.04000 0.02840 0.00817 0.03110 0.00718 0.00075

Fig. 3. Hierarchical representation of communities extracted from infomap Algorithm
[32]. (a). The community of M5S and CI is zoomed in (b)The in-flow/out-flow of
information of node 212 is depicted.
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6 Conclusion

Due to the unbounded increasing size of networks representing a system of
instances and interconnections, neither capturing structural nor domain-specific
properties are feasible by using traditional network analysis tools. Leveraging
tools to reflect domain-specific and structural properties of networks in the fea-
ture space digestible by ML algorithm for further exploration seems inevitable
in real-life network studies. In our experiment, the AVPRA algorithm [37] has
been proven to be able to capture the structural properties of the studied net-
work on multiple analytical tasks, without disregarding the ability to retain its
domain-specific features. The algorithm is also incremental, making it possible
to update its results when the domain is evolving and supports a transparent
analysis of the obtained results, explaining them in terms of the domain features
embedded during the VLP procedure.
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20. Li, Q., Zhou, T., Lü, L., Chen, D.: Identifying influential spreaders by weighted
leaderrank. Phys. A 404, 47–55 (2014)

21. Lim, M., Abdullah, A., Jhanjhi, N., Khan, M.K.: Situation-aware deep reinforce-
ment learning link prediction model for evolving criminal networks. IEEE Access
8, 16550–16559 (2019)

22. Mart́ınez, V., Berzal, F., Cubero, J.C.: A survey of link prediction in complex
networks. ACM Comput. Surv. (CSUR) 49(4), 1–33 (2016)

23. McDaid, A.F., Greene, D., Hurley, N.: Normalized mutual information to evaluate
overlapping community finding algorithms. arXiv preprint arXiv:1110.2515 (2011)

24. Mendonça, M.R., Barreto, A.M., Ziviani, A.: Approximating network centrality
measures using node embedding and machine learning. IEEE Trans. Netw. Sci.
Eng. 8(1), 220–230 (2020)

25. Nurek, M., Michalski, R.: Combining machine learning and social network analysis
to reveal the organizational structures. Appl. Sci. 10(5), 1699 (2020)

26. Opitz, J., Burst, S.: Macro f1 and macro f1. arXiv preprint arXiv:1911.03347 (2019)
27. Ou, M., Cui, P., Pei, J., Zhang, Z., Zhu, W.: Asymmetric transitivity preserv-

ing graph embedding. In: ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining (KDD), pp. 1105–1114 (2016)

28. Palmonari, M., Minervini, P.: Knowledge graph embeddings and explainable ai.
Knowl. Graphs Explain. Artifi. Intell. Found. Appli. Challenges 47, 49 (2020)

29. Perozzi, B., Al-Rfou, R., Skiena, S.: Deepwalk: online learning of social represen-
tations. In: ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining (KDD), pp. 701–710 (2014)

30. Perozzi, B., Kulkarni, V., Chen, H., Skiena, S.: Don’t walk, skip! online learning
of multi-scale network embeddings. In: International Conference on Advances in
Social Networks Analysis and Mining (ASONAM), pp. 258–265 (2017)

https://doi.org/10.1007/978-1-4419-8462-3_9
https://doi.org/10.1007/978-1-4419-8462-3_9
http://arxiv.org/abs/1609.02907
http://arxiv.org/abs/1110.2515
http://arxiv.org/abs/1911.03347


276 V. Bellandi et al.

31. Rossi, A., Barbosa, D., Firmani, D., Matinata, A., Merialdo, P.: Knowledge graph
embedding for link prediction: a comparative analysis. ACM Trans. Knowl. Dis-
covery Data (TKDD) 15(2), 1–49 (2021)

32. Rosvall, M., Bergstrom, C.T.: Maps of information flow reveal community structure
in complex networks. arXiv preprint physics.soc-ph/0707.0609 (2007)

33. Salehi Rizi, F., Granitzer, M.: Properties of vector embeddings in social networks.
Algorithms 10(4), 109 (2017)

34. Silva, T.C., Zhao, L.: Machine Learning in Complex Networks. Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-17290-3

35. Sun, H., Huang, J., Zhong, X., Liu, K., Zou, J., Song, Q.: Label propagation with-
degree neighborhood impact for network community detection. Comput. Intell.
Neurosci. 2014, 130689 (2014)

36. Traag, V.A., Waltman, L., Van Eck, N.J.: From louvain to leiden: guaranteeing
well-connected communities. Sci. Rep. 9(1), 1–12 (2019)

37. Bellandi, V., Ceravolo, P., Damiani, E., Maghool, S.: Agent-based vector- label
propagation for explaining social network structures. CCIS, vol. 1593 (2022).
https://doi.org/10.1007/978-3-031-07920-7 24

38. Wang, X., Cui, P., Wang, J., Pei, J., Zhu, W., Yang, S.: Community preserving
network embedding. In: Thirty-First AAAI Conference on Artificial Intelligence
(2017)

39. Xie, J., Szymanski, B.K., Liu, X.: Slpa: uncovering overlapping communities in
social networks via a speaker-listener interaction dynamic process. In: 2011 IEEE
11th International Conference on Data Mining Workshops, pp. 344–349. IEEE
(2011)

40. Xing, Y., Meng, F., Zhou, Y., Zhu, M., Shi, M., Sun, G.: A node influence based
label propagation algorithm for community detection in networks. Sci. World J.
2014, 627581 (2014)

41. Xu, X., Yuruk, N., Feng, Z., Schweiger, T.A.: Scan: a structural clustering algo-
rithm for networks. In: Proceedings of the 13th ACM SIGKDD International Con-
ference on Knowledge Discovery and Data Mining, pp. 824–833 (2007)

42. Zhu, X., Ghahramani, Z.: Learning from labeled and unlabeled data with label
propagation (2002)

https://doi.org/10.1007/978-3-319-17290-3
https://doi.org/10.1007/978-3-031-07920-7_24


Research in Progress Papers



Generating Plugs and Data Sockets
for Plug-and-Play Database Web Services

Arihant Jain1 , Curtis Dyreson1(B) , and Sourav S. Bhowmick2

1 Department of Computer Science, Utah State University, Logan, UT, USA
curtis.dyreson@usu.edu

2 Nanyang Technological University, Singapore, Singapore
assourav@ntu.edu.sg

https://www.usu.edu/cs/people/CurtisDyreson/,

https://personal.ntu.edu.sg/assourav/

Abstract. We propose a novel system for creating data plugs and sock-
ets for plug-and-play database web services. We adopt a plug-and-play
approach to couple an application to a database. In our approach a
designer constructs a “plug,” which is a simple specification of the out-
put produced by the service. If the plug can be “played” on the database
“socket” then the web service is generated. Our plug-and-play approach
has three advantages. First, a plug is portable. A plug can be played on
any data source to generate a web service. Second, a plug is reliable. The
database is checked to ensure that the service can be safely and correctly
generated. Third, plug-and-play web services are easier to code for com-
plex data since a service designer can write a simple plug, abstracting
away the data’s real complexity. We describe a system for plug-and-play
web services and experimentally evaluate the system.

Keywords: Web services · Databases · Plug-and-play

1 Introduction

Web services are a common technology for transferring data between a web
server and an application. As shown in Fig. 1 a web service is a bridge between
an application and a database with a coupling on both ends. The application
coupling is between the code in the application and the web service. A web ser-
vice provides (or accepts) data formatted in a specific shape, which is usually a
hierarchy since the data is typically formatted in JSON or XML, and could be
further transformed using GraphQL. The second coupling is between the web
service and the back-end database, which we will call the database coupling. The
database coupling maps flat, relational data in the database to the shape (hier-
archy) used by the service; it is typically an object-relational mapping (ORM).

We observed that the design and construction of the application and database
couplings could be improved in (at least) three ways. First, the application cou-
pling is rigid. The web service constructs data to a specific shape. We will call
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Sellami et al. (Eds.): CoopIS 2022, LNCS 13591, pp. 279–288, 2022.
https://doi.org/10.1007/978-3-031-17834-4_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17834-4_16&domain=pdf
http://orcid.org/0000-0003-0236-1515
http://orcid.org/0000-0003-1957-8016
https://doi.org/10.1007/978-3-031-17834-4_16


280 A. Jain et al.

Fig. 1. Couplings in a web service

this shape a data socket. An application also needs data in a specific shape, which
we will call a data plug. If the data plug does not fit the data socket then the
application is unable to couple to the web service. Rigidity reduces application
portability. Second, both couplings are brittle, changes to a data plug or data
socket, i.e., changes to the database, application, or web service, may break an
existing coupling. Brittleness “pins” both the database schema (how the data
is organized) and the application (which uses the schema to construct queries),
limiting their evolution. Third, the application and database couplings are static.
That is, an application can only choose among the data sockets pre-defined by
the database coupling. Complicating the problem is that the application coupling
and database coupling are specified using separate technologies.

This paper proposes a plug-and-play approach to web service construction
to make the couplings more flexible, resilient to change, and dynamic. We call
our plug-and-play web service creator AutoREST. Suppose that a biodiversity
application wants visualize a taxonomic hierarchy from data stored in a biodi-
versity database. There are many such databases [1] hosted by various biodiver-
sity platforms such as Symbiota2, Specify, or Arctos, to which the application
could couple. The databases have the same kinds of data but different schemas.
The designers of the taxonomic hierarchy viewer application describe its data
needs as a set of data plugs. AutoREST either constructs data sockets from the
database to fit each of the data plugs or describes how the construction will fail
(lose information).

As an example, suppose that as part of the visualization of the taxonomic
hierarchy the application consumes data about journal articles related to scien-
tific names, grouping titles and DOIs of articles below the names. Additionally
the application would like to translate the keys in the key/value pairs in the data
(this translation is optional) from English to Spanish. The application designer
would give the data plug specification shown in Fig. 2 for growing a new web
service to provide the data. The GET service endpoint for providing the data
would (if possible to construct) provide data formatted as shown in Fig. 3.
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[{ "el nombre cientifico" : "scientific name",

"los articulos" : [{"titulo": "title",

"DOI": "DOI"}] }]

Fig. 2. A plug-and-play web service specification

[ { "el nombre cientifico" : "Canis lupus",

"los articulos" : [ { "titulo" : "From the Past to the Present: Wolf Phylogeography",

"DOI" : "10.3389/fevo.2016.00134" },

{ "titulo" : "...",

"DOI" : "..." },

... ] },

{ "el nombre cientifico" : "...", ... }, ... ]

Fig. 3. Data returned by the constructed service

2 AUTOREST Architecture

In this section we describe the architecture of AutoREST. This section describes
each step in the generating a data plug and socket.

2.1 Getting Started

AutoREST has a GUI written in Python, though AutoREST is primarily
written in Java. The code is publicly available from github: https://github.com/
cdyreson/autorest.AutoREST provides an interface to connect to a database
and harvest the metadata, e.g., the schema, from the database.

2.2 Association Multigraph Construction

AutoREST next creates an association multigraph. An edge in the graph is a
foreign key relationship (it is undirected since the edge can be traversed in either
direction) and a node is a table. Attributes for a table are associated with the
node. We use foreign keys because they are available in the schema.

2.3 Parsing the Plug

The plug is parsed, creating an abstract syntax tree (AST). We use ANTLR to
parse the plug and walk the AST to perform other actions. AutoREST matches
the plug to the association multigraph by first matching names in the plug to
attributes associated to nodes in the graph. A name may match multiple nodes.
For each match, AutoREST builds the spanning tree from the leaves of the
plug (the plug specifies a hierarchy) to the root using the principle of closeness
to associate parents with children. Closeness can be described as the property
that two data items are related if they are connected (by a path) and that no
shorter paths that connect items of the same type exists [6,16]. In the context
of relational databases the type of a datum is the domain (an attribute in a

https://github.com/cdyreson/autorest
https://github.com/cdyreson/autorest
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Fig. 4. Reduced schema of the Symbiota2 database

relation) to which it belongs. This matching creates a closest spanning tree,
which is traversed using an inorder walk to generate a path that connects the
data. Since a name may match multiple nodes in the graph and multiple edges
could connect a pair of nodes, there could be several paths for a plug. The next
step determines the best path.

2.4 Finding Closest Paths

There can be several possible paths between two tables in a database. To find
the closest path we use a modified breadth-first search algorithm to find all the
shortest paths between the two tables. There are several cases of how queries
are processed as described in the remainder of this section.

Case: Single Table Plug. Suppose we want to create a simple web service
that returns an orders key and status information from the Symbiota2 database
using the plug shown in Fig. 5. We process the plug as described previously. After
processing, we have data for the SELECT and ORDER BY keywords. To create a
query we need to find the join conditions between the columns in the database.
In this section, we will discuss the algorithm we use to process queries to generate
paths or join conditions for the query.

For a given search query we first begin with the first column and then we
find the relation to the next column. For the example query, it is locale and
basis of record, respectively. Looking at the schema in Fig. 4 we see that both
columns are in the same table. To get the data for the FROM keyword, all we need
is the name of the table. Our algorithm generates the SQL query shown in Fig. 6.
Similarly, if the query had more columns from the same table then we would
only need to add the column names to the SELECT and ORDER BY clauses.
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[ { "where": "locale", "basis": "basis of record" } ]

Fig. 5. Simple, single table plug

SELECT DISTINCT locale, 'basis of record'

FROM occurrences

ORDER BY locale, 'basis of record'

Fig. 6. SQL for the single table plug shown in Fig. 5

Case: Multi-table Plug. Suppose we want to create a web service to find the
scientific names of taxa and information about the images for each taxon,
then we would use the plug given in Fig. 7. Again we get the data for SELECT and
ORDER BY from the initial processing stages of the search query. Next we need to
find the relation among the different columns in the query. As described earlier
we start with finding the relation for scientific name and the next column
URL. These columns are from different tables. So we build the join condition
between tables, taxa and images and create a query-specific path resulting in
the SQL query shown in Fig. 8. The reason we are use left joins is if there were
taxa that do not have any images then we would not get their scientific
names in the result set.

Case: Multi Hierarchy Plug. Suppose that the plug is as given in Fig. 9.
Finding paths in a hierarchical query differs from a flat query since we need
to find paths between parents and children in the plug. For the example query,
we find the relation between scientific name and locale, and similarly after
than between scientific name and URL. The query generated for this plug is
shown in Fig. 10. We create the hierarchical structure from the result set after
executing the query. Since the result is ordered by nodes higher in the hierarchy,
the hierarchy can be constructed in a streaming fashion from the result.

Case: Multiple-path Plug. There could be multiple shortest paths connecting
two relations, for example for the plug given in Fig. 11 one path is

taxa - descriptions - authorities

while another is given below.

taxa - statuses - authorities

Such a situation is quite likely to occur in a database with several relationship
types between a pair of entity types.

To enable the user to choose the best path, AutoREST visualizes the paths.
In this visualization on the full Symbiota2 schema (rather than the reduced
and simplified schema used previously) there are seven paths that connect the
authorities and taxa tables. The visualization enables a developer to choose
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[ { "taxon": "scientific name", "image": "URL",

"copyright": "copyright", "thumbnail": "thumbnail URL" } ]

Fig. 7. Multi-table plug

SELECT DISTINCT taxa.'scientific name', images.URL,

images.copyright, images.'thumbnail URL'

FROM taxa LEFT JOIN images USING ('taxon ID')

ORDER BY taxa.'scientific name', images.URL,

images.copyright, images.'thumbnail URL'

Fig. 8. Generated SQL query for plug in Fig. 7

a path other than the one AutoREST deems as best (lowest cost/most infor-
mation retained).

We measure the desirability of the web service on the basis of rows returned,
which is an indicator of the completeness of the plug computation. The more
rows being returned from a query implies that less data is being lost with the
join condition. The rows can be either counted by executing the query and then
counting the rows (e.g., using EXPLAIN ANALYZE) or by estimating the number
of rows (e.g., using EXPLAIN). AutoREST shows the estimated number of rows
and also presents the user with a graphical representation of the path of the join
condition in the database.

Finally, to maximize completeness a user can choose to perform the union
of alternative paths. We do not automatically detect when a union will improve
the completeness since the query subsumption problem (figuring out if a query
produces a subset of another query) is also NP-complete. Rather we leave it to
the designer to choose to union alternatives.

2.5 Creating the Service

In our implementation, we auto generate a Python script using the Flask frame-
work to create the web service.

3 Evaluation

In this section we describe the results of several experiments to evaluate
AutoREST. The evaluation measures the feasibility of plug-and-play web ser-
vices. We explore two alternatives in cost estimation in an SQL query compiler
while creating a web service using AutoREST.

We performed our experiments on a desktop machine with an i7-4770 CPU
with a clock speed of 3.40 GHz and 16GB of DDR3 memory. The OS used is
Ubuntu 18 LTS, 64-bit and the Java version used is version 11. We performed
the experiments using the Postgres DBMS version 12. We used an out-of-the box
version of both Postgres and Java, with no adjustments made for performance
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[ { "taxon": "scientific name", "occurrences": [ { "locale" : "locale" } ],

"images": [ { "URL" : "URL"} ] } ]

Fig. 9. A multi-hierarchy plug

SELECT DISTINCT taxa.'scientific name', occurrences.locale, images.URL

FROM taxa LEFT JOIN occurrences USING ('taxon ID')

LEFT JOIN images USING ('taxon ID')

ORDER BY taxa.'scientific name', occurrences.locale, images.URL

Fig. 10. SQL for the multi-hierarchy plug of Fig. 9

tuning, such as increasing cache memory size. The experiments used a standard
relational benchmark database, TPC-H [15]. We used TPC-H rather than Sym-
biota2 since we wanted to experiment with different database sizes (in a later
experiment).

For the first experiment the TPC-H database generator was used to generate
a database 10 MB in size. We manually created seven plugs based on TPC-
H queries, which are in the test section of the implementation package. The
experiment measures the total time to create the web service, from input of
the plug to completion of code creation. We tested using EXPLAIN vs. EXPLAIN
ANALYZE to resolve shortest paths queries. The difference between EXPLAIN vs
EXPLAIN ANALYZE is that the former estimates the cost of a query from database
statistics, while the latter runs the query capturing the actual cost. Estimating
query cost is much faster than running a query and measuring the cost. Figure 12
plots the cost of generating the web service for each plug. The plugs increase in
complexity from plug one to plug seven, and therefore in cost. The experiment
also shows that using EXPLAIN ANALYZE is more expensive for complex plugs,
for plugs six and seven it is more than double the cost.

EXPLAIN ANALYZE takes more time, but it is unclear if it is producing a “bet-
ter” result. The quality differences between EXPLAIN and EXPLAIN ANALYZE can
be measured by examining how close the former comes to estimating the num-
ber of rows in the query result, which is what we use for gauging completeness
and ranking paths. Figure 13 shows the percent difference in the queries corre-
sponding to the seven plugs. The query size estimator in Postgres accurately
predicts the size of the result for most of the queries, only query 2 shows signifi-
cant differences. We observed that sometimes the query estimator overestimates
the number of output rows for queries that involve DISTINCT, which eliminates
duplicate rows from the query result.

We also measured the time to produce the first result. Pagination is typically
used for web services, so the time to the first result is essentially the time to
produce the first page. Figure 14 shows the difference in the cost of computing
the first result vs. the complete result using EXPLAIN.
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[ { "scientific name": "scientific name", "editors": "editors" } ]

Fig. 11. A multiple path plug
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The previous experiments used a relatively small database, so we were inter-
ested in determining how the size of the database impacted the time taken.
Figure 15 plots the time difference between EXPLAIN and EXPLAIN ANALYZE for
the seven plugs on databases of increasing size. The results show that as the
database size increases, the time difference also increases, which means that
EXPLAIN ANALYZE takes longer with larger databases. We have only included
results from the initial five queries as the time difference in the last two queries
is extremely large.

4 Related Work

Related work falls into two categories, existing tools for web services creation
and peer-reviewed research. We cover the tools first.

There are API-side tools to create or document a client’s view of a web
service, that is, a program interface and documentation e.g., the Swagger User
Interface editor [13]. API-side tools like GraphQL can be further applied to
process the data returned by a web service, but lack the database construction
of the service as described in this paper. There are also tools to create the
DBMS-side of the web service. A canonical tool in this category is Doctrine [5].
AutoREST combines the API-side and DBMS-side construction.

Plug-and-play web services are a technique for easing the burden of con-
structing a hierarchy from a database, which has been investigated previously
in various ways. The problem of constructing a hierarchy from relational data
is simplified by storing the hierarchical data in a relational database [11,14]
or key/value store, such as MongoDB. The main challenge addressed in this
paper is how to transform (flat) relational tables to hierarchical data (JSON),
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which is a different problem than how to transform hierarchical data to hier-
archical data [6,10,12,16]. Codd famously proposed transforming hierarchical
data to relational data [4], which is the paradigm that has dominated much of
the database literature. Web service composition [3] is another way of changing
the shape, through the process of composing existing web services. Such com-
positions are prone to brittleness [8]. AutoREST grows a web service rather
than composing existing services; composition does not address how to create a
hierarchy from tables.

Data can be integrated from one or more source schemas to a target schema
by specifying a mapping to carry out a specific, fixed transformation of the
data [2]. Once the data is in the target schema, there is still the problem of
queries that need data in a hierarchy other than the target schema. In some
sense schema mediators integrate data to a fixed schema, which is the starting
point for what plug-and-play web services aims to do. The different problem leads
to a difference in techniques used to map or transform the data. For instance
tuple-generating dependencies (TGDs) are a popular technique for integrating
schemas [7,9]. Part of a TGD is a specification of the source hierarchy from
which to extract the data. Specifying the source will not work for plug-and-play
web services, which must be agnostic about the source.

5 Conclusion

We built a system called AutoREST to provide plug-and-play web services.
AutoREST generates a web service from a simple JSON specification of the
output of the service. We described how the specification is used to compute
the hierarchical output from relational tables and how attributes are related in
a association multigraph. AutoREST essentially eliminates the need for any
prior coding knowledge to create a web service, and also enables fast web service
creation. This paper describes how AutoREST is implemented and gives an
experimental evaluation.
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Abstract. Ensuring the quality of education and training has always
been the focus of social concern. Traditionally, many chain education
and training institutions have adopted a centralized management plat-
form, which will lead to a lack of effective supervision among institutions.
If the training records of trainees have problems such as data falsifica-
tion/tampering, it is not easy to trace back, so that the security and
credibility of the training data cannot be guaranteed. Moreover, due to
the influence of geographical, economic and other factors, there is a lack
of unified assessment standards in various regions, which makes it dif-
ficult to guarantee the training quality of trainees. In this context, this
paper proposes an education and training management system (ETS)
based on Hyperledger Fabric blockchain technology to provide a safe and
reliable traceability solution for education and training management. In
this system, we define some rules through smart contracts to implement
different business logic. Using the characteristics of decentralization and
high credibility of the blockchain, it solves the problems of uneven train-
ing quality and untraceable training records in the traditional education
and training process. The system we built enables reliable sharing and
privacy protection of training data. In addition, this paper provides an
effective network configuration idea to obtain the best performance of the
blockchain system. The performance of the proposed system is evaluated
by experiments.

Keywords: Education and training · Hyperledger fabric · Access
authorization · Data security · Smart contract

1 Introduction

In the context of national learning, the scale of the training market for edu-
cational institutions is also expanding. These institutions need to standardize
the management of various data in the training process and record them in
the database [1]. A reliable system can greatly improve office efficiency and
ensure data security. But in the traditional education and training system, all
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training-related data are stored in a single database through web and network
technologies to meet the needs of managers for supervision and storage [2]. This
centralized management model cannot guarantee the security and reliability of
data. If there is a problem with the system center, it will cause a lot of dam-
age. In addition, traditional databases have the risk of data tampering and data
leakage [3]. If the training records of trainees are false, it is difficult for relevant
departments to trace them, which makes the data lack credibility.

In the era of rapid development of the education institution, the application
of blockchain technology meets the decentralized learning needs and models of
today’s social educational institutions [4]. Applying it to the education insti-
tution can help effectively solve some existing problems that cannot be solved
online and offline [5]. Among them, we can prevent the falsification of training
data by comparing the hash values [6]. Data transparency is ensured through
sharing mechanisms, and system security is enhanced through authentication [7].
At the same time, transactions that occur in ETS can be automatically verified
and executed by using pre-designed smart contracts. To reduce the workload of
managers, and to ensure the security of ETS data.

The goal of this paper is to research, develop and implement a platform cen-
tered on training institutions using blockchain technology. Provide a safe and
high-quality training method to standardize the system of the entire training
assessment process to ensure the training quality of trainees. The main contri-
butions of this study are as follows:

• We propose an education and training management system based on Hyper-
ledger Fabric, which provides a comprehensive plan for the design of training
assessments in the education and training process. Authorized personnel can
understand the training records of each trainer at a glance, improve the trans-
parency of training data and maintain reasonable privacy.

• In this system, the identity verification stage of each role is designed in the
alliance chain, and reasonable smart contracts are developed to prevent illegal
personnel from falsifying information during the management process, and
improve the security and reliability of the system.

• The system adopts four data storage methods of CouchDB, PostgreSQL,
MySQL, and Redis to realize the optimal “on-chain and off-chain” data storage
solution.

• The developed prototype system is evaluated, and the optimal network config-
uration and transaction size are obtained through comparative experiments.

2 Background

2.1 Blockchain

In recent years, with the development of blockchain technology, decentralized
systems centered on blockchain technology have become more and more common.
Blockchain is essentially a distributed database [8]. It is a series of encrypted
data blocks, each data block contains transaction information in the network for
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a period of time, the digital certificate verifies the validity of its information,
and the next data block is continuously generated [9]. Features of blockchain
technology: uniqueness; data transparency; irreversibility of records; traceability
[10]. The characteristics of blockchain allow it to effectively solve the problem of
trust between parties. Although third-party protection measures are common at
present, the market demand for data fraud and information traceability has been
increasing [11]. These characteristics of the blockchain make it very promising
and have been affirmed in many applications.

2.2 Blockchain Education

At present, with the continuous improvement and expansion of blockchain tech-
nology, many international educational institutions have begun to discuss the
application of blockchain technology in the field of education. They hope that
blockchain technology can help build a safe and reliable education platform to
promote the efficient development of the future education field [12]. Woolf Uni-
versity is a blockchain university announced by former Oxford University aca-
demics. The school’s overall management model relies on blockchain technology.
Use blockchain technology to record students’ attendance and learning progress
in real time and store them on the blockchain. The researchers also explored
the application mode of blockchain in the field of education by analogy to the
application scenarios of blockchain in other fields. In response to the new needs
of the development of the education field, Fedorova et al. [13] proposed some
scenarios for the application of blockchain technology in the field of education,
including the degree certificate system and data management system, and clari-
fied the advantages of applying blockchain in the field of education. Ayub Khan
and others [14] proposed a blockchain-based educational credential verification
framework to avoid document fraud and abuse. At the same time, in order to
solve the deficiencies in data storage and management, the industry has also tried
to combine blockchain technology with cloud storage technology to improve the
controllability of data [15].

In general, the application of blockchain technology in the field of educa-
tion is more complex, and faces problems such as difficulties in promotion and
operation, limited data storage space, and insufficient transaction throughput.
Therefore, there are still many challenges for the implementation of blockchain
training in educational institutions.

3 Platform Model Design

This section mainly discusses the architecture of the platform, including platform
architecture and design.

3.1 Platform Architecture

The platform simulates three education and training branches to form a con-
sortium chain, and forms an education and training management system based
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on Hyperledger Fabric with the platform management interface. And ETS can
provide a complete interface and SDK to integrate with other existing systems.
The platform architecture is shown in Fig. 1.

Fig. 1. The platform architecture.

ETS is divided into three layers: service layer, blockchain layer and data
storage layer. The service layer includes two business modules: training manage-
ment and integrated monitoring platform for blockchain operation. The backend
of the service layer provides a RESTful API for the web side to call. The web side
uploads the requested data (student information, assessment records, etc.) to the
backend, and the backend calls the corresponding function through routing to
execute specific business logic. Interact with the blockchain network by encapsu-
lating the Hyperledger Fabric SDK to complete operations such as connecting to
the blockchain network, selecting channels, sending transaction proposals, and
writing to the ledger. The JSON data of the response is sent back to the front
end, and the front end processes the response and displays it to the administra-
tor.

The blockchain layer provides MSP member management services, blockchain
services and chain code services based on the Hyperledger Fabric framework.
After connecting to the blockchain gateway, the user will select the designated
channel and initiate a transaction proposal to the blockchain network. The des-
ignated endorsement node in the network will call the smart contract to simulate
the execution of the transaction and return the transaction response, and then
the ordering node will use a specific consensus algorithm to sort the transactions
and package them into blocks. The block synchronization is performed between
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the accounting nodes through the P2P protocol, and the blocks are verified and
written into the distributed ledger.

The data storage layer keeps data persistent. In this network, business data
such as identity information and training records are stored in the CouchDB
database. System management related data is stored in a MySQL database.
Connect to the Redis cache database through the specified API and store com-
mon data to improve the high performance of data storage. The PostgreSQL
database is used to provide the data required for the blockchain to run the com-
prehensive monitoring platform to ensure the integrity of the system data in a
more secure way.

The integrated monitoring platform for blockchain operation provides plat-
form monitoring functions to monitor and operate nodes on the entire blockchain
platform. The monitoring includes functions such as the entire network block
information, deployed contract information, the number and working status of
nodes, and transaction query.

3.2 Platform Solution

Based on the complexity of educational scene nodes, we propose a basic edu-
cational blockchain network architecture. There are 6 “roles” in the ETS man-
agement chain process framework diagram. However, our solution is scalable,
and new nodes can be added dynamically according to demand to ensure the
flexibility of the system.

• Educational Institution (EI): Provide all-round support for trainee training.
To establish a branch of an educational institution, you need to apply to the
headquarters. Only after the application is approved can they join the alliance
chain of the institution.

• Student (S): Students must be certified by the institution before proceeding
to subsequent training courses. After the certification, the basic information
of the trainee can be entered into the blockchain network, and trainees who
have not entered the information are not eligible for training.

• Level C Administrator (LC): There are different levels of administrators in
each EI, and they all need to be authenticated and qualified before they can
join the network. LC will judge the results of the day based on the daily
performance of the students, and write the information into the ledger.

• Level B Administrator (LB): According to the performance of each student
for a week, the grades obtained for the week are judged, and the assessment
information is written into the ledger.

• Level A Administrator (LA): The grades obtained for the month are judged
based on the comprehensive performance of each student for the month. After
the training, it will be determined whether the student’s grades meet the
graduation standards according to the comprehensive results.

• Third Party (TP): At each stage of the assessment, all assessment results can
be accessed through the blockchain network, and all information can be used
to detect false grades to ensure the quality of training for trainees.
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The specific process is as follows: In the process of education and training,
from the beginning of the training institution receiving trainees to the end of
the training, it needs to go through the following stages.

1) This step is the registration phase for each role in the system. All participants
(EI, S, LA, LB, LC, TP) must be authenticated in the Hyperledger Fabric
network, and only after the authentication is passed, can transactions and
information be exchanged in the network channel.

2) When a new S needs to register for training, the corresponding institution
will first confirm the personal information related to the name, age, training
courses and plans of the S. After confirming that the information is correct,
the corresponding EI will upload the information to the blockchain center
through the sorting node for accounting.

3) At the end of each day’s training, LC will give a reasonable score to all trainees
on the performance of the day according to the pre-established assessment
standards. And upload the assessment information of each S to the blockchain
network, in which the smart contract will automatically detect the uploaded
information, and the unqualified information will not be recorded in the
blockchain network. For example, the assessment score of the day exceeds the
standard score. After confirming that the information is correct, the ledger
will be updated.

4) After the weekly training, LB will conduct weekly scores based on the scores
of each trainee for the week and upload them to the blockchain network.

5) After the monthly training, LA will conduct monthly scoring according to the
score of each student in that month. And LA will conduct assessment and cer-
tification after the S training. Through the monthly assessment information,
it is decided whether the S has passed the education and training.

6) TP will review the corresponding transaction information in the blockchain
network according to the applicant’s request. When there is an unqualified S,
the appraiser will be traced back to the transaction records to find out the
problem.

4 System Implementation

This section mainly describes the configuration environment and implementation
of the platform.

4.1 Configuration

In this study, the entire blockchain network consists of three servers of Ubuntu
18.04 system. They simulate three different educational institutions, each of
which contains an orderer node and a peer node. In ETS, we use the version of
Hyperledger Fabric 2.2, and the consensus is the Raft algorithm. Its advantage
is that it can provide a stable ordering service even if some nodes are down. The
service is similar to a cluster device, and each node interacts through Raft.
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4.2 Implemention

In ETS, we implement smart contract through Node.js. And the contract is
installed on the selected peer nodes in the network to provide services for trans-
actions between various organizations in the network. The contracts designed
in this paper are mainly divided into application contracts and transaction con-
tracts. The application contract mainly provides registration, query and other
operations for the system, and traders can search based on the specified fields.
In the transaction contract, we mainly implement the business logic in ETS,
and provide services for managers to perform assessment, recording and other
functions. We have pre-established policies in access control management that
define the permission rules for different participants in the blockchain network.
The main functions of ETS are described below.

Student Registration: First, obtain the basic information of students (stu-
dent_id, student_name, student_age, base_score ). Taking the information as
input and submitting it to the system through the corresponding SDK, the
server will find a matching method in the chaincode after receiving the registra-
tion request, and check the parameters in the request method body. After it is
determined that the information meets the description rules, the student infor-
mation is uploaded to the blockchain network and a unique identity is created
for the student. The registration process of EI, LA, LB, and LC in this system
is similar to the registration process of students.

Assessment of the student: Institution managers can perform transactions
to record the assessment results of each student. According to the level of man-
agers, their assessment authority is also different. For example, LA can evaluate
the student’s performance for one month, and LC can only record the student’s
performance for the day. When the manager scores a student, the request param-
eters will be uploaded to the chaincode, and the contract will be used to judge
whether the transaction is legal. For example, “score” cannot be a non-negative
number. After being confirmed by the contract, this piece of information will gen-
erate a new key-value pair and save it in the blockchain. Algorithm 1 describes
the process.

Obtain student training records: In ETS, the Couchdb database is used,
which can support rich query operations. When we trace student assessment
records, we can use “student_id” and “administrator_id” as input. Submit the
application through the specified API, and the network will first judge the user’s
permissions. After passing, the node will search for the corresponding method
in the chaincode and get all the parameters in the request body. The data in the
request body is checked according to the custom rules, and the corresponding
assessment record information of the students is returned.

5 Performance Analysis

To ensure the viability of the system, we performed some tests. And in
this section, the corresponding results will be given through experiments.
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Algorithm 1: Assessment of the student
input : Student ID, Administrator ID, Date,Score
output: Accept or reject this transaction

1 Generate composite key by input information;
2 Transactions are obtained by composite key;
3 if (Administrator=LA) then
4 Result← Operate the daily, weekly and monthly assessment scores of

student;
5 else
6 if (Administrator=LB) then
7 Result← Operate the daily and weekly assessment scores of student;
8 else
9 Result← Operate the daily assessment scores of student;

10 end
11 end

We use Intel(R) Core(TM) i5-10500 CPU @3.10 GHz processor, running on
Ubuntu18.04. We perform operations on a specific HTTP interface, sending mock
requests through Apache Bench 2.3 to test the server. Because the SDK we con-
nect to the blockchain network is written with node, and node is single-threaded,
there are concurrency issues. In the process of on-chain, a lot of hash calcula-
tions are required, resulting in slow on-chain speed and low efficiency. In order
to solve this problem, we adjust the best network configuration according to
the situation. Improve hash computing power by starting multi-threaded ser-
vices and make full use of CPU resources. In this experimental environment,
after our comparison, it is found that enabling 8 services is the best case. After
the network configuration is modified (am), the efficiency of query and creation
operations will be significantly improved.

Query operation: Fig. 2(a) shows a comparison of the time required to com-
plete different transaction sizes before (bm) and after (am) network configuration
modification. After testing, we can find that the response time of the query oper-
ation is significantly shortened after the configuration modification. In ETS, the
performance of query operations is evaluated by response time (ms).

Create operation: Due to the existence of the consensus mechanism, the cre-
ation operation will be more complicated, and the throughput of the system will
be affected by the configuration of the ordering service. In this paper, we take
parameters such as Batch Timeout and Message Count as fixed values, mainly
to analyze the impact of block size on system performance to obtain the best
blockchain network efficiency. In our system, the size of each on-chain data is
controlled at around 6 k to 8 k, and transactions that take place in the network
support this range. In ETS, the throughput of a create operation is evaluated
by the number of requests processed per second (RPS), which is the speed at
which requests are completely processed.
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(a) Query response time test. (b) Throughput comparison of create
operations.

Fig. 2. Tests for query and creation operations

As can be seen from Fig. 2(b), after the network configuration is modified
(am), the throughput of the creation operation has been significantly improved.
And when the block size is configured as 500 k, the performance of the system is
optimal, and the creation throughput of ETS can reach about 230 RPS. When
the block size exceeds 500 k, the system performance can no longer be increased.
From the test results, the work efficiency of our system has a good response to
the needs of practical applications.

6 Conclusions and Future Research

In view of the current problems of decentralization, data fraud, and leakage in
education and training management in educational institutions, we designed a
blockchain education and training management system based on Hyperledger
fabric. In this paper, the three-layer blockchain architecture of the system is
proposed, and the implementation details of the system are discussed. Using
the core advantages of blockchain, it ensures the traceability and transparency
of information, meets the needs of traditional education and training systems
in terms of information islands and data tamper resistance, and improves the
training quality of trainees. Finally, this paper explores the optimal network
configuration of the system through experiments and evaluates the performance
of the system, confirming the feasibility and effectiveness of ETS.

In future studies, we plan to do further research on data normalization. It is
necessary to combine the views and opinions of various stakeholders such as the
Education Bureau and government agencies. These views and opinions may lead
to conflicting data standardization, which is also a limitation of future research.
In addition, it is necessary to further integrate more relevant institutions to
jointly promote the development of the education field. Investigate the interop-
erability between the platform and related blockchain-based devices. Facilitate
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the evolution of the platform into a new educational platform in conjunction
with various educational.
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Abstract. Conformance checking deals with collating modeled process
behavior with observed process behavior recorded in event data. Align-
ments are a state-of-the-art technique to detect, localize, and quantify
deviations in process executions, i.e., traces, compared to reference pro-
cess models. Alignments, however, assume complete process executions
covering the entire process from start to finish or prefixes of process exe-
cutions. This paper defines infix/postfix alignments, proposes approaches
to their computation, and evaluates them using real-life event data.

Keywords: Process mining · Conformance checking · Alignments

1 Introduction

Information systems track the execution of organizations’ operational processes
in detail. The generated event data describe process executions, i.e., traces. Con-
formance checking [2] compares traces from event data with process models.
Alignments [8], a state-of-the-art conformance checking technique, are widely
used, e.g., for quantifying process compliance and evaluating process models.

Most conformance checking techniques relate complete traces, covering the
process from start to finish, to reference process models. Processes are often
divided into stages representing different logical/temporal phases; thus, confor-
mance requirements can vary by stage. Conformance checking for trace fragments
covering conformance-critical phases is therefore useful. Also, event data often
needs to be combined from various data sources to analyze a process holistically.
Thus, conformance checking for trace fragments is valuable as complete traces
are not required. While there is the notion of prefix alignments [1], definitions
and calculation methods for infix/postfix alignments do not yet exist.

This paper defines infix/postfix alignments and presents their computation.
Figure 1 outlines our contributions. The computation of infix/postfix alignments
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Fig. 1. Overview of our approach regarding infix/postfix alignment computation

builds on existing work on calculating (prefix) alignments [1]. For (prefix) align-
ment computation, the synchronous product net (SPN) [1] is created that defines
the search space of the corresponding alignment computation, i.e., a shortest
path search. In this paper, we modify the SPN to adapt it for infix/postfix
alignment computation by using an auxiliary process model (cf. Fig. 1) as input
instead of the reference process model. The actual search for the shortest path
in the state space of the SPN remains unchanged compared to (prefix) align-
ments apart from different goal states. We propose two approaches to derive an
auxiliary process model. One assumes sound workflow nets [7], i.e., a subclass
of Petri nets often used to model business processes, and the second assumes
block-structured workflow nets, i.e., process trees, a subclass of sound WF-nets.

In the remainder of this paper, we present related work (Sect. 2), preliminar-
ies (Sect. 3), define infix/postfix alignments (Sect. 4), present their computation
(Sect. 5), and evaluate the proposed computation (Sect. 6).

2 Related Work

We refer to [2,3] for overviews on conformance checking. Subsequently, we focus
on alignments [1,8], which provide a closest match between a trace and a valid
execution of a given process model. In [1,2] it is shown that alignment com-
putation can be reduced to a shortest path problem. Further improvements by
using alternative heuristics during the search are proposed in [11]. However,
the state space of the shortest path problem can grow exponentially depend-
ing on the model and the trace [2]. Therefore, approaches for approximating
alignments exist, for example, divide-and-conquer [6] and search space reduc-
tion approaches [10].

Alignments [1,8] are defined for complete traces that are aligned to a complete
execution of a given process model. Additionally, prefix alignments exist [1],
which are, for example, utilized for online conformance checking [5]. In this
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paper, we define infix/postfix alignments and demonstrate their computation.
To the best of our knowledge, no related work exists on infix/postfix alignments.

3 Background

Given a set X, a multiset B over X can contain elements of X multiple times. For
X = {x, y, z}, the multiset [x5, y] contains 5 times x, once y and no z. The set
of all possible multisets over a base set X is denoted by B(X). We write x∈ B if
x is contained at least once in multiset B. Given two multisets b1, b2 ∈ B(X), we
denote their union by B1 � B2. Finally, given two sets containing multisets, i.e.,
B1, B2 ⊆ B(X), we define the Cartesian by B1×B2 = {b1�b2 | b1 ∈ B1∧b2 ∈ B2}.
For example,

{
[a2, b], [c]

}
×

{
[d3]

}
=

{
[a2, b, d3], [c, d3]

}
.

A sequence σ of length |σ| = n over a set X assigns an element to each index,
i.e., σ : {1, . . . , n}→X. We write a sequence σ as 〈σ(1), σ(2), ..., σ(|σ|)〉. The set of
all potential sequences over set X is denoted by X∗. Given σ ∈X∗ and x∈ X, we
write x∈σ if ∃1≤i≤|σ|

(
σ(i) = x

)
, e.g., b∈ 〈a, b〉. Let σ ∈ X∗ and let X ′⊆X. We

recursively define σ↓X′ ∈ X ′∗ with: 〈〉↓X′ = 〈〉, (〈x〉·σ)↓X′ = 〈x〉·σ↓X′ if x∈X ′

and (〈x〉·σ)↓X′ = σ↓X′ if x/∈X ′. For a sequence σ = 〈(x1
1, . . . , x

1
n), . . . , (xm

1 ,
. . . , xm

n )〉 ∈ (X1× . . . ×Xn)∗ containing n-tuples, we define projection functions
π∗
1(σ) = 〈x1

1, . . . , x
m
1 〉, . . . , π∗

n(σ) = 〈x1
n, . . . , xm

n 〉. For instance, π∗
2(〈(a, b), (c, d),

(c, b)〉) = 〈b, d, b〉.
Event data describe the execution of business processes. An event log can be

seen as a multiset of process executions, i.e., traces, of a single business process.
We denote the universe of process activity labels by A. Further, we define a
complete/infix/postfix trace as a sequence of executed activities, i.e., σ ∈A∗.

3.1 Process Models

Next, we introduce formalisms to model processes: Petri nets [7] and process
trees. Figure 2 shows an example Petri net. Next, we define accepting Petri nets.

Definition 1 (Accepting Petri net). An accepting Petri net N = (P, T,
F,mi,mf , λ) consists of a finite set of places P , a finite set of transitions T , a
finite set of arcs F ⊆ (P ×T )∪(T ×P ), and a labeling function λ : T → A∪{τ}.

p1
a
t1 p2

p3

b

t2

c
t3

p4

p5

d

t4

p6

τ
t5 p7

p8

e
t6

f

t7
p9

p10
g
t8

τ
t9

p11
h

t10

p12

Fig. 2. Example Petri net, i.e., a sound WF-net, modeling a process consisting of
activities a, . . . , h. The initial marking mi = [p1], and the final marking mf = [p12].
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We denote the initial marking with mi ∈ B(P ) and the final marking with
mf ∈ B(P ).

In the remainder of this paper, we say Petri nets when referring to accept-
ing Petri nets. Given a Petri net N = (P, T, F,mi,mf , λ) and markings
m,m′ ∈B(P ), if a transition sequence σ ∈ T ∗ leads from m to m′, we write
(N,m) σ−→(N,m′). If m′ is reachable from m, we write (N,m)�(N,m′). Fur-
ther, we write (N,m)[t〉 if t ∈ T is enabled in m. We let R(N,mi) = {m′ ∈
B(P ) | (N,mi)�(N,m′)} denote the state space of N , i.e., all markings reach-
able from mi. In this paper, we assume that process models are sound workflow
nets (WF-nets) [7].

n0

a

n1.1

∧
n1.2

b

n2.1

c

n2.2

d

n1.3

×
n1.4

∧
n2.3

e

n3.1

f

n3.2

g

n2.4

h

n1.5

Fig. 3. Process tree T modeling the
same process as the WF-net in Fig. 2

Process trees represent block-structured
WF-nets, a subclass of sound WF-nets [4].
Figure 3 shows an example tree modeling
the same behavior as the WF-net in Fig. 2.
Inner nodes represent control flow oper-
ators, and leaf nodes represent activities.
Four operators exist: sequence (→), paral-
lel (∧), loop (�), and exclusive-choice (×).
Next, we define process trees.

Definition 2 (Process Tree). Let
⊕

= {→,×,∧,�} be the set of operators.
A process tree T = (V,E, λ, r) consists of a totally ordered set of nodes V , a set
of edges E⊆V ×V , a labeling function λ:V →A∪{τ}∪

⊕
, and a root node r ∈ V .

–
(
{n}, {}, λ, n

)
with dom(λ) = {n} and λ(n)∈ A∪{τ} is a process tree

– given k>1 trees T1 = (V1, E1, λ1, r1), . . . , Tk = (Vk, Ek, λk, rk) with r/∈
V1∪ . . . ∪Vk and ∀i, j ∈ {1, . . . , k}(i�=j ⇒ Vi∩Vj = ∅) then T=(V,E, λ, r) is
a tree s.t.:

• V = V1∪ . . . ∪Vk∪{r}
• E = E1∪ . . . ∪Ek∪

{
(r, r1), . . . , (r, rk)

}

• dom(λ) = V with λ(x) = λj(x) for all j ∈ {1, . . . , k}, x∈ Vj,
λ(r)∈

⊕
, and λ(r) = � ⇒ k = 2

T denotes the universe of process trees. We refer to [4] for a definition of process
tree semantics. Given T = (V,E, λ, r)∈ T , the child function cT :V →V ∗ returns
a sequence of child nodes, e.g., cT (n0) = 〈n1.1, . . . , n1.5〉, cf. Fig. 3. The par-
ent function pT :V �V returns a node’s parent; e.g., p(n2.4) = n1.4. For n∈ V ,
T (n)∈ T denotes the subtree with root n; e.g., T (n2.3) denotes the subtree rooted
at node n2.3 (cf. Fig. 3). For T ∈T , we denote its language-equivalent WF-net
by NT .

3.2 Alignments

This section introduces alignments [1,2]. Figure 4 shows an example for the WF-
net shown in Fig. 2 and trace σ = 〈d, a, e, h〉. An alignment’s first row, i.e., the
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trace part, equals the given trace if the skip symbol � is ignored. The second
row, i.e., the model part, equals a sequence of transitions (ignoring �) leading
from the initial to the final marking. An alignment is composed of moves, for
instance, each column in Fig. 4 represents a move; we distinguish four:

– synchronous moves indicate a match between the model and the trace,

– log moves indicate a mismatch, i.e., the current activity in the trace is not
replayed in the model,

– visible model moves indicate a mismatch, i.e., the model executes an
activity not observed in the trace at this stage, and

– invisible model moves indicate no real mismatch, i.e., a model move on
a transition labeled with τ .

Since we are interested in an alignment finding the closest execution of the model
to a given trace, the notion of optimality exists. An alignment for a model and
trace is optimal if no other alignment exist with less visible model and log moves.

d a � � � � e � � h

� t1
(λ(t1)=a)

t3
(λ(t3)=c)

t2
(λ(t2)=b)

t4
(λ(t4)=d) t5

t6
(λ(t6)=e)

t7
(λ(t7)=f) t9

t10
(λ(t10)=h)

Fig. 4. Optimal alignment for the WF-net shown in Fig. 2 and σ = 〈d, a, e, h〉

4 Infix and Postfix Alignments

This section defines infix and postfix alignments. Infix alignments align a given
trace infix against an infix of the WF-net’s language. Thus, the model part of
an infix alignment starts at some reachable marking from the given WF-net’s
initial marking and ends at an arbitrary marking. Figure 5 depicts two infix
alignments for the WF-net shown in Fig. 2. As for alignments, the first row of
an infix alignment corresponds to the given trace infix (ignoring �). The second
row corresponds to a firing sequence (ignoring �) starting from a WF-net’s
reachable marking.

Postfix alignments follow the same concept as infix alignments. A postfix
alignment’s model part starts at a reachable marking but ends at the WF-
net’s final marking. Figure 5 shows examples of postfix alignments for the WF-
net shown in Fig. 2. As for alignments, the notion of optimality applies equally
to infix and postfix alignments. Next, we define complete, infix, and postfix
alignments.

Definition 3 (Complete/infix/postfix alignment). Let σ ∈ A∗ be a com-
plete/infix/postfix trace, N = (P, T, F,mi,mf , λ) be a WF-net, and � /∈A∪T .
A sequence γ ∈

(
(A∪{�}) × (T∪{�})

)∗ is an complete/infix/postfix alignment
if:
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d � g

t4
(λ(t4)=d) t5

t8
(λ(t8)=g)

(a) Infix alignment for σ=〈d, g〉

b d � f

t2
(λ(t2)=b)

t4
(λ(t4)=d) t5

t7
(λ(t7)=f)

(b) Infix alignment for σ=〈b, d, f〉
d g �
t4

(λ(t4)=d)
t8

(λ(t8)=g)
t10

(λ(t10)=h)

(c) Postfix alignment for σ=〈d, g〉

a d g �

� t4
(λ(t4)=d)

t8
(λ(t8)=g)

t10
(λ(t10)=h)

(d) Postfix alignment for σ=〈a, d, g〉

Fig. 5. Optimal infix and postfix alignments for the WF-net shown in Fig. 2

1. σ = π∗
1(γ)↓A

2. – Complete alignment: (N,mi)
π∗
2 (γ)↓T−−−−−→ (N,mf )

– Infix alignment:

(N,mi) � (N,m1)
π∗
2 (γ)↓T−−−−−→ (N,m2) � (N,mf ) for m1,m2 ∈R(N,mi)

– Postfix alignment:

(N,mi) � (N,m1)
π∗
2 (γ)↓T−−−−−→ (N,mf ) for m1 ∈ R(N,mi)

3. (�,�)/∈γ ∧ ∀a ∈ A,t ∈ T

(
λ(t)�=a ⇒ (a, t)/∈γ

)

5 Computing Infix/postfix Alignments

The given reference process model cannot be immediately used to compute
infix/postfix alignments because it requires starting in the initial marking mi.
Thus, our approach (cf. Fig. 1) constructs an auxiliary process model.

Reconsider the second requirement of the infix/postfix alignments definition.
For both infix/postfix alignments, the model part starts with a transition enabled
in marking m1 that is reachable from the initial marking mi. Hereinafter, we refer
to candidate markings for m1 (cf. Definition 3) as relevant markings. The central
question is how to efficiently calculate relevant markings that might represent
the start of an infix/postfix alignment in its model part. Below, we summarize
our overall approach for infix/postfix alignment computation.

1. Calculate relevant markings in the given WF-net that may represent the start
of the infix/postfix alignment in the model part, cf. m1 in Definition 3.

2. Create the auxiliary WF-net using the relevant markings (cf. Definition 4).
3. Create the SPN using the auxiliary WF-net and the given trace infix/postfix.
4. Perform a shortest path search on the SPN’s state space with corresponding

goal markings, i.e., goal states regarding the shortest path search.
– Infix alignment: goal markings contain the last place of the SPN’s trace

net part
– Postfix alignment: standard final marking of the SPN [1,2]

5. Infix/postfix alignment post-processing: removal of the invisible model move
that results from using the auxiliary WF-net instead of the original WF-net.
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The first two steps are essential, i.e., the generation of the auxiliary WF-net. The
subsequent SPN generation remains unchanged compared to alignments [1,2].
Likewise, the shortest path search on the SPN’s state space is unchanged com-
pared to alignments; however, the goal marking(s) differ, see above. Subse-
quently, we present two approaches for constructing the auxiliary WF-net.

5.1 Baseline Approach for Auxiliary WF-net Construction

This section presents a baseline approach for constructing the auxiliary WF-net.
This approach assumes a sound WF-net N = (P, T, F,mi,mf , λ) as reference
process model. As sound WF-nets are bounded [9], their state space is finite.
Thus, we can list all reachable markings R(N,mi) = {m1, . . . ,mn}; the baseline
approach considers all reachable markings as relevant markings. Given N , the
baseline approach adds a new place p0, representing also the new initial marking
[p0], and n silent transitions allowing to reach one of the markings {m1, . . . ,mn}
from [p0]. Thus, when constructing the corresponding SPN using the auxiliary
WF-net, it is possible from the SPN’s initial marking to execute a transition rep-
resenting an invisible model move that marks the model part at some reachable
marking m1 (cf. Definition 3). Figure 6 shows the auxiliary WF-net of the WF-
net shown in Fig. 2. Below we generally define the auxiliary WF-net for a given
set of relevant markings. Note that for the auxiliary WF-net constructed by the
baseline approach, the set of relevant markings {m1, . . . ,mn} = R(N,mi).

Definition 4 (Auxiliary WF-net). Let N = (P, T, F,mi,mf , λ) be a WF-net
and {m1, . . . ,mn}⊆R(N,mi) be the given set of relevant markings. We define
the auxiliary WF-net N ′ = (P ′, T ′, F ′,m′

i,m
′
f , λ′) with:

– P ′ = P ∪ {p′
0} (assuming p′

0 /∈ P )
– T ′ = T ∪ {t′j | 1≤j≤n}
– F ′ = F ∪ {(p′

0, t
′
j) | 1≤j≤n} ∪ {(t′j , p) | 1≤j≤n ∧ p∈mj}
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Fig. 6. Auxiliary WF-net constructed using the baseline approach (Sect. 5.1) of the
WF-net shown in Fig. 2. Red elements are not contained if the baseline approach with
subsequent filtering is used (for the example infix σ = 〈b, d, f〉). (Color figure online)
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– m′
i = [p′

0] and m′
f = mf

– λ′(tj) = λ(tj) for all tj ∈ T and λ′(t′j) = τ for all t′j ∈T ′\T

When creating the SPN using the auxiliary WF-net and a given trace
infix/postfix, the added transitions in the auxiliary WF-net correspond to invis-
ible model moves. For example, reconsider the infix alignment in Fig. 5a. The
infix alignment for σ = 〈d, g〉 and auxiliary WF-net shown in Fig. 6 returned
after step 4 contains an invisible model move on t′5. As this invisible model move
on t′5 is the result of using the auxiliary WF-net instead of the original WF-net
for which we calculate an infix/postfix alignment, we must remove it, i.e., Step 5.

Improved Baseline by Subsequent Filtering. Instead of considering all
reachable markings as relevant markings, we filter markings not enabling tran-
sitions whose labels are contained in the given infix/postfix σ. Reconsider the
auxiliary WF-net shown Fig. 6; red elements are not included if subsequent fil-
tering is used for the example infix σ = 〈b, d, f〉. For instance, t′1 is not included,
as the marking reached [p1] only enables t1 with λ(t1) = a/∈σ. Below, we define
the relevant markings for a WF-net N = (P, T, F,mi,mf , λ) and infix/postfix
σ.

{
m∈ R(N,mi) | ∃t∈T

(
(N,m)[t〉 ∧ λ(t)∈ σ

)}
∪

{
mf

}

Note that the auxiliary WF-net constructed by the baseline approach without
filtering is independent of the provided trace infix/postfix. However, the auxiliary
WF-net constructed by the baseline plus subsequent filtering depends on the
provided model and the trace infix/postfix.

5.2 Advanced Auxiliary WF-net Construction for Process Trees

This section introduces an advanced approach for constructing an auxiliary WF-
net from a given block-structured WF-net, i.e., a process tree. Compared to the
baseline, the advanced approach aims to reduce the number of relevant markings.
Further, the advanced approach determines relevant markings directly instead
of computing all reachable markings and subsequently filtering (cf. Sect. 5.1).

Assume the WF-net from Fig. 2 and the infix/postfix σ = 〈b, d, f〉. Recon-
sider the auxiliary WF-net shown in Fig. 6; jumping to marking [p2, p3] within
the model using the transition t′2 does not make sense if we can also jump to
marking [p2, p5]. From [p2, p3] we can replay b and c. However, we need to replay
b according to σ. Thus, we would always favor the marking [p2, p5] over [p2, p3]
since in the latter one we have to eventually execute c after executing the b to
proceed. Hence, transition t′2 allowing to jump to [p2, p3] is not needed when com-
puting an optimal infix/postfix alignment for 〈b, d, f〉. The proposed auxiliary
WF-net construction in this section is exploiting such conclusions.

Figure 7 shows the auxiliary WF-net that is generated by the advanced app-
roach. The shown auxiliary WF-net is specific for the WF-net shown in Fig. 2
and the infix/postfix σ = 〈b, d, f〉. Compared to the auxiliary WF-net generated
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by the baseline approach (cf. Fig. 6), the one shown in Fig. 7 contains less silent
transitions; leading to a reduced state space of the corresponding SPN. To com-
pute the relevant markings, the advanced approach systematically traverses the
given process tree as specified in Algorithm 1, which internally calls Algorithms
2 and 3.

Restriction to Submodel. In addition to the described approach, we can
further reduce the size of the auxiliary WF-net if we compute infix alignments.
For a process tree T , we determine the minimal subtree that contains all leaf
nodes whose labels are contained in the given trace infix. Since the other subtrees
do not contain leaf nodes relevant for the given infix, we can ignore them1. Next,
we call Algorithm 1 for the determined subtree and execute the auxiliary WF-net
for the determined subtree and the corresponding relevant markings.

6 Evaluation

This section presents an evaluation of the infix alignment computation. We use
real-life, publicly available event logs. We sampled 10,000 infixes per log. Further,
we discovered a process model using the entire log with the inductive miner
infrequent [4]. The implementation and further results can be found online2.

Regarding the correctness of the proposed approaches: Baseline, Baseline +
subsequent filtering and the Advanced approach, we compare the cost of the
computed infix alignments. As the baseline approach considers all reachable
markings as relevant, it is guaranteed that no other relevant markings exist. Per
trace infix, we find that all approaches yield infix alignments with identical costs.

Figure 8 shows the overall time spent for the alignment computation, i.e., Step
1 to 5 (cf. Sect. 5). We find that using the advanced approach significantly short-
ens the overall alignment calculation time compared to the baseline approaches
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Fig. 7. Auxiliary WF-net constructed using the advanced approach (cf. Sect. 5.2) for
the block-structured WF-net shown in Fig. 2 and the infix σ = 〈b, d, f〉
1 Note that if the determined subtree is placed within a loop, the subtree containing

the highest loop and the initial determined subtree has to be considered.
2 https://github.com/fit-daniel-schuster/conformance checking for trace fragments.

https://github.com/fit-daniel-schuster/conformance_checking_for_trace_fragments
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Algorithm 1: Calculating relevant markings for process trees
input : T=(V, E, λ, r)∈T , σ∈A∗

output: M ⊆ B(PT )
begin

1 M ← {}; // initialize the set of markings for the auxiliary WF-net

2 let NT = (PT , TT , FT , mT
i , mT

f , λT ) be the corresponding WF-net of T ;

3 A ← {a | a∈A ∧ a∈σ}; // store all activity labels from σ in the set A
forall n ∈ {n | n∈V ∧ λ(n)∈A} do // iterate over leaves whose label is in σ

4 M ← M ∪ BuMG
(
T, n,null, NT , ∅, A

)
; // call BuMG for each leaf n

5 return M ∪ {mT
f }; // mT

f is needed for postfix alignments to ensure that the

entire model is skippable (i.e., postfix alignment contains log moves only)

Algorithm 2: Bottom-up marking generation (BuMG)
input : T=(V, E, λ, r)∈T , n∈V, n′∈V, NT=(PT , TT , FT , mT

i , mT
f , λT )∈N ,

M⊆B(PT ), A⊆A
output: M⊆B(PT )
begin

1 if λ(n) ∈ A then // n is a leaf node of T

2 let t ∈ TT be the transition representing n ∈ V ;
3 M ← {[p ∈ •t]}; // initialize M with a marking enabling t

4 else if λ(n) = ∧ then // n represents a parallel operator

5 S ← 〈s1, . . . , sk〉 = cT (n)↓
V \{n′} ; // S ∈ V ∗ contains the siblings of n′

6 forall sj ∈ S do

7 Msj
← TdMG

(
T (sj), NT (sj), A, true

)
;

8 M ← M × Ms1 × · · · × Msk
; // Cartesian product because λ(n) = ∧

9 if r = n then // node n is the root node of T
10 return M ;

11 M ← BuMG
(
T , pT (n),n,NT ,M ,A

)
; // call BuMG on n’s parent

Algorithm 3: Top-down marking generation (TdMG)
input : T=(V, E, λ, r)∈T , NT=(PT , TT , FT , mT

i , mT
f , λT )∈N , A⊆A,

addFinalMarking∈{true, false}
output: M⊆B(PT )
begin

1 if λ(r) ∈ A then // r is a leaf node

2 let t ∈ TT be the transition representing r;
3 M ← ∅;
4 if λ(r) ∈ A then
5 M ← M ∪ {[p ∈ •t]}; // t’s label is in the given trace infix/postfix

6 if addFinalMarking = true then
7 M ← M ∪ {[p ∈ t•]};
8 return M ;

9 else // r represents an operator

10 S ← 〈s1, . . . , sk〉 = cT (r); // S contains all children of the root node r
11 if λ(r) =→ then

12 return TdMG
(
T (s1), NT (s1), A, false

) ∪ · · · ∪ TdMG
(
T (sk−1), NT (sk−1), A,

false
) ∪ TdMG

(
T (sk), NT (sk), A, addFinalMarking

)
;

13 if λ(r) = ∧ then

14 return TdMG
(
T (s1), A, NT (s1), true

) × · · · ×TdMG
(
T (sk), NT (sk), A, true

)
;

15 if λ(r) ∈ {�, ×} then

16 return TdMG
(
T (s1), NT (s1), A, addFinalMarking

) ∪ TdMG
(
T (s2), NT (s2),

A, false
) ∪ · · · ∪ TdMG

(
T (sk), NT (sk), A, false

)
;
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(a) BPI Ch. 2019 event log (b) BPI Ch. 2020 event log

Fig. 8. Time spent for computing infix alignments, i.e., Step 1–5 (cf. Sect. 5)

because the auxiliary WF-net produced by the advanced approach contains fewer
silent transitions than the one created by the baseline approach.

7 Conclusion

This paper extended the widely used conformance checking technique alignments
by defining infix and postfix alignments. We presented two approaches for com-
puting them, i.e., a baseline approach and an advanced approach assuming pro-
cess trees as a reference model. Our results indicate that the advanced approach
outperforms the baseline if the reference process model is block-structured.
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Abstract. Business process modeling languages support enterprises in
visualizing workflows in a graphical representation. Many studies provide
recommendations about which modeling language to choose and how to
represent models in terms of usability. However, there is no support in
how to present detailed instructions regarding the execution of process
tasks. We denote such instructions as task annotations which have to
be considered during process execution to ensure process success. Inte-
grating this information in an understandable way into process models is
challenging and has not been sufficiently researched. This paper describes
a novel study to address how task annotations can be presented in pro-
cess models intuitively. In an experimental setup, we compare differ-
ent representation formats for different task settings and evaluate them
regarding the aspects effectiveness, mental efficiency and satisfaction. We
found empirical support that image- and diagram-based representations
are intuitively comprehensible across all task settings regardless of the
user’s level of experience or education. Furthermore, we could statisti-
cally prove inferiority of textual task annotations.

Keywords: Business process modeling · Intuitiveness · Process model
comprehensibility · Understandability · Task representation formats

1 Introduction

Business process models describe internal or external workflows of enterprises
in a graphical representation. To create such models, different business process
modeling languages are available, e.g., Business Process Model and Notation
(BPMN) or Event-driven Process Chain (EPC). They mainly differ in the set of
modeling elements and their representations. The languages are applied depend-
ing on the use case and preferences of the modelers or process participants. In
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general, such models aim at supporting a common understanding of organiza-
tional processes [16]. This aspect is a precondition to ensure successful imple-
mentations of tasks and thus of successful process executions. Therefore, process
models must be understandable by all involved participants. The comprehen-
sibility of a model is directly related to its usability [7], while the ability of a
modeling language to support the translation between the viewer’s cognitive and
visual model is a decisive criterion [4].

Studies that compare the usability of process modeling languages, e.g., [4,20],
provide recommendations about which modeling language to choose for a use
case. However, they do not suggest how to represent detailed process instruc-
tions regarding usability. For certain tasks, it is essential to integrate concrete
execution instructions into a model, e.g., exact placement information for an
object that is manipulated within a task. We denote such execution instructions
as task annotations which do not refer to the general process flow, but define
detailed, fine-grained actions within a process task. Depending on the task, such
instructions can become very complex. Due to the limitations of modeling lan-
guages, they cannot be represented appropriately in a model. Integrating them
into process flows would lead to large and overloaded models containing hun-
dreds of elements. For this reason, non-textual representations of instructions are
suggested, e.g., pictures or videos [21]. Following [3], a task annotation can be
linked to a task as i) text, ii) medium or iii) diagram. Although process models
can benefit greatly from different representation formats for task annotations,
no empirical investigation of their intuitive usability (IU) in different application
setups and for different user groups has been conducted so far.

This work evaluates the IU of textual, pictorial and diagrammatic task anno-
tations for BPMN process models within an experimental study. We give recom-
mendations on how to represent task annotations or to extend process models
by such instructions in a user-oriented and intuitively comprehensible way. We
provide a reusable questionnaire framework and show its exemplary application
enabling process designers to evaluate the intuitiveness of their models.

2 Theoretical Background and Related Work

Usability is the ease of use when interacting with a system [13]. ISO 9241-11
suggests that system usability should be assessed by measuring effectiveness,
efficiency and satisfaction. Effectiveness includes the user’s ability to complete
assigned tasks, efficiency results from the resources required to complete them
and satisfaction is derived from user feedback [18]. Many systems aim to be
usable by naïve users that have no prior knowledge, i.e., the usability of a system
must be intuitive and self-explanatory. From this requirement, IU has emerged as
sub-concept of usability. In contrast to the definition of usability, IU focuses on
low mental effort and the subconscious application of prior knowledge [10] and
is assessed by three sub-aspects effectiveness, mental efficiency and satisfaction.

A usable process modeling language has to support the creation and under-
standing of models [6]. Among the work on understandability of process mod-
els we distinguish between (1) approaches examining the impact of individual
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modeling elements on process comprehensibility (e.g., [9,15]) and (2) work that
compares different modeling languages and process representations in terms of
understandability. The majority of these focus on usability, e.g., [2,4], only a
few evaluate the intuitive usability of modeling languages, e.g., [8,20]. Of our
particular interest are approaches that examine different representations of pro-
cesses independently of a modeling language. In [17], purely textual forms of
representation are compared to diagrams. It is shown that the use of textual or
diagrammatic instructions does not influence process understandability for non-
experts and experts but graphic notations are easier to understand by experts.
The comprehensibility of each representation type was evaluated with ten com-
prehension questions. Another approach examines whether task requirements
have an influence on which representation format process participants prefer [5].
Three types of representations are considered: textual, structured text, and dia-
grammatic. Each type is evaluated with and without icons. Prior knowledge is
evaluated in terms of modeling experience and modeling familiarity. Subjects
are asked to judge four task settings regarding their preferred representation
format through pair-wise comparisons. For all tasks, diagrams are rated best,
and structured text was consistently preferred over text.

3 Research Method

3.1 Study Design

In our study, we evaluate the intuitiveness of different representations of task
annotations. Similar to [5,9,17,20], we evaluate prior knowledge of study par-
ticipants regarding process modeling. In contrast to previous approaches, we
evaluate the three sub-aspects of IU (effectiveness, mental efficiency, satisfac-
tion) separately. Thereby, a presentation is intuitive if it achieves high scores in
all aspects. This approach allows us to identify the origin of potential usabil-
ity problems. In [19] a questionnaire toolbox regarding the three sub-aspects
is provided. The toolbox is developed as a generally applicable instrument for
evaluating software, apps, and technical products. The questionnaires have been
proven to be applicable in many different research areas (e.g., interaction with
mobile devices [12], robot programming [14]) what inspired us to use them for
the evaluation of process models as well.

According to [6], comprehensibility can only be measured indirectly either
by comprehension tests or by performing problem-solving tasks. Encouraged by
[5] that suggest the latter for future work, we evaluate comprehensibility in an
experimental setup. The used questionnaire toolbox is specifically designed for
experimental studies. The authors propose that other formats besides textual
and diagram-based representations should be evaluated. Following the ideas of
[3] and [21], we provide a novel approach to exploratively evaluate image-based
process descriptions as further representation format. In contrast to previous
work we do not evaluate representation types of process models but focus on
user preferences regarding presentations of task annotations.
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The results in [20] state that the level of education has an influence on the
comprehensibility of process models. For this reason, we decided to measure the
educational degree of study participants.
We aim on answering the following research questions (RQ):
RQ1. Which representation format of task annotations is most intuitive? Based
on the findings of [17,20] our hypotheses towards this RQ are:
Hypothesis 1a. Diagrammatic representations of task annotation are more
intuitively comprehensible than textual representations.
Hypothesis 1b. Prior knowledge in process modeling and execution has an
impact on the intuitive comprehensibility of diagram-based task annotations.
Hypothesis 1c. Depending on the level of education, a certain representation
format is more intuitively comprehensible compared to others.
RQ2. Are there representation formats of task annotations that are more intu-
itively comprehensible than others for a particular task setting? Following the
work of [5], we hypothesize that:
Hypothesis 2. Depending on the task setting, task annotations are more intu-
itively comprehensible in certain representation formats.

3.2 Study Procedure and Materials

The study comprises three parts, while one interview including the experiments
took about 23 min. We conducted 50 interviews. For detailed information on
materials, questionnaires, instrumentation and content, see our repository1. In
the following we shortly describe the overall study procedure, while a supporting
visualization is uploaded in the repository.

First, prior experience, preferred representation format of instructions and
demographics were surveyed. Afterwards, basic BPMN elements were briefly
explained within max. 2 min and an exemplary BPMN diagram was shown.

Second, subjects were presented a BPMN diagram that contained a task
with an annotation in a specific representation format. Then, the subjects were
asked to execute the depicted process model. Time of execution was measured
and the result was evaluated in terms of effectiveness. Afterwards, efficiency was
evaluated by having participants rate their mental effort. Then, open questions
were asked about the execution results to find out how the task annotation has
been interpreted in detail. Finally, the subjects received feedback on execution
success and were asked to rate the task annotations, resulting in an assessment
of the satisfaction aspect. Afterwards, this procedure was repeated for the other
two representation formats, each with a different task setting.

Last, after participants executed three diagrams and assessed all sub-aspects,
they were asked to rank three process models with different representations of
task annotations according to their preference in terms of understandability.

3.3 Task Settings and Representation Formats

In this study, we focused on the use of process models from a manufacturing and
production perspective. In such environments, process descriptions often con-
1 https://www.ai4.uni-bayreuth.de/en/research/tools_res/index.html.

https://www.ai4.uni-bayreuth.de/en/research/tools_res/index.html
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tain instructions to manipulate objects in the work space. Inspired by [14], we
designed three simple tasks that reflect common activities from real processes
in industry: placing, stacking, and sorting. For example, in the metal injection
molding process, components have to be placed from one plate to another before
they are put into the sintering oven. In other scenarios, items must be stacked
without breaking or interfering with each other. Sorting objects is also often
part of process executions, for example in warehouse management. For a realis-
tic setup, we used materials from real process environments: metal components
of different sizes and shapes (e.g., gears or timing belt pulleys), industrial storage
bins of different colors and a metal plate (cf. repository). We labeled each com-
ponent with a sticker showing a character (A-H) to facilitate their identification.

Motivated by [3], we defined process steps describing only roughly the type
of activity to be performed and the objects that have to be manipulated within
this step. Afterwards, we attached task annotations to all three tasks, which
contained more precise instructions to be followed during task execution (cf.
Table 1).

Each task setting focused on different instruction aspects: positioning of an
object in the work space (placing), positioning of objects relative to each other
(stacking) and sequencing and assignment of objects (sorting). We created one
BPMN diagram for each task setting, resulting in three models. We decided to
use BPMN as it is the current standard for business process modeling, having a
high usability. In order to ensure comparability of the process models, each model
is structured in the same way. Each of them consisted of three tasks, while the
second task is deviating depending on the task setting: t1) take all components
from the carton, t2) place, stack or sort components with corresponding task
annotation (cf. Table 1) and t3) put remaining components back into carton.

From previous work, we learned that the task setting has an impact on
the preferred process representation format [5]. In their study, task settings are
related to the understanding, communicating, executing and improving of one
specific process, i.e., the process of selecting a Nobel Prize winner. Although, in
contrast to our work, the study investigates processes on control flow level, we
learned from their study design. We created different representation formats for
the annotations per task setting (placing, stacking, sorting) to examine possible
correlations in terms of IU. Overall, we examined three representation formats
of task annotation: i) text, ii) image and iii) diagram. For each process model
per task setting, we created three additional models, each containing the task
annotations in different representation formats. In total, we ended up with nine

Table 1. The three task settings with process steps and annotations.

Process step Task annotation

Placing task Place components A, B, D, E, G and
H on the metal plate

Place component A in the upper or lower
quarter of the metal plate

Stacking task Stack components D, E, F on metal
plate and components B, G on metal
plate

Place component E on metal plate, on it D
and on it F and place component B on metal
plate, on it G

Sorting task Sort components A, B, C, D, F, G in
boxes

Sort component A, F in blue box, B, C in red
box and D, G in green box
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process models to cover all combinations of task setting and annotation repre-
sentation format. All process models can be found in the repository.

4 Analysis and Results

4.1 Descriptive Statistics

Detailed descriptive statistics on the 50 study participants can be found in the
repository. Since data was collected in presence of the investigator, we could avoid
missing values. We classified subjects having already created or read process
models as having prior knowledge, regardless of the modeling language used.

4.2 Statistical Methods

We computed linear mixed models (LMM) using the R package lme4. For sig-
nificance testing, we estimated the degrees of freedom via the Satterthwaite
method (R package lmerTest). Since every study participant executed three tasks
(repeated measures), we modeled person ID on level 2 as cluster variable. We
modeled each outcome variable (effectiveness, efficiency, satisfaction) on level
1. As predictors, we included the representation format, task setting, level of
experience and educational degree. We calculated fixed effects and marginal
R2 according to [11]. To estimate, which representation format is best suited
for which task setting, we applied pairwise comparisons (R package emmeans).
Hereby, the Tukey method was used to correct for multiple testing.

4.3 Hypothesis Testing

Hypotheses 1a, 1b, 1c. For all sub-aspects of intuitiveness, we found a signifi-
cant relationship with the representation formats (cf. Table 2). In all three LMM,
text-based annotations (T ) performed worst. In terms of effectiveness (LMM1),
we found smallest values for T, contrasting significantly to image-based annota-
tions (I ), but not significantly to diagram-based annotations (D). D and I were
not significantly different to each other. Similar patterns were found for efficiency
and satisfaction. T were significantly inferior to I and D in LMM2 and LMM3. I
and D showed no significant difference to each other. Considering the mean val-
ues for each model, I performed best regarding effectiveness (M = 95.2) and D
achieved best values regarding efficiency (M = 31.2) and satisfaction (M = 4.5).

To test the effect of expertise and educational degree, we extended each
LMM by including the relevant predictor and an interaction term (cf. Table for
Hypothesis 1 in the repository). We found neither a significant main effect, nor
a significant interaction effect for level of expertise. For educational level, the
pattern is similar, except for the efficiency scale (LMM2). Here, significant dif-
ferences in the outcome in relation to the educational level were found, however,
they disappeared after correcting for multiple testing.
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Table 2. Fixed-effect models with pairwise comparisons on the three aspects.

LMM 1 LMM 2 LMM 3
Effectiveness Mental Efficiency Satisfaction

Mean values (SD) Mean values (SD) Mean values (SD)
I 95.2 (22.8) 32.4 (36.3) 4.4 (0.9)
D 93.6 (13.0) 31.2 (24.0) 4.5 (0.6)
T 86.8 (15.2) 45.3 (24.5) 3.9 (0.6)

Contrasts Estimate SE p-value Estimate SE p-value Estimate SE p-value
I - D 1.60 3.34 0.88 1.26 4.71 0.96 −0.04 0.13 0.94
I - T 8.40 3.34 0.04 −12.84 4.71 0.02 0.49 0.13 0.00
D - T 6.80 3.34 0.11 −14.10 4.71 0.01 0.53 0.13 0.00

p-value 0.03 0.01 0.00
Marginal R2 0.04 0.05 0.10

Hypothesis 2. We used pairwise comparison to test whether certain represen-
tation formats are more suitable for a specific task setting than for others in
terms of intuitive comprehension (cf. Figs. for Hypothesis 2 in repository).

For effectiveness, we found no significant superiority of any task annotation
representation for the placing and sorting task. For the stacking task, however,
we found significant inferiority of T (MTst

= 78) in comparison to the other
representations (MIst = 100, MDst

= 98). The mean values for the placing task
were highest for I and D (MIp ,MDp

= 89), while for the sorting task, the high-
est mean value was found for T (MTso

= 100). The examination of the efficiency
dimension resulted in the same pattern as for effectiveness: For the stacking task,
significant inferiority (represented by higher values) of T (MTst

= 68) was found
in comparison to the other representations (MIst = 33,MDst

= 31). The other
task settings showed no significant differences across the representation formats.
For satisfaction, the pattern follows the other two sub-aspects: Significant infe-
riority of T was found for the stacking task, while the other two task settings
showed no clear differences related to the representation format. However, D
showed highest mean values for placing and sorting (MDp

= 4.2,MDso
= 4.7)

and I showed the highest mean value for stacking (MIst = 4.6).
Comparing the task settings that performed best for each representation for-

mat in terms of all sub-aspects, we found the following significant differences:
There is a significant advantage of the sorting task compared to the others for T
in terms of effectiveness. For efficiency, we found a significant advantage of the
placing and sorting task for T in comparison to the stacking task. For satisfac-
tion, we found significant differences between all three task settings within T.
There is a significant advantage of the sorting task compared to the others, while



318 M. Fichtner et al.

placing is significantly better than stacking. We found a significant advantage of
the sorting task compared to the placing task within I and D.

5 Discussion

5.1 Summary of Findings

First, we want to discuss if there is a particular representation format which
supports designers in presenting a task annotation in an intuitively understand-
able way. A representation format is intuitively comprehensible, if all three sub-
aspects score high values. We summarize that text-based representations are
inferior to the other two representation formats for each sub-aspect. Especially
the satisfaction value in case of textual annotation significantly differs compared
to the other representation formats. Further analysis reveals that the perceived
error rate of the text-based annotations differs most from the values of the dia-
grammatic and pictorial representation. We deduce that the success of the execu-
tion of the process model has an impact on the study participants’ satisfaction.
Also for textual representations, this sub-aspect is the main cause of low intu-
itiveness.

In contrast to [17], stating that diagrammatic process presentations are more
comprehensible for experienced users, the level of prior knowledge has no impact
on the intuitive comprehensibility of a certain representation format in our study.
Moreover, text-based annotations perform worse across all levels of prior knowl-
edge. Due to our small sample size, we are not able to confirm the findings in [20],
stating that academic education has an impact on the obtained total scores. The
expressive power of our results is limited while we conclude that the educational
level has no additional explanatory effect.

Second, we want to discuss whether there is a preferred representation for-
mat regarding a certain task setting. In our study, we found a clear inferiority
of the text-based annotations to the other representation types in the stacking
task. Here, the process step description contained the components that had to be
stacked in alphabetical order. The task annotation then described the assembly
in another order. For the textual annotation, this issue was assessed as signifi-
cantly more demanding compared to the other formats. This led to high values
regarding mental effort and therefore to a poor rating of the efficiency. For the
other two task settings, placing and stacking, we did not identify any differences
between the representation formats. However, our results confirm the findings in
[5] that the suitability of a representation format depends on the task setting.

In sum, we conclude that diagrammatic and pictorial annotations are gen-
erally preferable for presenting task annotations in context of manufacturing
processes. For tasks including many objects and dependencies between them,
textual annotations should be avoided. Furthermore, within international pro-
cess environments, it should be pointed out that textual task annotations have a
further disadvantage since they have to be translated properly. For many tasks
this results in a high amount of work associated with considerable costs [1].
When using images, process designers have to be careful how they present the
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task annotation. In images depicting positive examples (cf. stacking and sorting
task), study participants often tried to reproduce the shown scene. Even if this
does not have an impact on the process success, it greatly restricts the possible
solution space. Therefore, we recommend more abstract images that consider
this aspect and show only relevant details (cf. placing task). Finally, study par-
ticipants preferred image-based annotations in direct comparison to the other
formats across all task settings. The execution time analysis shows that instruc-
tions can be processed about 20 seconds faster when they are presented as images
or diagrams instead of texts.

5.2 Threats to Validity

The explanatory power of our LMMs is limited due to small sample sizes. How-
ever, since we were able to find significant differences, we can assume that there
is a real inferiority of textual information which would be contrasted even more
having a larger sample size. For hypothesis 1c, the small sample size led to
weak-performing statistical models, which should be addressed in future studies.

Another threat is the transferability of results that were produced in con-
trolled experimental setups with study investigators present to real-life work-
ing environments. Motivational aspects, personality traits, job satisfaction and
cognitive capacities might play a role in determining whether a representation
format is the most suitable for a specific task.

In our study, we examined the influence of different task settings on the com-
prehensibility of task annotations. For this purpose, we adapted common activi-
ties from real process environments. However, when considering concrete process
tasks from manufacturing contexts, activities, and hence execution instructions,
can become very complex. We propose that for such tasks, the level of experi-
ence in terms of process modeling and execution might have an impact on the
intuitive comprehensibility of task annotations. In order to verify this assump-
tion, future studies should consider task settings from real process environments
comprising different complexities.

6 Conclusion

In this work, we present the results of an experimental study regarding the intu-
itiveness of different representations of task annotations. Our study contributes
to process modeling research by providing an empirical investigation of how to
present task annotations intuitively considering different task settings. We rec-
ommend that regardless of a task setting, image- or diagram-based task annota-
tions should be preferred in order to reduce the mental effort while maintaining
high effectiveness and satisfaction. We show a novel approach on how to examine
the intuitive usability of process modeling aspects by providing a questionnaire
framework for further studies. Since image-based annotations have proven as
intuitively comprehensible, future research could extend this work by examining
different types of image representations.
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Abstract. Knowledge-intensive processes (KiPs) progress in a flexible
way towards the achievement of process goals. Contextual factors like
location and regulations affect how these goals are achieved in KiPs.
Conventionally, a context is considered to be either static or dynamic.
For some KiPs part of the context can be dynamic, meaning that the
context can change during the execution of the KiP as a result of the deci-
sions and interpretations of the knowledge-worker based on the informa-
tion gained throughout the process. A holistic approach linking dynamic
context, goals and processes is vital for modeling such KiPs. This paper
presents a method, based on enterprise models, for integrated model-
ing of KiPs with contextual goals under dynamic contexts. With our
method, we guide business analysts in modeling complex, flexible KiPs
under dynamic contexts.

Keywords: Knowledge-intensive process · Enterprise modeling · Goal
modeling · Process modeling · Context

1 Introduction

Knowledge-intensive processes (KiPs) are executed in a flexible way by knowl-
edge workers to achieve goals. Flexible process models support knowledge-
workers in executing the KiPs [5]. However, goals are implicit in process models.
The relation between the processes and goals is even more evident for KiPs than
traditional activity-centered business processes, since KiPs are by definition goal-
oriented [5]. It is crucial that the goals and the KiP models are aligned well to
make sure the goals are satisfied properly throughout the process execution.

The context of a business process covers any information that affects the
design and execution of a business process and how the process goals are achieved
[19]. Values taken by a combination of one or more contextual factors e.g.,
weather or location, define the business process context, e.g., rainy weather or
location as city center. A process context is typically assumed to be either static
or dynamic. In a single execution of a process, static context is fixed and pre-
defined, e.g., the season for an airline booking process. The context can also be
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dynamic, so change during the process execution, e.g., the weather for an airline
booking process.

The dynamism of the context of a business process usually originates from
the changes in the environment. But in a KiP, context can also dynamically
change based on the interpretations and decisions made by the knowledge work-
ers throughout the process execution. For example, in a medical diagnosis pro-
cess, the process goal is to come up with a diagnosis by doing some tests. Depend-
ing on which diseases are suspected, the clinician should perform different tests
to decide upon the final diagnosis and achieve the process goal. Therefore, the set
of suspected diseases defines the context of the diagnosis process. But the results
of a test may be such that the clinician decides to investigate a new disease, so
the clinician can dynamically change the context of the diagnosis process.

Conventionally, context-awareness in business processes deals with adapting
processes to unexpected or uncontrolled changes in the context due to a change
in the environment. However, like in a medical diagnosis process, the change
in the context can be an inherent part of the business logic rather than being
unexpected or uncontrolled. For such KiPs, knowledge workers need to cater for
changing goals as a result of controllable changes in dynamic context during the
process execution. Failing to do so results in KiPs where goals are not satisfied
properly. Therefore, integrated modeling of goals, the dynamic context, and the
processes is essential to support knowledge workers in executing these process.

Several related works focus on the link between goals, processes, and context.
However, they either focus on procedural process models that are not suitable
for KiPs [6,9,13,21], consistency analysis rather than process modeling [7,8] or
they do not cover all of these three aspects (i.e., goals, processes, and context)
in an integrated and holistic manner [10–12,15,16,19].

To fill this gap, we present a method based on process and goal models for
integrated modeling of contextual goals and KiPs, when the context is dynamic
and controllable.

The method enables the representation of the contextual goals on KiP models
and supports the alignment of KiP models with goals in dynamic contexts. We
have followed the design science research (DSR) methodology [18] to develop
our method and investigated its use in a real-life case study. The results indicate
that the method can be used to build a link between a KiP and its contextual
goals and support effective execution of KiPs under dynamic contexts.

The paper is organized as follows. Section 2 presents the design of our method.
Section 3 briefly discusses the evaluation. Lastly, Sect. 4 concludes our paper.

2 Method for Integrated Modeling of KiPs
with Contextual Goals

In this section, we describe our method on a running example on Abdominal pain
treatment process inspired from [14] (See appendix1 for background knowledge).

1 https://sites.google.com/view/methodintegratedkipmodeling/home.

https://sites.google.com/view/methodintegratedkipmodeling/home


324 Z. Ozturk Yurt et al.

The Abdominal pain treatment process is a KiP where the clinicians, as
experts, have the discretion over how the process is executed to achieve the
goals of the process. The clinician first aims to determine the disease causing
the abdominal pain (Final diagnosis determined), and then to treat the patient
(Treatment finalized). Final diagnosis determination requires an iterative process
of information gathering. First, based on the information provided by the patient
and physical examination, the clinician determines a working diagnosis (Working
diagnosis identified), i.e., a potential diagnosis explaining the patient’s symptoms.
Usually, clinicians come up with a list of working diagnoses and refine this list
as more information is gathered, through tests done throughout the differential
diagnosis process. Each suspected disease requires different tests to be confirmed
as the final diagnosis. The clinician performs these tests to achieve the Differ-
ential diagnosis examined goal in Fig. 1. Therefore, each suspected disease is a
contextual factor defining the context for the Abdominal pain treatment process.
That context is dynamic since throughout the process, the suspected disease
that is investigated by the clinician can change until the final diagnosis is made.

Our method takes a contextual goal model as input. Contextual goal models
are introduced in requirements engineering literature [1]. Existing approaches
can be used to derive the input contextual goal model [1,17]. First, the goals
that will be modeled in the process model are selected. Then, in the second step,
goals are modeled as milestones in the process model. Next, milestone sentries
are specified. At this point, a draft process model is obtained that does not yet
consider the effect of context. Simultaneously in the fourth step, taking the con-
textual goal model as input, different goal model variants for different dynamic
contexts are derived. Using the goal model variants and the draft process model
as input, the milestones in the process model are contextualized and a final draft
process model with contextual goals is obtained. Table 2 in the appendix (see
footnote 1) summarizes the steps and their inputs and outputs. Each step in our
method is further elaborated in the following subsections.

2.1 Selecting Goals

Our method starts with the selection of goals that will be modeled in the process
model from the goal model. This selection is done based on different goal types
proposed in [4]. Our method assumes that the goals in our input goal model are
already classified using this taxonomy and proposes a selection strategy. Figure 1
is the goal model of our example on healthcare services. For this goal model, we
focus on the goals of the Abdominal pain treatment process, as explained in the
following paragraphs.

First, fundamental, means-ends, process, and activity goals are investigated.
Fundamental goals do not have a direct link to the process but are related to the
process by their means-ends goals [4]. Next, the lowest level means-ends goals
are investigated and the processes they relate to are identified. For instance, in
our example, we select the means-ends goal Patient with abdominal pain treated
as the goal of the Abdominal pain treatment process. From this point on, our
scope is this means-ends goal and its sub-goals. Means-ends goals can have more
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Fig. 1. Contextual Goal Model for Healthcare Services (Goals to be modeled in the
process model in bold

refined goals like process and activity goals. Next, process or activity goals are
also selected to be modeled in the process model.

Opposed to [4], we believe both functional and non-functional goals can
be related to processes. For instance, the goal Inform patient weekly is a non-
functional goal, yet can be selected and modeled in Abdominal Pain Treatment
process, if required. Therefore, a business analyst can decide to select both func-
tional and non-functional goals.

Next, hard goals and soft goals are investigated. While modeling goals as mile-
stones in a CMMN model, the expressions stating when such a goal is achieved
should be modeled in a clear-cut manner. This is very challenging for soft goals
as they are subjective. Although soft goals can be related to a business process
or activity [4], modeling them as achievable targets within a process model is
not feasible. Therefore, soft goals are not selected to be modeled in the process
model in our method.

The goals are also classified with respect to their temporal aspect, as goals
of the current process (as-is goal), motivations for change (change goal), or a
future goal to be aimed in an improved business process (to-be goal) [4]. Our
aim is to model the current goals in a process model such that the achievement
of goals through process activities can be depicted and traced. Therefore, change
and to-be goals are not selected.

Lastly, for the process goals, restricted scope or broad scope goals are inves-
tigated. Restricted scope goals are achieved within a single execution of one
business process, whereas a broad scope goal requires multiple executions of one
or more business processes to be achieved. Our aim is to model the goals in
a process model such that we can trace them throughout a single execution.
Therefore, we leave out broad scope goals.
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2.2 Modeling Goals and Associated Tasks in KiP Models

Next, we turn our attention to modeling the selected goals in the KiP model.
Since milestones represent achievable targets in a CMMN model [2], there is a
natural correspondence between goals and milestones. Hence, in our method,
goals are modeled as milestones in the CMMN model. For this step, we consider
regular goal models. In Sect. 2.5, we discuss how to model contextual goals,
building upon the models we derive in this section.

Fig. 2. Activity, process and means-ends goals modeled as milestones, abdominal pain
treatment process (See Fig. 1 in the appendix (see footnote 1) for a bigger picture.)

Figure 3 depicts the draft process model obtained as output of this step. First,
milestones corresponding to the goals selected in the previous step are created.
Activity goals are modeled as milestones. Related activities are modeled as tasks
and linked to these milestones. Process goals are modeled as milestones and
related processes are modeled as stages attached to these milestones, as process
goals refer to goals achieved by a set of activities. For instance, we modeled
the activity goal Blood count investigated and the process goal Working diagnosis
determined as milestones and we next identified the task Perform blood count and
the stage Working diagnosis determination, respectively, and linked them to these
milestones.

If the process goal is decomposed into more refined goals, its milestone is
attached to an expanded stage, e.g., the milestone Differential diagnosis exam-
ined. If the process goal is not decomposed into sub-goals, it is attached to a
collapsed stage, indicating that the goal model does not provide further infor-
mation for modeling this goal in the process model, e.g., the milestone Treatment
finalized. The milestone corresponding to the selected means-ends goal is modeled
as a separate milestone, e.g., the milestone Patient with abdominal pain treated.
Figure 2 show the draft process model of our running example at this point.

Next, the following patterns are applied to the milestones in the process
model to represent the goal relations in the goal model. Note that, M1 is the
milestone representing goal G1, M2 is the milestone representing goal G2 etc.

Pattern-1: If a process goal, G1, is decomposed into more refined (sub)process
goals, G2, or activity goals, G3, then its corresponding milestone, M1, is attached
to a stage containing a sub-stage, an activity and their milestones M2 and M3.
If G1 is AND(OR)-decomposed into G2 and G3, then M2 and M3 are linked to
M1 on the same (different) sentry.
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Pattern-2: If multiple process goals, G1 and G4, are decomposed into more
refined (sub)process goals and share some of their sub-goals, G2 and/or G3, then
M2 and M3 are either contained in the stage that owns M1 or M4. Then the
milestone of the stage that contains M2 and M3 is linked to the other milestone
that requires M2 and M3.

Fig. 3. Draft process model, abdominal pain treatment process

Pattern-3: If G1 and G2 are activity or process goals AND(OR)-decomposed
from the same means-ends goal, G3, M1 and M2 are linked to M3 on the same
(different) sentry.

Pattern-4: When the milestone corresponding to the selected top-level means-
ends goal is achieved, the case is completed. Therefore, this milestone is linked
to the case exit sentry.

Figure 3 shows the draft process model we get at this point with patterns 1,
3, and 4 applied.

2.3 Modeling Sentries

Depending on the goal modeling notation used, the goal models may be specified
in different levels of detail regarding the achievement of goals e.g., goal outcomes
in Archimate [20] or plans in TROPOS [3]. Our method assumes that the detailed
information regarding the achievement of goals do not exist on the goal model
and should be derived manually. In this step, the draft process model is extended
with sentry expressions of each milestone, as depicted in Table 1.

When modeling the goals as milestones, tasks and processes were already
linked to related milestones (activity or process goals). This shows that the mile-
stone requires completion of the activity/process attached to it to be achieved;
the ON-part of the sentries can be derived based on such relations. The IF-part
of the sentries should be manually derived by the business analyst.

Lastly, milestones are also linked to each other to represent the hierarchy on
the goal model. A sentry on a milestone that is linked to other milestones checks
the occurrence of other milestones linked to it. Therefore, this is also included
in the ON-part of the related sentry.
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2.4 Deriving Goal Model Variants

Up to this point, a draft CMMN model is derived using a goal model as input. In
this subsection, we introduce the notion of contextual goals in a CMMN model.

Table 1. Milestones and sentry expressions, abdominal pain treatment process (See
Table 3 in the appendix (see footnote 1) for the full table.)

Milestone Sentry Expression

Working diagnosis
determined

ON Working diagnosis determination is complete IF
Working diagnosis is found

... ...

Fig. 4. Goal model variants, abdominal pain treatment process

First, goal model variants are derived from the input contextual goal model.
Since context identifies the goals that should be achieved by the business process,
different contexts refer to different goal models, which we refer to as goal model
variants [1]. Goal model variants are derived from the contextual goal model
by choosing the relevant context. We differentiate between static and dynamic
context. In a single execution of a process, static context is fixed and can be
predefined. In our goal model in Fig. 1, C4 and C5 are static contexts. The
current static context is C4, patient with abdominal pain. This is a fixed context,
which can be determined before the diagnosis process starts and does not change
during the diagnosis process.

By setting the static context, the contextual goal model is reduced to a
smaller goal model that contains only dynamic context annotations. Our aim is
to cover the effect of dynamic contexts in a process model.

In our example, the suspected diseases define the context since each disease
requires different tests to be confirmed as the final diagnosis. At the beginning,
the clinician might suspect multiple diseases, but the final diagnosis, or the final
context, is determined by looking at the results of the tests obtained throughout
the diagnosis process. Therefore the context is not fixed and changes throughout
the process as the suspected diseases investigated by the clinician change.

Then, for each mutually exclusive dynamic context, a goal model variant is
derived. In our example, we have three mutually exclusive dynamic contexts;
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C1,C2 and C3. Therefore we have three goal model variants. Figure 1 shows the
goal model variant for the context C1 (See Fig. 2 in the appendix (see footnote
1) for other goal model variants). Note that, in this example we assume that the
patient suffers from only a single disease causing the abdominal pain.

Table 2. Sentry expressions for contextual milestones, abdominal pain treatment pro-
cess (See Table 4 in the apppendix for the full table.)

Milestone-Context Sentry Expression

Differential diagnosis
examined-Context-1

ON Perform pregnancy test is complete ∧ Perform
culdosentesis is complete ∧ Perform ultrasound is
complete

... ...

Fig. 5. Draft process model with contextual goals, abdominal pain treatment process

2.5 Contextualizing the Milestones

In this subsection, we explain how the goal model variants are expressed in a
single CMMN model by contextualizing the milestones. On the goal model vari-
ants, the parent goals (means-ends goal decomposed into more refined process
or activity goals OR process goals decomposed into sub-process/ activity goals)
are investigated. Sentries are added to the corresponding milestone of the parent
goal, such that there is a separate sentry for each goal model variant where this
parent goal has a different set of sub-goals.

In our example, the goal Differential diagnosis examined has a different set of
sub-goals in each goal model variant. Therefore, it has three different sentries
representing three different ways of its achievement under different dynamic
contexts. Then, we update Table 1, adding the expressions for the new sentries
in Table 2.

Lastly, the links between tasks/stages and milestones in the draft process
model are updated based on the expressions of the newly added sentries. The
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final draft of the process model of our example is shown in Fig. 5. Note that this
draft process model should be further refined by the business analyst to derive
a complete process model as part of the standard process analysis activities.

3 Evaluation

We evaluated our method through demonstration (See Sect. 3 in the appendix
(see footnote 1)) on a case study about medicinal product development process
in the iPSpine project. We presented our method and the models to domain
experts consisting of six senior biomedical scientists and two regulatory experts
in a meeting. The experts inspected models and we performed semi-structured
interviews on usefulness. The experts indicated that they are positive about the
usefulness of the process and goal models and our method for integrated modeling
of processes and contextual goals in practice. Next, we implemented the models
in a prototype platform2 for the EU project iPSpine, based on the Flowable
BPM Platform. The platform was used by three junior, three senior scientists
and two regulatory experts. Then, we performed semi-structured interviews on
usefulness and understandability.

The users mentioned that they can use these models to justify what they
have done (process) and identify what they need to do to better comply with
the chosen regulatory framework (goals). Also, they mentioned that the models
and the platform are easy to use and understand with the user guide we have
provided. They mentioned that the idea of linking the different contexts, the
process model and the goal model is definitely useful when the scientific devel-
opment is at the stage where different regulatory frameworks are investigated.
We received minor improvements to increase the understandability of the mod-
els, e.g., adding additional explanations to the platform. Currently, we continue
improving our models and the method based on the feedback we get from users,
and we are evaluating with other domain experts.

4 Conclusion

In this paper, we have presented a method for the modeling KiPs with contextual
goals under dynamic contexts. The contribution of this paper is the structured
guideline that supports business analysts in modeling the contextual goals in a
CMMN model.

The demonstration of the method on a real-life complex KiP and evaluation
with the stakeholders confirm the usefulness of the models. The users commented
that the explicit modeling of goals and the link to the process in goal models
is useful for their job. Furthermore, introducing the effect of context to the
models helps them investigate the effect of context on the process efficiently.
One limitation of our method is that the evaluation is carried out by model
inspection rather than method application by users. However, the evaluation on

2 https://sites.google.com/view/ipspinepmp/ipspine-process-management-platform.

https://sites.google.com/view/ipspinepmp/ipspine-process-management-platform
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the models provided positive insights on the usefullness of the models generated
by our method. As a next step, we plan to extend our evaluation such that the
method is applied by users and apply our method to model different KiPs.

Acknowledgment. The work presented in this paper is part of iPSpine project that
has received funding from the European Union’s Horizon 2020 research and innovation
programme under grant agreement No. 825925.
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