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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical to
the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 24th International Conference on Human-Computer Interaction, HCI
International 2022 (HCII 2022), was planned to be held at the Gothia Towers Hotel
and Swedish Exhibition & Congress Centre, Göteborg, Sweden, during June 26 to
July 1, 2022. Due to the COVID-19 pandemic and with everyone’s health and safety in
mind, HCII 2022 was organized and run as a virtual conference. It incorporated the 21
thematic areas and affiliated conferences listed on the following page.

A total of 5583 individuals from academia, research institutes, industry, and
governmental agencies from 88 countries submitted contributions, and 1276 papers
and 275 posters were included in the proceedings that were published just before the
start of the conference. Additionally, 296 papers and 181 posters are included in the
volumes of the proceedings published after the conference, as “Late Breaking Work”.
The contributions thoroughly cover the entire field of human-computer interaction,
addressing major advances in knowledge and effective use of computers in a variety
of application areas. These papers provide academics, researchers, engineers, scientists,
practitioners, and students with state-of-the-art information on the most recent advances
in HCI. The volumes constituting the full set of the HCII 2022 conference proceedings
are listed in the following pages.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution and
support towards the highest scientific quality and overall success of the HCI
International 2022 conference; they have helped in so many ways, including session
organization, paper reviewing (single-blind review process, with a minimum of two
reviews per submission) and, more generally, acting as good-will ambassadors for the
HCII conference.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, Founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

July 2022 Constantine Stephanidis
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24th International Conference on Human-Computer
Interaction (HCII 2022)

The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online at:

http://www.hci.international/board-members-2022.php



HCI International 2023

The 25th International Conference on Human-Computer Interaction, HCI International
2023, will be held jointly with the affiliated conferences at the AC Bella Sky Hotel
and Bella Center, Copenhagen, Denmark, 23–28 July 2023. It will cover a broad
spectrum of themes related to human-computer interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as
novel interaction techniques, interfaces, and applications. The proceedings will
be published by Springer. More information will be available on the conference
website: http://2023.hci.international/

General Chair
Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2023.org

http://2023.hci.international/ 
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Abstract. The goal of this paper was to explore the nature of university students’
and company representatives’ knowledge creation when they collaborated in co-
design activities. Studies focusing on companies’ collaboration with universities
and students primarily centres aroundhowcompanies contribute to students’ learn-
ing of entrepreneurial skills and to the development of higher education curricula
and its inclusion of entrepreneurial assets. Thus, there is a lack of understanding
what kind of knowledge that students and companies jointly develop in collab-
orative design practices. The study applied Dewey’s theory on experience high-
lighting matters of social conditions of experiences as well as reflective thinking.
The research was generated by means of qualitative group interviews. The analyt-
ical approach was thematic and identified three themes: (1) Genuine collaborative
engagement; (2) Challenges in trying new things; and (3) Knowledge creation
premises. These themes revealed different kinds of knowledge creation that took
place in the co-design activities. For example, how te challenges inherent in the co-
design activities encouraged the students to take risks, to work in completely new
ways and to try out new ways of arguing for certain choices, which helped them
to actively engage in the collaboration as an equal partner. In this way, the study
contributes to questions of the kinds of knowledge that students and companies
collaboratively create when engaged in co-design activities. It should however be
noted that this study is based on a small sample of participants and accordingly
more research is needed to validate these conclusions.

Keywords: Knowledge creation · Co-design · Experience theory · Reflective
thinking · Qualitative interviews ·M.Sc. Students · Company representatives ·
Collaborative engagement · Challenging engagement · Knowledge creation
premises

1 Introduction

A study by Cook-Sather et al. [1] showed that both students and faculty tend to enhance
motivation and learning when they collaborate in co-design activities. Specifically, such
collaboration deepens students’ learning, increase their confidence, and focus on the
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process of learning rather than the outcome. For faculty, partnership-like collaboration
with students develops new understanding of teaching and enhanced excitement in the
classroom as well as a redefinition of teaching and learning as a collaborative process.
However, while the use of co-design activities in student-teacher partnership are fre-
quently applied, there is a lack of understanding what kind of knowledge that students
develop in such collaborative design practices.

Students’ participation in contributing to the design of their own learning pathways in
Higher Education (HE) practices is well documented in educational and design-oriented
scientific literature. These studies primarily focus on students’ participation, involve-
ment, and influence, for example in relation to design-based research, participatory
design, and co-design [2–7]. Studies show that teacher-student partnership continues
to increase across HE institutions encompassing a broad range of initiatives and frame-
works [1, 2, 8, 9]. A study byDelpish et al. [10] showed that a co-creation framework can
offer opportunities for students to take on different roles; from being involved with lim-
ited influence on decision-making to working in partnership with teachers having equal
roles. Other studies focus on students’ active involvement in curricula design activities,
which point to positive outcomes related to how curriculum co-creation can transform
students’ relationships, engagement, risk taking, and academic achievement [11, 12].

HE institutions are also concerned with creating conditions for students to, within
their education, collaborate and establish partnership with companies and organizations.
This is particularly relevant for universities applying problem- or project-based learning
models, where collaboration with companies to create academic learning opportuni-
ties outside traditional university auditorium are central [13]. Research stresses that
university-business partnership has a societal value including collaboration between
socio-economic stakeholders and university practices [14]. This collaboration can be
in the form of exchange of knowledge, creating collaborative projects, and supporting
entrepreneurship by, for example, contributing to curriculum adaptation targeting aca-
demic learning designs to be better aligned with requirements of the labour market [14].
A study by Pocol et al. [15] pointed to that companies have an interest in strengthening
the relationshipwith universities to co-create value and develop students’ entrepreneurial
skills. In this regard, the authors underline that it is vital to consider both learning designs
and research processes by, beside external stakeholders, such as companies, involving
internal participants, such as teachers, researchers, and students. Such co-creative inter-
actions can expand their knowledge and develop new skills. Recent years, companies
have an increased focus on innovation of new products in an effort to become more mar-
ket competitive [16]. In this regard, knowledge sharing is acknowledged by companies
as a key issue for improving work performance and quality in new ideas and product
development [16, 17]. In this sense, knowledge sharing constitutes a social, interactive,
and complex process involving both tacit and explicit knowledge [18]. Nonetheless,
relatively little research efforts have been paid to partnership and knowledge sharing
between companies, HE institutions, and students, in particular when it comes to the
consequences of such knowledge sharing. That is, what kind of knowledge is created in
such knowledge sharing situations?
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In the present paper, we explore processes of knowledge creation emerging from
co-design activities involving four Master of Science students, two university teach-
ers/researchers, practitioners from the elderly care domain, and three representatives
from a small-sized company in northern Jutland, Denmark. The target of the co-design
activities was to develop a commercial product that could support practitioners within
the service sector to improve daily meeting cultures to ensure that everyone is heard
and, thereby, create a sustainable team culture. The study included methods such as
workshops, interviews, and prototype evaluations. In this paper, we focus on interviews
carried out with the students and the company representatives. The goal of the interviews
was to unfold their expectations and goals of the collaboration, and in what ways the col-
laboration contributed to new knowledge and development of innovative processes. The
collaboration referred to both students, teachers/researchers, company representatives,
and practitioners (end-users of the product).

The following section presents the background of the study followed by a section
introducing related work focusing on research on collaboration and co-creation, between
university teachers, students, and companies. Next, the theoretical framework based on
Dewey’s theoryof experience [19. 20, 21] is defined aswell as the co-designmethodology
and methods that were applied for gathering and analysing the generated interview data.
Finally, the analysis is presented followed by a conclusive discussion.

2 Background

The background of the present paper is based on a collaboration between a university
education Master of Science programme in IT, learning and organisational change, a
small-sized company developing products and services targeting the healthcare sector.
The master programme starts with a module where the students in collaboration with
a company or organisation shall develop an IT-based learning design (10 ECTS). This
module is followed by a PBL-oriented project module (15 ECTS), where the students
workwith a project based on a concrete problem in collaborationwith an external partner.
It is possible for the students to continuing to work with the design that they developed
within this first module. The teachers plan for the first module by contacting companies
and organisations to ask for potential problems that would include an IT-based learning
design.When the students start the semester, they can choose among a range of problems
to work with in collaboration with companies/organisations.

The small-sized company submitted a case proposal addressing a need for a prod-
uct that could support practitioners within the service sector to improve daily meeting
cultures to ensure that everyone is heard and, thereby, create a sustainable team culture.
A group of four master students chose to work with this case in collaboration with the
company and they continued to work with it also in the project module. The CEO of the
company became themain contact and collaborator and in addition, twomore employees
were involved in specific co-design activities. The company had access to a user group
that was involved in requirement and test activities. The teacher and researchers (authors
of the paper) acted as both overall facilitators and experts in the fields of human-computer
interaction, design, and learning. During the case- and project-process, the CEO and the
students frequently met both physically and online. Hence, the design process included
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a continuity and a wide range of equal-based design-oriented interaction between the
students and the different stakeholders. The case and the project were carried out during
the fall semester 2021/2022 (September 2021 to January 2022).

3 Related Work

Co-design as a strategy intends to engage various stakeholders in collaborative design
activities to foster an attitude of participation and human-centredness [22, 23]. Sanders
and Stappers [24] define co-design as “the creativity of designers and people not trained
in design working together in the design development process.” Co-design, thus, would
contribute to a design team to become better at designing as they have a better under-
standing of the people they are designing with and for. Co-design has been widely used
in commercial as well as in public sectors to engage and involve potential users and
other key stakeholders in a design process. This would enhance transparency, increase
user acceptance, and reduce potential failures [25–28]. A co-design approach enables a
wide range of stakeholders to contribute to developing solutions to a problem. Here, a
key-component is the diversity of experts that come together to collaborate. In this sense,
a co-design process has potentials to develop an equal collaboration between stakehold-
ers while resolving a particular challenge [29]. In such a process, the designer’s role
shifts between being a translator of users’ needs and a facilitator, which create opportu-
nities for the people involved to engage with each other, being creative, and exchange
knowledge as well as ideas [24]. In the present study, the participants had different roles.
The students act as designers, the teachers/researchers as design and learning experts,
the company representatives as stakeholders with a product development and business
interests, and the practitioners as stakeholders with user interests.

In such co-design activities involving students collaborating with companies as part
of their education, it is pivotal to expand opportunities for students’ professional expe-
rience through pedagogical tools, creating and facilitate collaborative practices includ-
ing external partners, and support problem-based learning structures. This would open
for knowledge co-creation among students, which they can practice in other situations
[30, 31], for example in collaboration with companies and business-driven collabora-
tion. Such a knowledge co-creation teaching strategy can generate a deeper understand-
ing, knowledge, and interest in other people and thus increase participants’ motivation
in collaborating [32, 33]. While these studies are related to development of curric-
ula and collaboration between students and teachers in the HE domain, the present
study relates to co-design activities, also in the HE context, but related to business-
driven collaboration within a course module where students in HE should collaborate
with a company to develop a service design. The collaboration was designed and co-
created between students, company representatives, and end-users, and facilitated by the
teacher/researcher. In general, research shows that co-design activities lead to improved
learning and collaboration skills [34, 35].

The present study focuses on processes of knowledge creation in co-design activ-
ities, which can be beneficial for students, for example by opportunities to develop
self-awareness, develop personal creativity, communication, skills to cope with group
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dynamics, and actively practice theoretical and methodical content from lectures [36–
38]. Thus, as claimed by Cook-Sather et al. [1], educations offering opportunities to co-
design their learning is perceived as a joint effort, where teaching and learning activities
are planned with students and not for students.

Related work focusing on companies’ collaboration with universities and stu-
dents primarily centres around how companies contribute to students’ learning of
entrepreneurial skills and to the development of curricula including entrepreneurial
features [14]. Hewitt-Dundas et al. [1] claim that there is evidence from international
studies on the positive outcome when universities support companies to innovate. More-
over, the authors state that developing university-company collaborations, challenges
a so-called ‘two-worlds’ paradox emerging from differences in institutional logics and
priorities between businesses and universities. The outcomes from their study showed
that companies’ experience from collaboration can help to overcome this paradox and
thus improve companies’ skills to generate innovations in collaboration with universi-
ties. Considering the limited research on the knowledge creation in co-design activities
between companies and universities where also students are involved, the present study
contributes to identifying the kinds of knowledge that is created in such business-driven
co-design activities targeting development of a service design solution to the elderly care
domain.

4 Theoretical Framework

The theoretical framework is based on Dewey’s theory on experience [21]. He highlights
two aspects of the quality of experience, likes and dislike, and their significance for future
experiences as well as its significance for future experiences [21]. It thusmatters whether
an experience produces a like or a dislike in the individual. Dewey has established
two principles of experience: continuity and interaction. While continuity refers to the
fact that past and present experiences influence future experiences and decisions, the
interaction principle refers to the objective and internal conditions of an experience
[21]. However, Dewey does not only consider experiences as individual matters. For
example, he states that interaction cannot be separated from situation as an experience is
grounded in the environment, including other people, in which the individual is situated.
Thus, an experience is social [21], for example in the form of a conversation between
the individual and the environment. In the present study, we are interested in how the
continuity and interaction contributed to the experienced knowledge creation that took
place during a series of joint co-design activities and conversations.

4.1 Reflective Thinking

Social conditions can influence what a group of people experience from a situation
and hence influence the quality of the experience [19, 20] and, in the context of the
present study, how this impact the complexity of knowledge creation. In relation to
the concept of experience, Dewey [19] discusses the process of reflective thinking and
suggests that it is an active consideration of a topic, which contribute to knowledge
creation and based on this, to further actions and decisions. Reflective thinking hence
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constitutes a form of questioning approach to challenges opening new perspectives.
Reflections can be pre-reflective where a situation creates confusion and questions that
needs to be answered. Following this is a post-reflective situation which can lead to an
experience when questions through a reflective process have led to ideas, solutions, or
answers. Applying this understanding of reflective thinking in relation to an experience,
Dewey [20] stresses that an experience as such is primarily an active-passive process; not
solely cognitive. This means that our interest in the knowledge creation emerging from
experiences lies in the perception of continuity or relationships to which an experience
leads up. The knowledge part is thus cumulative and has a certain meaning. Within
this framework, Dewey identified five phases of reflective thinking, which should be
considered as a continuum rather than one phase following the other. The phases are:
(1) a felt difficulty which causes a genuine interest; (2) Definition of the difficulty
including analysis of the situation; (3) Proposed explanations or possible solution to
the difficulty including cultivation on a variety of alternative solutions; (4) Elaboration
of an idea including reasoning where implications and of any ideas are considered: (5)
Corroboration of an idea and formation of a concluding belief including testing of an
idea or hypothesis to see if expected outcomes indicated by the idea actually occur [19].
In the present study, this continuum of phases was used as analytical tools to explore
the kinds of knowledge creation that the students and the company representatives have
experienced.

5 Methodology

The study was carried out in March 2022 and applied a qualitative approach [39, 40]
and includes interviews with the four master students and two representatives from the
small-sized company. The interviews were qualitative and used a conversational mode
(Yin, 2016) to create conditions for two-way interactions. An interview guide was used
containing a subset of key word tailored to the topics, which were considered as relevant
in relation to the aim of the study. Each key word included a set of follow-up queries and
as such worked as a reminder rather than actual questions [40]. Examples of key words
and topics were: (i) Expectations and goals of the collaboration; (ii) Collaboration and
its contribution to new knowledge; (iii) Collaboration and its contribution to innovative
processes; and (iv) Interaction with users/practitioners.

The interviews were computer-supported by means of Zoom, which is a web con-
ferencing platform used for audio and/or video conferencing and meetings. We used the
video and thus had the opportunity to meet face-to-face but however limited by not fully
being able to identify bodily expressions. This was mitigated by video recording the
interview sessions and thereby being able to have a closer look at for example, facial
expressions. The video recording of the group interview was communicated to the par-
ticipants on beforehand and all of them allowed us to record. In addition, we also started
the interview session by again asking them if we still had their permission to video record
the session.

The qualitative interviews were carried out as group interviews; one with the four
students, and one with the two company representatives. This called for further careful-
ness in preparing and responding from our point of view [40]. For example, considering
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our attention to one of the persons and at the same time being respectful to the others
so that they still felt involved. As the group interviews included a smaller size of par-
ticipants, this challenge was considered but however not experienced as problematic.
The interviews could be considered as summative [41] as our intention was to capture
the ‘big picture’ and identify rather than assess the participants overall experience of
the co-design collaboration. While considering the different interview topics, the partic-
ipants reflections were based on the series of workshops that had taken place during the
two modules, the several informal and formal meetings with the company and students
respectively, as well as with the teachers/researchers and requirement- and test sessions
with the end-user group.

5.1 Transcribing and Analysing the Generated Data

The group interviews were transcribed by highlighting incidents that were relevant in
relation to the goal of the project. These incidents were transcribed verbatim. The ana-
lytical approach was hence systematic by identifying the incidents that were of concern
by the participants and understanding the meaning of these concerns. This approach was
inspired by Thematic Analysis and carried out in five different steps as described by
Braun and Clarke [42]. The transcribed data were reviewed and coded by the authors
to find patterns and initial themes in the verbal expressions. We also reviewed facial
expressions that potentially could add meaning to the verbalisations. The initial themes
were reviewed and defined by both authors (Table 1).

Table 1. Overview of the analysis process (inspired by Braun and Clarke [42].

Phase Description of the analysis procedure

Getting to know the data Watching the video recordings

Generating initial codes Systematically coding incidents of the data, gathering data
relevant to each code

Searching for initial themes Synthesising codes into initial themes, gathering data relevant to
each initial theme

Reviewing themes Checking if the themes make sense in relation to the coded data
and the whole data set

Defining themes Iteration of the analysis to refine details of each theme in relation
to the research questions, generating definitions and names for
each theme

From this analysis, we identified three themes: (1) Genuine collaborative engage-
ment; (2) Challenges in trying new things; and (3) Knowledge creation premises.
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6 Analysis

The analysis focuses on three overall themes highlighting the outcomes that relate to
the question of the kinds of knowledge that students and representatives from the small-
sized company experienced while having been involved in different kinds of co-design
activities. These processes included both challenges and steps towards overcoming these.
Below, the identified themes are revealed.

6.1 Genuine Collaborative Engagement

A key factor influencing knowledge creation processes in co-design activities is the gen-
uine collaborative engagement that both students and company representatives experi-
enced coming from the collaborating partner. The students emphasises that the main
representative from the company was very engaged and genuinely interested in the col-
laboration. While the students had expected a kind of sparring from the company, they
experienced that it was more than that:

They had awillingness to listen to us and our ideas and thinking, which contributed
to my impression that they wanted to consider the matters that we discussed.
They liked our ideas. It was a surprising experience, in a positive way, that our
participation meant a lot.

The company representatives stated that it was important for them to reflect upon the
project (developing a communication tool) together with the students, who were well
prepared with questions, academic knowledge, and ideas:

This collaboration opened opportunities to, together with the students, get access
to new perspectives and get a deeper understanding of our product idea, in par-
ticular theories. This strengthened our goal to establish a strong foundation to
realise the product as a commercial product or concept. This will confirm that the
product is possible to market.

The specific challenge that the company and the students experienced as a basis for
their genuine interest differed. For the company the challenge was related to developing
a commercial product, which by being grounded in academic theories would strengthen
aspects of what they already envisioned about the market opportunities of the product.
The students experienced a challenge in balancing the companies’ engagement and
sometimes overwhelming optimism regarding the design and market opportunities of
the product. This demonstrates how objectivity can be a challenging matter, when being
emotionally engaged in a project. This adds complexity to attain an objective reflection
and potentially change expectations. The students point to that this sometimes led to that
the company overinterpreted outcomes from meetings with the end-users, which caused
that they sometimes disagreed with the company:

I do not know how or why this happened, what went wrong. Perhaps we had a
different understanding of what the user group expressed, what the things they
said meant for the product to be useful and support their work. In any case, we



Knowledge Creation in Co-design Activities - Business-Driven Collaboration 11

considered this challenge as the task where we really could contribute with our
knowledge and more objective perspective.

This quote from one of the students indicates that the experienced challenge resulted
in a genuine interest to collaboratively work towards a useful product based on input
from the end-users. On the other hand, the challenge experienced by the company was
more of an academic confirmation on what they had envisioned. In conclusion, both
company representatives and students experienced an increased sense of engagement
and joy from collaborating in co-design activities.

6.2 Challenges in Trying New Things

The students described their experiences as different from what they were used to from
previous bachelor studies. This resulted in that they were taking a greater responsibility
for their learning and for the collaboration.

It has really been nice that we have been ‘alone’ with handling the contact with
the company. I mean, that you as teachers have not influenced, for example when
meetings should take place and what should be on the agenda when we met. In
this way, we have had the opportunity to challenge the company. We have noticed
that we have done so. When we have presented a new way of understanding the
use of the product, they have said that they should think about it, that what we said
made sense.

Although the students were challenged in grabbing the responsibility of the
collaboration, they were at the same time inspired by the freedom that it also embraced:

We had a lot of freedom; it was a bit difficult to see through. Did what we did make
any meaning? It was challenging in a way that I was not used to being challenged.
But this did not matter, the big difference was that what we were about to develop
should fit into a real reality, a real practice. This was so inspiring to test. The
challenge was so rewarding.

The company representatives emphasised the importance of taking ownership and
be clear about their needs. However, this required a continuity in the collaboration; it
took time to reflect collectively together with the students.

The long-term collaboration is crucial to in collaboration develop a strong and
sustainable argumentation for our beliefs and for a futuremarketing of the product.
The continuity in the collaboration with the students and the researchers have
been pivotal for us to change our understanding of the product. Insights into
development models and theories have forced us to clarify our visions so that
the development process becomes both trustworthy and realistic. This has been a
helpful journey.

The long-termed co-design activities created a safe environment for the partners to
not only collaborate, but to try out new things; it enabled them to take risks. Even though
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they felt uncomfortable and needed time to get used to new situations, they felt able to
cross their habits and boundaries. The relation between the openness to try new things
and the long-term engagement and effort spent during co-design processes was clearly
addressed by both students and company representatives.

6.3 Knowledge Creation Premises

The before-mentioned themes, genuine collaborative engagement, and challenges in try-
ing new things, can contribute to development of knowledge. A hight degree of engage-
ment and sense of enjoyment was indicative for being able to elaborate, revise and
consolidate existing knowledge. This guided the partners to create new kinds of under-
standing of and dealing with difficult situations. A student described her learning and
achievement like this:

I have learnt many things. I have gained insights into my future working life;
how situations and knowledge change, nothing is constant but changes along the
way. I have gained insights into practice. I have learnt the importance of being
constructively critical. When someone says that ‘I have a good idea’, one needs
to be critical by carefully reflecting on this idea. This collaboration has taught me
that there is otherwise a tendency to upgrade this idea to an unrealistic level.

Another student agrees:

Yes, a good idea needs to be reflected upon. From many different angles. Many
times. I have learnt that a long-term collaboration is beneficial as it gives me
opportunity to become wiser and wiser. For example, how I shall act and what
to focus on when I enter a collaboration and how to relate to the different parts
included in a collaboration.

Being critical and reflect upon ideas, solutions, and situations was a recurring theme
in relation to what the students had experienced as central for knowledge creation. This
was further elaborated by a student:

I have learnt to reflect upon my own arguments; how I formulate them, what
they are based on. One of the company representatives always asked very good
questions, which challenged me to become clearer in my argumentations.

The students described how co-creation activities led to extensive opportunities to
practice innovation:

We have worked innovatively. As there did not exist any similar communication
tools on the market, we were forced to think freely, work iteratively and thus
practice innovation. It was a competence that was growing through the iterative
work.

A powerful outcome of the co-design activities referred to the sense of being
recognised as a genuine and skilled collaborator. A student expressed in this way:
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It became clear for me that the company had not only provided a case, but we
were also truly recognized and respected; the work we did, the ideas we had were
seriously considered. Very nice.

The co-design environment created during collaborative sessions was described as
significant for the design- as well as for the learning process. One of the company rep-
resentatives spoked about this by emphasising the importance of a well well-structured
process:

For me to develop and learn, there needs to be a clear structure of the product-
or concept development process. The way theory was implemented in this process
was crucial for my learning.

Both partners acknowledged the end-user group as a key to corroborating new
knowledge. One of the company representatives stated:

User involvement was central in relation to developing the product in the right
direction. This has taught us about the necessity of being clear about functionalities
and design features of the product/concept. The user group really pointed out the
direction for the further development.

The students pointed to the role of the user group as balancing the company’s
sometimes unrealistic positiveness:

It was important to involve the user group. They were critical and mitigated the
positiveness coming from the company. However, we would have needed more
critical feedback from them, it tended to be more confirming than critical. It might
be that we think so as we ourselves had a little doubt regarding if the product
should work, and if it would make sense in the practice field.

The analysis reveals more than genuine interest and engagement in collaborative
design activities. It uncovers powerful potentials of co-design activities to influence both
the students’ and the company representatives’ persistencewith collectively develop new
knowledge. For the students, this totally changed their experience of and approach to
learning.

7 Conclusive Discussion

Returning to our original goal of this paper, to explore processes of knowledge creation
emerging from co-design activities involving students, company representatives, end-
users, and university teachers/researchers. We applied Dewey’s theory of experience,
specifically his five phases of reflection as an analytical tool to describe the kinds of
knowledge creation that took place. The analysis revealed three central themes: (1) Gen-
uine collaborative engagement; (2) Challenges in trying new things; and (3) Knowledge
creation premises. In this sectionwe conclusively discuss the implication of our findings.

The students experienced a democratic collaboration, where they had a co-ownership
of the challenges they worked with together with the company. In line with the findings
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of Storvang et al. [29], we emphasise the engaging and democratic influence of a co-
design structure when designing for collaboration that could include situations of power
rather than equity. It is critical to note that even though being experienced as democratic
and engaging, our findings show that the students experienced the co-design practice as
challenging. However, the openness of the co-design structure generated a responsibility
taking and an urge for a deeper understanding to sharpen arguments and critical consid-
erations. In other words, the challenges could be considered as valuable and constructive
when the students could see what they learned from them. This resonates with findings
from Bovill et al. [32], Bovill [33], De Jans et al. [34], and Sanina et al. [35] concluding
that co-design activities lead to knowledge creation and collaborative skills.

The company representatives’ experience of knowledge creation differed from some
of the findings in related research, which primarily focuses on how companies can
contribute to students’ development of entrepreneurial skills [1, 14] and become market
competitive [16]. The findings from our study showed that the company acknowledged
the co-design activities as they could learn from the students and from the researchers.
This to improve their work processes and through a theoretical grounding deepen their
knowledge as well as considering new ideas and angles. We identified examples of
´company representatives describing knowledge exchange as valuable for improving
their readiness for a future marketing the product.

The students’ and company representatives’ reflections on their different kinds of
knowledge creation are identified and can be related to Dewey’s [19] reflection contin-
uum of five phases. The finding from first theme, genuine collaborative engagement,
specifically was interrelated to phases one and two. The second theme, challenges in
trying new things could be connected to phase three and four and the third theme,
knowledge creation premises to phase five. These interrelationships helped us to reveal
the different kinds of knowledge creation that took place in the co-design activities.
For example, when the students discussed how the challenges inherent in the co-design
activities encouraged them to take risks, to work in completely new ways and to try out
new ways of arguing for certain choices helped them to actively engage in the collab-
oration as an equal partner. This is aligned with findings from studies by Elsharnouby
[36], Lubicz-Nawrocka [37], Brandt et al. [38], and Lubicz-Nawrocka and Bovill [11].

To conclude, in this paper we have attempted to explore the nature of students’ and
companies’ knowledge creation when they collaborate in co-design activities. We iden-
tified students’ ways of implementing new ways of acting and company representatives’
new ways of adopting academic knowledge into product development processes. The
participants described examples of how co-design activities created a safe and trust-
ful framework for collaboration and knowledge creation. The study contributes to the
question of the kinds of knowledge that students and companies collaboratively create
when engaged in co-design activities. Furthermore, it contributes to the question of the
implications of such collaboration and inherent knowledge exchange. It should however
be noted that this study is based on a small sample of participants and accordingly more
research is needed to validate these conclusions.
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Abstract. This paper addresses the lack of an HCI framework that examines mul-
timodal experiences in a holistic way to help design interactions where modalities
are properly integrated. Such a holistic approach is important as new emerg-
ing technologies and experiences are being introduced and used frequently. The
resulting multimodal experiences present new requirements and challenges which
are not managed by existing HCI frameworks. Through a literature review, we
propose a set of principles that define the Holistic Multimodal Interaction and
Design (HMID) framework. We perform a user study as the initial evaluation of
the effectiveness of this framework. The study findings showed the potential value
of HMID and suggested improvements to its guiding principles.

Keywords: Multimodal systems · Human-computer interaction · Holism · Retail

1 Introduction

Human-Computer Interaction (HCI) haswitnessed a trend fromsystemsbasedon a single
modality of interaction (i.e., method, sense, or mode of operation used to do or expe-
rience something) to multimodal ones where the user can choose which modality suits
their tasks better. Emerging technologies such as the Internet of Things (IoT), wearables,
and Augmented/Virtual Reality (AR/VR) have accelerated this multimodal interaction
trend.Multimodal interfaces enable the user to employ differentmodalities such as voice,
gesture, and typing for communicating with a computer [1, 2]. Various HCI frameworks
such asWIMP [3], Tangible [4], Ubiquitous [5], Multimodal [1, 2], and Natural [6] have
offered increasingly diverse sets of modalities and intuitive forms of interacting with
computing devices. Each of these frameworks looks at the human-computer interaction
from a different angle, providing its unique advantages that do not necessarily contra-
dict other frameworks but offer complementary possibilities and increase flexibility in
designing new experiences. Despite this flexibility, these frameworks and the related
interfaces generally offer modalities as separate and isolated features [7–9].

Humans use their senses andmodalities in a holistic way, working together to achieve
goals. The notion of wholes versus parts in different domains is not a new one. It has
been around since Plato discussed the relationship between parts and thewhole produced
by them [10]. The term “holism” was introduced by Smuts in 1926 [11]. The idea is
presented based on how the world works and how it consists of many important parts
that have a tendency to result in wholes that are different from those parts. The holistic
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notion and whole-part differences play a key role in human experiences as we work with
our modalities as parts of a whole experience.

The notion of holistic user experiences is not a new one either. Some researchers
argue that user experiences are holistic by nature and that demands holistic criteria for
their evaluation [12]. Even in the new technologies such as driverless cars, the concept
of holistic user experience is being introduced [13]. However, HCI is bigger than just
user experience, and this requires an adequately defined HCI framework that outlines the
principles of holistic design and interaction. While there are many design guidelines and
ideas for multimodal systems [1–3, 14], there is a lack of a unifying design methodology
that is based on a holistic approach to user experience and interaction design.

In this paper, we start with a thorough literature review of HCI frameworks and the
notions of multimodality and holism. We argue that existing approaches, while very
helpful in certain applications, suffer from one or more of the following shortcomings:

1. They do not integrate various modalities within a given experience.
2. They do not provide a seamless transition between modalities within one task.
3. Theydonot offermodalities in away that is consistent (performing the same tasks and

achieving the same objective) and yet complementary (offering unique advantages).
4. They do not promote a design based on personalization.

To address these shortcomings, we propose Holistic Multimodal Interaction and
Design (HMID), an HCI framework for designing holistic interactions. We initially
conceived of HMID based on three principles of integration, seamless transition, and
consistency. To investigate the guiding principles and effectiveness of the HMID frame-
work, we conducted a user study that resulted in a fourth principle, personalization. The
study focused on an imaginary retail experience as an example. We used illustrative
storyboards [15] to simulate and present three retail scenarios. These scenarios follow a
character who ends up purchasing a product. Each scenario is done through a separate
approach: (1) The character engages separatelywith just two basicmodalities in the retail
experience. (2) The character engages in an isolated multimodal retail experience with a
variety of modalities available. (3) The character engages in a holistic, multimodal retail
experience (HMID). Our study incorporated a survey to see which scenario/approach
was more successful with respect to the following goals:

1. Increasing sales
2. Increasing brand awareness
3. Increasing customer engagement

The results of our study suggested that a more multimodal experience using dif-
ferent technologies was perceived to increase sales, brand awareness, and customer
engagement. However, there was not much difference between multimodal and HMID
approaches. Upon reflection, we associated this with some participants not being pre-
pared for or interested in a full HMID experience the way we had designed. As such,
HMID should be flexible and adaptive, catering to the user’s needs. This resulted in our
fourth guiding principle, personalization.
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The following sections review the relevant literature to provide a theoretical
framework for HMID, then describe and discuss our study and its findings.

2 Related Work

2.1 Holism and Whole-Part Theories

The theory of part-whole originated as a purely philosophical concept in an attempt to
understand the universe and human societies. The oldest trackablementionwas in Plato’s
work,who discussed it informally [10].However, the first formal discussion of the idea of
parts and wholes relationships was in Aristotle’s work when he established metaphysics
[16]. He highlighted that the whole is not the same as its parts by highlighting that it does
not necessarily result in a whole which is the sum of its parts [10]. In 1901, Husserl’s
third Logical Investigation was one of the first to transform the part-whole theory into a
formal theory [10]. This theory was loosely referred to as the Part-whole theory before
becoming a whole subfield of ontology commonly known as Mereology [17].

The original formulation of mereology as a field is credited to Stanislaw Leśniewski
in 1916 [17]. However, since then, there have been many extensions of mereology that
are referred to by different names [17]. By definition, mereology is the field that studies
parthood relationships, the logical properties of the parts, and the whole they construct.
The interrelationships between these parts and the whole they form are usually called
mereological relationships. The thorough study of these relationships helped researchers
producemore profound interpretations of these relationships, which helped in advancing
many sciences, such as set theory in math [10]. This theory is the ground on which
Object-Oriented Programming and the notion of classes are formed.

In 1926, Jan Smuts [11] introduced the term “holism.” The notion is based on how
nature works and how it consists of many important parts that have a tendency to form
wholes. He argues in his philosophical theory that nature tends to produce wholes from
the ordered grouping of the parts or units and that this tendency has been seen throughout
existence. The hierarchical structure of entities (wholes vs. parts, sometimes referred to
as “wholism”) is related but not the same as the other aspect of this notion that wholes
are more than the mere sums of the existing parts.

In psychology, the Gestalt theory emerged in the early 20th century, in contrast
to elementalism and atomism, which tend to see all objects and ideas as a collection
of elementary building blocks [18]. It promotes the notion of “whole is more than its
parts.” Gestalt principles of proximity, similarity, figure-ground, continuity, closure, and
connection can be used to describe how humans perceive objects and environments.

Holistic and Gestalt principles offer insights on how to design multimodal systems
in a holistic way. While connection and proximity are about proper integration, sim-
ilarity, figure-ground, and continuity relate to how the parts should be consistent yet
complementary.

2.2 Main HCI Frameworks

Early computers relied on text input/output and command lines for interacting with
the user. The introduction of Graphical User Interfaces (GUI) was the basis of WIMP
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(Windows-Icon-Menu-Pointer), the first major HCI framework [3]. The termWIMPwas
coined by Merzouga Wilberts in 1980, and the framework offered a new angle to look at
computing devices; it compared computers to desktops as the most common workspace,
instead of the old way of comparing them to typewriters. As a result, new forms of
interaction were introduced that were symbolically related to real-life experiences (e.g.,
folders on desktop) but still relied on visuals and hand actions and did not quite reflect
real-life interactions.

WIMP was followed by a series of other frameworks (generally referred to as Post-
WIMP) that tried to move away from the 2D widget-based interactions to add new
modalities [19]. Tangible User Interfaces (TUI) are based on the integration of tangible
modalities and the notion of embodiment [4]. TUI’s special angle was that human beings
need to touch and feel things to experience them.This opened the door to the utilization of
haptic technologies and expanded to offer new forms ofwearable technologies. However,
the focus of this framework, like the rest of the frameworks, was using modalities in
combinations or isolation to achieve embodiment. This is an important approach that
offers significant insights but does not necessarily provide the full picture.

Augmented/Virtual Reality (AR/VR) and 3DUI looked at HCI from the angle that
the world is 3D and not 2D, and therefore, the interactions should move out of the 2D
widget type of interactions to an extended form of reality. Milgram et al. [20] based this
framework on the reality–virtuality continuum to include both virtual and augmented
realities. These realities are based on adding visual 3D modalities into the environment.
As a result, this framework offered some interesting new modalities and introduced
new ways of training, gaming, and so on. AR/VR/3DUI do not necessarily provide new
interaction modalities but a new environment to interact. They are commonly associated
with head tracking, hand controllers, head-mounted displays, and various other forms of
interaction. There is very limited research on guiding principles for combiningmodalities
in AR/VR/3DUI.

Ubiquitous Computing, and related concepts such as Ambient Computing and the
Internet of Things, influenced HCI significantly [5]. This framework is based on the
idea that users are surrounded by an increasing number of smart devices, each one of
these devices has a function it fulfills in everyday life, and by adding interconnectivity
between these devices, regardless of the type of connection, it could offer new possibili-
ties and experiences. As the internet became the most dominant and accessible means of
communication, it led to the establishment of the IoT framework by looking at it from a
different angle that incorporated the internet as a means of communication. This frame-
work showcases the importance of looking at the changing functions of parts versus the
whole they constitute. However, it was applied on a very narrow application, and this
highlights the importance of looking at HCI from a holistic broader angle.

Adaptive User Interfaces (AUI) are based on using intelligent adapting mechanisms
to overcome usability issues [21, 22]. The angle this framework looked at was the idea
that human beings adapt to each other, and the environment based on their interactions
and, as a result, interactions and communications become better. While this framework
is focused on the customization of interactions, it would be very interesting to look
at it holistically to assess if the interrelations between its modalities would affect this
customization positively or negatively in different scenarios.
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Natural User Interfaces (NUI) framework [6] looked at user interactions from the
angle that HCI should feel natural by incorporating the user’s natural interactions. Exam-
ples of these natural interactions are gaze, speech, touch, and gesture. Similarly, the
Multimodal User Interfaces (MUI) framework [1, 2] is based on the simple idea that
human beings do not experience the world through one modality. Therefore, it encour-
agedmultimodality instead of focusing on one form of modalities which was common in
2D widgets. By emphasizing this angle, most experiences turned from visual to auditory
to include new unique forms of modalities. While there are many studies within the
realm of NUI and MUI, there is limited research on how to design multimodal experi-
ences in a holistic way, i.e., how to relate modalities to each other. The focus in this area
has been on special applications such as AR/VR or conversational agent [23, 24], or on
multimodal integration [14], i.e., when to use multiple modalities, as opposed to what
design principles to follow so that the modalities can offer a holistic experience.

3 Research Approach

3.1 A Framework for Designing Holistic Multimodal Interaction

As discussed earlier, while there are many HCI frameworks, the majority are focused
on the presence of modalities or the best way to utilize them in specific scenarios.
Additionally, they tend to examine these modalities in isolation to solve different sets of
problems. The effect of different modalities as a whole to solve a problem is different
from the effect of each in isolation. Furthermore, there have been many new trends that
are becoming common in new experiences. However, there is no integrated framework
that systematically examines these trends and notions thoroughly as parts of a whole,
rather than being optional afterthoughts.

The notion of holistic frameworks is not a new one. However, it has been mainly
focused on user experience, which is only one element of HCI. These user experiences
do not consider functionality or the interrelation and dynamics between modalities or
mereological parts as part of the design process. For example, Pallot et al. [12] inves-
tigated different attributes of user experience design in living labs. Living labs are labs
designed for studying user experiences. As a result, they produced a sample experience-
illustration of a limited number of factors in a holistic user experience. They came up
with a list of 10 experience types, 22 elements, and about 80 properties. They identi-
fied the following experience types: perceptual, cognitive, reciprocal, social, emotional,
cultural, empathetical, technological, economical, legal, and ethical. Then each one of
these experience types had elements and properties. However, this and similar studies
focus only on understanding the user experience, and they do not offer guidelines on
how to design multimodal experiences.

Inspired by thewhole-part theories and the notions of holism andGestalt, we propose
the Holistic Multimodal Interaction and Design (HMID) framework. HMID borrows
the principles of holism and holistic solutions in other fields and defines three initial
principles for holistic interaction design in HCI:

1. Integration: This principle is the foundation of multimodal systems and states that
a multimodal experience should bring together different modalities as one package.
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It means that the multimodal experience is not a set of separate actions, each with
one modality, but a single design that uses those modalities where and how they are
more suitable.

2. Seamless transition: As a follow-up to integration, seamless transition means that
the user should be able to switch from one modality to another at any time, even
within a task, without much effort or loss of data.

3. Consistency: The third principle combines two seemingly opposite aspects, being
compatible with being complementary. It means that while different modalities fol-
low the same objective and communicate the same message, they complement each
other by providing different advantages.

We performed an initial evaluation of HMID and its guiding principles (compared to
limited modality and isolated multimodal cases) through a simulated retail experience
using storyboards, as described in Sect. 4. The findings of this study (Sect. 5) suggested
a fourth principle, personalization, which will be discussed in Sect. 6. Before providing
the details of the study, we will briefly review the concept of storyboards and the initial
validation process that prepared us for the main study.

3.2 Using Storyboards

To investigate the potential of a holistic approach in the context of a retail experience,
we followed the approach of illustrating hypothetical scenarios by using storyboards. In
the absence of actual system implementation, due to logistic restrictions and the COVID
pandemic, storyboards offer a simulated experience for users to interact. We selected to
use storyboards to explain what a user would experience in a common visual language so
that participants can easily understand the interactions with the system. Figure 1 shows
the first three panels of a simulated experience.

Fig. 1. Sample storyboard.

The design process of the storyboards followed the guidelines established by Truong
et al. [15] in that we used short textual descriptions to describe the process, included
people to explain the interactive experience, indicated the passage of time only when
necessary, and used the minimum level of detail required to understand the scenario. All
created storyboards are freely available online:

https://www.dropbox.com/sh/9rzfp4d71t2tsj0/AADdehzgIB2pzqR_xuvKoxKca.

https://www.dropbox.com/sh/9rzfp4d71t2tsj0/AADdehzgIB2pzqR_xuvKoxKca.


24 E. Chan et al.

In each of the three storyboard case scenarios (limitedmodality, isolatedmultimodal,
and HMID), there is a customer engaged in a retail fashion shopping experience. The
user goes through several situations that eventually lead to a product sale.

To ensure that participants understood the storyboards, we conducted a pre-study
survey with five participants (3 males and 2 females) ranging in age from 30 to 39 years
old. A questionnaire depicting early sketches of the three scenarios was sent asking for
feedback on the clarity of the descriptions and the understanding of the scenarios. Some
examples of the questions asked were: “Does the scenario make sense?”, “Are the user’s
actions clear?”, and “Do you have any suggestions for improving the pictures?”. Par-
ticipants were also invited to provide any general comments they had for improvement.
To summarize, below were the comments we received and considered while iterating on
the storyboard designs:

• Transition across the devices using voice commands is seamless and intuitive.
• The treasure hunt idea was well-liked and stimulated the most interest, yet some could
not relate it to the retail experience.

• Overall, the pictures were clear. But because there is so much going on, it can be hard
to keep track of. As such, in the final design, some panels were combined to shorten
the story while still retaining the main idea.

• Many found that the use of QR codes was a good idea for encouraging customer
engagement and interaction with the product.

• The fact that there were different payment options was not clear.

4 Main Study

Weconducted anonline survey to evaluate the preferences for scenarios. The independent
variables are the three case scenarios (1) two modalities, (2) isolated multimodal, and
(3) holistic multimodal. The dependent variables are increased sales, increased brand
awareness, and increased customer engagement.

4.1 Participants

A total of 140 participants completed the survey. However, 21 of the responses were
discarded as the descriptions did not properly describe the scenario, answers were too
brief (e.g., one-word answers), the completion time was too short (e.g., under 3 min), or
attention check questions were missed. The final data set contained 119 responses (75
men and 44 women) ranging in age from 18 to 50 years old (M = 34.41 years, SD =
7.65 years). 108 participants reported they enjoyed shopping, while 11 did not. Among
the 108 respondents, 41 of them prefer to shop alone, 18 of them prefer to shop with
friends and 49 prefer to shop both with friends and alone.

4.2 Materials and Instruments

A retail experience was the subject of our study. The goal was to design a marketing
and sales campaign to increase sales, customer engagement, and brand awareness. A
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variety of modalities were included, such as printed material, website, mobile apps, AR
advertising, a multi-platform treasure hunt to collect points, and in-store interaction.

The storyboards show a character and his interactions with technologies that were
corresponded to each of the three case scenarios:

1. For the “two modalities” scenario, the user engages separately with two modalities
of the retail experience.

2. For “isolated multimodal”, the user engages in an isolated multimodal retail
experience.

3. For “holistic multimodal”, the user engages in a holistic, multimodal experience.
This case is designed using the three principles of integration, seamless transition,
and consistency.

The principles ofHMIDwere implemented in the storyboard interactions by showing
how the user can seamlessly switch between the different kinds of interaction modalities
at hand. For HMID, we showed the same experience being available using all modalities,
but each with its own conveniences. For example, a desktop browser could be simply
used to collect points by answering questions. But an AR-based mobile app, while more
complex, could be more convenient and allow a richer experience. We used storyboards
to simulate the user experience. Figure 2 shows examples of three HMID principles at
work.

To compare the performance of HMID compared to two other approaches, we con-
sidered three evaluation criteria: sales, customer engagement, and brand awareness
(Table 1). Following each scenario, participants indicated their level of agreement on a
7-point (1 = strongly disagree to 7 = strongly agree) Likert scale.

4.3 Recruitment and Procedures

After receiving clearance from our institutional ethics review committee, the recruitment
for participants commenced. Participantswere recruited usingAmazonMechanical Turk
(MTurk) [25]. MTurk is an online crowdsourcing platform where “workers” complete
small tasks for monetary reward [26]. It is a popular method for recruiting large and
diverse participants in many HCI studies [27–29]. Studies show that most workers par-
ticipate out of interest or to pass the time, rather than for the sake of the reward, making
these participants a good source for collecting data [30]. Participants had to be over
18 years old, must understand English, and own a computer or a mobile device with an
internet connection to complete the questionnaire. A link to the questionnaire was hosted
online (Qualtrics, Provo, UT) and takes approximately 30 min to complete. The ques-
tionnaire consisted of three parts. Part I collected demographic-related information (e.g.,
age, gender, and level of education), as well as information about shopping behaviours
and preferences. Part II provided some background context to explain the scenarios,
followed by the storyboards where participants were invited to look at the drawings and
indicate their level of agreement or disagreement on a 7-point Likert scale to question-
naire statements that evaluated the dependent variables: increased sales, brand awareness,
and customer engagement. Participants were also asked an open-ended question to share
any further comments about the experience after each case scenario.
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Fig. 2. HMID principles implemented in storyboards. Panels 7–10 and 25–28 show integration,
seamless transition, and consistency.

Table 1. Questionnaire statements that evaluated dependent variables.

Dependent variable Questionnaire statements

Increase sales I felt that the technological features were helpful in
promoting increased sales

I felt that the product promotion and the use of technology
helped increase the sales

Increase customer engagement I felt engaged with the brand campaign

I felt delighted by the brand’s promotional experience

I felt that the technology features were easy for me to
engage with the brand

Increase brand awareness I felt the brand’s promotional campaign and the use of
technology did well in increasing brand awareness
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To ensure that respondents understood each case scenario portrayed in the story-
boards, in addition to asking them to read the text provided underneath each storyboard,
they were also asked to write a short description of what they thought was happening
in the images before they provided a rating. At the end of each scenario, respondents
were invited to provide any other thoughts they had. Attention check questions adapted
from the Conscientious Responder Scale [31] were integrated into the questionnaire to
verify that respondents were reading and answering the questions carefully. Participants
received $2.00 USD as compensation for participating in the study.

4.4 Statistical Analysis

Analyses were performed using IBM SPSS for Windows Version 27.0 (SPSS, Chicago,
Illinois), and prior to analyses, including the filtering process described in 4.1, the data
were screened formissing values, outliers, and out-of-range values. Descriptive statistics
and the Shapiro-Wilk’s test of normality [32] were calculated for each of the three retail
experience cases (two modalities, isolated multimodal, and holistic multimodal) with
respect to the three dependent variables (increase sales, increase brand awareness, and
increase engagement).

5 Results

5.1 Quantitative Results

Descriptive statistics and the Shapiro-Wilk’s test were conducted to examine the nor-
mality of the sample (Table 2). Based on the shape of the distributions and the results of
the Shapiro-Wilk’s test, non-parametric tests were selected for analysis. An alpha level
of 0.05 was set for all statistical tests.

To explore the data, 100% stacked bar charts were generated to compare each of the
case scenarios with respect to the dependent measures (Fig. 3). This provided a visual
representation to examine the overall distribution. Based on Fig. 3, we can see that
participants preferred a more holistic experience for each of our dependent measures. It
is interesting to note that for each dependent measure, the percentage between Case 2
and Case 3 showed minor differences.

A Friedman test was conducted to examine the differences between each of the three
caseswith respect to our dependentmeasures. Results showed that therewere statistically
significant differences between the cases for increased sales and customer engagement,
but there were no statistically significant differences for brand awareness (Table 3).

Next, post-hoc tests, using the Wilcoxon signed-rank tests, were conducted between
each pair of cases separately to further examine where the differences occurred.

Table 4 summarizes the results. For increased sales, case 2 is better than 1, likewise,
case 3 is also better than 1, but no difference between case 2 and 3. This suggests that
a holistic experience will likely increase sales. For brand awareness, case 2 is better
than 1, but no differences between case 1 vs. 3 and 3 vs. 2. This suggests that a holistic
experience may be similar to other cases for increasing brand awareness. For customer
engagement, there were no differences between case 1 and 2, but there was a statistically
significant difference between case 1 vs. 3, and 2 vs. 3. This suggests that offering a
holistic experience might not necessarily increase the level of engagement.
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Table 2. Descriptive statistics for the level of agreement for the three dependent measures:
increased sales (IS), brand awareness (BA), and customer engagement (CA), with respect to
each of the three cases: two modalities (TM), isolated multimodal (IM), and holistic multimodal
(HM), and the Shapiro-Wilk’s test of Normality.

N = 119 Descriptive Statistics Shapiro-Wilk’s test

Case Measure M SD Mdn Skewness Kurtosis W df p

TM IS 10.60 2.73 11.00 − .69 − .06 .93 119 .00

BA 5.43 1.54 6.00 − .96 .29 .86 119 .00

CE 15.00 3.85 15.00 − .52 .32 .96 119 .00

IM IS 11.27 2.41 12.00 − .80 .16 .91 119 .00

BA 5.79 1.21 6.00 − .97 .56 .85 119 .00

CE 15.47 3.64 16.00 − .65 .18 .95 119 .00

HM IS 11.41 1.88 12.00 − .39 − .52 .94 119 .00

BA 5.63 1.34 6.00 − 1.06 .91 .86 119 .00

CE 11.74 3.80 11.00 .67 − .04 .94 119 .00

Fig. 3. 100% stacked bar charts for the level of agreement on dependent measures with respect
to three case scenarios: (1) two modalities, (2) isolated multimodal, and (3) holistic multimodal
(N = 119).

5.2 Qualitative Results

At the end of each case scenario, participants were given the opportunity to provide their
feedback.Thiswas helpful as it gaveus insight into how the increaseduse of technologies,
that is, from a single modality to an HMID experience, would be received from this
population sample. We conducted open coding, the initial interpretive process by which
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Table 3. Mean rank results of a Friedman test for each of the three cases with respect to the
dependent measures.

Mean Ranks Friedman test statistics

Measures Case 1 Case 2 Case 3 χ2 df p

Increases Sales 1.81 2.13 2.05 10.15 2 .01

Brand Awareness 1.91 2.13 1.96 4.870 2 .09

Customer Engagement 2.24 2.37 1.40 71.29 2 .00

Table 4. Mean rank results of Wilcoxon’s signed-rank tests for each of the three cases: (1) two
modalities, (2) isolated multimodal, and (3) holistic multimodal, with respect to the dependent
measures: increase sales, brand awareness, and customer engagement.

Mean Ranks Wilcoxon test

Measures Case comparisons Positive Negative χ2 p

Increases sales 1 vs 2 37.14 36.79 − 2.61 .01

1 vs 3 40.71 34.71 − 2.56 .01

2 vs 3 44.60 32.52 − .49 .62

Brand awareness 1 vs 2 34.96 27.19 − 2.52 .01

1 vs 3 37.43 33.20 − 1.08 .28

2 vs 3 36.70 35.55 − 1.50 .13

Customer engagement 1 vs 2 50.41 45.20 − 1.09 .28

1 vs 3 31.65 62.72 − 6.92 .00

2 vs 3 28.26 62.62 − 7.92 .00

raw research data arefirst systematically analyzed and categorized [33], followedby axial
coding, a qualitative research technique that involved relating data together to uncover
codes, categories, and sub-categories grounded within participants’ voices within the
collected data [34]. This method was appropriate not only to organize the data but was
also useful for deriving potential new theories and concepts, insights that may be of
value. With open coding, we deduced three categories: (1) Positives, (2) Negatives,
and (3) Concerns. “Positives” relate to the positive attitudes towards the idea and user
experience, while “negatives” describe the doubts and skepticisms about the idea and
user experience. “Concerns” are worries that users had about the experience.

Next, we further compartmentalized participants’ responses using axial coding. This
was achieved by recognizing like-patterns in participants’ answers, thereby collecting
and categorizing them appropriately. Axial coding revealed Fun/Enjoyment, Engage-
ment, and Immersive under Positives, Too Complex, Overwhelming, Waste of Time and
Annoyed under Negatives, and Privacy and Tracking under Concerns.
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In general, we found that most participants who provided feedback related to “fun
and engagement” stated that they welcomed the increase in technology. For example,
in Case 2, one participant (P1) wrote: “I thought the technology made shopping a more
pleasant experience in this scenario” when comparing it with Case 1. In Case 3, another
participant (P17) said: “I thought there was a lot of technology in this scenario, and it
all worked together to provide a better shopping experience”. Furthermore, participants
generally thought that the experience simulated in Case 3 was engaging and exciting if
the process was efficient. For example, one participant (P90) said that “as long as steps
and rewards are easy to follow and understand, then I love utilizing all the platforms to
buy items”. Another participant (P33) thought that “the brand did a great job engaging a
certain segment of its customer base into buying more and being more excited by its use
of technology as a marketing technique”. One more participant (P7) wrote: “I like the
idea of full use of technology like the last one and making it seamless between devices”.
This suggests that the holistic experience portrayed in Case 3 was well-received.

Participants also reported negative experiences. Participants expressed that the exces-
siveness and the steps to use the technology to achieve the goal of purchasing products
would be overwhelming. For example, in Case 2, one participant (P10) said that there
are “too many steps and too complicated”. Another participant (P38) explained that it
“seems like a lot of needless extra work to buy item”. For design, these comments suggest
that it is important to make the process as simple as possible.

Interestingly, there was only one participant (P41) who raised concerns about data
privacy, saying that: “I have a concern with tracking and privacy”.

6 Discussion and Redesign

The result from the data supports the idea that a more multimodal experience using dif-
ferent technologies favour increased sales, brand awareness, and customer engagement.
However, there is not much difference between multimodal Case 2 and my hypothesized
HMID Case 3. There could be a variety of reasons for this. Let me explain.

It could be that the storyboards themselves needed to convey a better narrative of
HMID. But a more likely explanation is that not all participants were comfortable with
using various modalities/technologies in the HMID case. Reflecting on this possibility,
we hypothesized that a holistic experience should be flexible and adaptive, catering the
user’s needs.

To informally verify this hypothesis, we ran a small mini-study with only three
participants.Wepicked four sections of theHMIDcasewhere the userwas using different
modalities, and offered options such as a more convenient technology or a more familiar
one. For example, Fig. 4 shows a section of the storyboard where the user received a
notification on his smart watch that there is an AR-based point to collect as part of the
treasure hunt. We asked if the existence of an option to save this location for the future,
instead of having to use AR, adds flexibility, and so improves the HMID experience. All
participants agreed with comments such as “Yes, it would improve the HMID scenario
because any sort of flexibility or convenience provides a better experience for the user”
(P2).

The findings of the main and follow-up studies encouraged us to add personalization
as the fourth principle of holistic, multimodal interaction and design.
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Fig. 4. Storyboard Sample used in follow-up mini-study.

7 Conclusion

Based on a review of literature onHCI frameworks andwhole-part theories, we proposed
a holistic, multimodal interaction and design framework based on the principles of inte-
gration, seamless transition, and consistency. Using a conceptual storyboard approach
and survey research methodology, we compared the perceived effect of this framework
with two other cases (limitedmodality and isolatedmultimodal) in a simulated retail sce-
nario with the objectives of increasing sales, brand awareness, engagement, and overall
satisfaction. The results from both quantitative and qualitative analyses suggested that
multimodal and holistic experiences are more effective with regard to the objectives.
Further reflection suggested that personalization should be added as a fourth principle
to allow flexibility in holistic experiences.

As society increasingly adopts emerging technologies (such as wearables, AR/VR,
amongst others), a holistic and cohesive approach for the seamless integration of data
from one multimodal to another is necessary. Although this research study was specifi-
cally catered to the retail shopping scenario, we believe that HMID can potentially lay
the foundation for new HCI paradigms for IoTs. Plausible future HMID research direc-
tions include education, sports, and how we engage and interact with information media
platforms.
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Abstract. Teaching evaluation refers to a kind of value judgment on the quality
and quantity of teaching, which plays the role of guidance, control and incentive
mechanism of teaching. Accurate teaching evaluation is an essential means to
improve teaching quality. In view of the ineffectiveness and fuzziness of teaching
evaluation caused by unknown attribution of teaching effect in the universities at
present, this paper takes the sustainable development of design education man-
agement in private universities as the research object, aiming at the universities
with design majors. The characteristics of design education management suggest
that the improvement of teaching quality is inseparable from scientific and strict
management. In order to further strengthen themanagement of design education in
private universities, the means of “promoting construction by evaluation” should
be used, and the difficulties and problems existing in the management of design
education in private universities should be faced squarely, so as to actively seek
countermeasures to finally realize the sustainable development of art education
management in private universities.

Keywords: Promote construction by evaluation · Design education
management · Sustainable development

1 Introduction

The sustainable development of China’s social economy has led to the development
of higher education. Private higher education is an integral part of higher education,
shouldering the significant mission of training talents for the society. Private universities
and their bases fully contribute to the reform of the education system. The Outline of the
National Medium- and Long-Term Education Reform and Development Plan (2010–
2020) clearly points out: “Private education should be robustly supported [1]. Private
education is a substantial growth point in the development of education and the backbone
of promoting educational reform”. The growth and development of private universities
has alleviated the burden of national finance, greatly met the needs of the people to
receive higher education, and trained a large number of talents for the society.

The “evaluation” of this paper mainly focuses on the evaluation of the level of
undergraduate teaching in the universities, which contributes to further strengthening

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Kurosu et al. (Eds.): HCII 2022, LNCS 13516, pp. 34–42, 2022.
https://doi.org/10.1007/978-3-031-17615-9_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17615-9_3&domain=pdf
https://doi.org/10.1007/978-3-031-17615-9_3


Promote the Sustainable Development of Design Education Management 35

the state’s macro-management and guidance on the teaching work of the universities
according to the level of teaching work, urging the departments in charge of education
at all levels to attach importance to and support the teaching work of the universities,
promoting schools to consciously implement the national educational policy, and further
clarifying the guiding ideology of running a school, improving the conditions for run-
ning a school, strengthening the basic construction of teaching, strengthening teaching
management, deepening teaching reform, and improving teaching quality and efficiency
in an all-round way in accordance with the laws of education.

2 Literature Review

2.1 Promote Construction by Evaluation

Teaching evaluation urges private universities to establish a feasible teaching manage-
ment system according to their own characteristics, optimize the educational manage-
ment system, improve the informationization of teaching management, establish a rou-
tine inspection system and examination monitoring system, and establish a system of
supervision, listening and evaluation. It plays an auxiliary role in improving the quality
of teaching, strengthening the training and learning of teachers’ scientific research, and
promoting teachers to improve the level of scientific research. According to the require-
ments of the index system of teaching evaluation, we should earnestly take teaching
work as the focus of financial input, increase the investment of teaching funds, and
strengthen the construction of basic teaching conditions, and use the standard of normal
evaluation to promote construction, consolidate achievements, deepen reform, improve
quality, realize the coordinated development of scale, quality, structure and benefit, and
cultivate high-quality talents with all-round development.

The teaching evaluation mechanism plays a critical function of guiding and stan-
dardizing in the whole teaching system. Design education falls within the scope of the
art discipline. The establishment of the teaching evaluation system of design education
in the universities should not replace the special standards of the art discipline with
the general standards of liberal arts or science and engineering, but should completely
respect and follow the law of the development of art discipline itself, grasp the char-
acteristics of art discipline construction and construct a scientific teaching evaluation
system in art universities [2]. Professor Chen Houfeng deals with the hot and difficult
issues in the classification, orientation, evaluation and management of Chinese univer-
sities in his book Research on the Classification and Positioning of Chinese Higher
Education Institutions, and puts forward some suggestions with policy value and ref-
erence significance around how to guide the classification and reasonable positioning
of the universities [3]. In addition, a number of scholars discussed the realistic path to
speed up the popularization of China’s higher education and promote the leap-forward
development of higher education institutions from the perspectives of practical concerns
and classification and positioning of China’s higher education development. In 2017,
the Department and Bureau of the Ministry of Education of China organized experts
to study and formulate the National Standards for Teaching Quality of Ordinary Uni-
versities Compared with Undergraduate Majors, which is the first national standard in
the field of higher education in China and is of iconic significance. It defines the basic
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quality requirements of undergraduate specialty setting, which not only puts forward
the minimum requirements for the teaching quality of all majors, but also leaves room
for the specific teaching requirements of each major, because it promotes the formation
of talent training characteristics of the same major in different universities, provides a
reference for evaluating the quality of professional teaching, reflects the foresight of
professional construction, and provides a guiding role for the sustainable development
of educational construction [4]. As a fundamental link in promoting the development of
education, the sustainable development of education in private universities should have
the characteristics of fairness, coordination, sharing, efficiency, etc. [5].

2.2 Sustainable Development of Education

Sustainable development is a concept with high frequency in modern society, and con-
tains extremely abundant connotations as a new type of social development strategy and
goal. The requirement of sustainability should be added to the concept of development
to produce at least four elements: sustainable use of resources, sustainable improve-
ment of the environment, sustainable social equity and sustainable economic growth
[6]. Sustainable development is the inevitable choice for human society to realize the
coordinated development of economy, society, environment and population. In order to
achieve this development goal, it is necessary to build the cultural basis of sustainable
development as a long-term and effective cultural support for sustainable development
[7]. In the past, we paidmore attention to the research on education system and education
policy, but in the future, we should strengthen the discussion on the micro-level issues
such as curriculum, teaching and evaluation, and study the changes of talent training
mode in the future, so as to serve the reform and development of education in China [8].

The formulation of sustainable development strategy in a university is inseparable
from a clear development direction, which should be accurately located according to
the external environment and its own characteristics, and the premise of positioning is
classification. This will help form such a chain: classification-positioning-development
direction-development strategy-sustainable development.

3 Teaching Evaluation to Promote the Construction of Design
Education Management

3.1 Importance of Teaching Evaluation

Since it was first proposed in the Decision of the Central Committee of the Communist
Party of China on the Reform of the Education System in 1985 to evaluate the school-
running level of the universities, the undergraduate teaching evaluation in China has
roughly gone through the stages of exploration, practice, optimization, improvement
and comprehensive promotion. The State Council listed “comprehensively improving
the quality of higher education” and “improving the quality of talent training” as the
top priorities in the strategic development of China’s higher education in the Outline
of the National Medium- and Long-Term Education Reform and Development Plan
(2010–2020), and has put forward a series of important measures to comprehensively
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implement “undergraduate teaching quality and teaching reform project in the univer-
sities”, “improve teaching quality assurance system” and “improve teaching evaluation
in the universities” [1].

Centering on the goal and requirements of the school’s talent training program, we
should follow the teaching law, establish and improve the school teaching quality mon-
itoring and guarantee system through the formulation of rules and regulations, such as
monitoringmechanism and evaluationmechanism, and constantly optimize and upgrade
to ensure the sustainable development of school teaching quality.

3.2 Critical Role in Teaching Evaluation

In the teaching evaluation of the universities, the most closely related groups that affect
the level of teaching evaluation of the universities are the evaluation organizations of
teaching quality, the functional offices of the universities, teachers and students.

TeachingQuality EvaluationOrganization in theUniversities. The university teach-
ing quality evaluation organization is responsible for further standardizing and perfecting
the system construction in related fields from the aspects of theMinistry of Education and
universities, effectively supporting the resource integration of evaluation data, and carry-
ing out quantitative evaluation of all kinds of work. Accurately upload and release tasks
and grasp the time node of each work. The internal teaching quality evaluation organiza-
tion of the universities should be the responsibility of the commissioner, who should be
familiar with the national and local teaching evaluation policies and constantly improve
their own professional level. In addition to on-campus quality assessment organizations,
third-party evaluation institutions outside the school should be invited. Moreover, peer
evaluation is also a rare and necessary means.

Coordination and Linkage of Various Functional Departments in the Universi-
ties. The school evaluation office should coordinate with each functional department
to formulate procedures, strengthen management, exchange information, and cooperate
with the overall management of the school. Teaching management links should com-
plement each other, so as to ensure the healthy operation of teaching management.
The information-based teaching management model reduces the workload of teaching
administrators. Departments should effectively coordinate and link, so that assessment
data can be updated in a timely manner. Data sharing reduces duplication of work and
improves accuracy.

Group of Teachers. Professional teachers are the core resources of professional con-
struction and development. Teaching assessment is a means to provide teachers with
the support they need to set and achieve the goals of better guiding students. The fac-
tors that affect teachers’ teaching quality include teachers’ objective characteristics and
subjective characteristics. Teachers’ objective characteristics include teachers’ educa-
tional background, gender, nationality, professional title, salary, etc. [9], while teachers’
subjective characteristics include teachers’ professional knowledge familiarity, teach-
ers’ dedication, teachers’ experience, etc. [10]. With the continuous change of education
reform, the number of teachers, professional titles, awards and scientific research play a
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positive role in teaching evaluation. Teaching evaluation in the universities is regarded
as a tool to improve classroom teaching, providing teachers with an objective direction
of sustainable development, rather than eliminating weaker teachers. The evaluation of
teachers’ teaching quality is carried out through students’ direct evaluation of teachers’
efforts and abilities, but directly relying on these evaluations to reflect teachers’ teaching
quality will lead to incentive distortion [11].

Student Group. In recent years, the “student-centered” educational evaluation has
attracted the attention of the domestic educational evaluation circle. From the perspec-
tive of value theory, not only students ‘learning status should be regarded as the center
of teaching evaluation, but also include students’ demands for educational satisfaction
in the content of educational evaluation. This paper takes the college students of design
education as the research group, for this special group, the management work has a
severe challenge. Whether they can actively cooperate with the management of schools
and universities, and whether they can accept the management mode, management mode
andmanagement means ofmanagers are also important factors that affect the sustainable
development of teaching management in the universities. However, students, as the most
important stakeholders, have little opportunity to participate in the evaluation. Students
also play an important role in the submission of the main evidence of evaluation. Stu-
dents must be the main body of teaching evaluation, and their participation runs through
the whole process of teaching evaluation.

3.3 Optimize the Evaluation Index System

The construction of the teaching evaluation system in the universities of design educa-
tion will help the competent departments of education to realize the macro-monitoring
function, promote the basic construction of education, realize standardized and charac-
teristic management, and promote the establishment of the innovation system of higher
design education, so as to ensure the healthy development of higher design education.
The evaluation index design of the Ministry of Education of China is mainly aimed
at comprehensive schools. Without taking into account the teaching characteristics and
achievement presentation of design education disciplines, classified guidance should be
given to the universities with distinctive characteristics and strong personalization, such
as design education universities.

The current evaluation system of the universities is relatively complete, but there
are some unsuitable aspects in the index system that emphasize the award-winning and
scientific research achievements of teachers and students in higher art universities, and
the participation of works with strong practicality in the discipline of art and design,
the holding of individual exhibitions and the success of creation have not been included
in the index assessment system. In terms of teaching materials, design education can
not fully use national unified teaching materials, because the consultation and updating
speed of design majors is very fast, and many design works can not be seen in teaching
materials.

The establishment of the teaching evaluation system of design education should fully
respect and follow the law of the development of the discipline itself, grasp the char-
acteristics of discipline construction, adhere to the principle of promoting construction
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by evaluation and focusing on construction, and make an in-depth discussion from the
characteristics of design education and school-running characteristics. This will be more
conducive to the overall promotion of the teaching evaluation system of the universities
in our country.

The evaluation index system of undergraduate major evaluation index system of
the universities in Guangdong Province mainly includes seven aspects: School reputa-
tion, Teaching body, Conditional resources, Cultivation process, Quality assurance and
Scholastic achievement and Description of professional, as shown in Fig. 1. In the for-
mulation of evaluation indicators and standards, the learning needs, further studies and
professional needs of students in the universities should be fully taken into account.At the
same time, students’ real opinions and feedback on college teaching are also conducive
to promoting the reform and development of higher education. How to improve the clas-
sification construction evaluation system of higher education by further deepening the
reform of institutional mechanisms and comprehensively strengthening the modern gov-
ernance system and governance capacity building, and comprehensively promoting and
improving the systematic, systematic and comprehensive development level of China’s
higher education, is the deepmeaning of realizing the connotative development of higher
education.

Fig. 1. Art Major Evaluation Index Weight

4 University Sustainability

With the transformation of the popularization of higher education in China from “the
leap of quantity” to “the improvement of quality”, private universities should strive for
survival and development in the fierce competition. Due to the different educational
investment system, there is a certain gap between private universities and public univer-
sities in school-running concept, talent training mode, teaching management means and
the construction of teaching staff, and there are many problems in the development of
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private the universities, such as unstable teaching staff, lack of school-running character-
istics, talent training can not meet the needs of society, etc. The sustainable development
of private universities should be guided by the scientific concept of development, deeply
implement the policy of “consolidation, deepening, improvement and development”,
and promoting the characteristics of running a school is the foundation of sustainable
development. Cultural construction is the driving force of sustainable development, the
construction of teachers is the foundation of sustainable development, and education
and scientific research is the growing point of sustainable development.

4.1 Improve the Characteristics of Running a School is the Foundation
of Sustainable Development

Theorientationof the universities: there is an important provision in theHigherEducation
Law: “actively develop the cause of higher education in various forms”. At present,
universities pursue elite education and strive to be research universities. On the contrary,
the same direction of development can not be sustainable development. The school-
running characteristics of private design universities not only refer to the characteristics
of the specialty itself, but also aim at the effective management methods, methods and
modes established in the school-running and teaching operation of the universities. The
design of the teaching evaluation system the universities should reflect the following
principles: when the basic conditions of running a school are up to standard, we should
focus on evaluating the innovative spirit of art universities and the teaching indicators
of serving cultural and economic construction. “Innovation” and “practice” should run
through the construction and evaluation of art discipline. “Innovation” emphasizes the
way of thinking, while “practice” emphasizes the ability of application.

The quality of design education in a university depends on whether it has a good
grasp of “innovation” and “practice”. In the specific evaluation indicators, in addition
to the necessary conventional indicators, we should also strengthen the evaluation of
teaching practice. The establishment of the teaching evaluation system of art universi-
ties should fully respect and follow the law of the development of art disciplines, grasp
the characteristics of art discipline construction, adhere to the principle of promoting
construction by evaluation and focusing on construction, and make an in-depth discus-
sion from the characteristics of art education and the school-running characteristics of
art universities, which will be more conducive to the overall promotion of the teaching
evaluation system of the universities in China [2].

Taking the school-running feature of the full credit system as an example, students
are enabled to freely choose courses, class hours and teachers, and arrange their own
study plans. Within the flexible study period, they can apply for graduation after com-
pleting the required credits according to the talent training plan. The full credit system
is student-oriented, respects the individualized and differentiated development of stu-
dents, and attaches great importance to quality education. The high-quality management
and effectiveness of the full credit system has also become one of the characteristics of
running a school today.
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4.2 Improve the Conditions of Running Schools and Strengthen the Basic
Construction of Teaching

Design education mainly involves teaching and practice, focusing on teaching infras-
tructure, studio construction and innovative platform construction. For example, envi-
ronmental design and product design majors need model rooms, clothing sewing labora-
tories, digital media art majors equipped with multimedia equipment laboratories, etc.,
to maintain and update the equipment in a timely manner, and sign a school-enterprise
cooperation platform according to the needs of different design majors to provide more
internship and employment opportunities [13]. In addition, the construction of students’
self-study rooms, question-and-answer platforms for teachers and students, lectures for
famous teachers outside the school and sharing meetings for industry designers are
also conducive to improving the learning atmosphere in the school. The tuition fees of
design education majors in China are relatively high, and the financial investment of the
universities should also be increased.

4.3 Strengthen Teaching Management and Improve Teaching Quality

Teaching management is the guarantee for the operation of various teaching activities,
and occupies a core position in the management of universities. The level of teaching
management directly affects the quality of teaching. The strengthening of teaching man-
agement depends on the improvement of management level and the strengthening of
teaching quality monitoring. For a school to survive, it must be both effective and effi-
cient. It is worth noting that policies must be implemented, budgets must be prepared,
teachers’ workmust be arranged, classroom teachingmust be planned and the classroom
must be orderly. All of these require management to ensure the necessary tasks for the
school to survive as an organization. Human, financial, material, information and other
resources should be fully mobilized and utilized, so as to quickly achieve the expected
educational management goals.

The professional characteristics of teachingmanagement in the universities are obvi-
ous, with heavy responsibility and heavy load. This requires managers to have a strong
dedication to work, to have a positive and correct attitude towards life, to constantly learn
advanced teaching management concepts and working methods, to constantly improve
the level of professional ability, to improve the incentive mechanism, and to cultivate
a sense of competition. Create good conditions for development. They should actively
carry out performance evaluation by continuously improving the incentive manage-
ment mechanism, establish a model, play an exemplary role, form a benign competitive
environment, and fully mobilize the enthusiasm and innovation of managers.

5 Conclusion

In order to establish the teaching evaluation systemof design education,we should adhere
to the principle of promoting construction by evaluation and focusing on construction,
and make an in-depth discussion from the aspects of design education management.
In addition, according to the requirements of the national evaluation system and the
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characteristics of design education, we should follow the law of discipline development
to establish a teaching evaluation index system suitable for art design education. Fur-
thermore, we should establish and improve the school teaching quality monitoring and
evaluation system around the objectives and requirements of the school talent training
program and follow the teaching law, and constantly optimize and upgrade to ensure the
sustainable development of school teaching quality.
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Abstract. Increased information complexity inHCIdesigns causes cognitive load
on users. HCI design prototypes have been used in various stages of design pro-
cess to assess the design quality and enable course correction. However, there are
only a few studies reported on suitability of prototyping methods for HCI design
process in testing. Also, there is a dearth of literature on cognitive load (CL) based
measurement for different prototyping methods. This paper reports a comparative
study of prototypingmethods forHCI based control panel design fromCLperspec-
tive. Comparisons of prototyping methods have been reported based on three CL
measurement methods namely, subjective measure, task performance and physi-
ological measure. Results of three CL methods were congruent and shows that,
software prototype caused significantly lower CL compared to paper prototype
testing. Also, it is concluded that software prototype is more suitable prototyping
method in cyber physical production system scenario.

Keywords: Prototyping methods · Cognitive load · Physiological measurement ·
HCI · Industry 4.0

1 Introduction

Smart factory is a new concept of manufacturing in the era of Industry 4.0. The core part
of smart factory is Cyber-Physical Production System (CPPS). CPPS is an intelligent
production setup which is formed by connecting human andmachines via cloud network
[11]. CPPSdealswith large amounts of smart factory data such as sensor data,managerial
data, operation data, maintenance data, production planning data etc. [33]. This data can
be presented on handheld, mobile human-computer interaction (HCI) based control
panels [19]. Complexity of presentation of data on HCI based control panels, especially
in the critical scenario of usage are cognitively challenging forCPPSoperators tomanage
[18, 20].

Prototyping of such HCI systems is an iterative design process [21]. Different types
of HCI prototyping methods are available in literature, ranging from low fidelity to high
fidelity [31]. Both low and high fidelity were recommended in literature for testing of
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HCI designs [34]. Design of fidelity refers to the level of detail and functionality added
to the prototype. Fidelity can be varying in visuals, mode of interaction, commands,
and contents [34]. High fidelity prototype is a type of prototype which uses high level
of interaction, detailed computer graphics for visuals, detailed contents are presented
interactively etc. whereas low fidelity prototypes are simpler, often involve manual inter-
actions, low degree of contents and often have hand sketched visual graphics [31]. Low
fidelity is often comparatively less expensive and thus is widely used for initial testing
of HCI design ideas whereas high fidelity prototyping looks more realistic, often has
high cost of development and thus is often used later in design process [34]. It is still
not reported in literature about which prototyping methods would be useful for HCI
based control panel designs. There is a need to measure the CL caused by different HCI
design prototypes. The CL measurement of the designed prototypes will be required
throughout the design process. However, the type of prototype itself may interfere with
the CL measurement. Hence, there is a need to identify suitable prototyping methods
which shows reliable CL estimation for HCI based control panel design in context of
industry 4.0.

To bridge this knowledge gap, we elicit two research questions (RQs): (1) How
to measure users CL to evaluate HCI prototypes? (2) Which prototyping method will
have lower cognitive load and provide reliable CL estimation to access the HCI design?
The aim of this paper is to highlight the need to relook at the selection of suitable
prototypingmethod forHCI systems.Also, to propose amixmethod approach to evaluate
the prototypingmethods from cognitive load perspective. The contributions of this paper
are: (a) The method proposed for measurement of cognitive load in context of prototype
evaluation (b) Identification of suitability of software prototype for HCI system in the
industrial scenario of use and task execution.

2 Related Research

2.1 Prototyping Methods in Design Process

Use of prototypes for testing in early phases of design has been recommended [31] and
different types of prototypes have been reported in the literature [34]. Paper prototypes
are being used early in the developmental phase to get quick feedback from users and
do low-cost course correction in the design process [31]. While realistic measures of
actual time taken on task, response time, error rate etc. cannot be captured in the paper-
based prototypes accurately. Thus, software prototypes give realistic measures of such
parameters during the completion of tasks [28]. A few differences in mental complexity
felt by users using paper prototype versus software prototype has been reported [3, 25].
However there is lack of studies on the measure of felt complexity of the users caused
by design and complex tasks using the prototypes. Therefore, in this paper we use three
cognitive load measurement methods to compare the usefulness of prototyping method
in context of HCI system design.

2.2 Cognitive Load Types and Measuring Methods

Increase in information processing load in the working memory is known as cognitive
load [22]. Three types of cognitive loads have been identified in literature, namely,
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Intrinsic CL, Extraneous CL and Germane CL [22]. By definition, intrinsic CL is caused
due to intrinsic nature of the information and the learning tasks. All tasks have an inherent
level of difficulty [23]. The intrinsic CL is a measure of the complexity of the task.
For example, adding 2-digit number causes lower intrinsic cognitive load than solving
integral calculus problem. Extraneous CL has been defined as load imposed on working
memory due to the way of presentation of information in the interface [23]. Complex and
irrelevant information of the design needsmoreworkingmemory to process information.
For example, square root of a number written in alphabetical format (SQRT) instead
of the expected symbol (

√
) will have different extraneous cognitive load in the user.

Germane CL is defined as the load imposed due to formation of new neural schema of
the learner. Learning a new way to complete a task will increase new neural schema
[26]. Thus, if the tasks are new to the learner, then germane CL will increase. The three
types of CL are additive in nature [22]. For example, if the task is new, task difficulty
level is high, and it has added irrelevant information on interface then total CL due to
the interface design will be high.

Several methods of cognitive load measurement have been reported, some of these
measures are subjective while others are objective. Subjective measures often reported
are NASA Task Load Index [9], Rating ScaleMental Effort (RSME) [32] and Subjective
Workload Assessment Technique (SWAT) [24] etc. These subjective methods measure
the ‘felt’ component of the task difficulty as verbally reported by the user. Some stud-
ies reported CL by assessing mental effort and task difficulty level [29]. The two CL
assessing parameters (mental effort and task difficulty) were subjectively rated just after
the step or task and after the completion of all the tasks [29]. Delayed ratings were
found more useful and significantly higher than the average of the immediate ratings in
context of cognitive load measurement [29]. Therefore, in order to validate the cognitive
load differences between software and paper prototype, this paper performed subjective
measurement and physiological data-based CLmeasurement. Correlation between them
have also been done in result section.

Task performance parameters have also been reported in literature as a method of
cognitive load measurement [8, 12]. Both task response time and task error have been
used to understand cognitive functions [5]. Further, physiological tools such as EEG has
been used for cognitive load measurement [1, 16, 17]. Electroencephalography (EEG)
records microvolt fluctuations caused by neural activities of the brain. EEG signals are
linear for short interval, and they are non-stationary. EEG signals are interpreted in
specific bands’ namely, gamma band (30–100 Hz), beta band (13–30 Hz), alpha band
(8–13 Hz), theta band (4–13 Hz) and delta band (0.1–3 Hz). Frequency band power has
been used in the domain of cognitive load measurement [2, 35]. It has reported that,
power of alpha frequency band (8–13 Hz) remains synchronized during the resting state
and become increasingly desynchronized with task difficulty [30]. Higher frequency
band such as beta and gamma bands (above 13 Hz) have been reported to have higher
frequency band power with increasing cognitive load [2, 16, 35]. Other researchers
have proposed different feature-extraction methods for measuring cognitive load and
for studying brain waves during cognitive tasks [1, 35]. As concluded from reported
literature, frequency bands (especially gamma and beta band) were identified as primary
features to reflect cognitive load.
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Among the subjective measures of cognitive load, NASA Task Load Index (TLX)
scale has often used [15]. In NASA TLX participants rate on a 10-point scale, the
amount of ‘felt’ ‘frustration’, ‘mental effort’, ‘performance’, ‘temporal demand’, ‘physi-
cal demand’ and ‘mental demand’ at the end of the task [24]. Task performance (response
time & error count), and physiological measures (EEG) have been used in this paper
along with subjective measures.

3 Experiment Methodology

3.1 Participants

Total of 21 participants, aged between 20 to 32 years with mean age of 26.09 years and
standard deviation of 3.08 years volunteered for this experiment. We showed 10 control
panel elements to each participant and asked to recognize the elements. Participants who
scored 7points and abovewere selected formain experiment. Participantswere explained
about the experimental setup and a written consent was obtained before starting of the
experiment.

3.2 Prototype Design

Two prototypes of the same control panel design were developed. Paper prototype
was printed on glossy paper and the software prototype of control panel applica-
tion was developed in Java and installed on an interactive touch tablet (8 in.). The
‘paper prototype’ designs having a pack of 60 screens were presented manually to user
and recorded their task responses manually whereas software prototype task response
recorded automatically. Some of the common screens of both the prototypes are shown
in Fig. 1.

The complete paper prototype set consisted of 60 screens which could be categorized
in three parts based on the nature of the task and was manually operated. Whereas
software prototype worked automatically on the tablet based on the coded instructions.
Figure 1(a) is the starting screen for the participant and after receiving the call, machine
voice explained the situation in the production process of the smart factory. With the
presentation of Fig. 1(b), overall control of the production system was given to the
participant and explain the critical situation of the production process with the help of
an audio message.

Machine-generated auditory message was given to the test participant which made
the scenario clearer, and participant felt the task more realistic. The audio message
provided by the machine began when the operator received a call from the machine:

Massage given by the machine was-
“Hello Sir, I am machine number #627. There is an urgent action required in plant

operation.
In blending phase, level sensors have stopped working. System variables such as

boiler temperature, pressure, motor speed and station voltage have become unstable. I
have tried to set all the parameters in calculated optimum range but could not succeed.
Next, I am sending you the overall machine control of the blending phase. You try to keep
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Fig. 1. Prototype design: (a) Starting screen (b) Intermediate screen (c) Main screen
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all the display parameters in a stable range and give your response to critical conditions
only. Click END BUTTON to receive the machine control.”

Figure 1(c) shows that two parameters of the blending phase have reached to a critical
condition and the participant must control both the parameters one by one. Before that
response, however, the participant must consider the machine-generated suggestions.
The information provided to the participant by Fig. 1(c) established the parameters that
demanded immediate controlling task from the participant.

The control panel was designed based on a hypothetical pharmaceutical manufactur-
ing company in the context of Industry 4.0. Control panel design had four display dials
namely, boiler temperature, boiler pressure, station voltage and motor speed as well as
four controlling knobs namely, steam-flow rate, valve-opening width, station load, and
time.

3.3 Task Design

Tasks namely, monitoring and controlling of the blending phase parameter, i.e., ‘Temper-
ature’, ‘Pressure’, ‘Motor Speed’& ‘Station Voltage’ have been given to the participants.
Also, Facilitator asked participants to keep these parameters in a stable range which
means, if the parameters go beyond the stable limit, then control them with suitable
knobs. Stable limits were explained to the participants before the experimentation and
along with scenario narration. Stable limit for the process parameters were ‘70 degree &
below Celsius for temperature’, ‘70 psi & below for pressure’, ‘100 rpm & below for
motor speed’ and ‘110V&below for station voltage’. Total task durationwas 5min (300
s) for both the prototypes and total of 16 times process parameters indicate critical limit
condition within the 5 min of task. The ‘response time’ and ‘error counts’ were recorded
manually in paper prototype by the facilitator and automatically in software prototype
while controlling the critical values of the process parameters by the participants.

Two types of errors were recorded. The first type was ‘wrong attempt’ when the
participant touched the wrong controlling knob. The second type was ‘missed chance’
when the participant did not respond within 10 s of the ‘display of the critical value’. A
total error was calculated by summing up both types of errors.

3.4 Experiment Procedure

Each prototype was tested in a 24-h gap with same participant. Physiological data using
EEG were recorded during task execution and participant’s task performance data was
collected using response time, error counts through the application installed in the tablet
and subjective self-reporting data was collected post-experiment. Experiments were
conducted in an isolated room which had minimum influences of environmental noises
and distractions. Experimental setup for both prototype is shown in below Fig. 2.
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Fig. 2. Experimental set up (a) With software prototype, participant performing tasks alone (b)
With paper prototype, screens were provided to the participant by facilitator.

Steps in the experiment for both the prototypes: Participants were explained about
the EEG use in the experiment and their written consent was obtained. EEG headset
was placed on the scalp of the participant according to 10–20 international system
[13]. Facilitator ensured impedance of EEG sensors reached below 20 Kohm before
recording of EEG signals. For software prototype, facilitator provide control panel tablet
to the participant and asked them to execute the given tasks. While in paper prototype,
facilitator narrate the scenario and manually provide each screen of the control panel to
the participant. Assistant of the facilitator records the response time and errors of the
participant during the task fulfilment. At the end of the experiment, facilitator gathered
participant’s feedback usingNASATLXparameters on 10-point scale. Experiment steps
for both the prototype was same except the execution part (see Fig. 3).

Fig. 3. Experimental procedure for software and paper prototype

3.5 EEG Data Analysis Method

Usually noise due to various electrostatic devices and muscular movements are present
in raw EEG signals [27]. Standard pre-processing methods were applied to pre-process
the EEG data in order to clean environmental interferences and muscle artefacts [14].
Steps followed in EEG data analysis was shown in Fig. 4.
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Fig. 4. EEG data pre-processing and analysis for CL measurement

Ten seconds of both post and prior raw EEG data was removed to get effective data
set. Pre-recorded baseline was subtracted to get data related to stimuli and band pass
filter (0.1 Hz to 40 Hz) was applied on the EEG channels. Interpolation of electrodes was
done to bind the filtered data. Average re-referencing was performed to remove common
noises from all the EEG channels with the help of EEGLAB toolbox [6]. Since EEG
data contains many useful features in the frequency domain rather than time domain
signals, so wavelet decomposition method was applied to transform time domain data
in the frequency domain using MATLAB. For the correlation statistic, we computed
the Spearman Correlated Coefficients between power of EEG-bands (gamma & beta)
and NASA-TLX parameters. Correlation coefficient “R” and ‘P’ values were reported
to identify the significant relationship between NASA TLX parameters with EEG band
powers. Correlation between these two will be discussed in result Sect. 4.3.1.

4 Results and Discussion

4.1 Task Performance-Based CL Measurement

Total of 672 response time (2 prototypes × 21 participants x 16 controlling actions)
were recorded for task performance measurement. ANOVA results shows a significant
difference in mean response time (F = 5.826, p < 0.05) and error count (F = 29.72, p <

0.01) between software and paper prototypes. Figure 5 depicts that software prototype
had a low mean response time which conclude that participants respond quickly in
software prototype compared to paper prototype. Figure 6 shows that error count is
less in software prototype compared to paper prototype which concludes that software
prototype was more efficient than paper prototype.
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Fig. 5. Mean response time (millisecond) of all 21 participants for both prototypes

Fig. 6. Mean difference in error count for all 21 participants between both prototypes

Studies reported that response time and number of errors during task fulfilment
reflects cognitive load of the user’s [4, 5, 7]. Higher the response time and total number
of errors during the task caused higher cognitive load [7]. Task performance data results
showed that, participants had a smaller number of errors and less mean response time
in software prototype compared to paper prototype. From subjective reporting by the
participants and observation of the facilitator, it is argued here that participants had more
error counts in paper prototype because of two possible reasons: (i) participants felt
visually distracted due to test facilitator interacting with the functional paper prototype
to replace prototype layers upon actions by users (ii) participants felt software prototype
as more realistic than paper prototype and hence got optimal engaged. These results
provide strong evidence that the prototype method did affect both response time and
errors. Also, software prototype is more suitable for HCI system design compared to
paper prototype.
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4.2 Self-reported CL Measurement

NASA Task Load Index has been used as a self-reported method for cognitive load
measurement which provide ratings on parameters such as mental demand, physical
demand, temporal demand, performance, mental effort and frustration. Total of 252
NASATLX responses (2 prototypes× 21 participants× 6NASATLXparameters) have
been recorded for self-reported measurement of cognitive load. ANOVA between both
the prototypes for six NASA TLX parameters showed that, out of six, five parameters
namely, ‘mental demand’ (F = 15.69, p < 0.05), ‘mental effort’ (F = 18.23, p < 0.05),
‘temporal demand’ (F = 9.52, p < 0.05), ‘performance’ (F = 9.81, p < 0.05) and
‘frustration’ (F = 33.19, p < 0.05), were found to have significant difference between
both the prototypes. Other NASA TLX parameter, ‘physical demand’ (F = 2.62, p >

0.05) did not show significant difference between the prototypes.
Several studies have reported that self-reported method alone is not a strong valida-

tion of the cognitive load caused by task complexity [8]. It has been reported that NASA
TLX parameters reflects cognitive load of the user’s during task fulfilment [10]. Table1
presents the mean values and standard deviations of the NASA TLX parameters rating
which indicates clear difference between the software and paper prototype.

As presented in Table 1, based on participants self-reported measures, software
prototype having significantly low in ‘mental demand’, low in ‘physical demand’, low in
‘temporal demand’, high in ‘performance’, low in ‘mental effort’ and less in ‘frustration’
which is found to be more suitable for industry 4.0 scenario because of involving more
reasoning and decision-making tasks. Based on the findings, it can be argued that the
paper prototype does not provide a realistic environment and causes more frustration in
users which congruent with task performance data. Thus, paper prototype will be helpful
in the initial stage of identifying irrelevant information of the HCI but if the tasks are
demanding and information is complex, like in case of Industry 4.0 HCI systems, then
paper prototypes are not suitable since, it will add additional cognitive load to the users
during testing.

Table 1. Mean and standard deviation of NASA TLX parameters ratings for both software and
paper prototype

NASA TLX
parameters

Mental
demand

Physical
demand

Temporal
demand

Performance Mental
effort

Frustration

Paper 7.38, 1.02 2.47, 1.04 6.85, 1.27 5.90, 0.88 7.33,
0.79

6.95, 0.91

Software 3.09, 0.83 1.33, 0.57 3.19, 0.81 8.33, 0.96 2.80,
0.81

1.57, 0.92
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Correlation between NASA TLX parameters for software and paper prototype for
all 42 participants (21 for each prototype) have been shown in Table 2. It is evident
from the correlation analysis that the ‘mental demand’ has a strong positive correlation
with ‘mental effort’ and ‘temporal demand’. Using Table 1, it is concluded that, mental
demand of paper prototype increases with increase in time pressure and mental effort.
Using paper prototype participants felt more time pressure and had high effort to attain
good performance. Physical demand has a positive correlation with frustration which
concludes that presenting screens by facilitator to the participant in paper prototype
creates higher frustration (mean value of physical demand and frustration for paper
prototype is higher than software prototype).

Table 2. Correlations between NASA TLX parameters for both the prototypes (*significance p
> 0.05, bold style).

NASA TLX
parameters

Mental
demand

Physical
demand

Temporal
demand

Performance Mental
effort

Frustration

Mental
demand

1 −.189
.245

.664*

.000
−.020
.901

.473*

.002
−.229
.156

Physical
demand

1 −.104
.524

.042

.799
.299
.061

.447*

.004

Temporal
demand

1 .209
.195

.313*

.049
−.239
.137

Performance 1 .007
.966

−.221
.171

Mental effort 1 −.099
.543

Frustration 1

4.3 Physiological CL Measurement

Total of 3.5 h (2 prototypes × 21 participants × 5-min task duration) of physiological
data was recorded. Power of all the EEG channels for two frequency bands namely,
beta and gamma were calculated as discussed in this section. Also, correlation analysis
was performed between NASA TLX parameters and two EEG frequency band powers.
Correlation coefficient ‘R’ and significance value ‘P’ of EEG band powers namely,
‘gamma band’, ‘beta band’ and NASA TLX parameters namely, ‘mental demand’,
‘temporal demand’, ‘performance’, ‘mental effort’, ‘frustration’ have been presented in
Table 3.
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From Fig. 7, topography of EEG band power and NASA TLX parameters shows
visual presentation of the correlation statistics (+1 represents positive correlation and−
1 represents negative correlation) which indicates that EEG band power across frontal
and occipital region shows a good congruence with cognitive load measure to show a
significant difference between prototypes.

Table 3. EEG electrodes correlations (R) with spectral powers and NASA TLX parameter

Fig. 7. Topography of correlation between frequency band powers with NASA TLX parameters

FromTable 3, itwas found thatmental demandhad anegative correlationwith gamma
(Corr. = -0.267, P = 0.105) and beta (Corr. = -0.258, P = 0.118) band power across
the occipital region (O1). This showed that, frequency band power (gamma & beta) of
occipital region (O1) decreases, if the ‘mental demand’ of participants increases during
the task fulfilment for both the prototype methods. From Table 4, it was evident that
frequency band power (gamma and beta) of O1 (occipital region) is higher in software
prototype compared to paper prototype. Based on the correlation analysis and ANOVA
Table 4, we conclude that software prototype is less mentally demanding than paper
prototype and thereby software prototype low in cognitive load.
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Table 4. Frequency band power across EEG channels and its mean difference between software
and paper prototype (ANOVA table, *significance p > 0.05)

Channel/ Frequency Software Prototype Paper prototype Spectral Power
Difference

P-Value

Gamma Band Power

F3 5.1276 3.2011 1.9265 0.052*

AF4 12.6087 6.8757 5.7333 0.047*

FC5 5.3210 13.210 7.8890 0.031*

F4 6.2011 14.253 8.0519 0.025*

O1 11.337 2.4291 8.9079 0.010*

O2 5.5375 2.8667 2.6708 0.058*

Beta Band Power

AF3 13.5364 22.2137 8.6773 0.036*

O1 14.0084 8.0810 5.9274 0.039*

Temporal demand (time pressure during the task) of the participants was found to
have negative correlation with gamma (Corr. = −0.401, P = 0.013) and beta (Corr.
= −0.386, P = 0.017) frequency bands across occipital region (O1) refer Table 3.
From Table 4, it was evident that frequency band power (gamma and beta) of O1 is
significantly higher in the software prototype which means software prototype had less
temporal demand compared to paper prototype. In-light-of above-mentioned correlation
and ANOVA results, we conclude that temporal demand was high in paper prototype
because of manually presentation of the information as reported by the participants and
discussed in subjective data analysis Sect. 5.2.

Performance of the participants was found to have positive correlation with gamma
(Corr. = 0.387, P = 0.016) band power across the prefrontal region (AF4), refer Table
3. This showed that, gamma band power of prefrontal region (AF4) increases, if the
‘performance’ of participants increases during the task fulfilment for both the prototype
methods. As depicted from Table 4, gamma band power of AF4 was found significantly
high in software prototype compared to paper prototype. In premises of these findings,
authors conclude that, performance of the participants was higher in software prototype
than paper prototype.

Mental effort of the participants was found to have positive correlation with gamma
band power across frontal region FC5 (Corr. = 0.394, P = 0.015) & F4 (Corr. = 0.331,
P = 0.042), refer Table 3. It was evident from the Table 4 that, gamma band power
of frontal region is significantly higher in the paper prototype which concludes that
mental effort was found higher in the paper prototype compared to software prototype.
Similarly, mental effort of the participant was found to have positive correlation with
beta band power across frontal region (AF3, F3, FC5, F4) AF3 (Corr. = 0.297, P =
0.070), F3 (Corr. = 0.307, P = 0.060), FC5 (Corr. = 0.407, P = 0.011), & F4 (Corr.
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= 0.350, P = 0.031). ANOVA Table 4 showed that, beta band power of frontal region
(AF3) was significantly higher in paper prototype.

Frustration of the participants was found to have positive correlation with gamma
band power of frontal (FC5) (Corr. = 0.403, P = 0.012) and negative correlation with
occipital region (O1) (Corr. = −0.747, P = 0.000). Based on the ANOVA Table 4,
gamma band power across frontal region (FC5) was observed higher for paper prototype
and lower for software prototype. Gamma band power across occipital region (O1)
was observed lower for paper prototype and higher for the software prototype. These
results showed that frustration was higher in paper prototype compared to software
prototype. As reported in literature, occipital region of the human brain is associated
with visual information processing [36]. According to the post experiment self-reported
data, participants reported that they had to process more irrelevant information during
the task in paper prototype, which added frustration in paper prototype compared to
software prototype. On the ground of these results, frustration was found higher in paper
prototype, which doesn’t augur well with industry 4.0 scenario for operators.

Frustration was found to have positive correlation with beta band power across
frontal (F7, FC5) (Corr. = 0.284, P = 0.084), (Corr. = 0.299, P = 0.068) and negative
correlation with occipital regions (O1) (Corr.=−0.743, P= 0.000). It was evident from
Table 4 that, beta band power of O1 was significantly higher for the paper prototype,
which also concludes that frustration was higher in the paper prototype.

5 Conclusion

In this paper, we developed two HCI design prototypes (software & Paper) considering
single ‘CPPS scenario of use’ and ‘CPPS task’. Cognitive load was measured from 21
participants during task fulfilment on the two prototypes. This paper used mix method
approach to identify CL caused due to tasks in two types of prototypes.

In task performance-based CL measure, response time and error were high for paper
prototype which is an indication of higher cognitive load and the reasons reported by
participants were that (a) paper prototype did not give a realistic feeling due to which
they responded late to the stimuli and (b) participants felt observed during task (pres-
ence of facilitator). Subjective ratings for mental demand and mental effort were high
for paper prototype compared to software prototype. Physiological-based CL measure-
ment using EEG also shows high gamma and beta band powers in paper prototype. By
using mix method approach for comparing two different prototype methods gave more
clarity on prototype method selection for HCI design. This comparative study between
software and paper prototype is useful for industrial designers during HCI design pro-
cess especially in context of Industry 4.0. Also, findings related to visual regions of the
human brain (occipital region) were useful for cognitive psychologists who work on
visual graphic design for HCI systems. At the end, we can conclude that software proto-
types are better for designing interactive HCI based control panel than paper prototype
in context of industry 4.0 as they give a more accurate estimation of the felt complexity
by the users.
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Abstract. The interactive evolutionary design (IED) approach is a human-
centered design method with the design domain, which requires users to evaluate
their overall satisfaction with evolutionary individuals. However, due to repeated
and continuous interactions, users experience varying degrees of physical and psy-
chological fatigue. How to alleviate user fatigue has become an important research
topic. Some researchers focus on algorithmmechanisms, evaluation methods, and
interface design improvements, whereas the relationship between user cognitive
characteristics and interaction design has been less studied. This paper analyzed
users’ cognitive mechanisms and proposed optimization strategies for the IED
based on cognitive load theory. First, user cognitive activities were identified dur-
ing different stages, and the type of cognitive loadwas determined in each cognitive
task. Second, combined with cognitive load effects, we proposed the optimiza-
tion strategies for intrinsic, extraneous, and germane cognitive loads. Third, we
adopted two existing algorithms and developed corresponding design systems to
discuss the effectiveness of the proposed strategies. To achieve this, ten subjects
were invited to operate systems, with experimental data recorded and cognitive
load levels measured. The main findings from this paper highlighted that the pro-
posed strategies effectively reduce the extraneous cognitive load and improve the
efficiency of germane cognitive load.

Keywords: Cognitive load theory · Interactive evolutionary design ·
Human-computer interaction

1 Introduction

The interactive evolutionary design (IED) is an intelligent design approach based on the
interactive genetic algorithm (IGA). By introducing user evaluation as individual fitness
to guide population evolution, the IED has been widely utilized in various design scenar-
ios, such as shoe and fashion design [1–3], industrial product design [4–7], pattern design
[8–10], character design [11, 12], etc. Due to the limitations of human cognitive abili-
ties, repeated interactions between users and systems lead to varying degrees of users’
physical and psychological fatigue. Thus, user fatigue has become an important factor
limiting the practical problem-solving ability of the IED. To alleviate this issue, many
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researchers have proposed various improvement methods, such as introducing surrogate
models to replace user evaluation tasks [6, 13], improving the interactive evaluation
mechanism to simplify users’ operations [14], adopting proper fitness representations to
accurately capture user preferences [15], etc. These studies emphasized the influence of
user cognitive process on algorithm performance, but few have systematically explored
the user cognitive characteristics in the IED.

Based on cognitive load theory, this paper systematically analyzed the cognitive
process of users in the IED. First, the information entities and specific tasks were decon-
structed during the user cognition process, and the types and causes of cognitive load
were clarified in different tasks. Second, corresponding improvement strategies were
proposed based on cognitive load effects. Third, to verify the effectiveness of the pro-
posed strategies, we selected the painting design for the road roller as a case. Two existing
improved algorithms were selected based on the strategies, and corresponding IED sys-
tems were developed. Then, ten subjects were invited to perform design experiments,
with data recorded, analyzed, and discussed.

There are three main contributions in this paper, which are: (1) A systematic study
on the user cognitive process in the IED is conducted based on the cognitive load theory.
This will help to explain the causes of user fatigue from the cognitive aspect; (2) the
proposed corresponding improvement strategies provide new ideas for the design of
specific algorithms; (3) We contribute to the development of IED system by exploring
the implementation path of the proposed strategies for specific problems. It provides a
reference for improving design efficiency, reducing design costs, and realizing design
intelligence.

The remaining sections of this paper proceed as follows: Sect. 2 reviews the existing
research on the IED and cognitive load theory, and summarizes the problems. Section 3
elaborates on the user’s cognitive process, and the specific improvement strategies.
Section 4 is the theoretical verification and case study. Section 5 presents the conclusions,
limitations, and future research work.

2 Related Work

2.1 Interactive Evolutionary Design

The IED is a human-machine collaborative design method based on the IGA. The IGA
was proposed by Dawkins [16] in 1986 and is considered to be a genetic algorithm
that effectively solves the implicit objective optimization problem. In the traditional
interactive genetic algorithm (TIGA), users need to evaluate the population schemes
generated by the algorithm based on their preferences. Then, the algorithm utilizes the
user evaluation as individual fitness to perform the selection, crossover, and mutation in
sequence, and generates the next generation population.

However, the various operations increase the cognitive burden of users at different
evolutionary stages in the real case, due to the limited cognitive ability of users. These
stages are: (1) The early stage of evolutionary design, which is difficult for users to estab-
lish a clear relationship betweendesign objectives and scheme characteristics.Users need
to reflect and confirm the schemes repeatedly before they build a mapping relationship
between the abstract objectives and the specific characteristics. This cognition ambiguity
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leads to evaluation noise, which interferes with the individual optimization of the IGA
and reduces the algorithm efficiency. Meanwhile, repeated reflection and confirmation
increase the user’s cognitive load and reduces the user’s cognitive efficiency. (2) The
middle of evolutionary design. As the number of individuals evaluated and the dura-
tion increase, the user’s cognitive load increases. Users face physical and psychological
fatigue, which leads to evaluation errors. Therefore, how to reduce the cognitive load
and to improve cognitive efficiency is the key to alleviating user evaluation fatigue and
ensuring the feasibility of the IED in practical applications.

Aiming at the user cognitive activities in the early stage, Yang et al. [17] constructed
a cognitive noise model to mitigate the impact of the inaccurate user evaluation. Zeng
et al. [18] proposed a “Text-Image-Symbol” mapping strategy, which requires users to
select a text description (emotional adjective) that meets the design objectives. Then,
based on the selected text description the system provides stimulus pictures to help
users to specify the characteristic representation of the design objective. At present,
there are few studies of research on user cognition at this stage. Existing studies mainly
focus on the reduction of evaluation noise caused by user cognition ambiguity, with less
consideration to improving user cognitive efficiency.

For the cognitive problems in the middle stage, existing studies pay attention
to improving the fitness representation, updating the evaluation mechanism, and
constructing the surrogate model:

(1) Improvements for fitness representation. In theTIGA,users need to choose anumber
as individual fitness based on their preferences. This fitness representation method
requires users to accurately distinguish the differences among population schemes,
resulting in an additional psychological burden. In response to this problem, Ohsaki
et al. [19] used discrete fitness to divide the assignment interval into fewer levels,
such as the utilization of a three-points or five-points scale for individual evaluation.
Besides, the relationships were also studied between the number of levels and
algorithm convergence. Gong et al. [20] proposed a fitness representation method
based on interval numbers. In this method, users need to assign two numbers as the
upper and lower limits of the interval fitness. This method reduces the accuracy of
user evaluation and the user’s psychological burden, but complicates the evaluation
operation itself. Dou et al. [21] improved themethod of literature [20] and proposed
an interval fitness based on user hesitancy. Users only assign a number as the
center of the individual interval fitness. The algorithm estimates the width of the
interval fitness based on the evaluation time.Gong et al. [22] adopted fuzzy numbers
expressed by theGaussianmembership function to represent individual fitness. This
method requires users to select a number as the center value of the fuzzy fitness.
Then, a modal word (such as “about”, “close”, “very close”, etc.) needs to be
selected as the width of the fuzzy fitness.

(2) Improvements to the evaluation mechanism. Because user preferences are diffi-
cult to quantify, the individual evaluation that needs to assign a specific number
increases the psychological burden on users. Therefore, researchers have studied
non-assigned evaluation methods. Cheng et al. [23] calculated individual fitness
by extracting user eye movement information. Takenouchi et al. [11] proposed an
interactive genetic algorithm based on group user eye movement information. The
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proposed algorithm uses the B5T007001 device to collect the eye movement infor-
mation of the user group, combined with the Paired Comparison Method (PC), to
infer the preferences of the user group, and output design schemes that satisfy the
group.

(3) Construction of the surrogate model. These methods take individual genotypes as
the input and the user evaluation results as the output to build a machine learning
model to simulate user preferences and predict individual fitness. Lv et al. [13]
presented an agent model of the user cognition based on the Back Propagation
Neural Network (BPNN) to predict individual fitness and reduce user cognitive
burden. [6] introduced BPNN to replace user evaluation and alleviate user fatigue.

The first category of research aims to reduce the accuracy of evaluation operations to
mitigate the user’s psychological load. Meanwhile, the fitness representation is designed
to reflect the ambiguity and gradualness of the user’s cognition. But such methods still
require user assignment operations, which increases user’ cognitive loads. The second
category of research simplifies the evaluation operation, and users do not need to assign
a specific number. The cognitive load is reduced during the evaluation. The disadvantage
of these methods is that the evaluation accuracy is low, accompanied by large noise. And
it is difficult to determine the general relationships between eyemovement/EEG data and
user preferences. The third category directly reduces the number of individuals evaluated
by users. However, an accurate agent relies on a large amount of user evaluation data.
The evaluation data of users are limited, and the evaluation results usually contain noise
in the IGA. It is difficult for the agent to accurately fit the user preference characteristics.
In short, few of the above studies can balance algorithm optimization efficiency and user
cognitive load. Furthermore, the aforementioned studies seldom consider user cognitive
characteristics and changes throughout the evolutionary process.

Therefore, this paper attempts to systematically study the cognitive mechanisms
of users in the IED and explore optimization strategies that reduce cognitive load and
improve cognitive efficiency, ensuring effectiveness in solvingpractical designproblems.

2.2 Cognitive Load Theory

Cognitive load theory (CLT), was proposed by Sweller in 1988 [24]. CLT points out that
the human cognitive structure consists of limited working memory and unlimited long-
term memory. The human cognitive process is considered to be a process of consuming
cognitive resources. Any learning and problem-solving activities are accompanied by
cognitive processing behaviors. CLT aims to achieve a reasonable allocation of cognitive
resources in the process of task completion. It focuses on different types of cognitive load
in the instruction process, and guides the design of instructional content and material
presentation. Because human cognition is closely related tomany fields and applications,
CLT has attracted the attention of various disciplines.
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CLTdivides the human cognitive load into the intrinsic cognitive load, the extraneous
cognitive load, and the germane cognitive load [25]. The accumulation of three types
of cognitive load equals the total cognitive load level. The intrinsic cognitive load is the
cognitive load generated in the process of processing instructional materials in human
working memory. It is mainly related to the complexity of the materials and tasks.
Wang et al. [26] believed that the internal cognitive load is not easy to alleviate through
external intervention. The extraneous cognitive load refers to the cognitive load caused
by unreasonable instructional design or material presentation. It occupies the learner’s
working memory resources and leads to insufficient resources for task completion. The
germane cognitive load, known as the effective cognitive load, is the cognitive load
that occurs at the stage of deep processing of instructional information. It is relevant to
schema construction and automation. Moderate germane cognitive load facilitates task
completion and improves learning efficiency.

As mentioned in Sect. 2.1, user cognition issues reduce the effectiveness of the IED
in practical applications. From the perspective of CLT, the user evaluation task in the
IED is essentially a task of perceiving and identifying their preferences and character-
istics of population schemes. The design of the IED systems is a design process of the
instructional tasks. How to systematically inquire about the cognitive mechanisms and
optimize strategies in the IED based on CLT, is worthy of further research.

3 Cognitive Mechanisms and Optimization Strategies

3.1 Information Entities and Specific Tasks in the IED

In the IED, the different cognitive processes involve different information and tasks.
These include not only the presented information and the assigned tasks in the system, but
also the implicit information and tasks that exist in the user’s consciousness. Combined
with the thinking process of designers in traditional design tasks, the information entities
and specific tasks are represented in the IED, as shown in Fig. 1.

In the traditional product form design, experienced designers’ thinking has typical
linear characteristics [27]. Designers firstly clarify design objectives based on enterprise
or user requirements (mostly expressed in descriptive text, such as adjectives, paragraphs,
etc.). Then, based on personal experience and preferences, designers search for reference
cases (mostly expressed in pictures or videos) that match the design objectives. Through
the consideration and analysis of reference cases, the specific morphological character-
istics are extracted for the expression of objective images. And the mapping relationship
is constructed between abstract design objectives and tangible characteristics. Then,
designers modify and integrate characteristics to sketch. Finally, it is necessary to invite
design experts, enterprise representatives, and users to conduct a comprehensive evalu-
ation of the sketch schemes. Based on the evaluation results, designers revise and iterate
the sketch schemes until the design objectives are met. Therefore, in traditional design
activities, the information entities that need to deal with are design objectives, reference
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cases, morphological characteristics, and sketch schemes. The specific tasks are respec-
tively the search for reference cases, the extraction of characteristics, the modification
and integration of characteristics, and the evaluation and iteration.

Fig. 1. Information entities and specific tasks in conventional design activities and that in the IED

In the IED, the explicit information entities are the population individuals (schemes)
generated by the system, and the specific task is the continuous evaluation of population
individuals. Given the cognitive activities in product form design, users also perform
the reference search and the characteristic extraction. But these information entities and
specific tasks are tacit in the user cognition, and occur in the user’s working memory and
long-term memory. Users need to search for references related to the design objectives
from long-term memory. Based on these reference cases, morphological characteristics,
which help express objective images, are refined in working memory. For inexperienced
users, the number of relevant references is limited in their long-term memory. The
ability to extract characteristics is also limited. It leads to low cognitive efficiency in
the early stage of the IED. Users gradually clarify the mapping relationship between
design objectives and individual characteristics through multiple evaluations and self-
reflection. Thus, the information entities that need to be processed by users are divided
into two categories: the first category is explicit and visible in the IED system, such as
population individuals; the second category is implicit and invisible, which stored in the
user’s long-termmemory, such as design objectives, reference cases, and morphological
characteristics. The specific tasks also include two categories: the first category is the
evaluation of population individuals; the second category is the search of reference cases,
and the extraction of individual characteristics (occurring in the user’sworkingmemory).

3.2 Types and Causes of Cognitive Load in the IED

The relationship between the IED and the user cognition is shown in three stages, as
shown in Fig. 2. Phase 1 is the association construction between design objectives and
individual characteristics. Phase 2 is the user evaluation. And Phase 3 is the algorithm
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design. The first two phases are directly related to the user’s cognitive process, and the
third phase is related to the task difficulty of the IED.

Fig. 2. Three phases involving cognitive load in IED

In TIED, users are not required to perform the tasks of Phase 1. However, as Sect. 3.1,
associative cognitive processes are necessary for design activities. They occur sponta-
neously in user’sworking and long-termmemory, and vary among users:when the design
problem to be solved is in the domain familiar to the user, the user’s long-term memory
stores rich reference cases and clear individual characteristic extraction paths (schemas).
This process occupies few cognitive resources; when the problem belongs to their unfa-
miliar domain, the user’s long-term memory lacks relevant references. The schema for
extracting individual characteristics is also insufficient. It is difficult to construct the
mapping relationship between design objectives and individual characteristics in a short
period. This increases the user’s cognitive load, and leads to the user’s cognitive fatigue
for the evolutionary population, making evaluation results contain noise. According to
the three types of cognitive load, the cognitive load in Phase 1 is related to the number of
references and the schema of characteristic extraction in the user’s long-term memory.
And it is also related to the information processing ability of the working memory. As
shown in Fig. 3, it is obvious that the cognitive load involved in Phase 1 belongs to the
germane cognitive load.

Fig. 3. The type of cognitive load in Phase 1
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Phase 2 is the user evaluation stage. It involves the primary operation process of
users in the IED. The tasks in Phase 2 require users to perform three cognitive activities
in working memory, namely classification, comparison and quantification.

Classification refers to the division of individual categories based on cognitive sim-
ilarity. The cognitive similarity is usually based on two dimensions: emotional and
rational. The emotional dimension is derived from preference and intuition, guided by
subjective factors. The rational dimension is based on objective factors such as shape,
color, structure, etc. For example, products with a similar emotion (such as “modern”)
may have significant differences in the rational dimension (such as the product shape).

Comparison refers to the user’s judgment on the pros and cons of individuals based
on design objectives and preferences. Watanabe et al. [28] pointed out that it is difficult
for users to directly assign a quantified fitness value to evaluate an individual. Users need
to compare other individuals to determine their preferences for the individual. Through
the comparison, users gradually understand the relationship between the individuals of
the current generation, which is beneficial to the construction of themapping relationship
between design objectives and individual characteristics. Meanwhile, it also ensures the
accuracy of individual evaluation.

Quantification refers to the quantification process of user preferences. Users usually
first select the individuals with a deep impression, and assign an absolute number as the
individual fitness based on design objectives and preferences. Through the classification
and comparison, the relationship between individuals is clarified. Then, based on the
fitness of the individuals evaluated, the specific fitness values of other individuals are
determined.

For users who lack experience in design evaluation, the above three cognitive activ-
ities are usually incomplete and disordered. The types and causes of cognitive load
involved in this stage are shown in Fig. 4. Usually, the presentation of population indi-
viduals is random in the IED. It is difficult for users to classify individuals. Users need
to consume additional working memory resources to complete individual classification.
Besides, in the TIED, users need to evaluate the individuals one by one, which is not
conducive to comparing as a whole. The random presentation of individuals and the
inappropriate evaluation mechanisms are a matter of presentation method and proce-
dure design. On the other hand, preference quantification also involves the mapping
relationship between objectives and characteristics, similar to Phase 1. Therefore, this
phase involves both extraneous and germane cognitive load.

Fig. 4. The type of cognitive load in Phase 2
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Phase 3 is the algorithm design stage. In the IED, chromosome encoding and evo-
lution parameter settings determine the complexity of the overall evolutionary design.
Generally, the number of chromosome bits is related to the objective complexity of the
design task. The larger the number of chromosome bits, the more solutions the algorithm
can generate, and the search process of the user’s satisfactory solution set becomes more
complicated. The crossover rate and mutation rate settings determine the convergence
speed of the algorithm. The greater the crossover rate, the more frequent the recombi-
nation of individual alleles. The greater the mutation rate, the more frequent the change
of individual alleles. The increase of both accelerates the individual change in the popu-
lation. The increase of both also improves the algorithm’s ability to search for unknown
domains. Therefore, the crossover and mutation rate setting needs to consider a balance
between convergence and unknown domain search. In short, the algorithm design in
Phase 3 is directly related to the task complexity of the IED, and is usually completed
by designers and developers. According to the cognitive load classification in Sect. 2.2,
the cognitive load involved in this stage belongs to the intrinsic cognitive load, as shown
in Fig. 5.

Fig. 5. The type of cognitive load in Phase 3

3.3 Improvement Strategies Based on Cognitive Load Effects

How to reduce the cognitive load level of taskers in the task completion process is the
focus of CLT. Since the intrinsic cognitive load is related to the complexity of the task
itself, it is usually not influenced by the task design. Thus, there are more studies on
reducing the extraneous cognitive load andmoderately increasing the germane cognitive
load [29].

Researchers have concluded twelve main cognitive load effects based on theoretical
research and practical experience, including the goal-free effect, the worked example
effect, the completion problem effect, the split-attention effect, the modality effect, the
redundancy effect, the expertise reversal effect, the guidance fading effect, the imagina-
tion effect, the element interactivity effect, the isolated interacting elements effect, and
the variability effect. See [30] for a detailed description of each effect.

According to the cognitive load effects, improvement strategies are presented based
on the three types of cognitive load described in Sect. 3.1 (as shown in Fig. 6).
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Fig. 6. Improvement strategies of IED based on cognitive load effects

The germane cognitive load in the IED is primarily related to the associative construc-
tion between design objectives and individual characteristics. In TIED, the processing
of information entities and specific tasks completely depends on the user’s working
and long-term memory. Therefore, the cognitive load effects related to the example are
combined to provide users with references consistent with the design objective. At the
same time, the explicit schema construction also needs to be considered. Accordingly,
the following strategies are proposed:

Strategy 1: Combined with the worked example effect, materialized references and
step-by-step association construction schemas should be integrated into the IED system
to facilitate the association between design objectives and individual characteristics in
the early stage of evolutionary design.

Strategy 2: Combined with the completion problem effect, an interactive association
construction procedure that promotes the user’s enthusiasm and participation should be
designed to mobilize the user’s reflection.

Strategy 3: Combined with the guidance fading effect, the number of materialized
references should be adaptively adjusted according to algorithm optimization to prevent
redundant references from occupying additional cognitive resources.

For the extraneous cognitive load, it is related to user evaluation. Improvement strate-
gies are proposed for three cognitive behaviors combined with the cognitive load effects:
classification, comparison and quantification.

Strategy 4: For the classification process. Since the individual presentation is disor-
dered in the TIED, the actual presentation of individuals with high cognitive similarity is
random to the user in the system.Users spontaneously integrate and process the locations
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of similar individuals in working memory, which is similar to the processing of infor-
mation scattered in the spatial or temporal dimension described by the split-attention
effect. The classification in the user evaluation is caused by the scattered layout of similar
information. Therefore, according to the user cognitive similarity, the individuals should
be presented in order.

Strategy 5: For the comparison process. Since the population size is usually 6–12 in
the TIED, the comparison between individuals requires users to process multiple infor-
mation simultaneously in working memory, which consumes many cognitive resources.
This is similar to the problem targeted by the isolated interacting elements effect. The
cognitive load caused by parallel processing can be reduced through the controlled pre-
sentation of information. Accordingly, the evaluation process should be improved to
reduce the number of users processing information simultaneously.

Strategy 6: For the quantification process. This process requires users to express
their individual preference with an accurate number. For experienced experts, when
dealing with problems closely related to rational decision-making, the assignment of
a specific value helps computers obtain their precise preferences and judgments. The
evolutionary efficiency is improved and the quality of the output schemes is ensured.
However, the design activity itself is accompanied by emotional decision-making; the
participation of human intuition and feeling is unavoidable. It is difficult to quantify them.
In addition, from the perspective of the IGA, the accurate fitness value is not necessary for
evolution. What is required for the algorithm evolution is the user’s preference related to
the individuals. The assignment of specific values is only a representation method of the
preference relationship. Therefore, from the perspective of user cognition and algorithm,
the assignment operation is redundant to the user evaluation process itself. Accordingly,
appropriatemechanisms should be adopted to improve the individual evaluation process,
such as the methods mentioned in Sect. 2.1.

The intrinsic cognitive load is related to chromosome encoding rules, crossover rate,
and mutation rate settings. As mentioned in Sect. 3.2, the smaller the number of chromo-
somes, the smaller the search range of the solutions, which leads to a mismatch between
the final output schemes and the design objectives. However, from the perspective of user
cognition, the fewer the number of chromosomes, the easier the user’s tasks. Therefore,
the strategy 7 is proposed:

Strategy 7: The chromosome encoding rules should be formulated combinedwith the
cognitive ability of the user group and the characteristics of the actual design problem;
The crossover rate and mutation should be determined based on the comprehensive
consideration of the algorithm convergence speed and searchability for the unknown
domain.

4 Experiments and Discussions

4.1 Algorithm Selection

To verify the proposed strategies above, two improved IGA algorithms were chosen.
These two algorithms are respectively aimed at improving the cognitive process in the
early stage of evolution and the process of user evaluation.
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CA-IGA. The CA-IGA builds on our previously proposed method [31], retaining
its improved parts in the construction of association cognition. And a novel idea is
added based on the proposed strategies. The algorithm flow is shown in Fig. 7, which
includes three improvedparts: the associative constructionof “designobjective-reference
case”, the associative construction of “reference case-individual characteristic”, and the
adaptive presentation of reference information.

Fig. 7. Flow chart of CA-IGA

In the algorithm design of the CA-IGA, the associative construction of “design
objective-reference case” reflects the idea of Strategy 1; the association construction of
“reference case-individual characteristics” reflects the idea of Strategy 2; the adaptive
number of references is presented, which embodies the idea of Strategy 3. Therefore, the
CA-IGA can be used to validate the improvement strategies for the germane cognitive
load in Sect. 3.3.

AR-IGA. TheAR-IGAwas themethodweproposed, and its specific algorithmdesign is
in the literature [32]. Its algorithm flow is shown in Fig. 8, including three improvements:
the evaluation based on the alternation ranking method, the calculation of individual
fuzzy fitness, and the comparison based on fuzzy fitness.
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Fig. 8. Flow chart of AR-IGA

The algorithm design of the AR-IGA embodies the idea of strategies 5 and 6. By
improving the evaluation mechanism and procedure, the AR-IGA reduces the amount
of information that users need to process simultaneously and avoids the assignment and
scoring operation. Thus, the AR-IGA can be used to validate the part of the improvement
strategies for the extraneous cognitive load in Sect. 3.3.

4.2 Chromosome Encoding

The road roller painting was selected as a case study. Based on product research, the
functional parts and painting area were determined. Then, the style of each painting area
was summarized, and the value range of the dominant and auxiliary colors was defined.
Finally, based on the proportion of phenotypes, the styles of each painting area, the
values of the dominant and auxiliary colors, and the specific positions of the logo and
product model were encoded, as shown in Fig. 9.

Based on the coding rules of each part, the chromosome encoding was formulated,
as shown in Fig. 10. The genotype of an evolutionary individual is a binary string of 27
bits, where the first 4 bits express the dominant color, the 5th and 6th bits express the
auxiliary color, the 7th, 8th, 9th, and 10th respectively express the color of the vibrating
drum, the rear frame, the bumper, and the hub, the 11th to 14th bits express the painting
style of the cab, the 15th to 18th bits express the painting style of the front frame, the
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19th to 22nd bits express the painting style of the hood, the 23rd to 25th bits express
the location of the logo, and the 26th and 27th bits express the location of the product
model identification.

Fig. 9. Chromosome encoding of each part

Fig. 10. Relationship between the genotype and phenotype of an individual

4.3 Parameter Setting and Terminal Condition

The population size N is set to 6. The maximum number of generation T is set to 16.
One-point crossover and one-point mutation mechanisms are adopted, and their rates
are 0.6 and 0.03. The maximum fitness fmax is 9, and the minimum fitness fmin is 0. In
the CA-IGA, the mid-evolution threshold o1 and late-evolution threshold o2 are set to
1/3 and 2/3. In the AR-IGA, wmax is set to 0.288, and αmin is set to 0.5.
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The terminal conditions are as follows: (1) users find four satisfactory schemes, and
(2) the number of generations reaches 16. Once one of the two is met, the evolutionary
process ends. If users do not find four satisfactory schemes until the generation is 16, it
is believed that the algorithm cannot achieve convergence in this evolutionary iteration.

4.4 System Interface

Three IED systems were developed based on the TIGA, the CA-IGA, and the AR-IGA.
The interfaces are shown in Fig. 11.

Fig. 11. System interfaces based on three algorithms

4.5 Experimental Design

Ten graduate students (sixmales, four females, average age 24.3, standard age difference
of 1.3) majoring in industrial were invited as the subjects. A color blindness test was
performed to understand the color discrimination ability of the subjects. The subjects
operated the IED systems for the road roller painting based on threemethods (TIGA,CA-
IGA, and AR-IGA). None of the subjects had engaged in work or research related to the
painting design. Only one method is tested at a time. The experiments were approved
by the University Ethics Committee, and all subjects received written consent before
participating in the study. The two experiments are spaced three days apart to avoid the
influence of the previous experiment. Before each experiment, the subjects need to learn
the system operation to ensure that the subjects can operate the system proficiently.
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4.6 Evaluation Indicator

Integrating the evaluation indicators of the IED and the cognitive load measurement,
this paper proposed an evaluation method that comprehensively considers the algorithm
convergence and the cognitive load measurement. The evaluation indicators are shown
in Fig. 12.

In the related studies, the algorithm convergence is usually reflected in the number
of generations. The smaller the number of generations when other parameters are fixed,
the smaller the number of algorithm iterations, and the faster the convergence. However,
too rapid convergence can make the evolution premature.

The measurement of cognitive load in the IED is a combination of the subjective
and objective assessment. For the subjective evaluation of the cognitive load, Leppink
et al. [33] pointed out that the National Aeronautics and Space Administration Task
Load Index (NASA-TLX) has better applicability for cognitive load measurement in a
variety of scenarios. Furthermore, the NASA-TLX scale is one of the most widely used
subjective psychological stress assessment tools [34], with high user acceptance and low
participant variation [35]. Therefore, the NASA-TLX was adopted to evaluate the total
cognitive load level.

For the objective evaluation of cognitive load, the time for evaluating first-generation
is used to reflect the germane cognitive load level, the average time for evaluating an
individual is used to reflect the extraneous cognitive load level, and the total time and
the number of individuals evaluated are used to reflect the total cognitive load level.

Fig. 12. Evaluation indices for IED combined with cognitive load measurement

4.7 Analysis and Discussion

The data mentioned in Sect. 4.6 were recorded. The number of generations and the num-
ber of individuals evaluated is listed in Table 1. The time used for the first generation
and the total time are listed in Table 2. A paired-sample T test is suitable for study-
ing the differences in results of the same subject under different treatments. Thus, this
method is adopted to compare the effects of three different methods on the subjects’ task
completion.
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In IBM SPSS Statistics 26, the number of generations and the number of individuals
evaluated of three methods were compared by using a paired-sample T test. The results
are shown in Table 3. For the number of generations, the difference between the TIGA
and the CA-IGA in t is 3.50, and P = 0.007 < 0.05. It can be seen that the CA-IGA has
a significant effect on the number of generations compared to the TIGA, and the average
is reduced by 1.10. In the same way, AR-IGA has a significant impact on the number
of generations compared to the TIGA and the CA-IGA, with 2.70 and 1.60 less. For the
number of individuals evaluated, the difference between the TIGA and the CA-IGA in t
is 3.19, and P = 0.011 < 0.05. It can be seen that the CA-IGA has a significant effect on
the number of generations compared to the TIGA, and the average is reduced by 6.70. In
the same way, AR-IGA has a significant impact on the number of individuals evaluated
compared to the TIGA and the CA-IGA, with 13.70 and 7.00 less.

The time used for the first generation and the total time of the three methods were
compared. The results are shown in Table 4. For the time used for the first generation,
the difference between the TIGA and the CA-IGA in t is 7.31, and P = 0.000 < 0.05.
It can be seen that the CA-IGA has a significant effect on the number of generations
compared to the TIGA, and the average is reduced by 11.60 s. In the same way, AR-IGA
has a significant impact on the number of generations compared to the TIGA with 8.80 s
shorter. And the CA-IGA is 2.80 s less than the AR-IGA. For the total time, the CA-IGA
is 53.60 s less than the TIGA. The AR-IGA is 133.30 s less than the TIGA and 79.70 s
less than the CA-IGA.

Based on the number of individuals evaluated and the total time in Table 1 and
Table 2, the average time used to evaluate an individual is calculated in Table 5. The
average time of the three methods was compared, and the results are shown in Table 6.
The CA-IGA is 0.41 s less than the TIGA. The AR-IGA is 1.42 s and 1.01 s less than
the TIGA and the CA-IGA, respectively.

The results of the NASA-TLX scale evaluated by the subjects were averaged to
reflect the total cognitive load level, as shown in Table 7. The total cognitive load level
of the three methods was compared, and the results are shown in Table 8. Compared
with the TIGA, CA-IGA decreases by 2.84. Similarly, the AR-IGA is 12.08 and 9.24
fewer than the TIGA and the CA-IGA.

The above results were discussed. From algorithm convergence, the CA-IGA is less
than the TIGA in the number of generations. It indicates that the associative construction
strategy helps users clarify the objective image, and their individual evaluation results are
more consistent with the design objectives. Compared with the TIGA and the CA-IGA,
the number of generations of AR-IGA decreases. It demonstrates that the alternation
rankingmethod helps users clarify the pros and cons between individuals, which prevents
deviations in the evolutionary direction.

For the germane cognitive load at the early evolution, the CA-IGA takes less time
to evaluate the first generation than the TIGA and the AR-IGA. It shows that associa-
tive construction helps users build the mapping relationship between design objectives
and individual characteristics, thereby alleviating the cognitive fatigue of initial eval-
uation. On the other hand, the references selected by users directly influence popula-
tion initialization, which improves the consistency of the initial population and design
objectives.
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Table 1. Number of generations and number of individuals evaluated in the three methods

Subject Number of generations Number of individuals
evaluated

TIGA CA-IGA AR-IGA TIGA CA-IGA AR-IGA

1 10 9 9 57 53 54

2 9 9 8 53 54 48

3 11 10 6 66 60 36

4 9 9 7 51 51 42

5 9 8 7 51 48 42

6 11 9 6 66 53 36

7 11 9 6 63 48 36

8 12 9 8 63 46 48

9 8 8 7 47 47 42

10 12 11 11 70 60 66

Table 2. Time used for first generation and total time by the three methods

Subject Time used for first
generation

Total time

TIGA CA-IGA AR-IGA TIGA CA-IGA AR-IGA

1 36 32 38 320 271 203

2 47 27 32 316 244 208

3 43 30 34 329 316 160

4 41 28 31 302 279 194

5 45 35 37 308 240 168

6 41 37 35 336 246 131

7 35 25 27 310 224 101

8 30 17 22 277 205 150

9 39 22 23 241 227 175

10 30 18 20 274 225 190
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Table 3. Paired-sample T test of number of generations and number of individuals evaluated with
the three methods

Difference Mean t Sig. (2-Tailed)

Number of generations TIGA vs. CA-IGA 1.10 3.50 0.007

CA-IGA vs. AR-IGA 1.60 3.75 0.005

TIGA vs. AR-IGA 2.70 4.67 0.001

Number of individuals evaluated TIGA vs. CA-IGA 6.70 3.19 0.011

CA-IGA vs. AR-IGA 7.00 2.45 0.037

TIGA vs. AR-IGA 13.70 3.89 0.004

Table 4. Paired-sample T test of time used for first generation and total time with the three
methods

Difference Mean t Sig. (2-Tailed)

Time used for first generation TIGA vs. CA-IGA 11.60 7.31 0.000

CA-IGA vs. AR-IGA −2.80 −3.77 0.004

TIGA vs. AR-IGA 8.80 5.63 0.000

Total time TIGA vs. CA-IGA 53.60 5.89 0.000

CA-IGA vs. AR-IGA 79.70 6.29 0.000

TIGA vs. AR-IGA 133.30 8.78 0.000

Table 5. Average time taken to evaluate an individual by the three methods

Subject TIGA CA-IGA AR-IGA

1 5.6 5.1 3.8

2 6.0 4.5 4.3

3 5.0 5.3 4.4

4 5.9 5.5 4.6

5 6.0 5.0 4.0

6 5.1 4.6 3.6

7 4.9 4.7 2.8

8 4.4 4.5 3.1

9 5.1 4.8 4.2

10 3.9 3.8 2.9
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Table 6. Paired-sample T test of the average time taken to evaluate an individual with the three
methods

Difference Mean t Sig. (2-Tailed)

Average time taken to evaluate an
individual

TIGA vs. CA-IGA 0.41 2.48 0.035

CA-IGA vs. AR-IGA 1.01 6.97 0.000

TIGA vs. AR-IGA 1.42 9.13 0.000

Table 7. Total cognitive load level of the three methods

Subject TIGA CA-IGA AR-IGA

1 42.5 37.5 26.7

2 40.8 40.0 31.7

3 39.2 37.5 33.3

4 41.7 39.2 28.3

5 45.0 42.5 31.7

6 42.5 40.8 31.7

7 39.2 36.7 30.8

8 40.0 38.3 29.2

9 45.0 40.8 29.2

10 43.3 37.5 25.8

Table 8. Paired-sample T test of the total cognitive load level with the three methods

Difference Mean t Sig. (2-Tailed)

Total cognitive load level TIGA vs. CA-IGA 2.84 5.54 0.000

CA-IGA vs. AR-IGA 9.24 11.64 0.000

TIGA vs. AR-IGA 12.08 10.28 0.000

For the extraneous cognitive load at the evaluation stage, the AR-IGA takes signifi-
cantly less time to evaluate an individual than the TIGA and the CA-IGA. It shows that
the alternation rankingmethod simplifies the user evaluation operation, thereby reducing
the cognitive load of the evaluation process.

For the total cognitive load level, the number of individuals evaluated for the AR-
IGA is significantly reduced compared with the TIGA and the CA-IGA. The total time
of the AR-IGA is also reduced compared with the TIGA and the CA-IGA. This is also
consistent with the results of the NASA-TLX scale.

Therefore, from the perspective of algorithm convergence and cognitive load, the
AR-IGA has advantages in algorithm convergence, reducing the extraneous cognitive
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load and the total cognitive load level; the CA-IGA has advantages in improving the
efficiency of associative cognition in the early-evolutionary period. These can prove the
effectiveness of the proposed strategies to a certain extent.

5 Conclusions

This paper systematically analyzed the user cognitive process in the IED, and proposed
the corresponding improvement strategies based on cognitive load effects. The effec-
tiveness of the strategies was verified by system development and user experiments.
However, the study in this paper has the following limitations: First, the study of cog-
nitive processes is mainly based on theoretical research, and the physiological and psy-
chological data related to the user cognitive activities in the IED are not studied. And
the follow-up should be combined with eye movements, EEG measurements and other
methods to conduct a comprehensive analysis of the user cognitive process in the IED. In
addition, two algorithms were selected in this paper to verify certain proposed strategies,
but not all are verified. And the actual improved algorithm research is not carried out
based on the strategies in this paper. The next step should be to design the corresponding
improvement algorithm to verify and correct the proposed strategies.
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Abstract. Objectives: In view of the chaotic and fuzzy phenomenon of tangible
interaction design and related concepts, this study sorts out and summarizes the
development history of tangible interaction design, discusses and defines the con-
cept of tangible interaction design, and analyzes the concept development relation-
ship of tangible interaction design.Methodology: Through literature research, this
paper sorts out the development history of tangible interaction design, and defines
its concept and relationship. With Hornecker’s framework of tangible interaction
as the prototype, this study establishes a model for interaction element analysis,
and conducts a comparative analysis of the proportions of elements in the concept
of tangible interaction design, thus identifying the development relationship of
tangible interaction design and interaction elements. Conclusion: The develop-
ment of tangible interaction design is roughly divided into three stages, namely
the germination of physical input, the development of physical-digital coupling,
and the transformation of experience orientation. Such concepts as Graspable
Interface, Tangible Interface, and Radical Atoms all fall into the category of Tan-
gible Interaction Design. The development of tangible interaction design and
interaction elements enhance each other, from physical elements as the core to
the tangible interactive interface enhancing expressiveness through technology,
to the physical and expressive-based tangible interaction system with space and
embodiment, reflecting the development history of experience-oriented tangible
interaction design.

Keywords: Tangible interaction design · Interaction elements · Interactive
interface

1 Introduction

With the rise of the “post-WIMP style” human-computer interaction paradigm, in the
1990s, the tangible interactive interface emerged as a type of post-WIMP interface
interaction. In the following two decades, it attracted great attention from researchers in
the field of human-computer interaction and interaction design.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Kurosu et al. (Eds.): HCII 2022, LNCS 13516, pp. 82–96, 2022.
https://doi.org/10.1007/978-3-031-17615-9_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17615-9_6&domain=pdf
https://doi.org/10.1007/978-3-031-17615-9_6


Development History and Concept Analysis 83

With the development of tangible interactive interface, in the early 21st century,
the concept of tangible interaction design was put forward. However, the elaboration
of the relationship between tangible interaction and related concepts among researchers
is relatively fuzzy. Professor Hornecker summarized this situation with the “inclusive
framework” [1]. Scholars not only conducted longitudinal studies on tangible inter-
action and tangible interaction interface from theoretical and methodological aspects,
but also conducted cross-disciplinary studies from materials science, cognitive psychol-
ogy, embodied interaction, intelligence technology, game design and other multidisci-
plinary perspectives. This study sorts out the development history of tangible interaction
design, sorts out and summarizes the development history of tangible interaction design,
discusses and defines the concept of tangible interaction design, analyzes the concept
development relationship of tangible interaction design, hoping to gain clearer and more
abstract understanding of tangible interaction design.

2 The Development History of Tangible Interaction Design

2.1 The Germination of Physical Input

In order to solve the difficulty for ordinary users to use the interface of batch processing
and command line [2] in the computer, engineers have actively explored new methods
of input and output. In 1970, the graphical user interface (GUI) developed by PARC
(Palo Alto Research Center) in the United States was released. The WIMP paradigm
based onwindow, icon, menu and pointer has then become the basic paradigm of human-
computer interaction. The same universal input devices are basically used in any field
of application, from production tools to games.

The method of WIMP interface interaction has become the mainstream, but
researchers found that the WIMP interface had some shortcomings in interaction [3].
For example, it is difficult for the input devices to realize the input method participated
by multiple people, and the input method basically ignores the rich actions of people
in the physical space and the position of the space. In response to these problems, new
input devices utilizing human’s skills to interact with the real world began to emerge
and solve these problems. Driven by sensing technologies, the computer’s input devices
broke through the input method with mouse and keyboard, and the prototype with phys-
ical input devices appeared. In 1976, Perlman [4] developed invented Slot Machine, a
system representing programming with physical cards. Besides, in the early 1980s, in
order to get more people participating in discussions on architectural design, Aishi et al.
[5, 6] developed a 3-Dmodeling system using physical models as the input device. These
new input devices can be classified as the first prototypes of tangible user interfaces. This
new type of input method is also one of the types of post-WIMP interface interaction
that emerged later.

In the late 1990s, with the miniaturization of processors and the introduction of such
concepts as “ubiquitous computing”, researchers of interaction design began to discuss
augmented reality, and tangible interactive interfaces were formally introduced in the
discussion of augmented reality. As Wellner [7] said, “We live in a complex world filled
with countless objects, tools, toys, and people, and we live our lives by interacting with
our environment. However, we always have to sit in front of a lighted screen connected
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to a mouse and keyboard for computing activities.” He advocated for embedding com-
puting into existing environments and human practices for a fluid transition between
“digital” and “real”, which greatly influenced the development of augmented reality and
ubiquitous computing [2]. The 1970s and 1990s were the early germination stage of the
tangible interface, which initially showed the basic characteristics with physical input
as the core.

2.2 The Development Stage of Physical-Digital Coupling

From the end of the 20th century to the beginning of the 21st century, the tangible
interactive interface was formally proposed, and it became a scientific research direction
of interaction design alone, entering a stage of rapid development. Influenced by the
concept of graspable interface put forwardbyFitzmaurice et al. [8, 9] in 1995, the tangible
interactive interface gradually began to develop its theoretical framework. In the same
year, Professor Ishii founded the Tangible Media Group [10] in the MIT Lab, which was
the first research organization on tangible interaction design. Later, in 1997, Ishii et al.
[11] put forward the vision of tangible bits: bridging the gap between cyberspace and
the physical environment by making digital information (bits) tangible. Based on this
concept, tangible interactive interface has become a new type of interface and method
of interaction.

From the perspective of technological progress, with the rapid development of soft-
ware and hardware technologies such as sensors, microprocessors, virtual reality, aug-
mented reality, artificial intelligence, and operating systems, the relatively single, fixed
and precise interaction methods such as mouse and keyboard in desktop computers can
no longer meet people’s needs. Multi-channel, natural information acquisition and inter-
action methods have become the mainstream demands of users. Human-computer inter-
action technology has developed from the graphical user interface stage to the stage of
multi-channel, multimedia intelligent human-computer interaction (Mult-Modal Inter-
action MMI) [12]. Natural interaction based on diversified human-computer interaction
technologies has become the basic direction of the current and future development of
interaction design [13, 14]. The tangible interactive interface focuses on multi-channel
physical input such as touch, manual, gesture, head movement, and body posture during
the germination period. Later, based on technical application, the multimedia output
form of coupling of tangible interface and digital information was realized as much as
possible. The output form of the tangible interactive interface not only attaches impor-
tance to the physical deformation of the entity, but also combines the graphic interface,
tactile sensation, sound signal, light and shadow signal and other multimedia means to
carry out a unified design of physical-digital coupling.

In the early days, the research of tangible interactive interface focused on the possi-
bility of technical application, the construction of interaction models and the description
methods of systems. For example, in 2000, Ishii et al. [15] proposed the first model
of tangible user interface interaction (the MCRpd model), and proposed the specific
definition of tangible user interface; in 1999, Holmquist et al. [16] proposed the proto-
type of the “Token+constraint” system, and Ullmer et al. [17, 18] discussed it in depth
and established the description method of the early tangible interactive interface. The
research on tangible interactive interface is not only conducted in the field of design,
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but researchers in the fields of psychology, behavior, materials, space architecture and
other fields have also conducted related research simultaneously. For example, in 2004,
from the perspective of cognitive psychology, Fishkin [19] put forward a classification
framework for tangible interactive interfaces using the scales of “metaphor” and “dis-
tance”; Sharlin et al. [20] proposed to incorporate spatiality into the design of tangible
interactive interface; Djajadiningrat et al. [21] established a framework to analyze the
coupling of human behavior and the functional information of tangible interface; Hoven
et al. [22] focused on the influencing factors of user experience brought by the personal
attributes of entities in the tangible interactive interface; in 2003, Koleva et al. [23] pro-
posed a framework of tangible interface classification based on the degree of coupling
between physical and digital objects. At this stage, “tangible interactive interface” offi-
cially became a new interaction method and a direction of interaction research. Related
research mainly focused on the physical transformation of interface input and output, as
well as the coupling design research of digital information and physical entities. Its core
lies in how to increase the possibility of technical application to achieve better coupling
with physical numbers, which is embodied in the construction of interaction models and
the research on some classification frameworks.

2.3 The Stage of Experience-Oriented Transformation

With the development of research on tangible interactive interface in some specific appli-
cation scenarios or application fields, some scholars began to pay attention to such factors
as embodied effect and spatiality in tangible interactive interface. According to the pro-
totype [24, 25] of tangible interaction interface in some group cooperation scenarios,
Arias and Stanton et al. proposed the social effect in tangible interaction interface. For
example, Arias [26] and Suzuki et al. [27] proposed the social affordance of tangible
interactive interface; Stanton [28] believed that compared with the interaction between
people and keyboards, the interaction between people and entities had a lower thresh-
old of participation and the process of interaction was more obvious, enabling tangible
interactive interface to meet the social multi-person scenarios of usage; in 2001, Dourish
emphasized the social nature of the environment inWhere theAction Is. The Foundations
of Embodied Interaction [29]; based on the research of Dourish and the above-mentioned
researchers, Hornecker et al. [1, 30] pointed out the relationship between physicality and
sociality in the environment, and thus proposed the embodiment of tangible interactive
interface. In addition, with the advent of some research on spatial interaction, Hornecker
proposed the spatiality in tangible interactive interface [1]. For example, Bongers [31]
studied the potential relationship between the concept of space and place and interac-
tive physical space, and Ciolfi [32] studied the relationship between location and user
experience in interactive space in his doctoral dissertation. These scholars focused on
specific application scenarios, embodiment, and space, and turned the design of tangi-
ble interactive interface to the design of tangible interaction systems to improve user
experience, thus forming a cognitive framework for tangible interaction (put forward by
Hornecker et al. in 2006 [1]).

At the same time, in order to achieve better physical-digital coupling, Ishii et al.
proposed the concept of Radical Atoms [33] in 2012 as a new future vision of tangi-
ble interactive interface. From the perspective of the development process of tangible
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interactive interaction in a broad sense, the concept of Radical Atoms is regarded as the
support of digital information physical transformation technology in tangible interac-
tive interaction, which is the ultimate form of the development of tangible interactive
interface proposed so far.

Since the beginning of the 21st century, the research of tangible interaction design
has begun to jump out of the research of the design of tangible interactive interface in
the human-computer interaction discipline, and gradually began to discuss the design of
generalized tangible interactive system under the intersection of embodied interaction,
product design and interaction art, and began to focus on user experience, from the
design of technology-centered tangible interactive interface to the research of tangible
interaction system design aiming at user experience and social effects.

The key points and three stages of the development history of tangible interaction
design are as shown in Fig. 1.

Fig. 1. The key points and three stages of the development history of tangible interaction design.

From the above information, the following conclusions can be drawn:

(1) From the perspective of the research content of tangible interaction design, in the
early days, tangible interaction design was contained in the exploration of new
methods of natural input of graphical user interfaces and multimedia output forms
based on technical applicability of physical-digital coupling.
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(2) From the perspective of the discipline development of tangible interaction design,
tangible interaction originated from the study of human-computer interaction on
interface carrier paradigm and gradually developed to the study of interaction for-
mation factors and mechanism in interaction design. Based on the technology-
centered research on tangible interactive interface, scholars put forward the con-
cept of “tangible interaction” based on the interpretation of “tangible” fromdifferent
perspectives.

(3) From the perspective of the transformation of goals in tangible interaction design,
for tangible interaction, the realization of physical natural interaction is its basic
goal. And with its unique “tangible” attributes, it has become its top goal to create a
good social effect and a unique user experience by integrating physical and spatial
elements, embodied effects and other elements.

3 The Concept Relationship of Tangible Interaction Design

3.1 The Definition and Discussion of Concepts

Asmentioned above, during the emergence and development of tangible interaction from
the end of the 20th century to the beginning of the 21st century, researchers fromdifferent
disciplines interpreted the concept of tangible interaction from their respective research
perspectives. Hornecker divided it into three perspectives, namely the perspective of
digital information in computer science, the perspective of perception and action in
industrial design, and the perspective of spatial interaction in architecture and art [1].

From the perspective of digital information, there are the concept of graspable inter-
active interface, tangible interactive interface, tangible bits, and the concept of Radical
Atoms. The theory of graspable interactive interface advocates the physical represen-
tation of some virtual user interface elements that were originally in the graphical user
interface. It emphasizes the “spatial reusability” of graspable input devices, the “direct
grasping” of “function” in the user’s mental model, as well as the spatial awareness
between specific fields and situations and input devices [8, 9]. The characteristics of
tangible bits basically are basically the continuation of those of the graspable interac-
tive interface: first, the surface of the physical entity becomes an interactive interface,
second, digital information and physical entity coupling, and the role of environmental
media also needs to be considered: transforming physical materials in everyday architec-
tural spaces into interactive interfaces for communication, including, for example, sound,
light, flow andwater movement [11]. The tangible interactive interface refers to the inter-
active interface generated by calculation through the coupling of digital media (such as
images, audio) and physical artifacts (such as spatially operable tangible objects), using
physical artifacts as the representation and control of computational media. In short,
a tangible interactive interface provides the physical form for digital information [11].
Radical Atoms is the next phase of tangible interaction vision after Tangible Bits. It can
also be referred to as the “Material User Interface (MUI)”, emphasizing the bidirectional
coupling of interface materials and underlying digital models (bits). Dynamic changes
in physical form can be reflected in the digital state in real time, and vice versa [33].
The above concepts are about the theme of the physical presentation of digital informa-
tion, focusing on how to use technology to break through stronger coupling. They are
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the basis and main line of the development of tangible interaction. Combined with the
development process of tangible interaction, their basic relationship can be represented
as shown in Fig. 2.

Fig. 2. The basic relationship between several key concepts in tangible interaction.

Djajadiningrat et al. proposed to interpret tangible interaction design from the per-
spective of perceived action.When discussing the “affordance” of the design of industrial
product forms, they believed that designers should design the “interaction affordance”
before the design of product forms, and that they could also guide some specific skills
of users, so as to carry out expressive product interaction design (he used the opera-
tion actions of assembly line workers as an example), so that people could realize what
actions should be taken before touching the product. To some extent, these views stem
from the interaction thinking shift put forward by Dourish, that is, from the point of
view of products themselves providing “affordance” to the creation of meanings in the
process of product interaction [34–36].
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Interpretation from the perspective of spatial interaction is mainly based on the
interactive space theory of the combination of computer systems and physical spaces.
The typical feature of interactive space design is to embed interactive systems into real
spaces, providing opportunities for people to interact with tangible devices, triggering
the display of digital content or reactive behaviors, and finally developing to full-body
interaction, or using the body as an interactive device and display [31, 32, 37]. In this
process, theword “tangible” is embodied in the human interactionwith the entire tangible
space or objects/markers in the space. At the same time, spatial interaction brings unique
attributes such as “full body interaction” and “spatial location”. All these can be taken
into consideration in the tangible interaction system.

Although various conceptual interpretations have been put forward in the emergence
of tangible interaction, we can see that none of the interpretations deny that tangible
interaction is always based on the tangible properties of the physical world, and that it
requires the use of physical artifacts or tangible environments coupling digital informa-
tion as an interactive carrier. Depending on the possibility of technical application, the
physical level of physical interaction can eventually become a natural interface similar
to Radical Atoms. In addition, the physical entities themselves can bring people natural
psychological feelings such as rich sensory characteristics, behavioral affordance, and
spatial location, allowing tangible interactions to achieve specific user experience in spe-
cific domains or scenarios, for example, in collective collaborations, social activities and
space scenarios. Therefore, it can achieve a specific user experience or interaction effect
on the basis of realizing the vision of natural interactive interface. Hornecker proposed
the framework of tangible interaction, but did not define the tangible interaction design
in a more accurate manner [1]. Therefore, based on the description and analysis of tan-
gible interaction in existing literature, we can define tangible interaction design in this
way: tangible interaction design is the design of a tangible interaction system. The tan-
gible interaction system takes the tangible interaction form of digital information as the
carrier, uses such factors as perceived behavioral affordance, embodied effects, physical
interactions, and spatial location of physical artifacts or tangible environments to endow
interactions with meanings, and achieve the goal of specific interactive experiences or
social effects.

3.2 A Comparative Analysis of Interaction Elements

An Analysis of Element Dimensions. As can be seen from the above discussion, as a
research direction of interaction design, the development history of tangible interaction
is very short, and some basic conceptual frameworks and classification frameworks have
also been formed, but compared toMCRpd models [15, 38], “Token+constraint” system
[16–18], which aim to describe and build interfaces, and classification frameworks that
only consider two ormore dimensions, the Tangible Interaction Framework [1] proposed
by Hornecker can describe the features and interaction elements of tangible interaction
design from a broad and inclusive perspective. The original framework is as shown in
Fig. 3.
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Fig. 3. Hornecker’s framework of tangible interaction.

In order to more comprehensively and concretely compare the differences and com-
monalities between related concepts of tangible interaction, according to four themes
in this framework, namely tangible manipulation, spatial interaction, embodied facilita-
tion, and expressive representation, the author has extracted four interactive elements:
physicality, spatiality, embodiment, and expressiveness. Then the author established a
four-dimensional analysis model based on the four interactive elements, putting each
concept supplemented by typical cases under the concept in the framework, and con-
ducts a comparative analysis of the proportion of elements according to the subdivision
elements in each dimension. The subdivision elements in each dimension and dimension
are described in detail in the following part.

Elements in the physical dimension: direct tactile manipulation, lightweight inter-
action, and isomorphic effects [1]. Physicality represents the physical interaction of
a person with a physical object (device) [1]. This interaction relies on human tac-
tile feedback (tactile manipulation) [1], which requires the interactive feedback pro-
cess to be lightweight and fast, allowing people to perform multiple trial and error
(lightweight interaction) [1]. The feedback and manipulation of digital information
presents simultaneous, co-located, and isomorphic effects (isomorphic effects) [21].

Elements under the spatiality dimension: real space, configurable materials, non-
fragmented visualization, full-body interaction, and expressive action [1]. Spatiality
represents the characteristic of interactive systems embedded in real space and com-
bining real space with virtual digital information [39]. Spatiality not only refers to the
interaction system embedded in the real space, the positional relationship between the
body and the space, etc. Its deeper implication is that the interaction system generates a
kind of “situation space” (real space) around it during its operation [36], and it makes
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sense for people to move physical artifacts or their own bodies (configurable material)
[1], it requires that everyone can easily observe the whole process of interaction (non-
fragmented visualization) [40], and try to use the entire body of a person for action
interaction (full-body interaction) [40], and interactions are expected to be expressive
and convey specific meanings to the public (expressive actions) [40].

Elements in the embodied dimension: embodied constraints, multiple access points,
customized representations [1]. Because people move not only in the physical space,
but also metaphorically in the virtual space in the tangible interaction system. In the real
space, the promoted and restricted human behaviors bring about embodied effects, which
helps shape new social forms [1]. The design of the physical artifacts and physical spaces
of an interactive system is intentionally done by the designer and can limit, hinder, or
facilitate specific human behaviors (embodied constraints) [1, 30]. At the same time, the
system should allow multiple people to participate in the interaction at the same time,
preventing solo control(multiple access points) [1]. Not only does the designed system
need to provide intuitive readability, but the design of the manipulable physical artifacts
should also be based on the user’s experience and skills (customized representation)
[40].

Elements in the expressiveness dimension: representationalmeaning, external instru-
mentalization, perceptual coupling [1]. Expressiveness represents the degree of physical-
digital coupling of the system and the ability to characterize physical artifacts [1]. The
physical representation of the system and the underlying digital information are properly
coupled and canmutually reinforce meanings (representational meanings) [40]. One can
naturally use the system as an everyday tool with digital capabilities (external instru-
mentation) [40]. Finally, the feedback from the system is coherent and understandable
with human actions. Physical artifacts are designed to fit well with the meaning of digital
information they represent (perceptual coupling) [40].

In order to compare the proportion of each concept in each dimension as accurately
as possible, the author gives a score of 0–3 in each dimension according to the proportion
of the concept in each dimension: A score of 0 indicates that the concept does not have
elements in a dimension, that is, it does not have the features; a score of 3 indicates
that the concept has all the elements in a dimension and the features of the elements are
obvious, that is, it fully possesses the features; a score of 1–2 indicates that the concept

PHYSICAL SPATIALITY EMBODIMENT EXPRESSIVENESS
Graspable Interac�ve Interface abacus 3 1 0 1 ancient
Graspable Interac�ve Interface Bricks 3 2 1 2 1995
Graspable Interac�ve Interface metadesk 3 2 1 2 1997
Graspable Interac�ve Interface Marble Answering Machine 3 1 0 1 1999

Tangible Bits transboard 3 3 1 2 1997
Tangible Bits Ambient Room 3 3 1 2 1997

Tangible Interac�ve Interface MediaBlocks 3 2 1 1 1998
Tangible Interac�ve Interface Urp 3 2 2 3 1999
Tangible Interac�ve Interface Sandscape 3 2 3 3 2003
Tangible Interac�ve Interface PICO 3 2 1 2 2005
Tangible Interac�ve Interface Relief 3 2 1 2 2009
Tangible Interac�ve Interface ZreoN 3 2 1 2 2011

Radical Atoms Perfect Red 3 1 1 3 2012
Tangible Interac�on EDC 3 2 3 3 2002
Tangible Interac�on CLAVIER 3 3 3 2 2005

CONCEPT CASE TIME
 INTERACTION ELEMENTS

Fig. 4. Process data of the comparative analysis of element proportions.
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has some elements in the dimension. The specific process data analyzed are as shown
in Fig. 4. Finally, the author displays the analysis results in the form of a radar chart, as
shown in Fig. 5.

Fig. 5. Results of the comparative analysis of element proportions.

Development and Influence of Elements. As can be seen from Fig. 5, all concepts
have a high proportion in the physicality dimension. Tangible bits/tangible interactive
interface and tangible interaction have a high proportion in the dimension of embodiment
and spatiality. Only tangible interaction and Radical Atoms have a high proportion in
the dimension of expressiveness.

From the perspective of the role and development of each interaction element alone,
the above results have shown that physicality is the fundamental element of the concept
of tangible interaction, indicating that the development of tangible interaction is based
on the tactile/bodily interaction between people and physical objects (devices). From the
simple graspable interface of the desktop controlling the computer to the interactive scene
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of multi-person collaboration in a larger space, physicality and spatiality have become
important considerations for tangible interaction. Expressiveness itself represents the
degree of physical-digital coupling of the interactive system. The proportion of this
element often depends on the design elements of the specific appearance of the physical
artifacts. Moreover, with the progress of smart material technology (Radical Atoms)
and driving technology, the expressiveness of tangible interaction systems may become
stronger and stronger.

From the perspective of the overall relationship between the development of the
tangible interaction concept and the interaction elements, the development of the tangi-
ble interaction design and the interaction elements promote each other: From physical
elements as the core to the tangible interaction interface enhancing the performance
through technology, to the tangible interaction systemwith space and embodiment based
on physicality and performance. At the same time, the overall relationship between tan-
gible interaction design and interaction elements also reflects the development history
of tangible interaction design summarized above.

The tangible interactive interface, which has physical elements as the core and
enhances the expressiveness through technology, emphasizes the exploration of how
to better physically manipulate digital information. It takes technology application as
the core innovation point: from passive technology, self-driving, to smart material tech-
nology [41]. These tangible interaction interfaces belong to the fundamental level of
tangible interaction, and the concepts involved in this level include graspable interactive
interface, tangible interactive interface (most of them), and Radical Atoms.

The physicality and expressiveness-based tangible interaction systemswith spatiality
and embodiment are collective systems of multi-user spatial interaction. They aim to
create a spatial atmosphere of social interaction and embodied effects, and have risen
from the “physical representation” of design in the physical dimension to the design
of “social representation/social affordance” [1]. The concepts involved in this level are
(part of) tangible interactive interface, Radical Atoms (with development potential, but
no consistent design prototype has yet appeared), and tangible interaction.

4 Conclusion

With the rapid development of new technologies, in the future, tangible interaction
design can only rely on human-computer interaction technology for more novel, diverse,
convenient and efficient interaction methods, realizing a more natural interface form is
the basic research direction of tangible interaction in the future, and social interaction
will be an important research direction of tangible interaction design in the future. At
the same time, the research of tangible interaction design has been extended from a
narrow-area interaction focusing on the interaction design of computer interface to the
design of a wide-area interaction that takes physical artifacts and space as the carrier to
study the complex interaction between people, society and the environment. The social
characteristics of tangible interaction design are becoming more and more prominent,
and building a good interactive relationship between people, society and the environment
will also become the focus of the research on tangible interaction design.
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and Development of Creative Design Concepts
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Abstract. This paper describes a framework and process for user-centred design
for interactive products with an emphasis on creativity in designing solutions and
the development of multiple solution concepts. The aim is to encourage more
radical ideas to be put forward and for the resulting design concepts to be com-
pared objectively using defined user requirements specification statements. The
process consists of 6 stages including: identification of user problem or need,
user research to generate insights and empathy, development of user requirements
specification, generation of ideas synthesised into design concepts, comparison
and choice of best concept, and prototyping of the concept to develop a design
proposition. Classroom testing of the framework indicated that the students could
use it effectively and were able to produce effective designs.

Keywords: User requirements · User-centred design · Design thinking · User
experience design

1 Introduction

User requirements analysis is the process of documenting requirements or needs,
described by users, for a future system or product, alongside business, administrative
and technical requirements. A concept for the designmay already exist, with the require-
ments being developed in relation to that concept. However, by starting with a single
concept, this can limit creativity of the design and the potential benefit for the users.

This paper describes a process whereby having identified a problem area or user
need, and explored the context of use and problem space, a process of concept creation
is conducted to explore different creative ideas which can be compared so that the best
concept for the users can be selected and developed. The process follows established
principles of user-centred design and draws upon the Design Council’s Framework for
Innovation [1] and the process of Design Thinking [2]. It can be used for both the
development of interactive digital or physical products to create a design that meets user
needs and provides a positive user experience. The paper also refers to student work
where they have developed a mobile application following a similar process.
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M. Kurosu et al. (Eds.): HCII 2022, LNCS 13516, pp. 97–113, 2022.
https://doi.org/10.1007/978-3-031-17615-9_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17615-9_7&domain=pdf
https://doi.org/10.1007/978-3-031-17615-9_7


98 M. Maguire

2 Overall Process

The user requirements framework is a six-stage process. Each stage is described in the
following sub-sections (Fig. 1).

Fig. 1. User requirements analysis and concept development process

2.1 Stage 1 – Identify a Problem Area

The starting point for the project is to identify a genuine human need or problem that, if
addressed, will help improve the quality of people’s lives and is both ethically and envi-
ronmentally sound. It is assumed that the designer wishes to be creative and innovative,
producing new and elegant ways to solve the user’s problem.

In order to find a potential problem, the following strategies may be adopted:

• Look for instances of genuine human need and review available alternatives to see
if new products or services could provide a better solution. Reading or watching the
news can be a useful source.

• Look at everyday tasks to identify opportunities to improve the way they are done
or considering how they can be carried out in different environments or by different
users.

• Speak to users in an application area where there is design potential. They may own
a product or be doing a job or activity that they have difficulty with, be representative
of a part of society currently not well catered for or even excluded (young, old, obese,
disabled, tall etc.). The goal may be to address the needs of these specific users or
attempt to include their needs as part of a universal or inclusive solution.

In general, the aim is to find activities which are difficult to perform and thus have
‘pain points’. It is important for the designer to be able to describe the problem clearly.
One way to structure the design goal is to use a sentence template as follows, filling in
the italicized sections:

This product/application
is to be designed for: target users+context
who want to: achieve certain goals but experiences: pain points or constraints

For example:

This interactive smart app
is to be designed for sedentary workers
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who want to make healthy lifestyle changes e.g. by exercising more
but with other commitments, lacks the time to carry out regular exercise sessions

Note that this definition of the problem to be investigated can change as user research
is conducted in the next stage of the process.

2.2 Stage 2 – Conduct Research to Gain Insights and Empathy

Research Data Collection
During this stage, detailed research is conducted to gain a better understanding of the
user’s characteristics, environment, needs and problems in more detail. It may also
identify related problems that should be considered. Ideas for solving the problem may
also arise which should be recorded.

Further discussion with users will help to establish the context for the design. The
answers to the following questions should help to achieve this.

Who is the user? – Is there more than one user (e.g., doctor and patient)? What are
the essential characteristics of the user? How old are they?Where do they live and work?
What special abilities or challenges do they face?

What are the alternatives? – How is this problem tackled currently? How do people
cope now?What alternative products are already on the market?What are the drawbacks
of the current solutions or products?

What is the market? – Where is the product to be used? Is it specific to a location,
region, country or context? Does the need affect large numbers of people or very few
people? What could be the impact of a clever solution?

An important part of the process is to gain empathy for the users and deeper under-
standing of their problems. Empathy allows the designer to set aside their own assump-
tions about the activity and gain insight into users and their needs. This activity involves
consulting experts to find out more about the area of concern through observing, engag-
ing and empathizing with people to understand their experiences and motivations. Being
immersed in the physical environment also helps to gain a deeper understanding of the
issues involved.

Commonly used methods for conducting user research include the following and are
discussed in [3, 4]:

Interviews
This involves sitting downwith someone from the target audience and ask themquestions
about the issues they face. What are they struggling with? What are they looking for in
a product to help them? Face-to-face interviews are preferred since the interviewer can
gauge the user’s verbal and nonverbal reactions. However, video interviews or phone
calls can also be used effectively.
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User Focus Groups
Here a group of target users (typically 4 to 8) are brought together discuss their atti-
tudes, emotions, and frustrations relating to an issue or product. The discussion format
encourages group members to react to other opinions expressed so that it is not just a
set of separate interviews. The aim is to keep the discussion flowing and encourage each
person to contribute.

Surveys
These are questionnaires distributed to target users. They are good for finding out users’
attitudes towards a specific topic with the added benefit of receiving the data as soon
as the users are done with the survey. However, it is important to make sure that each
question has a purpose, while care is needed not to use leading questions that could
disproportionately impact the results.

Usability Testing
This involves asking one or more members of the target audience to test a product. For
example, if the aim is to develop a new food delivery service, the researcher might ask
the user to open an existing food ordering app and to order some items while observing
how they act and react to using it. When completed, the researcher can then ask them
questions to explore their experience and identify any problems that the new app should
address. Thus, the method can help define user needs. Further details can be found in [5,
6].

Research is needed to find out what is expected from the product. This can be done by
looking at existing products and reviews.Discussion can also take placewith users to find
out their minimum expectations of use and product functionalities. The designer should
also identify any relevant standards or guidelines that the product or service should follow
e.g., published by ISO (International Standards Organization), BSI (British Standards
Institution), HSE (Health and Safety). Social media forums can help to learn about the
audience for the product and their views about similar products and services.

Research Data Analysis
Several methods are available to help analyze the data collected and to draw out key
themes or insights that will feed into the user requirements specification.

Empathy Map
An Empathy Map is a tool for plotting out knowledge and insights gained about the
user in a visual form to demonstrate an understanding of the target audience [7, 8].
Empathy Maps can be shown in different formats, but generally have a common set of
core elements i.e., what users are thinking, feeling, doing and saying, based on the data
collected. The technique has the following advantages:

• The most important insights about the user are presented
• Helps communicate a better understanding of the end user
• Quick and cheap to use; easy to adapt (Fig. 2)
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Fig. 2. Example template for user empathy map

Persona
Apersona is a description of afictional character, basedupon the research, to represent the
different user types for the product. The process of creating personas helps to understand
users’ needs, experiences, behaviors and goals better [7, 8]. A persona layout will present
the users name, a tagline about themand aprofile picture. Itwill normally contain sections
such as background information, pain points, task goals and experience goals.

Personas helps the design team identify with the target users and to keep their charac-
teristics and needs in mind during the design process. They also help ensure a consistent
perspective on the user (Table 1).

Table 1. Example persona for health and activity application

William – aiming to exercise 
more and be healthier

Overview
A software developer who 
lives with partner and two 
children, (boys: age 7 and 9 
years). 
Recent health check recom-
mends weight loss.
William is popular, has 
good sense of humor, is so-
ciable, kind and caring.  

Interests
Sports fan, particularly 
football and has the full 
sports package on TV.
An adventurous cook, he 
also enjoys wine with 
food but beer with sports.
Spends several hours per 
week on computer gam-
ing.

Pain points
Has a sedentary job, working 
from home. Very busy with lots 
of MS Teams meetings each day. 
Misses the social aspect of meet-
ing colleagues at work. Time/ac-
cess to exercise is limited by 
wife’s shifts and transporting 
children to attend lots of clubs.

Task goals
To lose one stone in weight 
and be fit enough to easily 
manage to play football 
with the children for 30 
minutes. Go on holiday to a 
beach resort with the family 
and take part in beach 
games and water sports.

Experience goals
Increased confidence and 
self-esteem and to feel 
healthier.
To enjoy a family holiday 
and make some good 
memories.
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User Journey Map
AUser JourneyMap (also known as a Customer JourneyMap) is a diagram that visually
illustrates the user flow through an activity including interaction systems and software,
starting with initial contact or discovery, and continuing through the process of engage-
ment into long-term loyalty and advocacy. It identifies key interactions and touchpoints
with the system or mobile app and describes in detail the user’s or customer’s goals,
motivations, and feelings at each stage [9, 10] (Fig. 3).

Fig. 3. Typical structure of user journey map

Affinity Map or Sticky Note Analysis
These are methods can be used to analyze research data by recording individual data
items onto post-its and placing them to identify groups and themes. The method may be
used to analyze by activity, events, relationships, or perspectives (Fig. 4).

Task Analysis and Activity Analysis
Task analysis is the process of learning about ordinary users by observing them in action
to understand in detail how they perform their tasks and achieve their intended goals.
The output is a flow chart showing the order and hierarchical structure of the individual
actions [11].

A similar method is Activity Analysis which is the process of breaking down an
activity into steps and detailed subparts and examining these components. Within an
organization, it includes identification and description of activities that the organization
carries out. For each activity data collected includes: details of the activity executed,
time required to execute it, the number of people involved and their roles, the resources
consumed and value to the organization of the activity.

The data required to carry out Task and Activity analyses can come from direct
observation, interviews, questionnaires, and reviews of work records [3].
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Fig. 4. Affinity map relating to exercise and health app

Use Cases
A use case is a written description of how users will perform a task to achieve a goal
with the system and can be used to show the relationship between multiple user roles to
specify their general needs [12]. Each use case is represented (often in graphical form) as
a sequence of simple steps, beginning with the user’s goal and ending when that goal is
fulfilled. It is thus useful in the user-centered design process, to be able to identify which
are the key use cases to concentrate upon for user requirements specification (Fig. 5).
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Fig. 5. Use case diagram example for exercise and health app

The technique of user stories can help to identify use cases and possible system
functions that may be required to support them. A user story is a short, informal, plain
language description of what a user might want to do with the system or app, to gain
something they find valuable Each story may be documented in the form “As a [type of
user], I want [an action], so that I can [a benefit/value]” [13]. For example: “If I become
a long-term user of the app, I will want to be able to adjust my weight loss goal to
maintain my motivation to continue using it.”

2.3 Stage 3 – Create User Requirements Specification Highlighting the Key
Needs and Constraints

The user research and analysis tools provide the resources for specifying the user require-
ments for the product or application. The requirements are a set of statements or human-
centered criteria that the design should meet before creating a design solution and sums
up the desirable outcomes of the design. Theremay also be a general design specification
document, containing all the requirements collected (business, administration, technical)
including user requirements. General guidance on the content of a design specification
is provided in [14].

Example user requirements criteria include:

• Physical dimensions e.g., what percentile of the population should the product fit?
• Features e.g., presentation of certain data for the user to guide them.
• Experience needs e.g., being fun to use, aesthetics, sense of achievement.
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• Usability needs e.g., learning time, avoiding errors, maximum steps to reach goal,
security, follows platform user interface guidelines.

• Accessibility needs e.g., minimum screen contrast or size of lettering.
• Environmental needs e.g., ability to work in unfavorable weather conditions.
• Health and safety e.g., needing to meet health and safety requirements or relevant
laws.

The example below shows the user requirements specification (feature and con-
straints) for the exercise and health app. It is good practice to include an indication or
measure to show whether each requirement has been achieved, or to what extent. This
can assist in the concept generation and comparison stages 4 and 5, or during testing of
early prototypes of the concept in stage 6 (Table 2).

Table 2. User requirements specification for health and activity app

Criteria category Criteria

Usability Must be easy to use. Basic functions must be learnable within 5 min

Should be able to personalize to own lifestyle needs

Accessibility Must use default font size of no less than 10 point and good contrast
ratio

Features Must provide feedback on activity over time
Should provide feedback on weight and trend over time

Experience Must be visually appealing (achieving an average score on a 5-point
scale of 3.5+ from an appropriate questionnaire)

Must be fun to use (achieving an average score on a 5-point scale of
3.5+ from an appropriate questionnaire)

Should encourage social interaction with others i.e., friends and family

Environmental needs Must be suitable to use outside in different weather conditions

Health and safety Must avoid requiring completion of exercise that is too strenuous for
user’s current state of health and current fitness level

Within some development environments, there will be a distinction between func-
tional and non-functional requirements [15]. The former is concerned with what the
system should do e.g., “Send an email when a new customer signs up” or “The product
must allow up to 8 cups of coffee to be carried”. The latter describes how the system
performs a certain function and what limits there are on its functionality e.g., “The email
must be sent within 10 min of the user signing up”, or “The design must allow the per-
son transporting the coffee sufficient vision ahead to reduce hazards”. Non-functional
requirements are often referred to as system qualities.

It may be necessary therefore to make this distinction when specifying user
requirements.
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2.4 Stage 4 – Generate Several Concepts that Meet the PDS and Address the Goal

The next stage is to start generating ideas for the app which can be quite specific or
general. These can then be reviewed and formed into concepts that can be regarded as
alternative solutions to the design problem.

The benefits of generating multiple concepts are:

• initial or most obvious idea may not be the best solution.
• stepping beyond initial ideas helps increase the innovation potential of the solution.
• can give a broader perspective on the problem itself.

Generating the different concepts, requires the designer or design team to think
creatively to identify new solutions to the problem statement and bear in mind the user
requirements specification. The tendency may be to consider concepts based on digital
user interfaces, but benefit can be obtained by thinking about tangible user interfaces
where the user interacts with physical controls which can perform a small number of
specific functions that simplifies the user interface and may provide a more enjoyable
experience [16].

There are many ideation techniques such as: brainstorming, ‘how-might-we’ state-
ments, worst possible idea, metaphorical thinking and reversal [17]. Another technique
called brainwriting is a variation on brainstorming where participants write down their
ideas about a particular question for a few minutes without talking. Then, each person
passes his or her ideas to the next person who may add to them or use them as a trig-
ger for refining their own ideas. This technique is a good way to ensure that everyone
contributes, not just those who are the most confident in the group setting.

Typically, these creativity methods are used to stimulate free thinking and to expand
the problem space. Teammembers build on each other’s responses and ideaswith the aim
of generating as many potential solutions as possible as a basis for concept generation.
The ideas can then be categorized, combined and narrowed down to form a series of
interesting design concepts.

Crazy 8’s, is another method often used to stimulate creativity [18, 19]. It is a fast-
sketching exercise that challenges people to sketch eight distinct ideas in eight minutes.
The goal is to push beyond the first most obvious idea, frequently the least innovative,
and to generate a variety of solutions. It may happen that these weird and seemingly
impractical ideas give way to inspired and useful ones.

The example below shows a Crazy 8’s layout for the health and exercise application,
to encourage more physical exercise among busy people with limited time (Fig. 6):
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Fig. 6. Example Crazy 8 sketches

After all the ideas have been generated and collected together, they are used as a
basis for concept generation as solutions to the design problem. Typically, between three
and five concepts should be generated with each one containing one or more of the ideas
generated. Each concept should be accompanied with a short explanation and a simple
visual representation (e.g., a sketch) to distinguish them and enable easy comparison.
Based on the previousCrazy 8 sketches, three different conceptswere produced (Table 3).

Table 3. Design concepts developed for health and activity app

1.  Inactivity identification with option to include family and 
friends

on a dashboard
2. Smart schedule for calendars at work and home to identify

potential activity gaps
3. Invitation for local friends to join activity e.g., football, cricket,

yoga, at short notice

While the generation of creative solutions is important, the designer will need to
apply their business knowledge, analytical thinking, and empathy to really understand
a problem set and how potential design solutions would work within that context.

2.5 Stage 5 – Compare Concepts to Identify the Most Suitable One

When concept forming is completed, participants must then select the best solution to
take forward and develop.
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A scoring system can be used to rate each concept against each of the user require-
ments criteria. The total score of each concept can then be calculated to help determine
which one is the most suitable to develop further. The three concepts for the health and
exercise activity are compared below (Table 4):

Table 4. Comparison of concepts against user requirements specification

Criteria scored on a 
scale of 1 to 5.

Inactivity identi-
fication

Smart Schedule 
to identify activ-
ity gaps

Short notice ac-
tivity invitation.

1. Easy to use 4 3 5

2. Visually appealing 4 3 3

3. Able to personal-
ize to own lifestyle 
needs

4 5 2

4. Minimal costs 5 5 4

5. Provide feedback 
on weight

4 0 0

6. Provide feedback 
on activity

4 2 2

7. Be fun to use 3 2 5

8. Encourage social 
interaction

2 2 5

Total Score 30 22 26

The conceptwith the highest scorewould generally be the chosen concept to develop.
However other considerations may come in to play related to business requirements
or technical requirements so the concept may also need to be adapted to meet these
other requirements e.g., practicality, cost, fitting company’s business model. Also, some
concepts may not relate to all the criteria so putting a 0 into the table for some criteria
may produce an artificially low score. One way to cater for this would be to adjust the
table scores, taking account of non-applicable criteria.

It is helpful to develop a storyboard of the chosen product concept to help communi-
cate it to the rest of the design team [20]. The storyboard consists of a series of sketched
pictures of the application in use but focusing on the broader experience e.g., emotions
and actions, rather than functions (close ups of screen interaction). A comic strip style
is suitable for this activity (Fig. 7).
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Fig. 7. Storyboard of design concept for exercise and health app

2.6 Stage 6 – Prototype Design Concept and Develop Design Proposition

Development of the chosen design concept now proceeds through prototyping starting
with low-fidelity sketches or wireframes working up to higher fidelity versions. The aim
is to see how well the design concept addresses the design problem. Prototyping allows
the design concept to be envisioned and tested quickly to see what improvements need
to be made [21].

Each prototype does not need to be a simulation of the whole concept. Prototypes
can be scaled down versions showing specific features found within the product concept.
Each one is then either accepted, improved and re-examined, or rejected on the basis
of the users’ experience and feedback. Prototypes may be shared and tested within an
organization, or with people from outside who can be considered user representatives.

By the end of this stage, the design team will have a better idea of how real users
would behave, think, and feel when interacting with the end-product and how well their
problems and needs have been addressed (Fig. 8 and Table 5).
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Fig. 8. Original and updated version of paper prototype

Table 5. User comments on original prototype and changes made in response to them

Test User comment Outcome

1 a) Use color and clearer picture for
selecting activity level on screen 3

a) Clearer activity selection (screen 3)
using color

b) Unclear how “dead-time” will be
identified

b) Extra screen would be good to help
identify permissions for dead time
identification

2 a) There is unclear wording in the big
button on screen 5

a) Words on button updated to be clearer

The outcome of this stage is a design proposition that solves the problems that have
been identified and that has been reached using critical thinking and evidence-based
design.

It is important to communicate the design proposition in an effective way. The
designer may produce a short report that describes the process that took place based
on the above stages. An important part of this document is to justify the design decisions
made and to show that they were based on user-centered or ergonomics criteria rather
than assumptions or personal designer preference.
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The report should be supported by design boards that show certain elements in a
visual form. They may in include:

• a storyboard showing how the product user meets their needs in context
• a user interface board showing sequences of screens, or other interactive components,
that the user will interact with

• a development board showing the physical product labelled with annotations about
how it is constructed, its measurements and materials, etc.

3 Use of Framework Within Student Work

The framework for user-requirements analysis and early design has been used on a
Master’s degree course where students were required to design an application concept
within 3 days. The chart below shows the average ratings for the received by 5 groups
of students for their reporting of each stage of the framework (Fig. 9).

Fig. 9. Student assignment category ratings for group work to design a product using the
framework

Each rating along the x-axis corresponds to the stages defined in the framework. The
rating scale indicators were 5 = excellent, 4= very good, 3= good, 2 = satisfactory, 1
= poor. Thus, the average ratings for ‘idea identification and user research’ was 3.8 out
of 5, i.e. between good and very good.

The chart shows that the work carried out was of a high standard across all the
design stages. The user research stage was mainly based on secondary research and
the student’s own experiences as within the short period of the project and during the
pandemic, the studentswere limited in their ability to locate and interviewor surveyusers.
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The criteria setting stage was carried out well with a good mixture of task related items
and general qualities. Further improvement could be achieved by making the criteria
more explicit in places. The ideation stage that was carried out as a basis for concept
generation was effective and good use was made of the Crazy 8 method. It was seen
that the different concepts were sometimes addressing different aspects of the problem
although this enabled the chosen concept to include elements of the other concepts. The
students showed enthusiasm to generate paper prototypes and to test them with others
in the classroom. The final designs and proposition for a future project were convincing.
In general, the students enjoyed follow the framework method and were pleased with
the outcome of their work.

4 Conclusion

This paper describes a method to create future design proposition to address a user
problem or need that is based upon having a clear understanding of that problem or
need, specification of the related user requirements, generation of contrasting potential
design concepts, and development of the best concept as a basis of an interactive product.

The aim is not to reach a complete design resolution, but to show how user require-
ments can be used to progress a design concept that has been prototyped to some degree
and taken forward for development with a degree of confidence that it will meet user
needs.

One of the main features of the six-stage process is that knowledge acquired at
the later stages can feedback to earlier stages. Information is continually used both to
inform the understanding of the problem and solution spaces, and to redefine the problem
if necessary. Within this iteration process, the designer continues to gain new insights,
develop new ways of viewing the product and its possible uses and develop, not only
the product proposition, but also acquires a deeper understanding of the users and the
problems they face.
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Abstract. Promoting meaningful experiences at work is essential to employees’
wellness and constitutes a strategic investment toward sustainable growth. Inter-
active work tools appear to have been excluded from most academic efforts to
determine meaningful work. Yet, user experience for work tools can optimize
interaction with technology, improve employee well-being, and give a more excit-
ing, satisfying, and meaningful perception of the activity for workers. We conduct
a two-stage qualitative study to develop a model of Design for Meaningful Work
Experiences, aiming to answer the following question: how can researchers and
designers approach work tool design to stimulate human flourishing through more
meaningful work experiences? Based on a preliminary case study and a follow-up
study consisting of 9 qualitative interviews, we develop a model that describes
a new methodology to integrate Positive Design into the relationship between
HumanWork and Interaction Design. Creative inversion is introduced as an emer-
gent design technique that can help foster creativity by facilitating communication
between researchers, designers, and users.

Keywords: Human work · Interaction design · Positive design

1 Introduction

Employee well-being has received increasing attention in the past few years and became
especially preponderant in the context of the COVID-19 pandemic, which has rede-
fined people’s relationship with work in many ways. Promoting meaningful experiences
at work is essential to employees’ wellness and constitutes a strategic organizational
investment toward sustainable growth [1–3]. In a world increasingly demanding evi-
dence and research-based products and services [4], the research agenda needs to adapt
to the globally increasing interest in employee well-being and expand academic knowl-
edge across fields. Although job characteristics and individual attributes have been well
explored as determinants of meaningful work [2], interactive work tools1 appear to have
been excluded from most academic efforts [5]. Yet, user experience for work tools can

1 Interactive work tools refer to any information system that an employee needs to interact with
to complete some or all of their work-related tasks.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Kurosu et al. (Eds.): HCII 2022, LNCS 13516, pp. 114–135, 2022.
https://doi.org/10.1007/978-3-031-17615-9_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17615-9_8&domain=pdf
https://doi.org/10.1007/978-3-031-17615-9_8


Design for Meaningful Work Experiences 115

optimize interaction with technology, improve employee well-being, and give a more
exciting, satisfying, and meaningful perception of worker activities [6, 7]. This paper
reports the results of a two-fold study asking: how can researchers and designers app-
roach work tool design to stimulate human flourishing through more meaningful work
experiences? Based on a preliminary case study, we developed a sensitizing model of
Design for Meaningful Work Experiences (DMWE). We then performed an empirical
test of our model by conducting additional qualitative interviews outside the scope of
the case study. The purpose of this article is thus to demonstrate how the DMWE can
inform the design of features that not only help improve work efficiency but also create
work experiences that enhance human flourishing2.

2 Theoretical Framework

2.1 Problem-Driven Work Tool Design

Human Work Interaction Design. Because employee well-being is a complex con-
struct, designing for it calls for HCI research that can account for several social levels
while still focusing on interaction design. Moreover, it is important that HCI research
can contribute to practice by (i) being able to make design recommendations and (ii)
acknowledging the environmental context as an integral part of the analysis [9]. Human
work interaction design (HWID) adopts both technical and social perspectives as it con-
siders the three areas of human work, interaction design, and environmental context as
integral parts of its analytical potential [9]. This approach is particularly useful to study
the connection between human work and interaction design in concrete cases through
artifact design [10]. Consistent with HWID, most of the existing research on enhancing
employee experience through tool design mostly focuses on pragmatic design [5].

Paradigmatic Innovation for Design Practice. While designers have historically
been encouraged to pursue problem-solving (as per the industrial paradigm), there is
now a call for adopting a possibility-seeking approach that better suits newer paradigms
of innovation [5, 11]. Consistent with arguments of the Paradigmatic Innovation for
Design Practice framework [11], workplace practices have arguably been characterized
by a paradigmatic shift that emphasizes systems approaches to organizational develop-
ment. This means that thriving organizations are now those capable of offering value to
their customers, employees, and stakeholders in a dynamic fashion while considering
factors such as experience, knowledge, and sustainability [11–13]. The same applies to
design, with the emerging preponderance of human-centered approaches [11, 14, 15].
The main difference thus lies in the emerging importance of a cohesive flow between
all the elements related to an object of study rather than them standing as silos. As this
trend emerges, we see an increased focus on organizations or artifact design as a system,
making it important that researchers and practitioners take into account factors that used
to be considered beyond the scope of an organization or artifact (e.g., sustainability used
to be considered separately from an organization’s overall strategy, employee well-being
used to be considered separately from work tool design, etc.).

2 Human flourishing focuses on “meaning and self-realization and defines well-being in terms
of the degree to which a person is fully functioning” [8].
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2.2 Possibility-Driven Work Tool Design

Experience Design. The distinction between welfare and well-being is gaining more
relevance as economies drift away from the industrial paradigm. While welfare is often
focused on economic utility [16], well-being is lessmeasurable and includes non-rational
variables that contribute to human flourishing – closer to the eudaimonic tradition [17,
18]. Experience Design is a practice that prioritizes experience over usability and aes-
thetics [5]. Traditional approaches to the design of work tools have focused on provid-
ing features that are useful to human work while conveniently improving the interface
aesthetics and usability of the interface. Instead, designers should place experience and
human needs first and design experience-driven core functionality that directly addresses
these goals [7, 19]. In line with the goal of Experience Design, Positive or Happiness
Design has emerged as a practice with a specific focus on contributing to experiences of
positive affect – such as happiness and pleasure [20–22]. However, practical applications
of such practices can be challenging at two main levels: (i) defining the experience goals
and (ii) designing features that fulfill these goals [5].

Positive Design. ThePositiveDesignFramework is a helpful tool to navigate these chal-
lenges. It proposes three main components for design artifacts that enable or stimulate
human flourishing: virtue (i.e., “being a morally good person”), personal significance
(i.e., “pursuing personal goals”), and pleasure (i.e., “experiencing positive affect”) [23].
Much of the value of this framework comes from its general applicability to a broad
range of contexts and cultures. The framework does not prescribe specific elements
or instantiations of virtue, pleasure, and personal significance, but instead focuses on
universal factors of subjective well-being [5, 23].

Work Experience. The increased focus on experience and subjective well-being nat-
urally questions the nature and the meaning of work. While work primarily fulfills
welfare-based needs, a rich stream of literature shows that meaningful experiences are
also embedded into our work lives, suggesting that work can contribute to positive affect
and human flourishing [1, 3, 5, 24]. In a theoretical integration and review of the litera-
ture about the meaning of work, Rosso et al. [24] develop a framework that describes the
MechanismsofMeaningfulWork (MMW).These 13mechanisms are either self-oriented
or other-oriented. They include self-concordance, identity affirmation, personal engage-
ment, control or autonomy, competence, perceived impact, self-esteem, significance of
work, value systems, social identification, interpersonal connectedness, interconnection,
and self-abnegation [24].

Positive Design Framework for Work. Experience design [19, 22, 25, 26], positive
design [23], and happiness design [27, 28] have become well-known approaches for
consumer products, but have been under-represented in the design ofwork tools – despite
the growing interest in work-related happiness. The PDFWork is one of the few instances
of academic attempts to improve employee well-being through work tool design. It was
developed to help designers embody “meaningful experiences at work and a future of
flourishing,motivated employees” [5] by leveraging experience and positive design prin-
ciples. The PDFWork contributes to discussions about employee experience, experience
design, and interaction design by proposing a model that integrates important elements
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of work-related happiness and experience design into a streamlined designmethodology.
The authors argue that the first step to designing work tools that contribute to employee
happiness is to define experience goals. A suggested approach to defining meaningful
experience goals is to use basic human needs as a starting point.

Psychological Needs. Based on 10 original human needs [29] and models of user expe-
rience, Hassenzahl et al. [21] suggest that 6 needs are fundamentally relevant in the
context of Interaction Design: autonomy, competence, relatedness, popularity, stimula-
tion, and security. However, these are considered potential sources of positive affect,
meaning that they do not constitute a fixed set of rigid categories – researchers and
practitioners should feel free to add and remove needs from the list as they see fit. In the
context of this study, we choose to use the toolbox of 8 psychological needs proposed by
the Experience and Interaction Design working group as sources of positive experiences
[30] (based on [21, 29, 31, 32]), which adds physicalness and meaning to the original 6
needs.

3 Method

This study unfolds through a two-step methodology using an abductive approach. We
first conduct a case study and then build upon our findings to conduct a second qualitative
study and develop a design model.

3.1 Case Description

We investigate the case of a customer relationship management system used in theMBA
admission office of a Danish university. MBAs are a strategic area of the university’s
educational offering, as they are the most financially retributive. As a highly strategic
department, the MBA admissions Office’s functioning is closer to that of a corporate
organization than the rest of the programs it offers. To support its recruitment activities,
theMBAOffice implemented a Customer RelationshipManagement system specialized
in the student life cycle. This case study will focus on two specific MBA programs as
they both use the same CRM system – as opposed to their neighboring offices. While the
two programs have their respective admission teams, they share supporting functions,
such as the Marketing team. The team consists of one admissions manager and two
student assistants (one for each program).

The CRM system is used for a wide range of admissions-related tasks, including
collecting and organizing potential candidate data, conducting email campaigns, creating
event sign-ups, and processing applications. The scope of this investigation is narrowed
down to focusing on the email campaign function of the system.

Because the admission team delegates the task of formulating and sending email
campaigns to the student assistants in the marketing team, the primary users in this
study are the student assistants of the two programs.
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3.2 Methodology

The casewas selected because it is a critical example of a work tool primarily designed to
fulfill functional needs while providing usability. We conducted semi-structured qualita-
tive interviewswith two studentworkerswho are themain users of theCRMsystem– two
24-year-old female employees with respectively 1.5 years and 4 months of employment
at the MBA admission office.

In the first round of interviews, we used the HWID approach to discover the main
pain points of our users and use this insight as a basis for proposing a prototype.With the
first worker, we used contextual inquiry to unveil her role, goals, tasks, and pains while
understanding how she interacted with the CRM system. Based on this, we developed
the first iteration of a prototype using Adobe XD. In the interview with the second
participant, we conducted a usability test based on a think-aloud protocol to maximize
the rigor and replicability of the test. After the test, the prototype, as well as the CRM
system, served as probes to understand the participant’s role, goals, tasks, and pains
during our interview.

During our interview with the second participant, we were surprised to learn that
after only a few months of employment, she had just handed in her resignation from
the position. As this insight stood out during our analysis of the data, we decided to
search the literature to make sense of this new information and explore opportunities for
improving the experience of future employees. We used select elements of the Positive
Practice Canvas (PPC) [33] to guide follow-up interviews with both participants and
collect data that ultimately informed a sensitizing theoretical extension of HWID – the
Design forMeaningfulWorkExperiencesmodel. ThePPC is a tool developed to “support
designers with identifying concrete opportunities to improve wellbeing through design”
[33]. It is a visual interview guide made of different sections: profile, practice, meaning,
needs, skills, and material. The sections help identify a positive practice, understand
what needs it fulfills, and the required materials (or interfaces) and skills used during
the practice. The canvas was created to support “anecdotal design”, where specific and
sometimes individual practices are used as starting points for design ideation. Using the
anecdotal practices as inspirations, designers can come up with creative ideas for new
features or functionality that can be useful to other people as well as other contexts [33].

For this case study, the PPC served as inspiration in structuring user interviews.
Specifically, “practice”, “meaning”, “needs” and “skills” were used to build an interview
guide that was adapted to an online format and mindful of the fact that this interview
was a follow-up. The remaining sections (“profile” and “material”) were irrelevant in
this case, as these details were already provided in the first interviews. We analyzed this
data using the PDFWork and developed a user task flow based on the experience goals
we defined from the data. We also developed the second iteration of our prototype to
integrate the newly suggested features and functionality.

In the second stage of our research, we set out to refine and validate our proposed
model. We, therefore, recruited nine participants working in the fields of sales, mar-
keting, and management whose tasks involved the extensive use of an ERP, CRM, or
collaborative file-sharing system. Our goal was to expand the context of our model while
remaining within the scope of digital services. The participants were aged 22 to 35 and
were located in Denmark (1), the United Kingdom (1), and the United States (7). A gift
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card of a value of approximately 10 USD was offered as compensation for the partic-
ipants’ time. The interviews took place on Zoom, lasted between 32 and 46 min, and
were recorded and transcribed using Konch.ai (all resulting transcripts were processed
manually to ensure correctness). We used the same interview technique as during the
second round of our first-stage interviews: the Positive Practice Canvas.We analyzed the
data using the PDFWork and defined experience goals along with feature suggestions.

4 Findings

4.1 Findings from the Human Work Interaction Design Analysis

Users’ Tasks and Characteristics. The student assistants are in charge of sending out
campaigns and their tasks are similar. Tasks, characteristics, needs, and pain points of
the users were the main comparison elements in the study. Both users are 24-year-old
females, with no prior experience working with CRM systems. The first participant
has worked for the MBA office for 1.5 years, while the second participant had less
experience – 4 months. According to Participant 1, her and Participant 2’s tasks are
similar, with differences in how they execute them. Participant 2’s tasks focus on an
MBA program that receives fewer applicants, so she is more personally engaged in
contacting the applicants (i.e., phone calls, also resulting in a different way of selecting
email recipients). Participant 1 uses the email campaign function more often and is
engaged in more marketing tasks since she assists the marketing department, while
Participant 2’s job is more administrative and HR-related. For this paper, only tasks
related to the marketing campaign function of the CRM system were analyzed.

Users’ Problems and Needs. Both participants emphasized that the system is easy to
learn and use. Additionally, Participant 2 mentioned that the CRM system’s customer
support is fast and helpful. Participant 1 specified that the process of sending out cam-
paigns is intuitive. However, we found that Participant 2’s work is very manual and that
she sees certain functionalities as inconvenient or useless. Similarly, Participant 1 found
some functions inconvenient or lacking customization. The main user pain points during
the campaign setup process include messaging, audience sorting, and sending out test
emails. A sample of supporting quotes is presented in Table 1.

Messaging. This refers to the part of the campaign setup where email templates, visuals,
and copy are done. Besides limited editing possibilities, email templates can be accessed
in two places,which confuses the users. Themain problemswith themessaging functions
could be summarized as lacking customization, unintuitive, and leaving little room for
creativity.

Audience Sorting. Within an email campaign, users can select relevant recipients using
filters and tags. As it seems, users are involved in large amounts of manual tasks –
Participant 2 searches each recipient manually on a separate page because she cannot
find the relevant filters on the campaign level, while Participant 1 spends a lot of time
navigating filters and selecting each of them. Both users may therefore benefit from
improved audience sorting, especially in terms of geographical sorting.
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Sending Out Test Emails. Lastly, both users recognized that it is only possible to send
out test emails to their own email addresses. Since both users have to confirm campaigns
with their manager, improving this functionality could be beneficial.

Table 1. Sample of supporting quotes for the human work analysis

Messaging Audience sorting Test emails

Problem Limited customization;
hard to express one’s
creativity; non-intuitive
work-flow since templates
can be accessed on two
separate pages

A lot of manual work to
find relevant recipients;
the system lacks relevant
filtering options that
would help narrow down
the audience; many
useless functions; the
overwhelming amount of
filters

Only possible to send
test emails to oneself

User quotes “Formatting is very
limited, lacks visual
elements such as content
boxes, video formats”;
“Lack of functionality
limits creativity and that’s
why I only copy
campaigns”; “Campaign
functions are not put
together nicely”

“It takes too long to create
rules so I just search for
people manually”; “I
don’t think it would be
possible to make useful
filters, I don’t see how,
because there are so many
different people”; “There
are many useless illogical
functions when filtering
audiences on the
campaign”; “It’s almost
like there’s too much
customization, too many
possibilities”; “I just stick
to what I know”

“I have to confirm
everything with my
manager before sending
out the campaign”; “I
can’t send test emails to
anyone else”

The HWID analysis unveiled that users are engaged in a variety of manual tasks
and they need improved efficiency. The main pain points were identified as messaging,
audience sorting, and sending out test emails. Based on the insights and discussion’s
themes (functionality, user critically reflecting on how the system works), it appeared
that both shared a need for improved usability so they can become more competent.
When asked about specific usability elements that could be improved, both participants
indicated that the performance and stability of the system were satisfactory, whereas
task efficiency had room for improvement.

This stage of the research aims to propose a prototype based on the pain points iden-
tified in the above analysis, consequently creating value within the Industrial Paradigm
through faster production of email campaigns and less manual labor required to execute
them [11]. Consequently, a prototype was constructed to address these issues and served
as a connection between HW and ID (see Appendix I).
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4.2 Findings from the Positive Design Analysis

The Positive Practice Canvas helped identify tasks and activities that constitute positive
experiences for the users. Specifically, both interviewees mentioned design and copy-
writing activities as great sources of positive affect. Therefore, this is the positive practice
that we chose to analyze. Through discussing the participants’ creative practices (email
design and copywriting), we were able to understand what were some of their important
psychological needs, and specifically how the creative activities help fulfill them. Table 2
present a sample of quotes that helped us discover each psychological need.

Table 2. Psychological needs and sample of supporting quotes (case study)

Psychological need Sample of quotes

Meaning “I want to learn more practical things that are relevant to my studies”; “I
want to get experience with things that would help in my career”;
“Creativity is important because then the work would be more
meaningful”; “I feel I’m doing more valuable work for myself and the
company when I’m creating like I’m spending my time more usefully”

Stimulation “When I’m designing, I don’t even feel like I’m working”;
“Marketing-related tasks are the most exciting”; “You enjoy work more
if you can do your own ideas”; “I like creative things like design, it
doesn’t really feel like work”

Autonomy “I appreciate that my colleagues trust my copywriting skills enough that
they don’t feel they have to supervise me”; “I like to have brief
guidelines and then create”; “Boundaries like feedback, timelines are
important for me but it’s also important that they would let me do my
own thing”; “Flexibility and independence reflect my lifestyle”

Gaining a deeper understanding of the basic needs of our participants helped us
identify the mechanisms that made their work meaningful to them. This further helped
us define experience goals for redesigning the email campaign functionality of their
CRM system in a way that would address these needs and directly contribute to the
identified mechanisms.

Specifically,we found that creative taskswere a commonand redundant themeamong
our participants because they triggered feelings of self-concordance, personal engage-
ment, and independence. These mechanisms of meaningful work could be mapped into
the Positive Design Framework forWork components, leading to the adoption of experi-
ence goals based on the following three psychological needs: meaning, stimulation, and
autonomy. This analysis helped design a proposal for a digital experience that would
let users complete their work tasks in a more meaningful way, thereby improving their
job satisfaction and subjective well-being. A summary of our analysis can be found in
Table 3.

Based on our analysis, several features were considered as suggestions for improving
the user’s experience using theCRM’s email campaign function. Based on these features,
we developed user stories as a roadmap for our improved prototype.
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Table 3. Defining experience goals

Experience goals Explanation PDF component Mechanism of
meaningful work

Meaning Realizing the user’s own
goals and objectives
through accomplishing
work tasks

Virtue Self-concordance

Stimulation Getting enjoyment from
work tasks by embedding
personal hobbies into
practices

Pleasure Personal
engagement

Autonomy Feeling that one is the
cause of their own actions,
rather than being directed
into specific tasks

Personal significance Independence

The user stories induced from the HW analysis are: (i) users should be able to
schedule campaigns, (ii) users should be able to sort campaigns based on the recipient’s
geo-localization and/or citizenship, and (iii) users should be able to send test emails to
other employees.

With regards to the Positive Design analysis and newly defined experience goals,
we opted to combine all three into an element-based design section within the CRM
system – in the current version of the system, the design tab is hard to access and
inflexible, leading to the assistants sticking to the same templates. The user stories for
creating a positive experience that fulfills the needs for “meaning”, “stimulation” and
“autonomy” are: (iv) users should be able to add and edit text, (v) users should be able
to change existing colors and add custom colors, (vi) users should be able to add and
edit elements and (vii) multimedia files. The resulting user flow is visualized in Fig. 1
(the dotted lines represent tasks that were visually included in our prototype but not
functional).

Fig. 1. Suggested new user task flow
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4.3 A Sensitizing Model of Design for Meaningful Work Experiences

Because our data revealed new insight,we chose to trust the research process and embrace
the pivot. As a result, the afore data collection and analysis constitutes a combination of
HumanWork (HW), InteractionDesign (ID), and Positive Design (PD). Given the power
of this combined approach, we propose to conceptualize it into a sensitizing Design for
Meaningful Work Experiences model (see Fig. 2).

We argue that Human Work and Interaction Design provide the groundwork for
solving functional issues, including informing about users’ characteristics, problems,
and needs, the technology they work with, and how they interact with it. Positive Design
builds upon this practical understanding of a given case to help create an experience that
addresses pain points but also has the potential to improve employee experience and job
satisfaction. Importantly, Positive Design contributes to human flourishing by helping
design features that increase feelings of pleasure, virtue, and/or personal significance.

While it is common to only address one of the three areas in one design, such
a proposal should “avoid imparting any negative effects on the other two” [23]. In
our case, we learned from the interview that several features of the existing artifact
were pain points for the users – which means that other aspects of the design could
negatively impact the positive experience we were designing. Therefore, we deemed it
necessary to also address functional pain points that did not directly result in meaningful
experiences, because we believed that the negative emotions they could generate would
likely undermine the positive effects of our proposed design. We thus want to emphasize
that all three approaches have much to learn from one another and benefit from being
combined. While human work alone lacks the human-centered elements that unlock
meaningful experiences at work, positive design may lack the functional and contextual
understanding of a work environment. Finally, interaction design must learn from both
HWandPDso it can support functional andmeaningful user experiences – but interaction
design also has great potential to contribute to HW and PD by acting as a probe and
supporting effective communication between users, designers, and researchers.

The environment wherein an organization is embedded inevitably impacts all aspects
of the design and is reciprocally impacted by the users’ experiences – as such, it permeates
the whole structure. Our case revealed several instances of interaction between work,
the artifact, the workers, and the environment. One of the most telling examples was
that at the time of the data collection in April 2020, most of the Danish workforce had
been sent home to work remotely due to the COVID-19 pandemic. At the time, the
CRM system was desktop-based, and as a result, the student workers could not access
it remotely – therefore Participant 1 emphasized that an area for potential improvement
would be to make the software available on the browser and via a mobile application.
Both participants also acknowledged the customer support team of their CRM provider
who regularly makes adjustments to the system based on their feedback. This is not only
an example of the role of external stakeholders in the work experiences, but it also shows
that workers can influence their environment.
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Fig. 2. Design for Meaningful Work Experiences (DMWE) sensitizing model

4.4 A Validation of the DMWE Model

To test our sensitizing model, we conducted a new round of 9 semi-structured interviews
in May 2022. We summarize our findings hereafter.

Human Work. We started the interviews by asking users to describe their roles, goals,
and some challenges they encounter at work and when interacting with their work tools.
This provided a context for the discussion that followed – about their positive practices
and psychological needs. The participants’ goals varied from supervision duties (P4) to
marketing activities (P5, P6, P9), including data analysis (P3), customer satisfaction (P2),
project management (P7), etc. Many participants encountered relatively minor technical
challenges and software limitations, including lagging performance (P1, P9), system
complexity (P3, P6, P7), and a lack of integration of other business processes in the main
system (P4, P5, P6, P7). The bulk of their occupational challenges however is entangled
in their work environment. For example, P5 explains that a lag in customer responses
to feedback surveys slows her down and impedes her progress (“Delay in receiving a
response from satisfaction surveys. It discourages me because I need feedback from
customers so I can improve. When I don’t get it leaves me with no idea what to do”).
P4 recounts how a lack of direct interaction with customers led the company to set up
a physical suggestion book directly in the store. Every Friday, the sales team picks up
the book and uploads the suggestions to the CRM system where managers can access it
and further act on it. However, sales associates often linger in reporting the suggestions
which causes the managerial team to be stuck in their work and have to put in extra
work to go retrieve the suggestions. Workers develop interesting practices to overcome
some of these challenges, thereby being actors in their work environment. For instance,
P5 reports using WhatsApp conversations to overcome the inequalities in access to her
company CRM system’s internal communication channels. P6 explains how his team
adapted to a lack of integration by using two different laptops when performing data
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analysis on SPSS and going through qualitative customer feedback onMicrosoft tools or
dividing all projects into different parts so that different employees take care of different
parts of the analysis (“Right now you have to use two laptops, which makes work more
tedious. We’re used to it”; “Most times it doesn’t make me feel comfortable because
what I do so I don’t have so much stress, I assign most of the work to my colleague”;
“I would be happier, I would be grateful because it would […] make our work, our duty
run very smoothly. Because we would be able to scale our target”).

Positive Design. During the second part of the interviews, we employed the Posi-
tive Practice Canvas to steer the conversation away from problem-solving and towards
possibility-seeking instead.

Table 4 provides an overview of the positive practices identified and discussed during
the interviews. Some of them who were redundant across several participants were clus-
tered to simplify the analysis and demonstrate the transferability of anecdotal insight.
The analysis of positive practices helped identify and illustrate the different psycholog-
ical needs that workers evoked (see Table 5 for a sample of supporting quotes for each
of the eight needs).

To clarify the process, we can consider the specific instance of “learning”. P1, P2, and
P3 all reported experiencing positive affect when engaging in activities such as reading,
studying, or doing research. These activities created feelings of discovery, richness, and
excitement which are indicative of a psychological need for stimulation. They were also
sources of feelings of liberty, independence, and self-reliance – fulfilling the participants’
need for autonomy. Finally, participants shared described feelings of self-realization,
meaningfulness, and fulfillment through these activities, which we argue contribute to
their need for meaning. We further identified that these learning activities require time-
management skills (e.g., setting time apart to dedicate to learning, or making sure that
learning practices do not overflow on work tasks of higher priority) and the ability to
focus. Moreover, participants reported using a range of materials when they engage in
learning practices, including sources of content such as digital and physical documents,
note-taking tools (e.g., Microsoft Word), and ways to bridge this practice to other areas
of their work environment (e.g., shared documents to engage in collaborative learning,
calendar applications to define boundaries between learning activities and immediate
duties).

Table 4. Identifying positive practices

Positive practice Participants Social practice

Learning (reading, studying,
researching)

P1, P2, P3 Psychological needs: stimulation,
autonomy, meaning
Skills: time-management, focus
Materials: YouTube, web browser,
books, white papers, calendar app,
Microsoft Word

(continued)
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Table 4. (continued)

Positive practice Participants Social practice

Having conversations with
co-workers

P4, P5, P8 Psychological needs: relatedness,
meaning, stimulation
Skills: communication, availability
Materials: lunch break, office

Energizing snack P2 Psychological needs: physicalness
Skills: know what to choose
Materials: coffee, juice, meal

Writing content P3, P9 Psychological needs: meaning,
stimulation
Skills: proficiency, vocabulary,
competence
Materials: pen and paper, Microsoft
Word, digital notepad

Organize company trips P4 Psychological needs: stimulation,
relatedness
Skills: relationship management
Materials: trophies, budget, employees

Listen to music P6 Psychological needs: stimulation,
meaning
Skills: focus, music selection
Materials: iTunes, playlists, AirPods

Stretching P6 Psychological needs: physicalness
Skills: be quick and effective
Materials: none

Time-pressured tasks P7 Psychological needs: competence,
stimulation, popularity
Skills: efficiency, organization, Excel
skills, focus, prioritization, time
flexibility
Materials: Evernote, Excel,
iMessage/WhatsApp,

Helping co-workers P1, P3, P5, P7 Psychological needs: popularity,
competence, meaning, stimulation,
relatedness
Skills: leadership, social,
communication, counseling, charity,
care, accountability, professionalism
Materials: coffee, lunch, online
resources about mental health

Keeping paper records P1 Psychological needs: security,
competence
Skills: professionalism, accountability
Materials: printer, digital and physical
diaries, sheets of paper, digital and
physical records
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Table 5. Psychological needs and sample of supporting quotes (validating study)

Psychological need Interview quotes

Stimulation “I like to work on pressure”; “Sometimes, even if it’s a boring task – but
something different than what I usually do on my day-to-day basis, I like
to change a little bit”; “It’s fun for me on a daily basis because I learn
each and every day”; “Often, I go for lunch with colleagues, making fun,
having chats of different software, how the future is going to look like in
the software market. It’s often very fun and interesting”; “I love
researching more, reading more about a particular product that might be
new”; “What I love about writing is that you know, you get to come
across new words and this helps increase your vocabulary”; “Music gives
me more energy, it serves as a renewal, it gives me more motivation”

Competence “The whole process wasn’t something I’d done before. And I was happy, I
was able to do it right the first time”; “Wow, well my day is always hectic
but at the same time, I love my day because I always accomplish
whatever I have to do for the day”; “What really interests me is see how
the content gets to generate more sales. I love it when I see those contents
attract people, it makes me feel good about myself, it shows the work I’m
doing is productive”

Popularity “They trust me to do it. I like it. […] So I feel really happy if I know that
they chose me to do something”; “When someone acknowledges you,
saying ‘thank you’, when the person sees your worth, you feel valued.
And you feel happy”;

Autonomy “And I also really appreciate how he gives me like freedom and flexibility
to do things my own way”; “As you’re working, you don’t need to wait
for your boss to come out and tell you everything”;

Meaning “I choose to be professional because I want to be professional, because I
want to do a good job, because I want my company to actually stand
strong, I want customers to always give us a 5-star feedback”;
“[Learning] is important to me because I’m doing it for the better mental,
and to broaden my knowledge”; “When I’m writing I really get inspired,
you know? I love writing. It’s part of me. I think it’s one of my favorite
activities, I love it”; “[Knowing how my colleagues feel] is very
important to me because I believe in teamwork”; “If we should have
music in the software it would actually change the orientation because I
would feel like I’m working for myself, I’m working in my home – this is
my project and I’m not working for the business. If I feel like I’m
working for someone, then I can’t really concentrate”

(continued)
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Table 5. (continued)

Psychological need Interview quotes

Physicalness “[Drinking coffee] makes my brain to be calm, my nerves to be calm, and
I feel relaxed while using the computer”; “I stretch, it’s some exercise – if
someone can sit for 6 h, man! You start to feel the pain. You need to stand
up, stretch, sit down and continue working”; “[Taking care of your
physical health even when you’re at work] is the major priority, because if
you’re not physically fit, you can’t work for long, then you can’t meet
your goals”

Relatedness “I have the love for everyone around me, and I love my social network,
the community”; “Sometimes if I’m lost or if I need their help on
something I go and ask and they will be willing to help me and they will
not ask for anything in return. And they will do this thing to just help me
with what I just showed them – and I’ll feel happy”; “My happiness is
when my employees are happy”; “[When my colleagues are struggling] it
gives me the urge to encourage the person”;

Security “I have a diary, I keep physical records. It’s compulsory […], to do a good
job, you also need to have backup plans”; “Prompt responses to duties by
my co-workers – that makes me so happy my co-workers responding to
their duties”

Experience Goals. Based on our Human Work analysis and Positive Design insights,
we were able to use the psychological needs to develop experience goals. These expe-
rience goals served as guidelines to develop creative ideas for features that enable or
stimulate human flourishing. They do so by fostering positive affective experiences, but
also by alleviating pain points through functional or “palliative” design. Table 6 provides
a sample of selected experience goals. To define a new experience that bridges positive
design and meaningful work, we collected interview quotes supporting each psycholog-
ical need and sought to understand how they relate to elements of the Positive Design
Framework and the Mechanisms of Meaningful Work, following the methodology of
the PDFWork.

Table 6. A sample of experience goals

Psychological need Definition of experience
goal

PDF components Mechanism of
meaningful work

Stimulation Giving the user
opportunities for
self-fulfillment through
autonomous discovery
and exploration while
doing their job

Pleasure, virtue,
personal significance

Personal engagement,
autonomy

(continued)
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Table 6. (continued)

Psychological need Definition of experience
goal

PDF components Mechanism of
meaningful work

Relatedness Help users develop and
nurture healthy
relationships with
co-workers

Virtue, personal
significance

Interpersonal
connectedness,
interpersonal
sensemaking

Meaning Make it possible for
workers to embed their
personal passions and
values into some of their
work tasks

Pleasure, virtue,
personal significance

Self-concordance,
identity affirmation,
personal engagement

Competence Automate the
instantiation of workers’
ability to achieve their
goals

Virtue, personal
significance

Personal control,
self-efficacy

Thenewlydefined experience goals then served as probes for us to ideate new features
or functionality to be implemented into the work tools discussed with the interviewees.
Table 7 provides a brief sample of the output of the ideation process. These proposed
features are not meant as unique or ideal solutions but serve as evidence that combining
human work analysis with the sharing of positive anecdotes can generate potentially
valuable creative output.

Table 7. Examples of new features based on experience goals

Experience goals Example 1 Example 2 Example 3

Stimulation AI-powered chatbot
that recommends online
resources for self-paced
learning based on
worker’s repeated tasks

Development of
e-learning modules in
partnerships with
universities and MOOC
platforms

Designated notebook
available within the
main work system to
facilitate and centralize
learning

Relatedness Develop a
communication system
based on topical
channels using
conversation prompts
with different levels of
privacy based on role
and hierarchy

AI-powered calendar
feature to find free
times and probe
workers to use them for
social activities

Create a function within
a collaborative system
to send digital/physical
gifts to co-workers
when they complete a
task or assignment

(continued)
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Table 7. (continued)

Experience goals Example 1 Example 2 Example 3

Meaning Create a personal
dashboard where
workers can curate
content that helps them
feel better (e.g., music
playlists, mindfulness
exercises, stretches)

Scatter artwork, pop-up
inspirational quotes,
and well-being tips
throughout the interface

Generate a cyclic
survey that asks
workers about the
alignment between their
personal preferences
and work tasks

Competence Track worker’s
completed tasks (e.g.,
sent email, launched
campaign, reconciled
transaction) and show a
list of completed tasks
when the worker logs
off

Create a space where
co-workers can keep
track of their
achievements (i.e.,
journal or diary)

Automatically prompt
the worker to create a
printed record of newly
created digital
transactions

5 A Refined Model of Design for Meaningful Work Experiences
(DMWE)

The first stage of this study was a stepping stone to understanding the complexity of
improvingwork experiences throughwork tool design– anddiscovering the relationships
between Human Work, Interaction Design, and Positive Design. It enabled the creation
of a sensitizing model that stimulated the second stage of our study and encouraged
us to further explore the potential of our research opportunity. The second round of
interviews provided a variety of experiences and contexts that were lacking in the initial
study. This richness helped better capture coherent patterns and relationships that were
only emergent in our sensitizing model.

In our refined model of Design for Meaningful Work Experiences (see Fig. 3), we
first clarify the relationships between Human Work, Interaction Design, and Positive
Design. We argue that Human Work has a revelatory role in Positive Design. Because it
emphasizes employees’ roles, goals, and challenges, it facilitates the discussion between
researcher/designer and worker in a way that reveals positive practices at work. In many
cases, positive practices emerge where workers experience challenges or achievements
concerning their roles and goals. For example, P6 evokes challenges in the configuration
of some of his tasks, which generate stress and make his work tedious. Soon after, when
we probed him to think about positive practices, he immediately thought of listening to
music – which he does when he feels stressed (“I play my music to ease the stress, so I
get to worry less”). This naturally led him to come upwith the idea of embedding amusic
player within the CRM system he uses for work. We argue that moving from functional
design/problem resolution toward positive design results in a “creative inversion” where
we turn negative practices or experiences into opportunities for positive experiences. This
creative inversion results in concrete artifacts (design guidelines, prototypes, features)
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that contribute to human flourishing. In other words, we suggest that Positive Design is
a mediator between Human Work and Interaction Design in that it prevents researchers,
designers, and users to get stalled and instead fosters open conversations conducive to
creative ideas.

Second, we refine the role of the environment. Our data showed that the role of
the environment is complex, plural, and multidirectional. It primarily acts as an enabler
or as an inhibitor. In the relationship between Human Work and Positive Design, the
environment can be an inhibitor to how people exteriorize or even experience negative
experiences, challenging the process of creative inversion. On the other hand, it may in
some instances serve as an enabler of Positive Design. Returning to the example of P6’s
music – he can use AirPods at work, which enables him to turn stressful triggers into
an experience that he describes as meaningful and significant. If his work environment
made it impossible to use earbuds in the office (organizational culture, corporate policy,
large amount of phone calls or meetings, etc.), it would act as an inhibitor instead. The
environment similarly impacts the development of Interaction Design through Positive
Design. In our case study, the CRM system used at the Danish university has a customer
support teamwho is willing and able to make quick customizations to the software based
on direct conversations with the student workers. In this case, the environment acts as an
enabler. Less accessible vendors would instead inhibit the development of Interaction
Design through PositiveDesign. Finally, we emphasize that users, artifacts, and practices
reciprocally influence the environment, by enabling or inhibiting environmental change –
either in theway they relate their work experiences to positive experiences (HumanWork
to Positive Design) or in the way that they interact with positive artifacts (Positive Design
to Interaction Design).

We would like to note that the relationship between Human Work and Interaction
Design in our model of Design for Meaningful Work is faithful to what is described in
the Human Work Interaction Design framework [9, 10].

Fig. 3. Design for Meaningful Work Experiences (DMWE)
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6 Conclusion

Our model describes a new methodology that emerges through the implementation of
Positive Design into the relationship between Human Work and Interaction. Creative
inversion is an emergent design technique that can help foster creativity by facilitating
communication between researchers, designers, and users. User experience research has
developed several studies and frameworks using Positive Design. However, less research
was conducted in the workplace, and most was focused on pragmatic design [5].

First, we successfully applied the Positive Practice Canvas to a workplace context,
suggesting that the guide is also relevant for fostering communication around interaction
with work products and not only consumer products.

Second, we expand the empirical field of work tool design and contribute to research
on positive/experience design and work experience by using the PDFWork and devel-
oping a new model of Design for Meaningful Work Experiences. The first iteration of
our model had already received attention from Human-Computer Interaction scholars,
suggesting that there is a need for continuing academic research that can build bridges
between Human Work, Interaction Design, and Positive Design [34]. We, therefore,
encourage other researchers and practitioners to use our model to inform their work and
stimulate fruitful conversation with users – for example, an action design study could
help validate the model through a real-life intervention that would make it possible to
measure the concrete outcomes of the model.

Acknowledgments. I would like to expressmy gratitude to Torkil Clemmensen for his thoughtful
feedback and continued encouragement to pursue this study, as well as to Gabija Bogdzeviciute
and Yeeun Kim for their contributions to the data collection and analysis of the preliminary case
study.

Appendices

Appendix I

See Figs. 4, 5, 6 and 7.

Fig. 4. From left to right, original FF and prototype.
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Fig. 5. From left to right, entering the campaign area and audience rules settings.

Fig. 6. “Email content” area on the prototype.

Fig. 7. Full overview of the prototype (A recorded demo of the prototype can be viewed here
(https://youtu.be/7baPqqMsNYM)).
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Abstract. Innovation is a team sport that requires interdisciplinary col-
laboration. This study discusses how design thinking methods can be
adapted to support such collaborative AI innovation and Human cen-
tred AI (HCAI). We propose an enhancement to the traditional double
diamond framework, by adding a notion of “data discovery” alongside
problem discovery. Further we propose the use of “data user stories” to
not only communicate user tasks and user goals, but also document input
and output data of a given process.

Keywords: Design thinking · Artificial intelligence · Machine
learning · Requirements engineering · Design process

1 Introduction

Problem-solving with AI should involve multiple interdisciplinary perspectives
with contributions from domain experts, designers, end users and other stake-
holders, who might not have a scientific or technical background - in addition to
scientists and engineers who represent the AI/ML expertise.

In this short paper, we make a case for enhancements to the design process
and design thinking methodology in order to provide a framework for a more
inclusive and participatory AI innovation process. We discuss the need for a data
discovery, alongside a focus on information handling and cognitive tasks for the
discovery and definition of the problem space, as well as the need for semi-
functional prototyping and experimental evaluation of user centered metrics for
content that is dynamically created in early AI experimentation.

2 Background

Design Thinking describes a human-centered approach to requirements engi-
neering and the design of products and services [1]. Such approach commonly
considers “end-users” (i.e. people that are going to use the system or service),
“domain experts” (i.e. people that have knowledge about the domain, systems,
processes or data in the scenario under investigation) or other “stakeholders”
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(i.e. individuals or groups that are impacted by the system) [2]. Design thinking
methods can also be applied to AI innovation [3].

Human Centered AI has been adopted as an umbrella term to describe meth-
ods for the design of AI systems [4], and related challenges for human involve-
ment in the creation of Machine Learning (ML) systems [5], human computer
interaction (HCI) with AI systems [6], AI explainability [7], interactive Machine
Learning (ML) [8] and human in the loop systems [9].

Frameworks for data science exploration, such as Knowledge Discovery in
Databases (KDD) [10] or CRISP-DM [11], tend to focus more strongly on data
processing and data-driven solution exploration. The gap of frameworks for prob-
lem discovery, problem definition, problem-led requirements engineering and cre-
ative problem solving for AI innovation motivated this paper.

Fig. 1. Illustration, Knowledge Discovery in Databases (KDD) [10]

Knowledge Discovery in Databases (KDD) [10] provides a framework for
data pre-processing, transformation and data mining, see Fig. 1. CRISP-DM
[11] describes phases to understand the business need, gather and clean data,
model and evaluate the results, see Fig. 2. Both frameworks informed the defi-
nition of the data discovery phase (Sect. 4.2). Steps described in CRISP-DM for
initial requirements gathering and interaction with business stakeholders further
informed the problem discovery phase (Sect. 4.1).

Fig. 2. Illustration, CRISP-DM [11]
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Standards and frameworks for user-centered design [2,12], and design think-
ing [13] present phases for requirements gathering, design and user-centered eval-
uation, which informed the description of problem discovery (Sect. 4.1), solution
exploration and prototyping (Sect. 4.4), see Fig. 3.

Fig. 3. Illustration double diamond design process [13]

3 Method

The exploratory approach presented in this paper (Sect. 4) has been developed
based on a review and combination of existing frameworks for data science exper-
imentation and design thinking (Sect. 2). The framework has been validated and
refined through review with internal subject matter experts. It further has been
applied to structure phases for discovery and experimentation in internal innova-
tion projects with interdisciplinary teams of data scientists, designers and devel-
opers. While this study does not present a formal evaluation of the framework,
we could observe how a shared terminology helps project teams and project
stakeholders to articulate and align on project phases, manage expectations and
project resources.

4 Triple Diamond

A double diamond framework [13] has commonly been used to describe a design
process that focuses on “problem discovery” first, and problem led “solution
exploration” second, see Fig. 3.

Activities during “problem discovery” (e.g. semi-structured interviews, qual-
itative and quantitative user research and problem definition) aim to under-
stand “what” is the right problem worth solving, whereas “solution exploration”
(e.g. design sprints, conceptual and detailed design, and user testing) focuses on
“how” to solve the problem right. Design thinking, with its focus on the investi-
gation of the problem space and collaborative creative problem solving can infuse
AI innovation with a richer and more appropriate problem definition, empathy
with end users and co-design with domain experts. While frameworks for data
science exploration focus on investigation of data constraints and opportunities
for data analysis, they might lack such a human-centered perspective.
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Fig. 4. Illustration, triple diamond design process

The balance between “user need” and “data constraints” might seem like
a “chicken and egg” problem. However we argue that strong opportunities for
AI innovation need to stem from both, a detailed understanding of the prob-
lem space, end-user pain points and current processes, as well as constraints
and opportunities based on data, its availability and accessibility. We therefore
propose a framework that adds a third “diamond” for “data discovery” to the
design process, see Fig. 4.

On the one hand, both discovery streams “filter” the set of relevant problems,
from a perspective of problems that are relevant to the user, as well as problems
that can be related to data. On the other hand, both activities also “update” the
understanding of the problem space. Learnings from user research might offer a
more systematic view beyond individual silos. Insight from the data discovery
might flow back and update the understanding about the business problem.

4.1 Problem Discovery

When it comes to problem discovery, user research helps prioritize and “filter”
problems that are relevant to end users.

On the one hand, limited knowledge about customer workflows and pain
points has been shown to pose the highest difficulty for the design of Machine
Learning (ML) based systems [14]. Frameworks for requirement engineering
describe elicitation and analysis of requirements [15], but often lack phases for
user research and requirements elicitation with end users or stakeholders and
hence lack contextual understanding to inform requirements. On the other hand,
existing user research methods, such as task analysis or “Jobs To Be Done”
(JTBD) [16], provide great tools to investigate and analyse end user tasks and
desired outcomes but lack precision for the identification of problems worth solv-
ing with AI systems.

We therefore argue that problem discovery for AI innovation ideally combines
established user research methods with methods that further focus in on the
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Fig. 5. Subset of problems worth solving with AI

investigation of “information handling” and “cognitive tasks”, see Fig. 5. Such
tasks might involve handling and manipulation of information and data. Cogni-
tive tasks might for example involve learning about new unknown information,
searching for specific, known, information, relating information and data points,
or creating new information. In previous research, we show that refining user
stories with a focus on such “cognitive tasks” can enable workshop participants
to come up with ideas that are more relevant for AI innovation [17].

4.2 Data Discovery

Problems worth solving with AI, are problems that represent a real pain point
for end users or other stakeholders, as well as problems that are related to data,
see Fig. 6. AI driven solutions require information that is available and accessible
as digital data. Data structure, formats and access inform and limit the choice
of AI methods during solution exploration.

Data can be defined as facts or information used usually to calculate, ana-
lyze, or plan something, or any information that is produced or stored by a
computer [18]. In the context of the proposed methodology, we consider it as
information that is accessible to the AI/ML system. Exploratory data analysis
constrains the problem space to problems that are related to accessible and avail-
able data. Drawing parallels from research in creative problem solving and the
“double diamond” framework [13], we propose to add yet another “diamond” for
“data discovery”, see Fig. 4. Divergent parts of such data discovery involves all
steps necessary to source and explore data sets. Convergent parts of this phase
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Fig. 6. Subset of problems feasible and worth solving with AI

include initial analysis of the data, creation of a “data inventory” with descrip-
tive statistics and example data points, as well as transformation of the data,
and preliminary testing.

A data inventory phase might help represent and quantify the problem area
more holistically. Descriptive statistics help understand the current state. Infer-
ential statistics enable us to abstract assumptions beyond the available data
to the entire problem area often in a form of various hypotheses. In the past
few years the use of AI and ML technologies grew exponentially, however, the
widespread sophistication of matching problem statements and use cases did not.
Research in this area aligns to the perceived need for a more robust and human
centered requirements engineering process for AI/ML systems [19]. While often
being seen as a technical and quantitative process, requirements engineering has
qualitative aspects [20] and can be seen as a creative problem solving process
[21]. These qualitative aspects are’uniquely human’ and’of intuitive nature’ and
are the basis of human-in-the-loop requirements engineering [20].

Without initial problem discovery and problem definition, technical profes-
sionals with limited or no understanding of the subject matter, struggle with
designing the right AI/ML systems [14]. Typically, the technical focus shifts to
the search for further data sources, analysis of the data, defining technical speci-
fications (e.g.: explanaibility), as well as agreeing verification and validation [15],
rather than challenging or delving deeper into the initial problem definition.

4.3 Data User Stories

Requirements are commonly captured in “user stories” [22], that describe user
persona, task and user goal, see Fig. 8. In such a form they might be used through-
out a design sprint, or agile software development. However, such requirements
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might lack details about the data lifecycle that are required by data scientists
to choose relevant AI methods and approaches (Fig. 7).

Fig. 7. Simplified illustration of a user story, see also [22]

General business process management frameworks, such as “SIPOC” (Six
Sigma [23]), require not only the description of the supplier and customer, but
also description of the specific input and output of a business process. Data
scientists’ creative problem solving require more specific detail on “input data”
and “output data” [17], in order to come up with suitable approaches.

Fig. 8. Illustration of a data user story

We therefore propose the notion of “data user stories” that encapsulate both,
the end users’ goals as well as the data that is involved in the process. We propose
to enhance “user stories” as defined by Patton and Economy [22], with detail on
the“data” that is used in a task or process [17], see Fig. 8. This would allow to
enrich requirements definition with a notion of “expected input data” as well as
“desired output data”. “Expected input data” incorporates any information or
requirements around the data sets, features, or human readable information that
is required for a task, prior to any further data manipulation. While “desired
output data” outlines the expected output, formats of output, ranges of data
after the manipulation in the main task that is described in the user story.

4.4 Prototyping and User Centered AI Metrics

Finally, the creation of prototypes during solution exploration has been presented
as a major challenge for AI Innovation [24]. On the one hand, user experience
(UX) methods support prototyping and testing of conceptual designs, interac-
tion design and end user experience - such as Wizard of Oz [25] experiments or
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interactive prototyping (e.g. Axure1, Figma2). However most tools only support
testing with static content, i.e. content or interaction that has been defined by a
designer prior to the experiment. On the other hand, data science tools, such as
programming environments (e.g. juypter notebooks3 [26]), semi-functional pro-
totyping (e.g. Streamlit4, Shiny5) and web app development (e.g. Flask6) enable
a scientist or developer to experiment with dynamically generated content and
code, but only support design and testing with end users in a limited way. There
seems to be a gap for rapid prototyping with dynamically generated content [27]
and experimentation with end users and other stakeholders. Prototyping and
testing AI/ML systems poses challenges:

– For dynamically generated content, the system would need to show pre-
trained results. Retraining models during testing would likely introduce unac-
ceptable latency.

– Testing the performance of the modelling requires the model to have been
trained on a broad range of the data. Certain subsets of the data could give
misleading results.

– Model Ops - the architecture layer to dynamically generated content is diffi-
cult to create as a low-fidelity option.

While there is a wealth of statistical and mathematical methods to assess
AI and ML systems on data centric methods (e.g. f1/precision/recall [28], loss
functions [25]), we argue that HCAI lacks a framework and metrics for the early
evaluation of end users’ experience with “dynamic content” [27], i.e. content,
hierarchies, classification or navigation that are generated at runtime. Previous
research [29] explored the interaction of “precision” and “recall” [28] and a notion
of “task support” in an experimental setup. A dimension to this consideration
is that non-technical domain experts evaluating the dynamic content often lack
understanding of technical performance measures [15].

Similar to the development of tools for the evaluation of information archi-
tecture (e.g. OptimalWorkshop7, UserZoom8), further work should expand on a
framework of experimental methods and metrics. Such guidance could facilitate
collaboration between User Experience (UX) and Data Science professionals, in
order to allow for evaluation and testing of dynamic content in throwaway pro-
totypes or surveys with end users as early as possible with the least amount of
effort.

1 Axure RP, http://axure.com.
2 Figma, http://figma.com.
3 Jupyter, http://jupyter.org.
4 Streamlit, http://streamlit.io.
5 Shiny, http://shiny.rstudio.com.
6 Flask, https://palletsprojects.com/p/flask/.
7 OptimalWorkshop, https://www.optimalworkshop.com.
8 UserZoom, https://www.userzoom.com.

http://axure.com
http://figma.com
http://jupyter.org
http://streamlit.io
http://shiny.rstudio.com
https://palletsprojects.com/p/flask/
https://www.optimalworkshop.com
https://www.userzoom.com
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5 Discussion

In this short paper we presented a number of different ideas how existing design
thinking practice and process could be adapted to support AI innovation. We
presented the analogy of a triple diamond, that integrates a data discovery step,
the notion of a data user story to capture requirements relevant to data science
and finally the need for experimentation with dynamic content and user centered
AI metrics. We hope that these ideas might assist interdisciplinary teams to
coordinate the discovery of user needs and problem space alongside the study of
constraints and opportunities based on available and accessible data.

We argue for the need to bridge the gap and facilitate collaboration between
scientists and domain experts, in order to not only explore the art of the possible
in terms of technology and science, but also solutions to relevant problems in
terms of domain and context. We provide a framework with some terminology
to support various levels of discovery and prototyping.

Further research and a more in-depth look at the cadence and sequence of
interaction of different stakeholders during discovery is needed, in order to better
understand how problem discovery and data discovery can “update” problem
definition as well as “filter” the problem area to problems that are both relevant
to end users and domain experts and feasible for AI driven solutions. We hope
that the ideas presented in this paper can build upon and link together references
in design thinking and data science experimentation.
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Abstract. Artificial Intelligence (AI) is increasingly transforming and reshap-
ing human interactions, severely impacting organizational processes and opera-
tions. However, it faces substantial challenges, such as collecting, evaluating, and
anonymizing data, which brings along privacy risks for sensitive user data and
tends to diminish the human perspective as the principal focus of many activities
in our world. The relationship between Design Thinking (DT) and AI is mean-
ingful on two interrelated and reciprocal levels: (1) The impact and perceived
benefits of AI on the DT process; (2) DT as an important concept to understand
the opportunities offered by the combination of AI with Blockchain and the Inter-
net of Things. Hence, we investigate human-centered use-cases building on AI,
Blockchain, and IoT by interviewing experts such as entrepreneurs, technology
researchers, investors, and academics.We find that AI significantly affects stream-
lining and enhancing the DT process while the DT process offers great potential
to create human-centered use cases leveraging AI, Blockchain, and IoT. Notably,
we suggest that the DT process should pay particular attention to industrial and
organizational capabilities during the empathize and define stages, the process
performance requirements throughout the ideation and prototyping stages, and
the output at the testing stage.

Keywords: Design thinking · Artificial intelligence · Convergence ·
Blockchain · Internet of Things · Autonomous systems

1 Introduction

Artificial Intelligence (AI) is playing an increasingly important role in our world today,
impacting individuals, societies, organizations, and ecosystems [1–3]. While few AI-
driven technologies already exist in the form of self-driving vehicles and self-learning
algorithms, credible and scientifically grounded short to mid-term future scenarios pre-
dict an outlook where AI will play a significantly more substantial role than it already
does today [4, 5]. Governments, states, cities, and organizations will all be linked to and
impacted byAI-driven networks that help such entitiesmake sense of the ever-increasing
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amount of data generated by human and non-human actorsworldwide [6].However, indi-
viduals will also be progressively affected by AI, as it will help humans organize their
lives, careers, hobbies, and personal networks and eventually might even help them find
the best-suited relatives[7]. With the concept of Design Thinking (DT) having proven to
be one of the most used organizational innovation practices in recent years [8], we rely
on its foundational principles to discover the key drivers of human-centered use cases
based on AI, Blockchain, and IoT.

Vitalik Buterin introduced Decentralized Autonomous Organizations (DAO) as
autonomous organizations living upon the Blockchain and fostering “automation at the
center and humans at the edge” [9]. In that case, we inquire about a framework for
“autonomously run systems” based on AI, IoT, and Blockchain, featuring humans at
the center and automation at the edge. By extending the scope of the need for further
DT and AI research to AI, Blockchain, and the IoT, we attempt to provide a canvas for
resolving the structural complexity of potential AI, Blockchain, and IoT-based solutions
to real-world problems. Our research follows the principles of design as aggregated by
Lietdka et al. [10] and augmented by Verganti et al. [11]: people-centric, abductive, and
iterative.

Our findings contribute to the industry-specific literature [12] and the technolog-
ical convergence discussion [13] while adding to the understanding of AI in the DT
process. From an industry perspective, Sodhi’s [12] survey on supply chain managers’
user experience with emerging technologies outlines the lack of user-centricity as one of
the constraints to broader adoption. The article further encourages research on failure,
success factors, and conceptual models with affordances, constraints, and goals. From
a technological convergence perspective, Sick et al. [13] call for models highlighting
convergence patterns and drivers and exploring the political, societal, and environmental
drivers of convergence. Our results add elements to the conversations mentioned above
as we offer a design framework for human-centered autonomous systems based on AI,
IoT, and Blockchain, and secondly, display the drivers of the technological convergence
of Blockchain, AI, and IoT.

2 Design Thinking and Technology

2.1 Extant Knowledge About Design Thinking and AI

While AI plays a significant and growing role in our societies, our human behavior
trains AI and therefore lays the foundations for smart artificial systems to learn from.
AI, however, is not only limited in its role to increase levels of efficiency and effective-
ness throughout organizations but is also as a key driver of sustainability - by reducing
human activities’ energy intensity [14]. Ultimately, AI will not only undermine the basic
principles of design but also impact design practices by creating instantaneous feedback
loops beyond traditional quantity and speed limits [11]. Design Thinking (DT) plays a
crucial role in embedding intelligent algorithms into our lives, organizations, and work-
flow patterns [15]. The DT concept “helps us take a step back and remain open-minded,
consider alternative points of view, watch for bias, recognize adjacent possibilities, and
innovate” [16]. The Design Thinking method consists of five well-defined key steps,
which we will carefully investigate for their suitability with artificial intelligence. The
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five steps are: Empathize, Define, Ideate, Prototype, and Test [17–20]. In the following
section, we will investigate each stage of the DT process and its interplays with AI.

Empathize. The initial stage of DT aims at empathizing with a situation by gather-
ing the relevant pieces of information needed afterwards. Empathize stage’s activities
often involve interviews, surveys, literature research, and open conversations [21]. AI
is particularly suited to aggregate, process, categorize and analyze vast amounts of data
that can directly or indirectly influence the decision-making processes [22]. Thus, by
expanding the set of the Empathize stage using Alternative Data, data richness reach
a threshold previously impossible [23]. While AI enables to tap into Alternative Data
funnels, such as social media platforms, it can also be used to mine more traditional
sites such as blogs, websites, newspapers, and archives [24]. These steadily increasing
data pools either require the availability of tremendous human resources or AI-enhanced
processing capabilities to streamline and “make sense” of the data [25]. AI can therefore
substitute not only the described data gathering and extraction processes but also the
storing, classification, codification, and preliminary analysis of the information, sav-
ing humans significant time and creative potential, which can be redirected at more
promising stages of the DT process [15].

Define. While the gathering and collecting of extensive feedback data build the critical
foundation for the following stages of the DT process, the resulting organization and
categorization of information around the situational needs, problems and expectations is
a structurally complex and challenging task [26]. If it is essential during the Empathize
stage to gather neutral and non-judgmental feedback to better understand the situation
at hand [19], the Define-stage narrows feedback down and classifies feedback segments
into appropriate clusters. In that regard, AI is particularly suited to perform tasks such as
categorizing and labeling large amounts of data, either by applying inductive or deductive
technologies such as neural networks, groupmethodof data handling (GMDH), statistics,
inductive production rule generation, genetic algorithms, or case-based reasoning [27].
AI supports humans in distilling the most relevant information from the data pool,
defining the problems, and funneling the information into distinguishable, relevant, and
concrete artifacts featuring a respective function, behavior, and structure [28]. Once the
artifacts have been elaborated, AI can further assist with organizing group encounters,
storing the findings safely in cloud architectures. It also has the ability to improve
the challenging traditional archival processes, prone to document loss and theft, and
preventing the possibility of reassessing and reevaluating years after, meaning that many
of the then undiscovered learnings were lost forever [29].

Ideate. As the number of ideas gathered plays a major role in the Ideation stage and
at least temporarily trumps quality [26], AI is an important toolkit to enhance this step.
It is imperative to withhold instant feedback and judgmental comments concerning the
quality of ideas and artifacts obtained during the Define stage. Therefore, potential short-
comings of AI-based reasoning and decision-making algorithms [30] play a lesser role
than during other stages of the DT process, while human reasoning and abstraction have
a greater stake.With a particular emphasis being placed on the novelty aspect of the ideas
being generated during this stage [19], AI can further assist by applying specific filters
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such as date, time, range, region, and topic in addition to real-time statistical analysis
on parameters such as keyword/public interest over time or keyword/availability/price
of resource over time [31]. However„ AI’s most significant potential during the Ideate
stage may lay within the controlled use of alternative data. While the information gath-
ered during the Empathize stage and the artifacts established during the Define stage
provide excellent training data for AI systems, the algorithm’s consistency and reach
can significantly contribute to the quantity and diversity of ideas gathered. If, in the
traditional process, the quantity and diversity of ideas gathered are bound to the number
and background of people involved, AI has the potential to enlarge that pool and bring
ideas to the participants that otherwise neither could have been considered nor discussed
or evaluated [15]. By supporting an organization to overcome many hurdles within the
DT process, such as scalability, and increasing its learning and adaptation capacities
in instant feedback loops, AI directly impacts and at least partially solves some of the
problems encountered during the Ideation stage of a human-centered DT process [11].

Prototype. AI plays a critical role during the final stages of the DT process [15]. The
creative processes are streamlined during this stage into actionable prototypes, and ideas
become a reality [20]. While the previous ideation phase focuses on the unrestricted
generation of a diverse and broad range of ideas and visions, the final stages involve
selecting the ‘best’ or most ‘fit’ or ‘promising’ ideas from the ideas pool gathered during
the previous stages [21]. This selection is crucial since it might not be possible to build a
unique prototype for each idea, hence the human, financial and technological resources
will necessarily influence decision-making processes. However, it is essential during
this stage to distinguish between digital and virtual prototypes on the one side and
physical prototypes on the other [32]. Creating digital and virtual prototypes such as
online platforms, can be assisted by AI, which can extract data frommassive established
databases and interconnect distinct data silos [33]. Therefore, its ability to assist in
constructing physical, ‘real-world’ prototypes is less significant than digital and virtual
prototypes. AI can still support the construction of physical prototypes by relying on
knowledge-based systems, fuzzy logic, inductive learning, neural networks, and genetic
algorithms [34]. Practically, it can support process automation, enhance the functionality,
productivity, and consistency of the tools and materials used during the construction
phase, help with the decision-making process, and offer ‘unbiased’ criticism through
an iterative feedback loop which can be further augmented by interconnecting smart
devices through the Internet of Things [35].

Test. The final step of the DT process is directly linked to the previously established
artifacts and prototypes [21]. After applying qualitative judgment to define the limiting
parameters of the ideas andprototypes, it is crucial to gather and evaluate critical feedback
data as early as possible [20]. Since AI is particularly well suited to gather, organize,
categorize, synthesize, and evaluate large amounts of data by user needs and preferences
[25], it can notably suport the gathering, accumulation, and evaluation of feedback from
the user-tested prototypes [15]. This is particularly pertinent to test virtual and digital
prototypes, as AI can assess large pools of users data in real-time and increase the test
stage’s speed and accuracy. It can be done through statistical methods and by expanding
the sample size beyond the limits of a human DT team [31]. With the amount of testing
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and the quality of the following evaluation methods being crucial to the success of the
test stage [36], AI also enables faster feedback loops and (re-)iterations of prototypes
established during the previous stage, which contributes to a competitive advantage in
the medium to long run [37].

2.2 Challenges Deriving from the Technological Convergence Between AI, IoT
and Blockchain

The first definition of technological convergence was given by Rosenberg in 1963 [38].
Rosenberg noticed that in preindustrial economies, “skills and techniques tend to be
specific and tied down to individual vertical sequence whereas, in industrial economies,
similar skills, techniques, and facilities are involved in the production of a wide range
of products”. Rosenberg refers to this phenomenon of converging techniques within
distinct industries as “technological convergence”. Later, Adner and Levinthal [39] pic-
tured technological convergence through the example of the CAT scanner, which results
from the combination of two disparate technologies: x-ray and computer technology.
While these two technologies used to have two different domains of application: x-ray
being dedicated to medical imaging and computer technology for data processing, their
technological convergence thereby led to the advent of the scanner.

In 2010, Hackin et al. [40] elaborated a model representing the different stages of
convergence to uncover the process of inter-industry innovation. The first step, labeled
knowledge convergence, leads to associating several technological components, also
referred to as technological convergence. Technological convergence then leads to appli-
cational convergence: the integration of previously intersected technologies uniformiz-
ing novel applications across industries. The last step of the process is industrial conver-
gence, where disparates industries use a substituent technology base [40]. According to
Hacklin et al., the phenomenon of convergence can be seen as the technological change
process, which starts with the impetus of knowledge spillovers and results in applied
levels of convergence, sometimes even in the merging of several industries.

In the same vein, Schuelke-Leech established a model to understand the magni-
tude of disruptive technologies [41]. She distinguishes between first-order disruption,
which has a localized impact, and second-order disruption, which ripples through soci-
ety. She also suggests that combining several first-order disruption technologies can lead
to second-order disruptions and outlines that AI, Blockchain, and IoT are already first-
order disruptions. If Blockchain, IoT, andAI are alreadymentioned altogether - keyword
network analysis [42], literature review [43, 44], industrial perspectives [45] - due to
their potential synergies, their integration faced some challenges which eventually led to
disappointment [12]. Thus, Sodhi et al. titled “Why emerging supply chain technologies
initially disappoint: Blockchain, IoT, and AI?”. Building on Gartner’s hype cycle [46]
and affordance theory [47], they deduct out a quantitative study of the supply chain
operations management that expectations were higher than the resulting experience,
leading to disillusionment [12]. This might be partly related to the fact that Blockchain
technology is an institutional innovation [48], enabling new ways of coordinating eco-
nomic activities [49] precisely due to its decentralized architecture. As an illustration,
the startup LO3 Energy diffuses a unique model of microgrid connecting electricity
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consumers and producers to trade energy in a decentralized manner and independently
from the utility network [50], involving the use of AI, IoT et Blockchain. The proto-
type led to further replicating such systems in different regions (US, Europe, Asia) and
enabled autonomous communities of electricity prosumers and consumers to exchange
electricity daily. As reasoning through the lens of decentralization is undoubtedly one
of the most significant adoption challenges, appropriate frameworks could support this
shift.

In 2014, Vitalik Buterin, the visionary brain behind the Ethereum Blockchain, intro-
duced the concept of Decentralized Autonomous Organization (DAO) [9]. Buterin pic-
tured a DAO as an organization in which humans are at the edge and technologies at the
center, as opposed to traditional organizations which feature technologies at the edge
and humans at the center [9]. As inspired by the case of LO3 [50], we suggest that there
could exist a concept of autonomously run systems based on AI, Blockchain, and IoT,
featuring humans at the center and automation at the edge. The disillusions at the oper-
ational management level [12], compared with the hype’s phase over-expectations [42],
emphasize the need to research this phenomenon further. That is why our study aims at
uncovering the intertwined effects of AI, BL, and IoT on each other; the strategic drivers
of such technological integration, and providing framework to support the ideation of
human-centered autonomous systems based on AI, IoT, and Blockchain.

3 Methodology

To enhance our understanding beyond our rigorous literature review and given the new-
ness of our topic and its relative complexity, we employed an exploratory perspective,
aimed at outilining preliminary hypotheses and new ideas [51]. We conducted forty
expert interviews within two different yet related industries: the automotive and the
supply chain. The interviews aimed at uncovering the usage, challenges, pain points,
and success drivers of using AI, Blockchain, and IoT altogether. Our interview guide-
lines followed design thinking principles in that they are people-centric, abductive, and
iterative [10, 11].

Hence, we exchanged with users directly involved with one of these three technolo-
gies from various perspectives, such as entrepreneurs, consultants, institutional, engi-
neers, and investors. Additionally, we did not present them with a set of pre-established
perspectives but instead favored open discussions on their pain points and challenges
when it comes to using these technologies. Lastly, we adopted an iterative process in
the sense that we were first suggesting an independent usage of these three technologies
and, in a second step, ignited reflection upon the three technologies altogether, which
often provoked iterations of the previously mentioned use cases with the technological
add-on. Also, since we used the Gioia methodology [52] for our data analysis, we paid
particular attention to giving voice to the interviewees and adjusting our interview pro-
tocol based on their answers. For example, we interviewed an entrepreneur who used to
work on a project involving IoT, AI, and Blockchain, which failed. We encouraged him
to explain the story of his entrepreneurial venture and the reasons for its failure.

Regarding data collection, potential participants of the interviews were contacted
according to their expertise in one of the three technologies and one of the industries
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concerned. The data was collected with the interviewees’ consent. The audio recordings
were anonymously transcribed, and some transcripts were submitted to the interviewees
for final checking. The interviews were conducted both in German and English. The
German interviews were subsequently transcribed into English to allow for a unified and
cohesive coding system. The audio recordings were then deleted. For data analysis, we
used the Gioia methodology, which is an inductive qualitative approach. As an example,
for the framework displaying the drivers of AI with Blockchain, and IoT, we coded 314
first-order themes centered on the interviewees, which we then transformed into over
60 s-order theory-centric themes that were afterward aggregated into 30 dimensions and
clustered into four axes. Concerning software, we used Trint to facilitate the transcription
process and coded the interviews with MaxQDA.

4 Results

We will first display the positive and negative influences of AI, Blockchain, and IoT, we
will then provide a design framework for the ideation of autonomous systems, and lastly,
we will highlight the drivers of the design thinking process when it comes to design AI,
IoT, and Blockchain-based autonomous systems.

4.1 Positive and Negative Influences of AI, Blockchain, and IoT

Fig. 1. Positive and negative influences of Blockchain, AI, and IoT, Authors’ own conception

If scalability is usually blamed as one of the biggest hurdles to Blockchain adoption
[53], concrete solutions such as Lighting networks, second layer applications, and tailor-
made Blockchain solutions such as the IOTA ecosystems were mentioned as tentatively
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resolving this issue. One interviewee even qualified scalability as a “growth factor” in a
sense that it spurs technological advancement. As Fig. 1 displays, several interviewees
noted that IoT devices’ low computational power and storage capacity would compen-
sate for the need for scalability and positively influence the system’s efficiency, making
IoT devices particularly suitable for Blockchain architectures. To a lesser extent, the
self-learning et modeling capabilities of AI agents would enable the optimization of the
autonomous system to decrease its scalability needs. On the other hand, networks of
IoT devices are often under the scrutiny of cyber hackers since their core characteristics,
low computational power and storage capacity, make them vulnerable to attacks. Also, a
data breach within a single device can lead to a generalized network attack. Conversely,
Bitcoin, the first occurrence of Blockchain technology, due to its decentralized archi-
tecture and consensus mechanism, would require a coordinated attack of 51% of the
network to be hacked [54]. Solutions such as Fog computing enable the distribution of
computational power and the storage of “the data not in a centralized silo whichmight be
prone to hacking attacks”. Hence, several interviewees mentioned that the decentralized
architecture of Blockchain technology could provide a “secure identity management for
the IoT devices so they can be somewhat autonomous”. Lastly, Blockchain’s character-
istics engender several specificities: it is by nature transparent and immutable. While AI
experiences governance-related issues, such as opacity and arbitrary decision-making,
Blockchain can be leveraged as a governance mechanism. Thus, Blockchain integration
prevents data manipulation and “informs data integrity to some extent, which is also vital
for AI”. Another participant stated that IoT devices and AI agents need “a way of being
governed”. Conversely, if transparency is a significant driver of Blockchain technology’s
usage, it might become a problem regarding data privacy. Participants mentioned sev-
eral solutions, such as the mix of off-chain and on-chain storage, hence “storing the data
centrally and encrypting it with ashes on the Blockchain”, or employing AI, offering
“solutions to privacy via federated machine learning”.

4.2 Frameword for Autonomous Systems Based on AI, Blockchain, and IoT

We derived from Fig. 1 a design framework for autonomous systems featuring humans
at the center and technologies at the edge while enabling advanced value gained through
automation. The labeling “autonomous system” is consistent with the results of our
interviews. As stated by one of the interviewees: “to run an autonomous system or a
remote system, we need the combination of those technologies coming together”. If
we keep separate, for now, “the world of humans and the world of automated things”,
the disintermediation of these two worlds would lead to “a Cambrian explosion of new
business models, new revenue structures, and new ways of humans working alongside
robots in society”.However, nailing downabusinessmodel for such an automated system
is not a trivial task. That is likely why “if the company is seeking to use technology to
address a problem framed within the current business model […] the project will fail”.
Therefore, the system’s technological components are influencing the model and the
business model to be explored “requires a more decentralized approach to things” as
specified by another participant.
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Fig. 2. Framework for autonomous systems based on AI, IoT, and Blockchain, Authors’ own
conception

We highlighted in Fig. 2 the main characteristics to consider when ideating an
autonomous system based on AI, Blockchain, and IoT. As displayed on the framework,
governance and scalability were the key design features tackled by the participants.
On the governance dimension, one participant pinpointed the most important questions
to study: “What are the rules for incumbents to exit if they want? And what are the
rules relating to data permissions and data governance?”. In contrast, another partici-
pant emphasized the importance of distinguishing between different data types to make
the data available only to “authorized, relevant recipients”. Regarding scalability fea-
tures, one of the participants mentioned that it depends upon the “number of participants
or performance or volumes of data or throughput”. He then added that the careful selec-
tion of the technological architecture or technology enables to bypass scalability issues.
Also, as specified by one of the participants, when using Blockchain, “there is a certain
trade-off between capacity, electricity costs and security”. The more decentralized the
architecture is, the more secure the network is, but this comes along with lower scal-
ability. This exhorts the necessity to pre-define the minimal requirements in terms of
security to adjust the overall system design.

4.3 Drivers of the Design Thinking Process for AI, IoT, and Blockchain Based
Autonomous Systems

Lastly, based on our interviewees, we built a model displaying the drivers of the DT
process when it comes to designing autonomous systems based on AI, Blockchain, and
IoT. Thus, as displayed in the figure below, particular attention must be given to the
industrial and organizational requirements in the Empathize and define stages. Then, the
ideation and prototyping steps must ensure that the drivers’ performance requirements
are met. Finally, much caution should be given to the output drivers during the testing
phase.
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Fig. 3. Drivers of the design thinking process for AI, IoT, and Blockchain-based autonomous
systems, Authors’ own conception.

For the empathize and define stages, the industrial and organizational clusters need
to be considered. From an industry perspective, the most emphasized driver across inter-
views is the necessity for stakeholders to collaborate “to build consensus amongst a
varied group of individuals and cultures and companies with their own goals and mis-
sions”. The “stakeholders’ alignment” process requires agreement on data sharing and
technical standards. This cooperation might be facilitated with the standardization of
data formats and IT. Thirdly, the industry’s big players are generally seen as power-
ful innovation drivers since they have the capabilities, are embedded in a continuous
innovation process, and are thus quite often at the forefront of emerging technologies.
A few participants mentioned the concept of joint controllership, “a Blockchain that is
not operated publicly, like Bitcoin, but in a consortium where companies each operate
a node”. Such Joint controllership, in which stakeholders take joint responsibility for
the database, might comply with GDPR. Concerning regulation, it is seen as an enabler
when it imposes constraints on companies that must be met with digitization or pull out
regulatory incentivization and limitations regarding compliance. Lastly, some intervie-
wees emphasized the pioneering roles of institutions due to the inherent characteristics
of autonomous systems and advocated for the need for “neutral parties to bring these
people together”. From an organizational perspective, the interviewees emphasized the
need for an “IT environment that is agile” and “modular”, which eventually needs to
be built from scratch according to the features of the autonomous system. In terms of
management, there needs to be a genuine willingness to integrate these technologies and
involve, educate, and train the employees. This goes hand in hand with a “cooperative
IT department supporting” the project and the organization’s stakeholders and a “tech-
nological roadmap”. Also, among the mentioned drivers, customers’ and contractors’
demands were considered to have immense potential. Lastly, the funding capacity of the
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organization is an important factor since the creation of the IT environment might be
from a greenfield.

During the ideation and prototyping stage, the focus should be on the performance
requirements to ensure that potential prototypes are appropriate. In terms of perfor-
mance requirements, interviewees outlined the need to “eliminate data silos” and favor
interoperability amid various IT systems, as well as the availability of real-time data.
Since usability is the biggest blame addressed to the three technologies, particularly
Blockchain, it is of utmost importance to create user-friendly autonomous systems.
Security, privacy, and trust were also mentioned as drivers of the implementation of AI,
Blockchain, and IoT. Visibility and transparency are also considered drivers, particularly
since most of the use cases discussed during the interviews were traceability driven. In
the same vein, decentralization is considered a driving factor, enabling the emergence
of autonomous systems. Lastly, several interviewees emphasized the need for iteration
and agility within the process. As one of them spelled out, “you need to be able to adapt
quickly and to listen fast”. Particularly given the fast technological evolution pace.

Lastly, during theDT testing stage, attention shall be driven toward the output drivers.
It does not mean that the final autonomous system must include all these drivers but
making sure that at least one of them is significant. Participants enforced that having a
sustainable business model is an absolute must. They also underlined the need for an
outstanding customer experience to spur adoption. Also, if the autonomous system is
aimed at enforcing collaboration among stakeholders, expected output could be cost effi-
ciency, and reduced uncertainty (time and error reduction, prediction, fraud detection).
Autonomous systems might also be used to provide “state-of-the-art decision support
tools for operators, enabling them to maximize their operational efficiency while at the
same time having an effective continuous improvement process”. Finally, sustainability
has also been mentioned as a potential driver for the implementation of Blockchain,
AI, and IoT, which is consistent with our introductory example: the case of LO3 energy.
Indeed “the newclimate emergency” situation requires extremely efficient systemswhich
could be fostered by AI, Blockchain, and IoT.

5 Discussion

We will, in the first step, discuss the impact of Blockchain, ai and IoT, and DT, then
display our study’s limitations and potential avenues for further exploration. Lastly,
we’ll address the practical implications, both from a regulatory and an entrepreneurial
perspective.

If we acknowledge that AI particularly influences the DT process and that there
are various success drivers to take into account during the DT stages when it comes to
Blockchain, AI, and IoT, there seems to be also room for AI, Blockchain, and IoT as
strong supporters for DT. Security is a critical aspect of various stages of the DT process.
While during the early stages of DT (Empathize, Ideate), it is particularly important to
gather and evaluate information in an anonymized way to protect the privacy of the
interviewees, it is equally important to store the information in a secure manner so that
not only the privacy of individuals but also the data itself is protected from competi-
tors and data leakage [55]. As the implementation of AI, IoT, and Blockchain systems
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within a pre-existing organizational IT infrastructure often comes with security and
privacy challenges [56], trust becomes a critical concern for all stakeholders involved
in the process. In the case of the DT process, this means that due to its decentralized
architecture, the convergence of AI, Blockchain, and IoT can play a significant role in
mitigating trust-related concerns that might arise not only amongDT teammembers dur-
ing the entire process but also between interviewers and interviewees, especially during
the Empathize and Test stages [57]. Lastly, while most organizations and particularly
start-ups that employ DT to enhance their innovation processes, strive for scalability, it
remains a difficult hurdle to overcome [58]. The critical phase between the final stages of
the DT process (Ideate, Prototype, Test) and wider success in national and international
markets cannot only be enhanced by successful employment of the DT concept but also
by exploiting the efficiencies created by the convergence.

5.1 Limitations

Even thoughwecarefully applied the principles of design thinking, as outlinedbyLiedtka
[10] and Vergantini [11], we do think that there is a lot of potential in experimenting
with the whole DT process to create an AI, Blockchain, and IoT based autonomous
system. Also, we do think that interactions among our interviewees and greater collab-
oration would have fostered participants’ creativity and magnified our findings. Despite
our effort to have a diverse sample of participants, most of the interviewees were men.
Therefore, we advocate reducing gender bias for further research. Finally, as pointed out
by one of the interviewees, having an in-depth knowledge of one of these three technolo-
gies is admirable, but having expertise in the three technologies seems barely doable.
Thus, we sometimes faced interviewees’ incertitude and limited ability to answer when
it comes to the combination of the technologies. At the convergence level, this article
draws insights into the DT process’ drivers fostering the successful implementation of
Blockchain, AI, and IoT, but these findings can’t be extended to alternative emerging
technologies. Further research could attempt to explore a different subset of technologies
to compare our findings. Lastly, our findings resonate with the supply chain and automo-
tive industries. Additional research could explore the drivers within different industries,
especially the ones that are at the forefront of innovation, such as the financial sector.

5.2 Avenues for Further Research

Direct follow-up research would be to confirm or infirm the influences between the
three technologies highlighted in Fig. 1 with larger sample size and eventually a differ-
ent research design. Thus, the influences tentatively highlighted in the first figure can
be used as initial hypotheses for quantitative research. Also, based on Fig. 2 and Fig. 3,
further research could employ Design Science Research Methods to create a real-world
solution [59, 60]. The same logic can be undertaken with an Action Research perspective
[61], as an example, by taking part in an organization’s innovation process to leverage
these technologies. Finally, further research could employ Delphi methods, which are
often used for forecasting purposes. Delphi enables “the identification and prioritization
of issues for managerial decision-making” [62] out of a several-round expert surveying
process. Besides that, since the existence of business cases was a central concern of our
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experts, it might be worth inquiring about the potential cost-efficient business models
for autonomously run systems. Indeed, open-source economic models [63] and circu-
lar business models [64]. On another dimension, one of the participants explained an
entrepreneurial attempt that occurred to fail. As already voiced out by Sodhi et al. [12],
further research could gain insights on already existing failing cases, eventually through
a multiple case study research design.

5.3 Implications

From a regulatory perspective, first and foremost, regulators need to have a good under-
standing of emerging technologies. On the other hand, organizations willing to employ
and design such frameworks need to build them in an adequation with regulations. As
an example, the European GDPR features the right to be forgotten for personal data.
This might imply that at the customer’s request, personal data stored shall be erased. If
this is not possible to erase a data entry from the Blockchain, it is possible to adapt the
technological design. Hence, one of the interviewees suggested storing data in different
ways, referencing the Blockchain while storing sensitive information locally. Hence,
through the transaction reference, the identity of the query can be verified, and if the
access is authorized, redirect to the personal data stored on a local server. As one of the
interviewees further points out: “this is not a question of technology, but a question of
technology design”.While entrepreneurs entering that space could face potential hurdles
due to the technological complexity, regulatory voids, and lack of resources, following
a lean process would be particularly beneficial. Hence, agility is a necessity since “the
technology’s progressing at a certain rate, and if you’re not able to adopt that change
very quickly and iterate with the customers or end-stakeholders, you will not be able to
do anything”. The one entrepreneur who initiated a venture within that field and which
failed afterward confessed that they were sustainable, making revenues selling “Proof-
of-Concept” to companies but did not manage to convince them to use their product. As
they could not find any “sustainability” in their business model, they decided to wind
down. Reasons invoked for that failure were wrong timing, “too early”, and not enough
funding, as well as “not doing the convergence in the first place”, since they integrated
AI to their product only in a second step.

6 Conclusion

As our study has shown, due to the interwoven specificities of AI, Blockchain, and
IoT, autonomous systems based on these technologies must be designed thoughtfully,
especially for the governance, scalability, and security aspects. We also noticed that spe-
cific drivers need to be considered along the design thinking process. Thus, Empathize
and define steps should rely on organizational and industrial drivers, while the ideation-
prototyping phases should pay attention to the Performance requirements drivers. Lastly,
the testing stage should pay particular attention to output drivers. Also, there is a reci-
procity between technology and DT; on the one hand, technology such as AI heavily
impacts and enhances the DT process, while we also relied on DT principles to investi-
gate the undergoing convergence of AI, IoT, and Blockchain. Each of the five DT stages
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bears the different potential to be impacted by AI: data collection for empathizing stage,
data analysis for the define stage, artifacts building in the ideation stage, assisting the
prototyping in the prototyping phase, and classifying, and evaluating feedback with real-
time data during the last step. If AI, therefore, has the potential to expand DT far beyond
human limitations, the addition of Blockchain and IoT would have a greater impact on
DT since it would reinforce the security and the trust of the DT process.
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Abstract. Along with the explosion of mobile access across the globe, service
experience has evolved. Now there is a myriad of service settings in which mobile
interactive artifacts are used in providing service, ranging from express, shopping
to healthcare, and more. Those interactive products in service consequently not
only enable to interact with users but also aim to offer high-quality service. In this
paper, we find mobile interaction design evolved by taking advantage of service
design. To better understand the difference and competence of mobile applications
within service, we compare the independence tool mobile applications and the
service embedded mobile applications in four paradigms: communication actors,
design objective, value, process. There is an obvious feature that from “linear
analysis” to “open system analysis”. Then summarizing the benefits of rethinking
from a service perspective: sequence thinking of content rhythm; a holistic lens in
solving the problem; multi-role stakeholders’ co-creation. Based on service mea-
suringmethods,we deduce the evaluation dimensions content of service embedded
mobile applications. Finally, To validate the evaluation scheme, we conducted a
pilot study in mobile courier applications by collecting and classifying service
functions to propose mobile courier applications design constraints from service
dimension view. In this way, we try to give a contribution to the development of
service-embedded mobile interaction design.

Keywords: Interaction design ·Mobile application · Service-embedded
application

1 Introduction

With the advent of the mobile Internet, mobile applications are increasingly affecting the
lives of people. Users can access the Internet via mobile devices anytime, anywhere to
enjoy a variety of products and services. Because of the applications of mobile devices, a
lot of traditional services have enabled consumers to enjoy split-new service experiences,
which refers to unlimited infinite channels of information exchangingflow,more efficient
dissemination of information as well as reconstruction of the way of disseminating
service information. So the widespread use of mobile devices - particularly smartphones
- accelerates the transformation of the traditional service to a new model - “software
integrate hardware plus APP” [1].
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In this particular situation, mobile internet acts as both an interactive platform and
a service-enabling infrastructure, whilst the mobile platform is raised be an important
medium constructing thewhole service system. Owing to it is mobile features, it plays an
indispensable role in information flow and financial flow and connecting users (service
receivers), managers (service providers), and other products no matter when and where
among this new model service system to deliver a higher quality service. Under such
a background, the mobile application has been embodied both interaction and service
characters.

Yet the service features of mobile applications have not been given enough attention
and the adoption of service design concepts and methods in HCI has been sporadic
over the past decade [2]. When it comes to mobile interaction, it is generally designed
from the interface details or human-machine interactions perspective, therefore lacking
comprehensive concern about following theoverall service objectives andvalues,making
the mobile application aligned and assimilated into the service system.

This paper has focused on the interaction design of mobile applications in a service
system that may include physical hardware and digital software services, as a subject
for which the implementation and outcome would depend significantly on what kind of
quality of service the managers and users desire. This article starts from the evolution
of mobile interaction design, following the comparison between an independent tool
and a service embedded mobile application, with paradigmatic concerns on the subjects
such as communicating actors, design objective, value and process are brought into the
system. Then choosing the mobile courier applications as a pilot to explore the mobile
interaction design constraints from a service evaluation perspective, which considering
the mobile application as one of the touchpoints in the express service system, shedding
the light on the detailed interaction design suggestions from the holistic service quality
requirements in the system.

2 Mobile Interaction Design Within Service

2.1 Mobile Interaction Design

In recent years mobiles became an integrated part of life for billions of users. It is vastly
believed that wireless devices will help us to communicate and relate in better ways,
be more creative, more informed, and more efficient and effective in our working lives.
Under this circumstance, we have to cater to the everyday needs people have, shifting
the design perspective away from technology and concentrating on usability; in other
words, developing interfaces and devices with a great deal of sensitivity to human needs,
desires, and capabilities [3]. Designers attach more importance to user aspects.

Most modern, mobile devices employ touch screens, which provide their own set of
opportunities and constraints. We use them not only to view content but also to interact
with that content. These forces designers to consider ergonomics, gestures, transitions,
and finally, mobile-specific interaction patterns (Main navigation, Selecting content,
Signing in, Using forms) [4]. When it comes to the concrete mobile interaction design,
those implementation points are generally oriented by some specific interface features.
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2.2 Mobile Interaction Design Within Service

Interactive artifacts are being introduced into service settings to a larger degree than
before. We tend to rely on these artifacts as one, or sometimes the sole, possibility to do
banking, to declare our taxes, etc. [5]. This interaction paradigm uses a mobile device
to extract information and use it to more intuitively and easily invoke the associated
service. A common approach to mobile and service interaction is primarily through
smartphones, where applications act as intermediaries between interactive agents and
different physical objects [6]. Not only can we treat the application as an interactive
product, but also consider it as a digital touchpoint among the service system. UX work
is changing, and understanding this change is important to maintain the relevance of UX
research [7].

Jodi Forlizzi and John Zimmerman, two professors from Carnegie Mellon’s HCI
Institute and School of Design, state a pioneer exploration to promote service design
as a core practice in interaction design. They point out that interaction designers who
employ user experience and user-centered design practices most often work to specify
the behavior of a single computer system, whereas service designers work to envision
a multi-stakeholders service system, starting with an explorative phase that includes
fieldwork, competitive analysis, log analysis, etc. They give examples of interaction
design that benefit from a service perspective. Onemobile application, called Flip-board,
creating a magazine-like reading experience was instanced. With Flipboard, end-users
co-produce value with the social networks, and service design thinking helps interaction
designers to understand the exchanged role and value amongst the stakeholders (content
providers, advertisers) to drive co-production [8]. Daisy et al. [9] address that in a shift
to the service-centric design paradigm, it is important to recognize design researchers
as distinct stakeholders, who actively interact with systems and services intending to
fulfill their values and achieve desired outcomes. By a case study of new digital services
for public libraries, they provide an extended value co-creation model that clarifies the
position of design researchers within the sociocultural context in which they practice
design and visualize how their positions impact the value co-creation, and in turn, the
design outcome.

3 Comparison Between an Independent Tool and a Service
Embedded Mobile Application

To differentiate and understand the characters and competence of service-embedded
mobile applications from the independent tool type, we compared the two kinds of
mobile applications in four paradigms: communication actors, design objective, design
value as well as design process (Table 1).
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Table 1. Four subjects as compared

Subjects The independent tool app The service embedded app

Communication actors Target users Target users (service receivers),
managers, staff (service
providers), hardware products,
software platforms

Design objective To achieve specific functions for
meeting target needs

To provide quality services for
collaborative services with other
touchpoints in a system)

Design value User-centered User-centered, social value

Design process Linear Multi-factors

• Communication Actors

When designing the app as a mini tool in our smartphone, we tend to concentrate or
immerse in our target users. Because the app mainly communicates with the target users
who have the dominant access and right to experience and evaluate.

While considering the app in a service system, this app is in touch with multi-
stakeholder, which relate to target users (service receivers), managers (back-stage), staff
(service providers) as well as other service modes which contain physical hardware
products and digital software platforms.

• Design Objective

In terms to design an independent tool type application, designers are prone to
implement specific functions by acquiring and researching the needs of target users.
For example, the weather application is for offering information on the weather forecast
during the day or the week.

On the other hand, the service embedded application is for providing quality services
- collaborative services - that design specialists for helping develop and deliver great
services, regarding coordinate with another physical or digital touchpoint in a system,
which forms a harmonious convergence of services. The courier application is a typ-
ical example to provide an express service. In the whole express service, the courier
application plays a continuous role in supporting express service with the self-service
terminal machine in front-stage and the express management system back-stage.. It is
not only used by consumers but rather acting as an information posting platform serv-
ing for couriers and managers. It is also an interactive platform between the consumers
and couriers, and communicating with other terminal machines by information timely
sharing.
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• Design value

In designing an independent tool type application, user-centered design thinking
leads the design orientation and value-creating by observing, interviewing, and respond-
ing to the users in their subtle using behaviors and desires. Like using the calendar appli-
cations, the user habits - when most users use it? What do users want and do when using
it? Why do they use it? etc. - all oriented by target users.

Nevertheless, the service-embedded application design needs to take consideration
of use, satisfaction, loyalty about users and sustainability, transformation, profit about a
society that is a perspective from service design [10]. For instance, the banking services
applications, a time-saving way to transfer, check or record for users with transparent
and timely information service, at the same time, also an effective approach to improving
capital circulation, labor savings, or cutting costs for society and companies. It helps
promote the upgrade of the traditional banking service model.

• Design process

The design process of independent tool mobile applications is linear, starting from
finding users’ needs then defining mobile application functions, after that setting the
application architecture, and finally drawing the interface. It is quite a tool target-oriented
with focusing on the target users.

For example,mobile dictionary applications are focusing on thosewhowant to know,
learn or use foreign languages. Designers have to know the various subtle needs when
users consult the mobile dictionary application, such as looking for words, phrases,
or sentences. Moving to the defining functions section and keeping going to set the
architectures until the final drawing of the hi-fi interfaces, there is an obvious logical
deducing process. The next step development mainly depends on the step before, and
the first stage, finding users’ needs, is the significant ground of the whole design line.

On the contrary, service embedded mobile applications’ design process does not
rigidly follow an order. The ubiquitous it is formed by multiple factors simultaneously,
mainly from the environment, information, relationship, and products aspects. The four
factors are not fixed and separate alone, rather they affect and penetrate each other, which
leads to some more complex factors existing - those involve or combine two or more
elements. In the meantime, the factors have a flexible effect on design, which means
sometimes not every factor contributes to it, and not every factor has the same amount
of impact.

The environment is an extrinsic element. It refers to the potential scenarios where we
might use the mobile application for any service. For instance, healthcare applications
can be used in a hospital, a home, a pharmacy, and so on. In those different circumstances,
different demands may be stimulated. The relationship factor is about the connection
amongst almost all stakeholders. It is a critical role, not simply unidirectional relation
from users to managers. Like the nurses as service providers role to patients, whereas
facing the doctors they act as information service receivers. The information is an inter-
nal factor, that about it is self-ability scope - what source, information, service that can
afford, like providing online hospital registration channels, expertise information of var-
ious sections, etc. The products as peer parts in the system, which means the corporation
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Fig. 1. A design process comparison between independent tool APP and service-embedded APP

between the other products and the mobile application. Like the self-service ticket ter-
minal and display of calling all coordinate with a mobile application to provide service
in a hospital (Fig. 1).

4 The Benefits of Rethinking from Service Perspective

Service design is an emerging field that focuses on creating good ideas by using a
combination of intangible and tangible mediums. While applied to industries such as
retail, banking, transportation, and healthcare, it offers many benefits for the end-user
experience [10], and the holistic approach of setting other design disciplines into a wider
social and active context. An integrated aspect is IxD’s focus on the design of interactive
artifacts, while service design focuses on the design of services, and interactive artifacts
are part of it [8]. In this way, designing service-embedded mobile applications can take
advantage of service perspective in sequence thinking of content rhythm.

4.1 Sequence Thinking of Content Rhythm

The service needs to be displayed in a logical, rhythmic manner, which is the same
in a mobile application that the service is a dynamic process over some time, with
consecutive leveraging or chiming in with other service instruments and interacting
with service receivers or providers. Therefore timeline is very important to the users,
which means service rhythm is also pretty significant that will affect the user’s emotions.
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No longer just considering a few physical contacts between mobile applications and
users, evenmore, take consideration into the whole service process that includes tangible
and intangible service to explore the participation possibilities of mobile applications.
From interaction to trajectories for designing coherent journeys through user experiences
[11]. For instance,when using a courier application to send express, users have the chance
to access the application during the three service processes: before sending, sending, after
sending. Designers ought to think from the integral three service process, regardless of
whether interact with the app or not. Then choreographing the process in a brand new and
desiring way, such as outputting the electronic order at mobile application, a convenient
and time-saving mode to prevent anxiety and time consumption from a brick and mortar
express shop. So design ought to link users and services with sequence rhythm in every
interaction content to express a nice story together.

4.2 Holistic Lens in Solving Problem

Service provides a holistic, systemic, or integrated lens that lets designers envision prob-
lems solving solutions that are larger than a single computer part, that means satisfying
the needs of a great number of stakeholders linked together in complex relationships
for better adapting to the challenges of social computing and innovation [8, 10]. For
service designers, the service design is not user research plus service blueprint, more
importantly, from the perspective of holistic thinking, attempting to guide rather than
follow, to create a more integral and valuable experience, reflecting through the service
process in a variety of touchpoints.

This view helps designers design every touchpoint problem-solving solution under a
holistic lens of the whole system pursuit. For example, the alphabetical arrangement of
the typing keyboard in the bank app is disordered. Compared to the ordinary keyboard,
the input experience is not friendly, because the user needs to spend the time to determine
the location of each letter, but the security is higher than the general keyboard. When the
user was accidentally seen by a stranger typing the password, the stranger can not know
the user’s password number only judging by is the place user’s finger clicked. This is
a design from the holistic, systematic lens, in financial applications, the importance of
security is far higher than ease of use.

4.3 Multi-role Stakeholders’ Co-creation

Service connotation and environment have endowedmobile application touching numer-
ous stakeholders in different roles and identities. In themeanwhile, the ubiquitousmobile
network enables stakeholders to co-create anytime and anywhere, it also provides a
new creation mode because people are involved in activities with strong motivations
to change the process and experience of interaction in collaborative services [12]. One
stakeholder’s character differs on facing or interacting with different participants due
to the mazy mobile platform. The diversified role of stakeholders means a stakeholder
can be both a service provider and a service receiver. In other words, the user’s role has
evolved from consumers to prosumers. And the completion of service is the result of
multiple stakeholders involved.
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5 The Evaluation of Mobile Applications Within Service

The evaluation of research artifacts is an important step to validate research contri-
butions [13]. Service evaluation as a measuring standard of service, starting from the
desired design results, which can improve service quality with clear directions. Design
evaluation guide to design. As service-embedded mobile applications possess obvious
service characters and competence, we can see them as an interactive product or a service
touchpoint. When we consider it as a service, how can we assess it and what is the norm?

Cross-fertilization between marketing/management-centric and design-centric ser-
vice designs is mutually beneficial [14]. In 1988 A. Parasurman, Valarie Zeithaml, and
Leonard L. Berry represented a breakthrough in the measurement methods used for
service quality research by capturing respondents’ expectations and perceptions along
the five dimensions. Reliability: the ability to perform the promised service dependably
and accurately. Assurance: the ability to perform the promised service dependably and
accurately. Tangibles: the appearance of physical facilities, equipment, personnel, and
communication materials. Empathy: the provision of caring, individualized attention to
customers. Responsiveness: thewillingness to help customers and to provide prompt ser-
vice [15]. Their measurement tools have been used by many researchers in a wide range
of service industries and environments such as healthcare, banking, financial services,
and education.

Given the widespread use of mobile internet and e-service, we sought to explore the
measure dimensions of service embedded mobile applications’ quality based on PZB
research.

• Reliability is the ability of the service provider to fulfill the service commitment
accurately and reliably. Reliable mobile applications are in line with user needs and
expectations andmean that the service is in the samewaywith the promise to complete
on time.

• Assurance namely the customer’s trust in the brand, the application, and the ser-
vice. The service-embedded mobile applications convey a high-quality brand image
to stimulate user reliance. Brand image consistency promotes the formation and accu-
mulation of consumer brand experience and eventually has become the primary factor
in developing user loyalty.

• Tangibles in mobile applications reflect on information communication. In the knowl-
edge paradigm, users are never lacking information, instead of how to get valu-
able information more conveniently. Mobile application tangibles focus on how to
accurately and quickly transform the information into “visual”.

• Empathy emphasizes inspiring and activating from the experience of others by observ-
ing people’s real reactions, seeking user participation. Investigating the needs under
specific different scenarios combined with digging potential emotional demands.

• Responsiveness in the service embedded mobile application reflects in quickly
responding to user actions and feedback to problems, while in invisible service refers
to the desire to help customers and provide services quickly.
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6 Pilot Study in Mobile Courier Applications

With the rising of online shopping in the mobile internet environment, an express service
model combined with mobile applications has become one of the most popular, labor-
saving, and cost-cutting service models. Mobile platform plays an important intermedi-
ary role in the whole express service system in information service and logistics flow,
which means the mobile platform is a key online service touchpoint. Chinese express
companies have launched mobile applications, scrambling to seize the online market.
First, collecting service function points of 6 popular domesticmobile courier applications
in China (Table 2). Considering that PZB divides the evaluation dimension according to
the characteristics of intangible services, we project this thinking into tangible mobile
applications. The service feature of mobile applications mainly performs in the service
function points. Second, analyze the relationship between the service dimensions and
the mobile application service functions, and find the corresponding link (Fig. 2). Third,
proposing interaction design constraints of mobile courier applications from service
dimensions.

Table 2. Service functions collection of mobile courier applications
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Fig. 2. Classification of service functions points into dimensions

• Delivering accurate and timely information is particularly valuablewhen usingmobile
devices.

Transparent express tracking and visual package delivery path can give users
a sense of security and help users access the distribution process and result more
straightforward.

First, the logical classificationmakes the target information easier to be positioned
and understood. Second, various information display forms such as graphical forms
improve the efficiency of communication and reduce the user’s cognitive burden.

• Fit currently users’ behavioral needs; dig potential emotional value of products.
In the context of the experience economy, using scenario and emotional design

methods become key factors in enhancing the user experience. First, analyze the
operation scenario of users so that the service steps of an application can be closer to
the current user behavior. Second, based on the current need, giving users an emotional
experience that is beyond expectation can make the service impressive.

• Predictable results of the service and implementing functions effectively.
The more clear blueprint the users have for the upcoming service, the faster speed

the decisions been made, and also users will more confide to the service providers.
For example, calculating the aging freight before making the order and providing the
information of the courier in detail, etc., all these things can help users make better
decisions through constructing psychological expectations.

• Unify interactive actions logic and visual perception feelings.
In the process of establishing the brand image of mobile application services, the

unity of interactive logic and visual experience plays an important role. Maintain the
navigation between pages, icon features, and interactive efficiency of the same, so that
user’s operation phases can be similar when using different pages of the application.



Rethinking Mobile Interaction Design Within Service 173

The visual effect is reflected in the unity of interface form (font size, element size),
color (hue, purity, brightness), and texture (muscle, shadow thickness).

• Response to users’ actions quickly
The response to users’ behavior can help succeed sending promptly, which results

in the positive effect of service. In the process of filling the cumbersome sending
information tablets, the rational use of the response function can reduce the text
inputting burden.

7 Conclusion

Mobile interaction design within service is something holistically more than mobile
digital interface design, encompassing human interaction with objects, people, environ-
ments, and systems. It is a more holistic, multi-dimension, integrative field in mobile
interaction design by embedding service as a critical new lens, that is essential in a
knowledge-driven economy.

By analyzing the difference and competence of service embedded mobile applica-
tions from independent tool mobile applications. We found that this service-embedded
mobile application has the advantages and characteristics of the service paradigm in
the aspect of communication actors, design objective, design value as well as the design
process. There is an obvious feature that from“linear analysis” to “open systemanalysis”.

When we rethink mobile interaction design, we can gain benefits from the three
aspects: sequence thinking of content rhythm; a holistic lens in solving the problem;
multi-role stakeholders’ co-creation. And while we describe the evaluation content from
service quality dimensions, the thinking clue, and attention points are obtained in a
different but integrated way.

Finally, we attempt to do a pilot study inmobile courier applications, a kind of typical
service-embedded mobile application. Through collecting and classifying their service
functions points into service dimensions, we put forward design constraints from the
evaluation paradigm.
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Abstract. Art, which is a short process of “happen here”, has the function of
social communication. Works of art have changed from a simple mirror image
of the social background to a platform for public discussion, and have changed
from didactic critical design to speculative design that stimulate discussion of
various possibilities. As a social medium, art invites the public to participate in
discussions and picture the future. From then on, the identity of the audience and
the designer have changed and have transformed to a new audience-designer rela-
tionship. Among them, the opening authority, single acceptance and selection of
audience, that achieved by the performance of props and technical means in spec-
ulative design, become the invitation from the designer to explore the audience’s
participation and possibility. In addition, through the blank space of the construc-
tion from artifacts, which is the props, designer and audience explore and change
the reality together from the fictional archaeology. The process of thinking and
understanding from designer and the participants together is the very first step to
change the direction of reality.

Keywords: Speculative design · Form of participation · Audience-designer
relationship · Props

1 Art as a Social Medium

1.1 Penetration and Implanted Intention

Art, which is a short process of “happen here”, has the function of social communication
[1]. However, art, as one of the appearance of the designer, its internal expression was
often ignored by the public. People usually define “form” only as the appearance corre-
sponding to the “content” and judge the work by it’s shape of the appearance, denying
that the form has also contained the extended expression of the work. While there is no
form, that contain the extended expression, in nature. It is only by seeing that we have
this idea. In the same way, the work of art turns into a real object only when people
communicate and interact with it.

Art has penetrated the appearance of “being” and establishes a profound and intimate
relationship with the audience. The work of art is also a kind of the extended expression
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of the designer. As a one-way viewer, audience will not give a deep understanding for
the core of the art work, the reason of its appearance that has been made. The art work
should be negotiated and completed in the process of sharing and understanding. Artist
shows the work through its form, and invites the audience to join in the dialogue by his
art. How to connect the designer and audience through the work, and how to let both get
spiritual satisfaction and get more enlightening discussion became the theme of thinking
and the direction to pursue that relate to stimulate the form creating in 1990s and after.
The work has what the designer intended to implant, and it is also the product of the age
for what Nicolas Bourriaud refers to “penetration” that comes with the production of
humanwork [1]. This “penetration” connects the space-timewith the designer. However,
when presenting and communicating, the art work is the product of the time first, and
then is the manifestation of the designer’s intention. This concept originates from the
de-formalization of artistic expression, that is, a free selection or creation of the external
shape of the work and the expression of the idea. The famouswork “MarilynMonroe” by
AndyWarhol is a depiction of the mechanical indifference by the dominance of industry.
Because of the “infinite drive”, the freedom and changeability of art enable it to explo-
ration and exchange with the world, commerce and even philosophy. Through aesthetic
practice, artists endow works with “activity” and explore the connection between the
public and the reality to stimulate more imagination, fiction and thinking.

1.2 Participation and Transmission of the Art from 90s

Nicolas Bourriaud said that the art activity is like a game. According to the evolution of
the time and society, the form, modality, function and even the nature of the art activity
will change as well [1]. Political modernity emerged together with the philosophy of
enlightenment emphasized the ideological emancipation of the individual. However,
due to the existence of multiple versions of modernism, the 20th century was dominated
by the competition between rationalism, irrationalism and utilitarianism: the rational
conception developed from 18th century modernism and the irrationalist philosophy of
liberation represented by Dadda, surrealism and situationism, were both antagonistic
to authoritarian forces that seek to dictate human relations and enslave individuals or
utilitarianism. The progressive and “rational” industrial technology, which should lead
and create a better society, did not bring the liberation to the public as anticipation.
However, people blindly devoted themselves to the worship of machines. As a result,
the modern plan for liberation suffered a failure [6].

From a blind optimism of technology and enlightening other possibilities for design,
Antony Dunne and Fiona first introduced the concept of critical design in the 1990s,
in order to arouse the attention of the public to the reconciliation of technology and
humanities [1]. What used to be called progressive grew out of modern rationalism,
where design was more often a product of the industry. Thoughtless assembly line, a
capital orientation, was deliberately undermined by its negative effects. From a global
perspective since the 1990s, art has begun to intervene the community for the purpose
of contemporary art practice. Art and design are reborn through different philosophies,
cultures, and the society assumptions. The concept of critical design overlaps with the
new needs of artists in the context of the times. Art works are constantly being tried
and updated through experimental, critical and participatory models. And they tried
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to get close to the Enlightenment philosophers continuing struggling against with the
direction suggested by Dadda or Piet Mondrian that depreciated the improving of living
and working conditions. Art is no longer a cautious stay in the world, but a declaration
and whoop for the possibility of shaping the future. For example, the functional product
that used to be all over the world is no longer universally accepted by the public [6].
“Problem-solving” is no longer the end-point of the design, as artists construct the
existing lifestyles and behavior patterns in arbitrary patterns and invite audiences to
participate in them. The process of discovery and experience has become a new way for
artists or designers to give feedback for the society throughworks and design archetypes.

Participation, as an ideology of contemporary art, focuses on social intervention and
participation subject. The relationship between people and art works is inter-subjectivity
when the art works are regarded as the stand-in of “human” and concept. As a concept
which is close to formal dialogue, transmission, which constitutes the specific content
of the work, negates the specific “art space” and it becomes the important nature of the
work. In another words, a art work without “transmission” becomes a “dead thing” that
loses its vitality. The Eugène Delacroix argues that a good oil painting condenses the
viewer’s vision, whichmean, it briefly solidifies the viewer’s vision and the emotions and
gives the viewer and the work a silent, interactive space, and gives emotional feedback
to the painting as a new “life” of activity [1]. Artist is no longer the producer of the work,
but the architect of the scene, is the guide who embeds an idea into the work and faces
the audience. For example, ethnic Thai artist Rikrit Tiravanijia has moved daily activities
into the exhibition space several times since 1990s. He uses himself as a catalyst in his
work, inviting others to step in and share their experiences, and it gives the work a deeper
meaning and a range of possibilities [7].

In 1990s, as the relationship between arts and the audience were getting closer, art
was presented in a variety of forms: sculpture, installation, even performance and social
action. At the same time, audiences also have a sense of participation through the public
opinion and this operate mode began to become a norm. Art has the characteristic of
social communication. And the relational art puts the human interaction and the “world”
formed by social context on the same theoretical level. From then on, the art work is no
longer a breathing space under some kind of centralization, and no longer confined to the
symbolic space that proclaims autonomy and privacy. In stead it serves as a starting point
for open-ended discussion and an experiential process. Works of art take transitivity as a
part of expression, and design the negotiation state and the interactivity of the audience
while interacting with the work. At this point, audience and artists, as different subjects,
were interweaving and “deducing” the works together.

1.3 The Cooperation of “SPeculative” and “Technology” After 90s

Theword “speculative” has beenmentioned since the very past. Its critical design, though
taking criticism as the external appearance, also includes the internal logic of speculative,
and is opposite from the “definite design”, which emphasizes solving and strengthening
the present situation [2]. The core of critical design is to “question everything”, to
challenge preconceived narrow assumptions, and to reject the only certainty by using
non-verbal objects concretely and visually. It also points out that it is more important to
identify the problem than to solve it in some specific situations. The transformation from
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critical design to speculative design is similar to the transformation from radical design
to critical design and from modernism to internationalism. When critical design is fixed
as the “trend” of the times by the public, its critical thinking and pioneering ideology
are gradually ignored and forgotten [1].

At this time, the concept of speculative design is put forward, which calls back
people’s attention to the activity of design as a research and as a critical medium. Spec-
ulative design is a new concept proposed by Antony Dunne and Fiona after critical
design with the book《Speculative Everything: Design, Fiction and Social Dreams》. It
is a new plan for the artistic creation to face the post-industrial age. “Speculative” in the
Oxford dictionary means to infer and speculate. Zhang Li, as a translator, refers it to the
word “speculate” in the Oxford dictionary as: a theory or conjecture formed by thinking
without sufficient knowledge, and at the same time, it also has the meaning of “conjec-
ture”, which is, subjective speculation and imagination. In the field of philosophy and
psychology, the concept and extension of “speculation” have already been stable. In the
field of psychology, speculation emphasizes the psychological instinct and instability. In
philosophy, however, speculation is based on pure thinking without emotional prejudice,
and makes a bold analysis of the irrationality of the real world through the deduction of
things and concepts. As Immanuel Kant mentioned, it is a purely rational philosophical
inference based on the absence of the experienced object, and it is a corollary to the
purely conceptual dialectical object, as Hegel put it [2].

“Speculation” is the central focus, while “design” is the medium andmeans,.. Dunne
put forward that the practical significance of speculative design is to guide people to
act together to catalyze the realization of social dreams [2]. Compared with the single
discourse of critical design, speculative design is more inclusive and can guide the audi-
ence’s active thinking and imagination. Speculative design puts the object of speculative
philosophy on the object of “technology”, and it advocates the discussion of many future
possibilities based on the real technology as a mode of thinking, And it also invites the
public to participate in the discussion and learn more about the present. The “specula-
tive” part of speculative design is focused on the level of thinking towards the abstract
concept, and the “design” part is implemented in the specific practical links. Specula-
tive design encourages bold ideas of different forms and content, similar to design a
fiction, but more based on real technologies that can extrapolate other possibilities of
the future. Rather than celebrating technological progress, subversion of reality is the
ultimate goal of speculative design [2]. Criticism is also one of the angles to observe the
practical technology in speculative design. In the speculative design, “design” as a mean
of communication and performance connects participants and designer, guiding their
active thinking, trying to build the field of communication between the work, audience
and designers.

2 “View-Acting” and “Authority”

2.1 “Props” and “Connections” in Speculative Design

Through the way of making up the future, speculative design pushes the functionality
and aesthetics of technology to the extreme. It subvert people’s single understanding
of reality and activate people’s active participation in the discussion and action of “the
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future of technology”. Speculative design defines “props” as the characters, that com-
plete narration and deliberate roles, to make up for the lack of details, and it regards
“props” as an important expression and essential element during speculative design. In
the connection of imagination and technology, props and their given fictional context
constitute a local manifestation of a parallel space-time intercepted by the creators. And
their ability of fiction is also a necessary attribute to distinguish reality. Like the famous
work “Architecture of the Imagination” by EL Ultimo Grito, its design is based on a
exterior vitrification as an imaginary urban building. The use of props as both the reality
and the audience’s imagination of the non-reality of aesthetics, giving the urban archi-
tecture vague and poetic expression [1]. Since props is used to celebrate the non-reality,
speculative design would love to design objects as props and models.

Physical props are the only element of non-realistic aesthetics and themost important
characteristic of speculative design [2]. When the creator attempts to construct a new,
blank reality without the basic appearance of the real world, it will lead to the occur-
rence and discussion of various possibilities. In addition, how to allow the audiences to
participate more quickly and bring themselves into different scenarios is also a critical
design consideration. Its field, atmosphere and identity structure are also the effective
mediums to convey ideas and values. For example, the identity structure of a character
can also explain and promote the values and social system of the world itself. From
the fictional time-and-space background, the character’s occupation and his personality
traits, any superposition of the three attributes can create a more complete non-reality
role of the “activity”, and can feedback the work through the role of emotion and behav-
ior. The mapping of place and atmosphere, the distortion of daily life, reflecting the
phenomena of extended work (even the new problems of audience communication that
the creator ignores), through the occurrence of imaginary props, characters or specific
events, and non-places. The problems it produces are bound to coincide with real life.
The combination of setting and atmosphere brings the audience into the work better.
These expressions are the embodiment of “props” in the speculative design, which is an
important channel for the work to connect reality and imagination.

Based on the above conditions, when a work is given a special definition or assump-
tion, it will form an independent “world” or a local projection in the field of the work.
Artist becomes closer to the identity of the receiver, connecting the audience with the
work, and construct the communication symbols that linking the two “worlds”. Instead
of a single passing of ideas or a brief reference to a painting, as Eugène Delacroix men-
tioned, the communication formally invites the audience to participate and discuss, and
use props to stimulate thinking and imagination of more possibilities.

2.2 The Relationship Between Audience and Designer in Creating

From the relationship between audience and performance of drama and the definition of
Jerzy Grotowski, the relationship between audience and designer or performance is not
only the sumof the two factors, but also the “field” of interaction and exchange that forms
the core of the whole work. The relationship between audience and performance comes
from the division of stage and audience by drama [2]. Drama, as the carrier of ideology,
has always played an important role in influencing and guiding the existence of society.
The medium of theatrical expression is to establish communication with the audience
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through the effective performance of the actors. In the process of design and creation,
based on the creative diversity brought about by speculative design, works become a
media for designers to convey their ideas and invite the public to participate in the com-
mon fiction of the future and activate more possibilities. The creative design prototype
is also separated from the pure performance under the industrial technology and the
time centralization. It is based on the physical props because of the creator changing the
present situation and the imaginary future reflection and the strong intention. Accepting
change and thinking how to change is something that designers should consider again.
Based on the two types of viewing space in drama, the single-latitude viewing space and
the multi-dimensional compound space, there are three types of participation art.

One is a kind of “report” like the one-way output of drama text and actors to the
audience [4]. The audience in this mode will accept the idea of centralization in the
social background and other ideas reflected by the works, or simply tour and browse. At
the same time, painting can focus the audience’s attention and the field around the work
for a short stay. In this mode, there is no real audience involvement and participation,
only the audience in the imaginary space of the work of sporadic interpretation and a
single response. From the perspective of speculative design, there is also only one-sided,
sporadic dialectical thinking or critical discourse of the audience.

The second is “theatrical”, with a “two-way output” model in which actors interact
and explore with the audience. Such as the polemical drama of Antonin Artaud and the
immersive drama influenced by it. It is quite different from thefirst typementioned above,
that the boundary between the audience and the actors is blurred and the estrangement
disappears. Based on this, the artistic creation began to invite the audience, the work is no
longer a certain doctrine or concept of oppression, butwith the participation of the creator
and the audience to re-endow the “vitality”. For example, in 1990s, the public opinion
about radical happenstance artwas involved in the stimulation ofmanypossibilities under
the mode of participatory art and speculative design with formal audience intervention.
Works of art have become a platform for making declarations and communicating in the
times. The designers and the participants, used to be spectators, constitute the purpose of
daydreaming, thinking about the future world and trying to change the present situation.

The third type is to break the traditional single theater space. By using multi-
dimension or multi-space performances, performers and audience exist in the exchange
of identity under the work [4]. Audience and the plot are also under the interaction
of mutual influence. It is called a compound, multi-channel input-output model of the
audience. With the cross-disciplinary creation of art, art works form from the screen,
physical props move onto the use of virtual technology. When art creation has a sense of
participation and identity change, there is also a closer connection and a more accurate
discussion of society and the world.

2.3 “Speculative Design” and the “Authority” of Participants

Based on the discussion and exploration of the boundary between technology and non-
reality aesthetics, the purpose of the open authority is to allow participants to visualize
the real outcome of their work, to explore the possibilities and transformations of reality,
and to redefine the relationship between human beings and technology. Based on the
combination of drama and performance and the exploration of the possibility from the
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perspective of speculative design, the creator has established a closer relationship with
the audience through his works. In fact, audiences do not have a full authority freedom
in the drama, actually they are more driven by the script. Most scholars believe that
the immersion drama subverts the traditional power relationship between performers
and audiences so that the audiences can control the performance. Rather than control,
audience is the participant who has the right to choose, the authority is still in the hands
of the produce team and the audience is only the decision maker of the independent
aesthetic trend. The issue of the exposition of props and the opening authority of the
work expression in speculative design is discussed privately. From the refraction of the
imaginary world and reality in terms of props, the work that stays in this state has the
permission to open up the audience’s imagination mentally. While the combination of
participatory art is an invitation to the audience. From single indoctrination to spec-
ulation, one-way acceptance to participation, the two-way output of the performance
relationship is an open test of the audience’s authority. Audience, from spectator to
participant in the thorough transformation, plays an essential role in the work. In this
mode, there are two levels of the authority trial. Participation (authority of selection) and
change node, that means without far from the only direction of the work’s concept and
give multiple choices by stacking out multiple plot structures. However, the third kind of
authority that completely submit to audience will lead to a totally different ending and
even out of control. For example, Marina Abramovic’s most influential film, rhythm 0, is
an example and discussion of open authority. Marina signed a waiver contract to assure
the audience that she would participate. Under a six hour physiological anaesthetic, she
hands over her body, her props and her performance to the audience. From flowers to
guns, from touching to hurts, the performance pushes the boundaries of human morality
to the limit. Even the artist’s own life was almost taken by the gun which audience took
from the prop. And the work became a moral test of reality.

3 “Blank” Artifacts

The text that presents the direction of the work and constructed by the worldview of
the designer is a certainty of the sage-like speech guide. When it leaves more space for
audience to have more opportunities of imagination and intervention, the blank space
in the text is particularly important, since it weakens the redundant descriptions while
retaining the coreworldview; by breaking the certainty of the text, it achieves the creative
goal of leaving the blank space in order to stimulate the audience to think, and the goal
of replenishing the work with the actions and emotions of the audience. In this kind of
audience-designer relationship, as a receiver and participant, the audience’s initiative
creation has also been reflected.

Props, as a very important element, connects reality and non-reality in speculative
design. And it is a medium of “permission” that opens the public imagination space.
The various external manifestations of the props, including the role, the field, and the
certain object, give the “active” opportunity to creation. At this point, the activation
of thinking and the opening of authority of the speculative design do not emphasis
on whether the problem is solved after the work is finished. What they care most is
how the atmosphere under the collision of thinking becomes call of the world. Most of
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the works today are constructed by the existing civilizations or societies or the facts.
So whether or not we can deduce from the opposite direction by giving a hint to the
audience with constructing artificial artifacts and creating a fictional civilization, to
allows the viewer to think and imagine in a different direction through the work. This
is also a way of thinking through design, even though the end point is all about reality
and the present. But different directions of deduction can also provide new stimulation
for thoughts. When we construct props that can span the space-time, it will no longer
be the mirror condensates of a particular space-time. It will rather be the complaints
of multiple social problems, or the “canvas” of another direction in a parallel time and
space. The transformation from the viewer to a participant becomes both the leader of
the canvas and the writer of the ending of a text.

When we go through the elements from space and time to create an alternative
and fictional artifacts called “props”, the blank and imagined space it left provides
the opportunity for personal interpretation of the audience. Through the cooperation
of various audience-designer relations and props, people can understand and interpret
reality from many angles or avoid the possibility, going beyond the concrete practice
of using design as a medium. The public can also link props with self-imagination
in speculative design, and even as a speculative material culture, deducing fictional
archaeology and imaginary anthropology. What we can decide is to give the participants
“authority” and guidance to let participants really become the main part of the deduction
and begin dialogue with the world. The designer, on the other hand, guides the behavior
and emotion of the participants and control the works through the setting of “Props”. The
artistic creation forms based on the speculative design, in addition to the direct verbal
communication with the audience, in the process of feeling the work, the thought and
the feeling is the communication with the creator’s soul and the mutual acceptance with
the work, which has become a kind of very romantic art form that needs ponder.

Based on the reality of a variety of possible future imagination and structure of the
parallel world, physical props as an important representation of speculative design, will
lead to some problems and their reflections. How to guide the audience to think and
react, the open authority and the participants, whether they can lead the exploration of
more possibilities? These issues will continue to revolve around the designer’s overall
planning of creative ideas and continuous practice for the works.
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Abstract. Dark Patterns are design patterns used to trick users into acting against
their real interest. The web provides an infinite number of services accessible to
anyone, which do not always promote a good user experience and are often struc-
tured with the aim of leading the user to perform unwanted actions or discourage
him frommaking decisions that could damage the company. This is a very common
practice, especially in neuromarketing. Human behavioral and perceptual patterns
are cleverly exploited to achieve a specific goal. For this reason, dark pattern
developers try to create an environment that invites as much purchase as possi-
ble by stimulating the customer’s unconscious. Among the areas in which these
strategies are adopted is tourism: online travel agency websites promote “fake
discounts” for the products/services they are selling, display inaccurate pricing
information leading to incorrect pricing assumptions, thus misleading consumers.
One of the goals of this work is to identify which dark patterns are most used in
online travel agencies and once identified, they will be used to run scenarios that
will simulate booking a vacation online. During the execution of the tests, users
will be filmed via webcam tracking their expressions and emotions through AI-
based facial recognition. Finally, the data obtained from the tests will be analyzed
to study the emotions and feelings that a user feels when he/she is confronted with
dark patterns, to understand which users are more at risk and which are the types
of dark patterns to which they are more vulnerable.

Keywords: Dark patterns · Emotion recognition · User experience

1 Introduction

User Experience (UX) Design is focused on the creation of pleasant and satisfying user
experiences. It is achieved by putting the user at the center of the design process. It is a
crucial component in business activities, indeed, a goodUX supports growing credibility
associated with the brand [24], and, consequently, the potential growth of customer
loyalty during the time. Often, however, this proportional relationship is underestimated
by companies, looking for short-term benefits. For example, some online companies hide
from their customers some of the costs of their services until the moment of payment.
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Such a strategy is commonly called “dark pattern”: tricks used in websites and apps that
make you do things that you didn’t mean to, like buying or signing up for something
[5]. However, UX is affected during all the steps of the consumer’s interaction with the
brand, starting from the first contact until the purchase of the product. For this reason,
the main objective of UX design is not the enhancement of the product, brand, or service
but the construction of a relationship as satisfying as possible for the consumer from an
emotional and functional point of view.

In this work, we investigated the effects on the customer experience of the most
common dark patterns. To do so, we exploited the potentiality of the AI and neural
networks to monitor and extract users’ emotions while interacting with an online travel
agency in a controlled experiment.

2 Related Works

The interface design is one of the disciplines that for several years now contributes
deeply to our daily life, making fundamental digital services and products more intuitive
and usable [20, 24, 25, 7]. However, there is a mischievous current of thought of who
voluntarily decides to design an interface to force the user to make some actions, that
most of the time benefit just the service provider. Dark patterns, so-called for the first
time by UX Researcher Harry Brignull in 2010 [5], are interface elements carefully
designed and combined to confuse the users, lead them to perform unwanted actions,
or discourage them to make decisions that could damage the company. In addition,
dark patterns may put users with disabilities at greater risk [6]. The website platform
darkpatterns.org [5] presents a collection of categorized common dark patterns used in
the web. It allows users to add new undiscovered dark patterns. It has a twofold function:
on one hand it represents a guide for users and aims to be a tool to help them protect
themselves in the “dark world” of the web; on the other hand, given the scarcity of tools
for the identification of dark patterns, the public defamation of these sites could lead the
owners of such applications to take steps to correct the website in order to improve the
overall experience of their users.

2.1 Dark Patterns Taxonomy

The phenomenon of dark patterns was brought to light by Harry Brignull, who also
provided a first and fundamental classification on the website darkpattern.org [5].

Numerous researchers, over the years, have also shown other examples of classifi-
cation in articles, on personal websites, and through other media [8, 9, 10]. This has
therefore led to an expansion of the different types of present. A further classification
was presented by Gray et al. [1], who following analysis and comparisons on the various
typologies found, provided a proposal in which the patterns identified were classified
within 5 macro-categories, represented in Fig. 1. These considerations arose as a result
of the fact that many of the typologies concerned specific types of content (advertising,
e-commerce), while others indicated more general strategies (e.g., operations to divert
the user, bait and switch). These show that dark patterns are evolving as the web evolves.
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Fig. 1. Classification of dark patterns by Gray et al.

2.2 Dark Patterns in Online Travel Agency

Online travel agencies are becoming increasingly popular in today’s world. People come
across one of these websites taken by the desire to travel, and they, probably, do not pay
attention to the many tricks that companies use to get them where they want. Such dark
patterns, which, being a little-known phenomenon, succeed to deceive the users using
apparently convenient prices and availability.

The establishment of laws to counteract them led dark pattern creators to define new
approaches and strategies that could circumvent them [5]. Also, the purchase and sale
of products online, have significantly intensified in many fields, leading to define new
patterns that could be used during any purchasing process, such as fake time offers,
fake reviews to promote a product or, in general, techniques to generate in the user
feelings of urgency and scarcity. Because of the scale and sophistication with which
digital marketplaces and online stores may target people, market manipulation becomes
even more successful [11]. Another factor to consider is that economic markets can
manipulate both sellers (hosts) and buyers (travelers) [12].

In [2], the authors inspected various public domain lawsuits on online travel agen-
cies from 2016 to 2020 to identify dark patterns in online travel agency websites. The
main categories of these documents include civil lawsuits and final judgments. The dark
patterns identified are “Low Stock Message”, “Activity Notification”, “High Demand
Message”, “Limit Time Message”, “Hidden Cost”. In further, we explored other online
travel agency websites encountering the following dark patterns in addition to the above:
“Pre-selection” and “Aesthetic Manipulation”.

Each of these Dark Pattern’s tactics affects cognitive biases that can influence con-
sumer decision making. The goal of each is to rush the user into taking a certain action,
which in this case is buying a ticket.

Hidden Cost
Brignull’s “Hidden Costs” pattern provides users with a late disclosure of certain costs.
In this pattern, a certain price is advertised for a good or service, only to later be changed
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due to the addition of taxes and fees, limited time conditions, or unusually high shipping
costs [1].

Activity Notification
In the “activity notification” pattern, online travel agencies’websites dragusers’ attention
to particular product pages by indicating the online activities of other users. When
online travel agencies’ websites display the activities of other users, consumers are
more motivated to buy the product/service [2].

High Demand Message, Limit Time Message, and Low Stock Message
To create a sense of competition among consumers, online travel agencies use the scarcity
effect as a pressure strategy to encourage purchasing. The websites of online travel agen-
cies can use several types of dark pattern tactics to create scarcity bias. By emphasizing
that the deal/sale will close soon without specifying a deadline, the limited-time mes-
sage tactic creates urgency and uncertainty. The “low-stock message” indicates that the
product is out of stock. Finally, the “high-demand message” tactic aims to remind users
that the products/services are in high demand and will sell out quickly [2].

Pre-selection
Any situation in which an option is selected by default prior to user interaction is referred
to as a “pre-selection” pattern. “Pre-selection” is typically represented as a default choice
that the product’s shareholder wishes the user to make; however, this choice is frequently
in the user’s best interests or may have unintended consequences [1].

Aesthetic Manipulation
“Aesthetic Manipulation” is any user interface manipulation that is more concerned with
form than function. This includes design choices that draw the user’s attention to one
thing to redirect their attention from or persuade them to believe in something else [1].

2.3 Classification and Recognition Techniques of Emotions

Measuring emotions has been a subject of research for many scientists, to be able to
classify them and demonstrate their universality. According to the International Orga-
nization for Standardization (ISO) the user experience concept includes “Users’ per-
ceptions and responses include the users’ emotions, beliefs, preferences, perceptions,
comfort, behaviours, and accomplishments that occur before, during and after use” [4].
Paul Ekman [3] showed, through experimenting with people from different places, the
possibility to classify emotions and demonstrated their universality. He also engaged
in cataloguing human expressions, creating a coding system of facial actions (FACS).
To do so, he took thousands of photos of facial expressions and associated each one
with a value based on the facial muscles involved. The researcher argued that there are
universal emotions that is common emotions that are the same for everyone in all cul-
tures and can be defined as primary, such as anger, fear, sadness, happiness, surprise,
and disgust, and secondary, such as amusement, contempt, contentment, embarrassment,
excitement, guilt, pride, relief, pleasure, shame. For a long time, facial expression recog-
nition and analysis, particularly FACS detection [13] and discrete emotion detection, has
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been a hot area in computer science, with numerous promising algorithms [14, 15, 16].
Nowadays several methods and technologies allow the recognition of human emotions,
which differ in the level of intrusiveness. The use of invasive tools (e.g. ECG or EEG,
biometric sensors) [17, 18] can influence the behavior of subjects and in particular can
adulterate their spontaneity and, consequently, the emotions experienced by them, intro-
ducing biases that inevitably end up compromising the expected results. Most of these
techniques, methods and tools refer to three areas of research: facial emotion analysis,
speech recognition analysis and biofeedback emotion analysis. Facial emotion analysis
aims to recognize patterns from facial expressions facial expressions and linking them
to emotions. For this analysis, AI comes into play with algorithms of Deep Learning,
particularly based on Convolutional Neural Networks (CNN). It is amathematical model
of Deep Learning that takes in input different types of images and makes predictions
based on the trained model. CNN is not only used for emotion recognition [19, 21], but
also for gestures [22, 23].

3 Study on Emotion Recognition in Relation to Dark Patterns

To identify the user’s emotions when dealing with different types of dark models, 3 tests
were conducted. Thefirst one is to understand the technological skills and knowledge that
the participants possess. The second, which is the main point of this work is divided into
several tasks, one for each dark model. These tasks are about booking a ticket online, be
it an airline ticket or a hotel reservation. Through this test, it will be possible to know the
emotions of the users while viewing the dark patterns. The last test is used to understand
the influence that these dark patterns have on purchases on websites. Moreover, it is
useful to validate the data obtained from emotion recognition from test 2. The tests are
conducted individually and in a specific environment.

3.1 Participants

To analyze users’ emotions while viewing the dark models, users of different ages and
with different technological backgrounds were chosen. Participants’ age ranged from
19 to 66 (M = 35.5, SD = 14,7). Users are equally divided between participants under
35 years of age and those over 35. For this reason, in the study and analysis participants
were divided into 2 categories: under 35 and over 35.

3.2 Choice of Tasks

The types of dark patterns are countless, so in this work we considered all those dark
patterns that can be encountered in online travel agencies (“Low Stock Message”, “Ac-
tivity Notification”, “High Demand Message”, “Pre-selection”, “Limit Time Message”,
“Aesthetic Manipulation”, “Hidden Cost”). We have selected some of the most famous
sites that contain the presence of dark patterns, and they are listed in the Fig. 2. We asked
the participants to carried out come tasks on them to verify their efficiency during the
booking of a travel online and to understand if they provoked particular emotions on
them. The table in Fig. 2 shows the websites selected for testing and their corresponding
dark patterns.
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Fig. 2. Dark patterns contained in the websites tested in this work.

3.3 Test Preparation and Tool Used

The test was conducted in a controlled environment and video/audio recording tools, a
data collection system, etc. were set up. The study execution was conducted in person,
for it we used the following tools: - DeskShare: Screen Recorder Pro1 for recording two
screens simultaneously; - Google Forms2 for surveys; - Excel to track results; - Mor-
phCast Emotional AI3 for emotion recognition. MorphCast Emotional AI is a software
application that uses machine learning and face recognition, as well as gender, age, and
the six primary FACS emotions, to determine a user’s level of attention without asking
for personal information. The software is client-side (JavaScript), allowing it to avoid
sending biometric data to the server. In addition, the software is browser-based, allowing
it to be used simultaneously with other applications. This is an important characteristic
allowing us to watch the evolution of emotions on a screen, while users working on a
task using a second screen.

3.4 Background Survey

The background survey was used to learn about users’ technological experiences and
skills. The questions in this survey were: How frequently do you use smartphones,
computers, tablets, etc.? How frequently do you browse the web during the day? Do you
prefer to book your vacations using online services or in traditional physical agencies?

3.5 Tasks Presentation and Execution

Two test scenarios were identified, both of which contained websites with the same
number and type of dark patterns. The first scenario includes the following tasks: -
Flight booking on E-Dreams4; - Hotel room booking on E-Dreams; - Car rental on B-
Rent5; - Boat rental on Nautal6; - Hotel room booking on Expedia7; - Flight booking

1 https://www.deskshare.com.
2 https://docs.google.com/forms/.
3 https://www.morphcast.com/sdk/.
4 https://www.edreams.it.
5 https://www.b-rent.com.
6 https://www.nautal.it.
7 https://www.expedia.it.

https://www.deskshare.com
https://docs.google.com/forms/
https://www.morphcast.com/sdk/
https://www.edreams.it
https://www.b-rent.com
https://www.nautal.it
https://www.expedia.it
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on Volagratis8. The second instead: - Booking a flight on Ryanair9; - Booking a hotel
room on Booking10; - Booking a car on B-Rent; - Booking a hotel room on Expedia; -
Booking a car on Rentalcars11; - Booking a flight onMyTrip12. Once the instructions for
conducting the test were explained, the user could choose which scenario to complete.
The instructions provided indicated how to explore the websites to visualize the dark
patterns and how to position oneself in front of the camera so that the recognition of the
expressions would be as reliable as possible. During the execution of the various tasks,
the users’ emotions were analyzed by webcam through AI-based emotion recognition,
as shown in Fig. 3. When a dark pattern is executed, the system captures the user’s
expression, and the conductor records it in an excel sheet. In addition, the researchers
wrote down all the comments of the participants regarding the dark patterns they met.

Fig. 3. A test case that shows the participant during the experiment.

3.6 User Experience Questionnaire

TheUX questionnaire was used to learnmore about the tasks performed andwas divided
into 7 sections. Each section referred to a website and the dark patterns encountered.
The questions for each section were 4 and were addressed to the experience had with the
dark pattern displayed. The proposed questions were used to understand the influence
of each dark pattern on each of the users. The questions of the survey have been: (1)
Did you notice the presence of the dark pattern x? (2) Did the presence of the dark
pattern influence the decision to complete the purchase? (3) Do you think that without
the presence of the dark pattern you would not have completed the purchase? (4) How
did you feel about the presence of the dark pattern?

Although the emotions have been analyzed by a specific software, it was useful to
know the feelings that the users themselves declared to compare them with the results
obtained by the software and understand whether they were related or not.

8 https://www.volagratis.com.
9 https://www.ryanair.com.

10 https://www.booking.com.
11 https://www.rentalcars.com.
12 https://www.it.mytrip.com.

https://www.volagratis.com
https://www.ryanair.com
https://www.booking.com
https://www.rentalcars.com
https://www.it.mytrip.com
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4 Analysis of Results

In this section we show the results obtained through the previously mentioned surveys
and those obtained through facial emotion recognition. Finally, the data obtained were
compared to see their reliability.

4.1 Background Survey Results

From the data regarding the background survey, we found that users over the age of 35
were the participants with the poorest backgrounds. For this reason, it was chosen to
divide the users in the following way: users under 35 years of age and users with an age
greater than or equal to 35 years of age. This classification is useful for analyzing the
data for the upcoming tests.

4.2 Emotion Recognition Results

This section discusses the data obtained from facial emotions recognition through Mor-
phCast Emotional AI. Just as with the background survey, there were 50 test participants.
The emotions analyzed are the primary ones cited in the above paragraph.

So, anger, fear, sadness, happiness, surprise, and disgust were measured. In addition,
another emotion was added: indifference, which indicates a neutral expression that can
be found when the participant does not reproduce any expression.

The graph in Fig. 4 shows the emotions of all users for each dark pattern found. The
Fig. 5 shows the graph of emotions of all users under 35 years old for each dark pattern
found. The Fig. 6 instead, represents the emotions of all the users with age superior or
equal to 35 years for every dark pattern found.

Fig. 4. Emotions of all users for each dark pattern found.

Table 1 reports for each dark pattern the predominant emotion resulting from the
study.
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Fig. 5. Emotions of all users under 35 years old for each dark pattern found.

Fig. 6. Emotions of all users over 35 years old for each dark pattern found.

Table 1. Predominant emotions for each dark pattern.

Dark pattern Under 35 Over 35 Totality

Low stock message Indifference Angry Indifference

High demand message Indifference Indifference, Sadness,
Angry, Disgust

Indifference

Activity notification Indifference Indifference, Sadness,
Angry, Disgust

Indifference

Limit time message Sadness Angry Sadness

pre-selection Sadness/Indifference Angry Indifference

Aesthetic manipulation Sadness Indifference, Sadness,
Angry

Indifference

Hidden cost Angry Angry Angry

4.3 User Experience Questionnaire Results

The goals of the UX questionnaire are many: - To understand how many people notice
the presence of dark patterns; - To understand how much the presence of dark patterns
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effects the choice of purchase; - To compare the data obtained from emotion recognition
with the emotions obtained from the UX questionnaire to verify the reliability of the
results.

Question 1
From the data obtained from the first question (“Did you notice the dark model?”) we
found that all participants noticed all dark patterns, only those over 35 years old did not
see the “pre-selection” pattern.

Question 2
From the data obtained by the second question (“Did the presence of the dark pattern
influence the choice to complete the purchase?”) we have discovered that only the fol-
lowing four dark patterns have influenced the choice to complete the purchase: “low
stock message”, “hidden cost”, “limit time message” and “aesthetic manipulation”.

Question 3
The third question (“Do you think that without the presence of the dark pattern you
would not have completed the purchase?”) shows that users would have bought the
product even without the presence of the dark patterns.

Question 4
The fourth question was related to the emotion felt by the user during the vision of the
dark pattern. Specifically, it was asked: “How did you feel in the presence of the dark
pattern?” for each of the patterns analyzed. Table 2 shows the predominant emotion
(highest percentage) regarding this question.

Table 2. Predominant emotion regarding the fourth question.

Dark pattern Under 35 Over 35 Totality

Low stock message Indifference Angry Indifference

High demand message Indifference Indifference Indifference

Activity notification Indifference Indifference Indifference

Limit time message Sadness Indifference Sadness

Pre-selection Sadness Indifference Sadness

Aesthetic manipulation Sadness Sadness Sadness

Hidden cost Angry Angry Angry

4.4 Comparison Between Data Obtained Through Emotion Recognition
and Data Collected from the UX Questionnaire

In this section we will compare the data obtained through the recognition of emotions
and the data received from the UX questionnaire. In the previous sections are the results
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for each dark pattern, however it is necessary to validate these data, to understand or not
if the outcomes of the different tests are correlated with each other. Also in this analysis,
as in the previous ones, the users will be divided by age. The dark patterns “high demand
message” and “activity notification” are shown in the same web site, therefore graphs
of the dark pattern “high demand message”, that they will follow, are equal to the dark
pattern “activity notification”, that will not be shown because they have given the same
results. The comparison of data will follow in the following order: (1) Comparison of
emotions considering the totality of users; (2) Comparison of emotions examining users
under 35 years old; (3) Comparison of emotions examining users over 35 years old.

4.5 Comparison of Emotions Considering the Totality of Users

In this paragraph, the colors of the graphs indicate: - Yellow: results obtained from the
UX questionnaire; - Blue: results obtained by emotion recognition.

High Demand Message and Activity Notification
The graph in Fig. 7 shows a close correlation between almost all the emotions. The
expression anger did not assume the same value for both the tests, but the predomi-
nant emotions predominant for both are sadness and indifference, thus confirming the
reliability of this result.

Fig. 7. Comparison of questionnaire and
emotion recognition of total users’
high-demand message and task notification
patterns.

Fig. 8. Comparison of questionnaire and
emotion recognition of total users’ low stock
message pattern.

Low Stock Message
The comparison of the emotions coming from the dark pattern “low stock message”
results coherent. In fact, the graph in Fig. 8 shows an almost equal relationship in the
greater part of the emotions, except for fear, that assumes different values.
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Fig. 9. Comparison of questionnaire and
emotion recognition of total users’ limit time
message pattern.

Fig. 10. Comparison of questionnaire and
emotion recognition of total users’
pre-selection pattern.

Limit Time Message
The relationship of the predominant values of the dark pattern “limit time message” is
nearly equal, as we can see in the graph in Fig. 9.

Pre-selection
For the dark pattern “Pre-selection”, the predominant emotions remain Sadness, Anger,
and Indifference, even if, as we can notice from the graph in Fig. 10, Sadness took on a
slightly different value, although it remained among the top three.

Fig. 11. Comparison of questionnaire and
emotion recognition of total users’ hidden
cost pattern.

Fig. 12. Comparison of questionnaire and
emotion recognition of total users’ aesthetic
manipulation pattern.

Hidden Cost
From the graph illustrated in Fig. 11, anger can be confirmed as the predominant emotion,
however, an alteration can be seen in the emotion’s sadness and surprise. They would
lead to confirm surprise as the second highest value and sadness as third.

Aesthetic Manipulation
The graph in Fig. 12 shows two primary emotions: indifference and sadness. Although
the two tests provided two dominant emotions different, the values for each of them are
close. We can therefore validate the results obtained.
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4.6 Comparison of Emotions Examining Users Under 35 Years Old

In this paragraph the colors of the graphs indicate: - Blue: results obtained from the UX
questionnaire; - Orange: results obtained through the recognition of emotions.

High Demand Message and Activity Notification
What can be observed from the graph in Fig. 13 is a close correlation between almost
all the emotions, in particular sadness and indifference. The expression anger did not
assume the same value for both tests, but the predominant emotions however, for both
result to be similar, confirming therefore the reliability of such result.

Low Stock Message
The comparison of the emotions coming from the dark pattern “low stock message”
results coherent. In fact, the graph in Fig. 14 shows an almost equal comparison for
anger and sadness. The indifference, indicated from the voice “neutral”, remains the
dominant expression, despite the values of the various tests are not close between them.

Fig. 13. Comparison of questionnaire and
emotion recognition of under 35 years old
users’ high demand message and activity
notification patterns.

Fig. 14. Comparison of questionnaire and
emotion recognition of under 35 years old
users’ low stock message pattern.

Limit Time Message
The ratio of the predominant values of the dark pattern “limit time message” is fair for
sadness and indifference, which are confirmed as themain emotions for this dark pattern,
as we can see in the graph in Fig. 15.

Pre-selection
For the dark pattern “Pre-selection”, the predominant emotions are sadness, anger, and
indifference. Even surprise, however, aswe can see from the graph in Fig. 16, has reached
a value like anger.
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Fig. 15. Comparison of questionnaire and
emotion recognition of under 35 years old
users’ limit time message pattern.

Fig. 16. Comparison of questionnaire and
emotion recognition of under 35 years old
users’ pre-selection pattern.

Hidden Cost
From the graph illustrated in Fig. 17 we can confirm anger as the predominant emotion,
followed by surprise. However, it is possible to notice an alteration of the emotions:
sadness and indifference.

Aesthetic Manipulation
The highest values concern anger and indifference, as shown in the graph in Fig. 18. It
can be seen that the questionnaire reported higher values for surprise.

Fig. 17. Comparison of questionnaire and
emotion recognition of under 35 years old
users’ hidden cost pattern.

Fig. 18. Comparison of questionnaire and
emotion recognition of under 35 years old
users’ aesthetic manipulation pattern.

4.7 Comparison of Emotions by Examining Users Aged 35 Years and Older

In this paragraph, the colors of the graphs indicate: - Blue: results obtained from the UX
questionnaire; - Green: results obtained by emotion recognition.
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High Demand Message and Activity Notification
The values of almost all the emotions are similar, as can be seen from the graph rep-
resented in Fig. 19. Disgust and sadness remain the highest values, fear instead has
decreased from the results of the UX questionnaire. Same for anger, which was zero in
the UX questionnaire. Indifference is also confirmed as one of the highest values.

Low Stock Message
From the diagram in Fig. 20 the same values of anger and disgust can be noticed, that
represent the highest. The indifference has reached a higher value from the data of the
questionnaire, but it remains however in third higher, confirming the results obtained
from the test.

Fig. 19. Comparison of questionnaire and
emotion recognition of over 35 years old
users’ high demand message and activity
notification patterns.

Fig. 20. Comparison of questionnaire and
emotion recognition of over 35 years old
users’ low stock message pattern.

Limit Time Message
The emotions detected for the dark pattern “limit time message” were the most truthful,
from the graph in Fig. 21 it can be observed how the values of all the emotions are tightly
close.

Pre-selection
From the relationship illustrated by the graph in Fig. 22, only two emotions can be
confirmed: “indifference” and “anger”. The fear and sadness found by the software for
the detection of emotions was not validated by the questionnaire.
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Fig. 21. Comparison of questionnaire and
emotion recognition of over 35 years old
users’ limit time message pattern.

Fig. 22. Comparison of questionnaire and
emotion recognition of over 35 years old
users’ pre-selection pattern.

Hidden Cost
From the graph illustrated in Fig. 23we can confirm “anger” as the predominant emotion.
However, the remaining values are discordant.

Aesthetic Manipulation
The graph in Fig. 24 shows the equality of the values inherent to disgust, indifference,
and fear; sadness is also confirmed as the highest value. It is different instead for two
other emotions, anger, and surprise.

Fig. 23. Comparison of questionnaire and
emotion recognition of over 35 years old
users’ hidden cost pattern.

Fig. 24. Comparison of questionnaire and
emotion recognition of over 35 years old
users’ aesthetic manipulation pattern.

4.8 Analysis

After analyzing the results, shown in the previous section, several considerations
emerged.

• The under 35 represent the users with a more advanced technological background and
are accustomed to such strategies and tricks, this explains the indifference for most of
the dark patterns. For the patterns “limit time message” and “pre-selection” instead
the perceived emotion is sadness. While anger for the dark pattern “hidden cost”.
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• The over 35 are more vulnerable users because they use less frequently online travel
agencies to book their vacations. The emotions detected are in fact different for each
dark pattern.

– Aesthetic manipulation: sadness
– Low stock message: anger and disgust
– Limit time message: anger
– Hidden cost: anger
– Activity notification and high demand message: sadness and disgust
– Pre-selection: indifference

• The “pre-selection” pattern has not been noticed by most users.
• The dark patterns that influence most the customer during the purchase of a prod-
uct/service online are: (1) “Low stock message”, (2) “Hidden cost”, (3) “Aesthetic
manipulation”.

• The users would buy the products if they were really interested, but the dark patterns
incentivize them to complete the purchases in the shortest possible time.

• The dark pattern “Hidden cost” is the one perceived with the highest values of anger
probably because it is the most tangible form of deception among all the dark patterns.

• The anger, especially on users over 35, detected by facial recognition can be linked
to a visual effort of the users, assuming a deep look and contracted eyebrows.

5 Conclusion and Future Research

In this paper, we dealt with dark patterns and the effects they cause on users. We identi-
fied the most commonly used dark patterns in online travel agencies and we investigated
their effects on the customer experience by carrying out a study involving 50 participants
and 9 websites. During the test, the users have been filmed via webcam in order to track
their expressions and emotions through AI-based facial recognition. At the end of the
task, to validate the results, we conducted a final questionnaire where all users indi-
cated the emotion they felt during the test. The results were compared with the AI-based
emotion recognition results, and we found that the over 35 are more vulnerable to dark
patterns than those under 35. We realized that technological background greatly affects
the emotions users may feel when interfacing with dark patterns. Not being familiar with
the web makes inexperienced users easily fooled by strategies and tricks, such as dark
patterns. The under 35 s are more experienced users with online travel agencies and are
accustomed to such dark patterns, as opposed to the over 35 s, who less frequently use
websites to book their vacations. Indeed, for those under 35 we have found the indif-
ference for most of the dark patterns. For the “limit time message” and “pre-selection”
patterns the manifested emotion was sadness. While anger for the “hidden cost” dark
pattern. For the over 35, instead, we found different emotions for each pattern: sadness
and disgust for “activity notification” and “high demand message” patterns, anger for
“limit timemessage” and “hidden cost” patterns, for the “aestheticmanipulation” pattern
the emotion was sadness and finally indifference for “pre-selection” pattern.
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In the future considering that the over 35 were the ones who manifested emotions
other than indifference in all dark patterns, except for “pre-selection” pattern, we plan
to extend the test to other over 35 users, in order to learn more about the effects of dark
patterns.

In the next future, on the basis of the study results, we are going to formalize a set
of design guidelines to support practitioners during the development of web interfaces
for online travel agencies, in a way to design effective interfaces while avoiding dark
patterns that would negatively affect the user experience.
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Ítalo Fernandes1 , Simara Rocha1 , Carlos Portela1 ,
Geraldo Braz Junior1 , João Almeida1 , Aristofanes Silva1 , Davi Viana1 ,

Jacilane Rabelo2 , Anselmo Paiva1 , and Luis Rivero1(B)

1 PPGCC, Universidade Federal do Maranhão, São Luis, Brazil
italo.fernandes@discente.ufma.br,

{simara.rocha,carlos.castro,geraldo.braz,joao.dallyson,ac.silva,
davi.viana,anselmo.paiva,luis.rivero}@ufma.br

2 Universidade Federal do Ceará, Russas, Brazil
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Abstract. Usability and User Experience are high-impact quality fac-
tors for the design of interactive systems, since they impact how we
use them in daily life activities. Despite the importance of these quality
attributes, several users report problems when interacting with informa-
tion systems. Considering the need to meet different quality standards,
software testing is an important area for identifying software defects.
Despite the proposal of different approaches for A/B testing in the con-
text of Usability and UX evaluation, there are still some improvement
opportunities. For instance, after carrying out a literature review, we did
not identify an A/B testing process that could be applied for identify-
ing both usability and user experience problems. Furthermore, most of
the A/B testing processes in the context of human computer interac-
tion do not gather qualitative data, which makes it difficult to identify
what to improve in the selected version of a software to meet the users’
needs. Considering the above, this paper proposes a new A/B testing
process that allows the evaluation of both usability and user experience
attributes. For each of the A/B testing processes found in our literature
review, we gathered data on the categorization of the process, its activ-
ities, the roles within the process, and the artifacts that were employed
during the planning, conducting and reporting of the test. We then orga-
nized our results creating a new process that would consider all relevant
activities and artifacts from previous work.
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1 Introduction

Usability is one of the most important quality factors for the design of inter-
active systems, since it impacts how we use them in daily life activities [4]. An
interactive system with a low degree of usability may become difficult to use
and turn the user less productive when carrying out tasks [3]. Additionally, User
Experience (UX) is a concept for understanding and studying the quality in
use of interactive products. According to AllAboutUX.org1, there are at least 27
definitions on UX. For instance, UX is defined by the International Organization
for Standardization [9] as a person’s perceptions and responses that result from
the use or anticipated use of a product, system or service.

According to Borsci et al. [2] the relation-ship between user experience and
usability is still under discussion; and some UX researchers [7,13,20] state that
UX goes beyond the task-oriented approach of traditional usability by bringing
out aspects such as beauty, fun, pleasure, and personal growth that satisfy gen-
eral human needs but have little instrumental value. Consequently, traditional
usability measures related to the ease of use and usefulness of an application
can be employed to assess its user experience. However, evaluating traditional
usability attributes may not be sufficient as UX considers attributes beyond the
instrumental such as users’ emotions before, during and after their interaction
with a software application [20]. Therefore, to transmit a positive experience, it
is necessary that applications provide functionality and easy means to access it
[8]. Hence, usability principals must be respected when developing the user inter-
face of a mobile application, while also considering users’ emotions and reactions
towards the application.

Considering the need to meet different quality standards, software testing
is an important area for identifying software defects [6]. Several evaluation
methods have been proposed to capture users’ thoughts, expectations and emo-
tions towards software applications [1]. Among the different software testing
approaches, A/B testing has emerged as an alternative for comparing differ-
ent types of software in a given context [12]. A/B testing proposes to split the
universe of users in two or more groups with the purpose of testing different
versions of an idea with each group and comparing the effect of each version
[12]. The obtained information within these tests can be used for defining the
impact of changes in different versions of a software, or evaluating the impact
of choosing between two or more concurrent information systems. Traditionally,
A/B testing allows comparing functional requirements of an information system.
However, new approaches were developed to allow evaluating usability and user
experience when comparing two or more information systems [18].

Despite the proposal of different approaches for A/B testing in the context
of Usability and UX evaluation, there are still some improvement opportunities.
For instance, we did not identify an A/B testing process that could be applied for
identifying both usability and user experience problems. Considering the above,
this paper proposes a new A/B testing process that allows the evaluation of both
usability and user experience attributes. To do so, for each of the A/B testing

1 All about UX Website: http://www.allaboutux.org/ux-definitions.

http://www.allaboutux.org/ux-definitions
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processes found in a literature review, we gathered data on the categorization
of the process, its activities, the roles within the process, and the artifacts that
were employed during the planning, conducting and reporting of the test.

The remainder of this paper is organized as follows. In Sect. 2, we discuss
work related with this research. In Sect. 3, we present our research methodology,
which allowed us to identify the activities for A/B Usability and UX evaluation.
Section 4 presents our results with the proposal of a nee process Usability and UX
A/B Testing. Finally, our conclusions and future work are described in Sect. 5.

2 Related Work

According to Kujala et al. (2014), evaluating the UX and usability features of a
system is a challenging task, as users may find it difficult to express their expe-
riences if directly asked to. Hence, besides objective usability measures such as
task execution time or the number of errors, it is necessary to develop evaluation
approaches that determine what is relevant from the user point of view [20].

To investigate the different available evaluation approaches, a number of
reviews has been performed [17]. Based on these reviews, several types of evalu-
ation methods can be listed. For instance, forms have become essential as they
have been developed considering usability and new evaluated UX factors [14].
Other questionnaires focus on extracting users’ motivations and attitudes by
providing open questions or means for the users to describe their emotions them-
selves [13].

In the experience sampling category, users report their experience at spe-
cific moments of their day. While a device periodically senses their physiological
responses to stimulus or tracks the context of their day, users are asked how they
are feeling [15]. The main advantage of employing experience sampling methods
is having users experience the applications in real usage scenarios, gathering
valuable information to understand the context of use. Nevertheless, to gather
complete data, these methods may take long to be applied, may disrupt the
interaction with the evaluated application and may make users feel tired [11].

We can also gather usage data from the direct observation of users or by
monitoring their physiological responses towards the evaluated application. For
instance, Marco et al. (2013) employed video recording to analyze the degree of
fun and children’s engagement. The video stream allowed the children’s gestures
and verbal expressions while interacting with each other to be transcribed, as well
as their engagement by means of observing the focus of the children’s attention.
During the analysis, it is also possible to include stamps to indicate interaction
problems.

When using the above mentioned methods, we can also compare different types
of software aimed at achieving similar goals. In that context, A/B testing proposes
to split the universe of visitors in two or more groups with the purpose of testing
different versions of an idea with each group and comparing the effect of each ver-
sion [4]. Traditionally, A/B testing allows comparing functional requirements of an
information system. However, a similar approach may be used to improve usabil-
ity. Hence, new approaches were developed to allow evaluating usability and user
experience when comparing two or more information systems [18].
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Among these approaches, Firmenich et al. (2019) proposes an iterative
method supported by a toolkit that allows usability experts to design user tests,
run them remotely, analyze results, and assess alternative solutions to usability
problems similarly to A/B testing. According to the authors, each solution is
created by applying client-side web refactorings, i.e., changes to the web pages
in the client which are meant to improve usability. The main benefit of their
approach is that it reduces the overall cost of user testing and particularly, A/B
testing, by applying refactorings to create alternative solutions without modify-
ing the application’s server code.

In another paper, Speicher et al. (2014) developed the Usability-based Split
Testing which is an A/B testing approach with leverage considering user inter-
actions for deriving quantitative metrics of usability. The authors developed
WaPPU, which is a tool realized as a service with a central repository, which
enables developers to create and monitor A/B testing projects. In the tool, it is
possible to choose from a range of 27 predefined interaction features including
clicks, length of the cursor trail and amount of scrolling. The tool was able to
detect the predicted difference in usability with statistical significance for the
largest and most representative user group.

Finally, some papers describe usability A/B testing approaches using tra-
ditional A/B testing considering traditional usability instruments (e.g. Sys-
tem Usability Scale) [10] or attributes (ease of operation, number of steps,
ergonomics, visual preference, others) [16,19], or specific UX features in embed-
ded automated machine learning models [5]. For instance, Jabbar et al. (2021)
carried out an A/B testing to improve a website’s interactivity. In their research,
design trends were applied on the Website of Quaid-e-Awam University of Engi-
neering, Science and Technology (QUEST) to make it more interactive for stu-
dents. The usability of the old version and new version was measured in order
to recommend better design trends. The study was designed with pre-test and
post-test questionnaire designed using system usability scale (SUS) measuring
three attributes of usability that are effectiveness, efficiency and satisfaction.

Despite the proposal or application of different approaches for A/B testing
in the context of Usability and UX evaluation, there are still some improvement
opportunities. For instance, after carrying out a literature review combining
the terms “A/B testing”, “Split testing”, “Multivalued Testing”, “Comparative
Testing”, “Usability” and “User experience”, we did not identify an A/B testing
process that could be applied for identifying both usability and user experience
problems. Furthermore, most of the A/B testing processes in the context of
human computer interaction do not gather qualitative data, which makes it
difficult to identify what to improve in the selected version of a software to meet
the users’ needs. Finally, although remote testing is important for gathering real
usage data, most of the identified A/B testing processes were performed this
way instead of laboratory setting or in the field, which, in turn, can be useful to
gather further information from the point of view of users, such as user feedback
and emotional responses.
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Considering the above, there is a need to develop specific Usability/UX A/B
testing evaluation approaches that can be useful in the evaluation of different
versions of a software idea or concurrent software. Also, these approaches could
be useful for defining the set of steps necessary for carrying out an A/B testing.
In the following section, we present the steps for identifying the activities within
A/B testing for usability and/or UX evaluation, while also proposing an evalu-
ation process that considers these activities and describes what is necessary to
perform them.

3 Research Methodology

For each of the A/B testing processes found in our forementioned literature
review, we gathered data on the categorization of the process, its activities,
the roles within the process, and the artifacts that were employed during the
planning, conducting and reporting of the test. In all, six publications [4,5,10,
16,18,19] were considered during our literature review.

Table 1. Identified activities within the A/B testing process for usability evaluation
by Firmenich et al. (2019)

Code Optional Activity Description Role Resources

ACTV01 Select a specific use case to be tested in this
interaction, defining it as “Usability Testing”

Expert Designer Scenario Recorder

ACTV02 Yes Decompose the functionality of the selected Usability
test at the level of tasks to be performed (For
example: “Create a new user account”, “Login”), etc.

Expert Designer Scenario Recorder

ACTV03 Yes Assemble tasks into groups to create a Usability Test
Scenario Template

Expert Designer Scenario Editor

ACTV04 Define the metrics and which tools will be used in the
test scenario, when it is executed

Expert Designer Scenario Editor

ACTV05 Recruit participants to run test scenarios Expert Designer Not Defined

ACTV06 Answer the demographic questionnaire with the
participants

Participants Scenario Player

ACTV07 Carry out the tests of the test scenarios following the
guided steps (For example: Create a new user
account”, “Login”, “Search for products”, “Add
products to cart” and “Check-out”)

Participants Scenario Player

ACTV08 At the end of the test, answer a usability
questionnaire for the participants

Participants Scenario Player—SUS
Questionnaire

ACTV09 Analyze results to discover usability issues (For
example: “Abandoned form”, “Undescriptive
element”, and “Misleading link”)

Expert Designer Test Analysis Tool
(VisualA)

ACTV10 Yes Create different versions of the application as
solutions to try to solve usability issues (For example:
“Abandoned form”, “Undescriptive element”, and
“Misleading link”)

Expert Designer CSWR Framework—Vi
tool

ACTV11 Yes Reapply usability test Expert Designer Not Defined

ACTV12 Analyze test execution results Expert Designer Test Analysis Tool

ACTV13 Decide on the best evaluated solution (A/B/n) Expert Designer Not Defined

ACTV14 Yes Produce the specification and implementation project
of the best identified solution

Developers CSWR Framework—Vi
tool

ACTV15 Yes Develop the solution Developers Not Defined

ACTV16 Yes Make the interface available in the production
environment

Developers Not Defined

ACTV17 Yes Retest for usability (cycle restart) Developers Not Defined
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Table 1 shows an example of such extraction from the research by Firmenich
et al. (2019). In this example, we defined the code for each of the activities of
the process described by the authors for carrying out a usability A/B testing.
Note that some activities have been marked as optional. This happened due to
the fact that, in some cases, the authors carried out specific activities that were
not generic, or that would require specific tools to be carried out. When this
happened, we marked these activities as optional, in order to indicate whenever
specific requirements or actions could be required. Note that this example also
indicates who carried out the activity or is the main actor for its execution,
while also indicating the resources that were necessary for their execution. In
case the authors of an analyzed paper did not provide this information, we
inferred this information. When there was no way of inferring the information,
we indicated “Not defined”. At the end of the analysis process all mandatory and
optional activities were registered in sex tables, each for analyzed paper within
our literature review.

After identifying the set of activities for each of the identified usability/UX
A/B testing processes, we carried out an analysis in order to merge the manda-
tory and optional activities. The analysis was performed as follows. We listed
the identified activities within each A/B testing process and ordered according
to the order indicated in the papers describing them. Then, we grouped activi-
ties if two or more processes referred to the same activity. After that, the best
(i.e. the most clear and detailed) description for each activity was selected as
prime description for the an activity within our process, yielding a list of single
descriptions. For example, two processes referred to the same activity: (1) Define
the metrics and which tools will be used in the test scenario, when it is executed
[4]; and (2) Define quantitative metrics as dependent variables, or user responses
[19]. These activities were considered a group and the first description by Fir-
menich et al. (2019) used as main description of the activity as it was more clear
and understandable from the point of view of the researchers. In the following
section, we present the final version of our process considering usability and UX
A/B testing processes found in the literature.

4 Result

We created a new process that would consider all relevant activities and arti-
facts from previous work. As mentioned before, if an activity was cited more
than one time among the considered processes, we combined its description with
the other activities’ descriptions to make a single activity that would be more
understandable and thoroughly described.

Tables 2, 3 and 4 show the proposed process, which differentiates from others
by combining the basic processes’ activities, artifacts and evaluation criteria,
suggesting metrics for evaluating both usability and user experience. When con-
sidering all activities within the process, Table 2 shows all activities that must
be performed in order to carry out the A/B testing usability or UX evaluation.
Nevertheless, some activities may be substituted, such as ACTV20, in which an
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Table 2. Proposed A/B testing process for Usability and UX evaluation - Mandatory
Activities

Code Substitute Activity description [4] [18] [10] [19] [16] [5]

ACTV01 Select a specific use case to be tested in this
interaction, defining it as “Usability Testing”

X

ACTV02 Determine user intent X

ACTV03 Can be substituted
by OP-ACTV-01

Make the current version of the system available
for testing

X

ACTV04 Define the metrics and which tools will be used
in the test scenario, when it is executed

X X

ACTV05 Set scores for the variants and metrics and
interface being evaluated

X

ACTV06 Define semi-structured tasks for executing the
tasks on the site

X

ACTV07 Prepare the experiment with design variants and
objects

X

ACTV08 Define the start and end dates of the test,
textual and graphical instructions, consent form,
number of comparisons and the demographic
data to be captured

X

ACTV09 Define criteria for inclusion and exclusion of
participants

X

ACTV10 Recruit participants for the application of test
scenarios

X X X X

ACTV11 Collect demographic data by interview or
questionnaire

X X X

ACTV12 Present to the participant the guidelines for
performing the test

X

ACTV13 Split participants between the two available test
interfaces

X X X

ACTV14 Monitor the balance of participants by
application version

X

ACTV15 Can be substituted
by OP-ACTV-02

Carry out the tests of the test scenarios following
the guided steps

X X X X X

ACTV16 Track user behavior in a test’s interfaces during
execution

X

ACTV17 Evaluate user interaction effort in different
interfaces

X

ACTV18 Report test completion X

ACTV19 Answer a usability questionnaire at the end of
the test (for participants)

X X X X

ACTV20 Can be substituted
by OP-ACTV-03

Analyze results to discover usability issues X X X X X X

ACTV21 Decide on the best evaluated solution (A/B/n) X X X

Total Number of Contributions per Paper 8 10 7 9 5 4

analysis could be performed through machine learning algorithms. If that is the
case, the development team could check reference [5] for information on how
to perform this activity. This information is provided in both Tables 2 and 3,
by checking the code of possible substitute activities. Finally, extra activities
that are not mandatory nor substitutes for mandatory activities can be found
in Table 4. These activities have not been ordered as they may appear according
to the specific needs of the development team.
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Table 3. Proposed A/B testing process for Usability and UX evaluation - Optional
activities that could be performed to substitute mandatory activities

Code Activity description [4] [18] [10] [19] [16] [5]

OP-ACTV-01 Create web application versions with usability
problem assessment techniques

X X

OP-ACTV-02 Create versions of web applications with
semi-automatic evaluation techniques for usability
problems to be found through interaction analysis

X

OP-ACTV-03 Use Machine Learning techniques for interaction
analysis

X

Total Number of Contributions per Paper 0 0 1 0 0 3

Table 4. Proposed A/B testing process for Usability and UX evaluation - Optional
Extra Activities that could be performed if needed by the development team

Code Activity description [4] [18] [10] [19] [16] [5]

OP-ACTV-04 Break down test functionality into tasks to be
selected Usability

X

OP-ACTV-05 Assemble tasks into groups to create a Usability
Test Scenario Template

X

OP-ACTV-06 Create app versions as solutions to usability issues X

OP-ACTV-07 Reapply usability testing X

OP-ACTV-08 Produce implementation specification of the best
identified solution and project design

X

OP-ACTV-09 Produce implementation specification of the best
identified solution and project design

X

OP-ACTV-10 Implement as improvements of the best results X X

OP-ACTV-11 Make the interface available in the production
environment

X

OP-ACTV-12 Guide participants to unlock AD Blocks from their
web browsers (browsers)

X

OP-ACTV-13 Redesign the application with support from UX
professionals

X

OP-ACTV-14 Load the used pool of properties performed in the
experiment as variants in a package

X

OP-ACTV-15 Carry out the test in the tool (for example: clicks
on a variant or on “It’s a draw”)

X

OP-ACTV-16 Perform statistical tests to validate research data X

OP-ACTV-17 Explore positive (solutions) and negative
(solutions) behavior through the usability tool

X

OP-ACTV-18 Select the element with usability problem X

OP-ACTV-19 Investigate method to do as web tool X

OP-ACTV-20 Discover micro measures so that each element can
be averaged and evaluated for a semi-automatic UX
assessment

X

OP-ACTV-21 Definition of the decision tree through
micro-measures

X

OP-ACTV-22 Feedback or Machine Learning algorithm to
improve a semi-automatic analysis

X

Total Number of Contributions per Paper 8 2 1 2 1 6
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5 Conclusions and Future Work

Based on the analysis of 6 papers describing processes for A/B testing for eval-
uating usability and UX in different types of systems, we managed to develop
a new and more complete process containing 21 mandatory activities and 22
optional activities, from which 3 can substitute mandatory activities and 19 can
be added to a traditional usability and UX A/B testing. Through the process,
we also identified who carries out the tasks during the evaluation and what
tools/artifacts may be necessary for the execution of the A/B testing.

We are currently applying the new process in a power multinational com-
pany to test two concurrent software, to make decisions into which software best
meets users’ needs and expectations. As future work, we intend to gather data
during these evaluations in real contexts to verify to what extent the new pro-
cess allows collecting relevant usability and UX data from the point of view of
users. Furthermore, we intend to evaluate the artifacts we are developing for
the execution of the mandatory activities within our process. By providing a
process and a set of artifacts for evaluating both usability and UX, we intend
to support the software development industry in identifying usability and UX
problems, as well as supporting the correction of those problems, improving the
quality of future software and the experience of users’ while carrying out tasks
and achieving goals in information systems and applications.
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Abstract. As technology is more than ever part of everyday life and activities,
their benefits and potential have to be optimized. Currently, this is not happen-
ing and technology adherence and continued use is very low. We need to have
simple but clear means to understand why that is so and what needs to be done
to improve it close to the technology itself and its users. This work introduces
AnyMApp, an anonymous digital twin human-app interactions framework to pro-
vide online anonymous testing of mock-up applications. These applications may
or may not exist and even be in different stages of their deployment. The main
goal of AnyMApp is to provide an easy, online way to collect data from users’
interactions with the application and complement these with questions to the user
regarding contextual, demographic and domain specific. Collected data will be
used to quickly detect usability and interactional problems but can also be used to
explore relations between humans and technology, and identify experiences and
behavioural patterns of the target population.

Keywords: Anonymous usability testing · Digital twin ·Mobile application
interactions · Usage data analysis

1 Introduction

There is an increased and generalized use of mobile applications (mApps) to perform
the most diverse activities however, human-technology symbiosis, human-environment
interactions, as well as privacy and security are still great challenges to be attained [1].
Clearly, existing advances have not been enough to promote the potential that technology
has in extending and improving human capabilities [2]; or technology has evolved faster
than the human could adapt to them [3].

On average, mApps lose 65% of their users in the first week, while very popular
ones lose 35% [4]. The success of mApps highly depends on their acceptance by the
users [5, 6], so usage behaviour information can help developing better mApps as well
as optimizing their uptake and continued use [4, 6, 7]. The study of usage logs in mApps
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can provide identification of typical usability problems [8] as well as determine the
extent to which the system resonates with the user or what features are most persuasive
[9]. Further, users’ engagement can be determined by other factors, for instance, users’
characteristics or contextual variables, indicating that particular groups or goals should
be targeted differently [10].

Testing is ideal but testing user acceptance in a lab is usually costly as well as
time and resource-consuming, and with physical constraints [5], moreover with the
current pandemic. Other commonly used techniques, such as user surveys with statistical
analysis, could also draw biased conclusions [11] because frequently, the correlation
between mApps self-reports and log data, is not high. “What you say you do, is not
really what you do” [12]. New evaluation methods are required, and these must include
log and usage data analytics and/or implementing new frameworks for usability [13].

With all these requirements in mind, the aim of this work is to present AnyMApp
framework, a digital twin framework aiming to anonymously simulate and analyse inter-
actions and usability online between humans and mobile applications (fictitious or exist-
ing). The AnyMApp framework provides easy means, with mock-up made interfaces
(low or high fidelity) allied to anonymous survey data, to integrate useful data regarding
what the user really does in specific contexts, with specific goals, and how they think/feel
about it.

Next section presents the state of the art while Sect. 3 describes the proposed
framework with its detailed architecture. Section 4 details privacy and security issues
regarding the framework development and use and Sect. 5 discusses expected outcomes
and impacts from the framework implementation and use by the research community.
Section 6 concludes the paper.

2 Background

Research shows that there is a correlation between mobile applications (mApps) usage
and the multitude of factors (e.g., gender, age, previous experience, health status, etc.)
that intervene in the interactions between humans and mApps [14–18]. Those factors
can also comprise security and privacy perception [14–16], but because we are not the
same from one moment to the other, each interaction is unique [15]. This adds to the
complexity of predicting and supporting a stable and continued use of technology [1,
10].

Frequently, studying and testing each specific interaction as well as sets of interac-
tions in mApps, together with influencing factors, and with real users, can provide a
wealth of opportunities to tailor particular mApps features, to a particular individual’s
needs [15,16, 18].

However, usability studies can have limitations, even more with the current pan-
demic, where setting lab experiments or even face-to-face dialogs is not advisable. Lab
studies can be useful for pretesting ideas [19] but they can take a long time to: organiz-
ing, recruiting participants, monitoring them, gathering all data (frequently in manual
form), transferring data to more automated means of analysis and then extracting some
meaning.

Usability lab tests are also limited in terms of physical space and sample size and
they fail to capture users’ interactions in-situ. Other methods such as self-reporting and
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diary studies highly depend on participants’ willingness to describe their context and
details of their searches, and on their ability to accurately recall their interactions and
behaviours [20]. These methods mostly rely on users’ perception [21].

When performing studies with human users, ethical, privacy and legal issues are also
a concern, as these are required to avoid privacy breaches or harm to the participants.

Usability experiments are usually not anonymous (although analysis can be per-
formed on pseudonymized data) and need to comply with legal requirements (e.g.,
GDRP [22] in Europe). Ethics requirements include a study approval from an Ethics
Commission, confirming the study has low or no associated risks, but may have a pos-
itive impact on the participants or society in general. These procedures are also time
and resource consuming thus ideally, usability or interactional experiments should be
done anonymously. Although this can limit the collection of some relevant data, it is still
possible to recruit more people and collect more data in shorter periods of time, while
still being able to predict personal demographics, as well as correlate main mApps’
functionalities to their usage patterns [23].

As more aspects of human life get mediated by mobile phone applications (mApps),
new directions are essential to overcome the aforementioned limitations. These include
user log data and usage data analytics and/or implementing new frameworks for usability,
to automatically infer users’ privacy attitudes, or other factors, that influence interactions
with mApps [13, 21]. User log data can be considered more reliable than traditional data
collection methods such as questionnaires, diaries and interviews as they can capture
natural observations and interactions of the user in their ownenvironment [24].Moreover,
event logs can be statistically exchangeable and comparable tomore traditional methods,
opening promising new ways to perform usability testing cost-effectively and at greater
scale [8].

However, there is also a limit to what can be learned through automated analyses, so
the additional use of traditional quantitative and qualitative techniques such as surveys
and interviews will yield a more complete picture of how the user interacts and evaluates
mApps [9]. In this case, developing visualization and simulation tools that make data
mining methods and results more accessible to researchers and developers, with limited
data mining skills, is highly encouraged [25].

Yet, within the current research literature, most existing tools to explore mApps
usage data focus in finding particular faults in their functionality [2] or providing usage
analytics for marketing and profiling purposes, many times to be shared with third-party
companies. This tool (AppTrace) automatically collects Android Apps logs and provides
visualization of those logs as graphs, in a temporal ordering of collection [26].

Unfortunately, there is not much information available about its features but the tool
outcomes include essentially telemetry data such as: usage statistics, overall and on a
daily basis, per country, the app rating and ranking comparison with other mApps. It
also refers the inclusion of sentiment analysis but this must refer to the star rating scale
from the users or is not an available feature for public perusal. Many works also focus
on studying the way users interact with different apps simultaneously and how they
multitask among them [27].
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In summary, there is a lack of research and advancement in providing easy, fast
means to perform usability studies online, anonymously, to test customized and inter-
active mockup mApps interfaces (before, during or after their development) and their
interactions and behaviors with real users [6].

AnyMApp proposes to build just that, while also complementing usage log analyt-
ics with mixed studies from data gathered directly from the users, e.g., online survey
questions integrated within the tool features, specific to each use-case.

3 AnyMApp Framework

The aim of this work is not to reinvent the wheel but re-using working techniques and
technologies for user’s research and usability, which are made available in a simple to
use infrastructure.

3.1 Front-End Architecture

This section describes the AnyMApp framework from the users’ perspective as well as
regarding the processing of collected data.

Figure 1 presents the AnyMApp Framework general architecture.

Fig. 1. AnyMApp framework front-end architecture proposed in this work.

AnyMApp framework is divided in two parts. Part 1 (Fig. 1, on the left), comprises
the integration of the following:

a) mApps mock-ups: the interfaces of the mobile application that we want to test. This
may include the full application screenshots or just specific use case scenarios. The
idea is to present the user with a prototype of the scenario that the tester wants to
evaluate. While the tester may only want to test a specific functionality, it may also
validate an idea of what a specific interactional flow could be of an mApp, already
existing or not. This would obviously save time as it would quickly give the tester
feedback to their ideas and possibly follow the direction dictated by the framework
feedback. Moreover, data may also indicate that more tests are required or that
exploring a specific case or flow is necessary. In this case, adapting the mock-ups
to those needs would not imply many changes but to add/alter screens, their flow or
simply, their action buttons;
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b) Anonymous online survey questions: to complement the previous point (e.g., the
mock-ups) anonymous questions can be setup before and/or after the interaction
with the mock-ups, or even during, if necessary. These questions could be closely
linked with the main goal of the tester. For instance, understanding if the look and
feel of the mApp is well accepted; if the interactions and flow are easy to follow and
learn/understand; if there are any main difficulties associated with a specific target
population (e.g., accessibility of patients, elderly); or if any ambiguities, errors or
even privacy issues have been missed in the mApp’s conception. Various types of
data, from users’ demographics, experiences, opinions, to perceptions, satisfaction
and clarity of language, can be gathered. And all this needs to be done without
mentioning or integrating identifiable data for that user, even for aggregated data.
For more details on these aspects please see Sect. 4.

Part 2 (Fig. 1, on the right), subsequent analysis of the data collected in Part 1, hidden
from the user. This analysis needs to integrate data froma), the interactional data gathered
from the use of the mockups by the users, as well as data from b), the questionnaires
or the various questions that were setup for that specific test. The tools used for this
analysis will depend on the content and type of collected data as well as the objectives
for the test. Type a) data will not vary much as it will include log, objective data from
what buttons or links were clicked, at what time, which pages were visited, for how long,
etc. While type b) data may include both quantitative and qualitative data from the user
side. Identifying patterns of use, experiences, influencing factors and perceptions can
be drawn so that we better understand if that application will have a good usability and
adherence.

There is a range of technologies that can be used here which range from Machine
learning techniques to find patterns of use as well as visualization techniques, from
network science indicators, used to group and correlate actions and behaviours for a
more complete and integrated view of those found patterns. More common qualitative
analysis relating to the assessment of usability heuristics such as users’ satisfaction,
language understanding, quality of visual assets or easiness/quickness of use, can also
be attained. All these data choices will depend on the primary objective of the testing
and the maturity of the idea/application to be tested.

3.2 Assessment Report

In the end, the framework needs to provide an assessment report of the analysis that was
performed, giving possiblymore detail to specific issues regarding unique characteristics
(e.g., context of use, more technical content, specific target population or accessibility
features, and so on) of the tested mApp. To clarify, participants in the testing will not
have feedback regarding the testing itself. They will be guided into the process and be
warned and thanked once they reach the end of its execution. On the other hand, the
team, researcher or responsible parties who are testing the mApp, will be able to access
an assessment report regarding the testing. Contents of this report may vary but they
can range from descriptive statistics to more interactional details on the success of tasks
completion or the pleasantness of experience with that specific mApp.

Example of an extract of a simulated assessment report is shown in Fig. 2.
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Fig. 2. Example of an extract of an assessment report.

3.3 Back-End Architecture

This section gives just an overview of the required technologies and associated
architecture to deploy the AnyMApp Framework.

Being part of a short exploratory project, AnyMApp framework needs to be proto-
typed and tested in practice quickly. The aim is not to develop or test new technologies
but, instead, re-use existing ones that are free/open source to use, but at the same time,
robust and which can give high-performance.

We will have a webserver (Apache with PHP) with the required front-end webpages
(both with questions and mock-ups) available for the testers. Besides common access
and action logs and answers to simple questions, not much data or high requirements and
structure for data will be needed. We will have a relational database to store collected
data (e.g., MySQL) but this may also depend on the type of data to be collected. NoSQL
or simply text based data such as from open questions etc., could also be one option.

A separate analysis tool will be deployed to mine and analyse collected data from
the database storage (and other sources). The technologies for analysis still need to be
defined as they will depend on the usability as well as exploration requirements of each
application to be tested.

3.4 Current Stage

Currently, the requirements of AnyMApp framework are being defined and there is
already a choice of onemobile application for patient’smonitoring of high blood pressure
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that will be used as the first case study to test the platform. Initial steps will focus on the
availability of the framework as well as adequate data collection and storage.

A second part of this process will focus on the collected data and the use of various
tools for the analysis to better understand if the collected data is rich enough and what
other aspects of that data can be explored.

4 Privacy

4.1 Anonynimisation

Onemain goal of theAnyMApp framework is to be completely anonymous. It is however
still not possible to guarantee that data are completely anonymous. Technology, advanced
models and the massive amount of data that are available about one single entity online,
and on the various platforms that people engage everyday (both public and private), do
not leave much room to hide or to keep all of it private [28].

Many times, a simple triangulation between public data and social media is enough
to unveil identifiable data or to identify someone. Even heavily anonymized samples
are unlikely to comply with anonymization requirements as set up by the GDPR and
challenge existing techniques and de-identification models to quickly improve [29].

Nevertheless, the AnyMApp framework will guarantee that interactions between
participants and the platform should be similar to those of anonymous online surveys
where questions about a specific theme are asked and only basic demographic, non-
personal and non-identifiable data, are requested from the participants. Although not
required byGDPR (as there is no identifiable data around), informed consent will always
be askedof participants prior to participate in the study anduse theAnyMApp framework.
An initial page will be provided with information regarding the purpose of the study,
type of data collected, how processing will be performed and contact details in case
of any doubts. Only after this prior information confirmation will the participants be
allowed to interact with the platform and proceed with the testing.

On a more technical level, anonymisation verification and privacy preservation tech-
niques will also be used to identify possible aggregation issues before questions and
interactions are available to be tested by the public and data are collected [30, 31]. The
most widely used solution is called de-identification (or anonymization), which removes
identifying information from the dataset. Another option is to allow only aggregate
queries, such as an average over the data. Unfortunately, neither approach provides
strong privacy protection. De-identified datasets are subject to database-linkage attacks.
Aggregation only protects privacy if the groups being aggregated are sufficiently large,
and even then, privacy attacks are still possible.

One novel privacy preserving technique is Differential Privacy [30] where data can
be aggregated and shared without giving information regarding identifiers in the group.
This is the case even if the group has identifiable information which, according to the
AnyMApp framework, it normally will not.

Other techniques use anonymity algorithms such as k-anonymity or l-diversity [31],
which by combining sets of data with similar attributes, identifying information about
any one of the individuals contributing to that data, can be obscured. k-Anonymization
is often referred to as the power of ‘hiding in the crowd.’
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All these techniques will be assessed and contribute to the anonymization of the
AnyMApp framework.

Advantages of Anonymized Interactions and Data Collection

• Collect data from a bigger sample, as online we can reach wider populations;
• Collect more data in shorter periods of time, relevant for smaller iteration projects or
MVPs (Minimum Viable Products), saving this way more time and resources;

• Anonymized data are not obliged to be processed in accordance with GDPR;
• Although data are anonymized, it is still possible to gather rich information, such as
predicting personal demographics, as well as correlating main mApps’ functionalities
to their usage patterns [23].

Disadvantages of Anonymized Interactions and Data Collection

• With anonymized data is harder to guarantee data quality and verifiability of inserted
data; however, even in identifiable questionnaires or interviews people can make up
identities and provide fake data in order to hide themselves online;

• Due to the previous lack of guaranties, there is the need to bemore careful in assessing
collected data validity as well as verify errors and inconsistencies;

• It is also harder to collect richer qualitative data, however the project aims to overcome
this by including more questions directed to users, which can complement this issue.
Non-identifiable data can bring also much richness and most of it actually relies on
asking the right complementary questions to the context, domain, and technologies
and situations that are being tested.

4.2 Not Anonymous

It may be the case where some studies may have the need to be performed without being
anonymous. The case of integrated usability studies with other projects that are per-
forming studies such as using technology to monitor chronic patients’ indicators. These
may, for instance, require the processing of pseudonimized data or even original data.
However, these specific cases can be delimited both in time as well as technologically
and both ethics and GDPR compliance will be guaranteed from the beginning.

These type of studies have requirements that need to be set up upfront, before they
even start. With all considerations taken care of, AnyMApp framework will be prepared
to handle these securely with the inclusion of a Digital Informed Consent to be signed
online by every participant before they start interacting with the framework. Also, these
data will be separated from any other collected data and their processing will not be
integrated within major groups of processing, unless data are anonymised first, and
obviously following the procedures defined in the study protocol.
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5 Expected Outcomes and Impact

5.1 It is Very Difficult to Test

Evenwithout pandemic issues around, organizing, recruiting participants andperforming
usability tests in person is very difficult. We need to setup a physical, dedicated and quite
space, and still people may not feel at ease to share their real experiences, feelings and
behaviours. There is only the need to please and the fear that they themselves are being
tested. But this is when they come to perform the test. In the end, people may give up or
find unanticipated situations and not be able to participate at all.

To overcome some of these issues, and during pandemic times, usability tests were
performed online, or not at all. However, with the need to share the screen, relying
on the participants technical abilities and available materials together with the privacy
issues involved in audio or video recording of the sessions, still many obstacles were
complex and many times hard to control. When mediated by the technology there is still
a communication gap that can be difficult to overcome in order to try to explaining and
solving issues and helping people from a distance. This is certainly not ideal and can
lead to skewed and/or incomplete results.

In previous situations the required sample is not high, but still, the richness of data
collected would not be ideal and no detailed data regarding usage logs, execution times
and accurate interactions would be so easily provided.

The AnyMapp framework aims to overcome most of these issues with automated
online testing, anonymously, and reaching awider range of people for the creation of rich
clusters of users, interactions and behaviours. It can also, this way, overcome physical
barriers as any person in the world can be a tester and identifiable information is not
essential to provide sets of rich data which are useful to evaluate an mApp.

Research communities aiming to develop and introduce new technology to specific
audiences will much benefit from such framework to easily provide a testbed for their
prototype, MVP or full product.

5.2 Every User, Every Application and Every Interaction is Unique

For common usability tests the required sample size is usually very low compared with
the one required from, for instance, online questionnaires. This is so because the main
goal of usability tests is to explore specific features of a specific product quickly, to find
the most obvious problems in terms of interaction, information content and structure as
well as understanding the learning curve,memory issues, and satisfaction of visualization
and layout aspects.

However, normally it is not possible to repeat those tests and explore other users’
characteristics with more users. To explore more about the relations that can be created
between human users and their mApps we need certainly more data and ideally more
time. Nevertheless, the more and richer data we can gather quickly the more it can make
up for the time variable as we can learn more and try to understand also more.
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6 Conclusions

The main barriers to technology adherence and continued use are still privacy and
usability issues together with the lack of motivation and engagement of users with their
applications. AnyMAp framework can certainly tackle all these issues at once and help
understand and create more personalized technology, adapted to the needs and wishes
of specific types of users. AnyMApp can help fulfill mApps full potential of extending
human capabilities and supporting their needs by optimizing their daily activities.

Beyond usability related aspects, AnyMApp will open the possibility to easily and
anonymously study other behavioural and interactional variables, still difficult to study
with current solutions. These can comprise a better understanding of: behaviour interac-
tion with mApps as well as detecting personality and victimization traits or even mental,
cognitive and even ageing related issues [6, 32].

Next steps include the development of the AnyMApp framework prototype and its
testing with live users for a pre-defined case study.
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Abstract. Relational conversational agents represent a new frontier in human-
computer interaction. They can be handy, for example, in interacting with the
elderly public. Considering the increase in life expectancy, longevity came to
be seen as a gain and a concern for society. The number of older people grows
at a more significant proportion than the number of professionals specialized
in their care, often causing an overload in the work of these professionals. In
this context, we argue that the technology of voice assistants has the potential to
become a promising solution to alleviate problems such as the greater demand
for care services for the elderly, contributing not only to assisting caregiver’s
activities as well as for the recovery of the independence of the elderly. However,
the lack of tools for evaluating users’ experiences with these voice interfaces
is remarkable, mainly when used by the elderly. Thus, this work contributes to
filling this gap, providing as its main contribution an instrument that quantitatively
measures the experience obtained by an older user when using a conversational
agent. The application of a tool like this can decisively help design and evolve
a voice interface. Applying a tool like this can decisively help plan and grow a
voice interface. Furthermore, our instrument can help from observing points of
improvement in the system to the degree of suitability of the product to the user,
being helpful to get validationwith the user from the beginning of the development
cycle.

Keywords: Older adults · Voice interaction · Conversational agents · User
experience · Engagement · Cronbach’s alpha · Wizard of Oz

1 Introduction

Worldwide, the number of people aged 60 and over is growing at a much higher per-
centage than any other age group. The elderly community, people aged 60 and over,
increased by about 7.3 million between 1980 and 2000, totaling more than 14.5 million
in 2000. It is estimated that Brazil, by 2025, will be the sixth-largest country in the
world in terms of the number of older people [43]. This visible accelerated growth of
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the elderly population represents significant challenges for families and society, mainly
due to the decrease in health professionals to the number of older people.

Thus, to alleviate this problem of a constant greater demand for care services for
the elderly, the use of intelligent voice assistants appears to be a promising solution,
contributing not only to assisting in the activities of caregivers and family members as
well as for the recovery of the independence of the elderly. These assistants can also
bring the elderly community closer to new technologies, as many show a particular
technological aversion. Despite its potential impact, several factors contribute to the low
adherence to mobile solutions among the elderly, such as low visual acuity, memory
loss, and decreased manual dexterity [26]. These factors we were able to help with the
use of voice interfaces. Several scholars argue that speaking is the most natural form of
communication and that audio interfaces are, therefore, a priori, highly usable by many
types of people in many situations [37]. Initial studies pointed to a higher quality of user
experience during the interaction between voice agents and older users [10]. However,
how to effectively evaluate this experience of using voice agents used by seniors?

With this question inmind,we performed several searches in academic libraries, such
as the IEEE Xplore and ACM Digital Library, and we noticed a lack in this area. Thus,
our main contribution lies in constructing and refining an instrument that quantitatively
measures the experience between conversational agents and older users. In collaboration
with the planning, execution, and data collection in the experimental procedure described
in Gama and Oliveira [13], we built this instrument and evaluated it quantitatively and
qualitatively.

2 Related Works

2.1 Evaluation of a Chatbot in the Educational Context: An Experience
with Metis

In this study, the Metis chatbot is evaluated as a support tool in distance education
activities. We emphasize that this agent does not communicate with the user by voice.
This evaluation was based on data collected through a questionnaire developed by the
authors, conversation logs with two groups of students provided by the chatbot, and
analysis of access to supportmaterials of a discipline. The questionnaire developed in this
study consisted of twenty-six objective questions divided into five categories: learning,
reliability, relationships, engagement, and overview.All questions had a five-point Likert
scale response option, ranging from “strongly disagree” to “strongly agree”.

The purpose of creating this instrument was to complement the data collected in
the logs and access to support materials. The study had a more qualitative focus to
assess the usability and engagement of the system with students. To verify the reliability
of the questionnaire, the authors used Cronbach’s Alpha coefficient to measure the
correlation between the answers given by the participants. Their result was an alpha of
0.9524, considered a high reliability. It was reported that, according to the results of the
analysis of the data collected, there was an increase in the general average of the grades
obtainedby the twogroupsof analyzed students. This proves that the technology achieved
satisfactory results in terms of dialogue efficiency, influence on student engagement in
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the classroom, and even that intelligent agent technology has proved to be quite efficient
in helping students perform various activities.

However, in this work, we point out that its alpha was so high. The reliability of
Cronbach’s alpha varies between 0 and 1, and the minimum acceptable value for alpha
is 0.70. The internal consistency of the scale items is considered low for values below
this limit. In contrast, the maximum target value for alpha is 0.90, as larger values may
represent the presence of redundancy or duplication, which may suggest that multiple
items are measuring precisely the same element of a construct. In this case, it is indicated
that the redundant or duplicated elements are eliminated [38]. This was not done in this
study.We alsomiss more details of the study, such as how the choice of factors addressed
in the categories of questions of the instrument was made and how this experiment was
organized and carried out, which had two groups of students, one with eleven and the
other with twelve participants. It would also be essential to inform the age group of the
participants. User groups at different stages of life tend to behave differentlywith specific
technologies. Several authors report, for example, in their studies that the elderly tend
to personify agent technologies more than younger people and tend to perceive such
technology more as a life companion than a simple tool [4]. However, despite these
criticisms, this work helped us a lot in our methodological procedure.

2.2 Older Users Interaction with Conversational Agent

Theauthors explore howusers behavewhen interactingwith a conversational agent in this
work. The study included 19 people aged between 30 and 70 years, 12 older adults, and
seven younger adults. Here, participants over 50 were classified as older adults. Initially,
the Clova agent was introduced and explained before the start of the experiment. Then,
with the introduction completed, the Clova, a voice-controlled conversational agent like
Amazon’s Alexa, was made available for use.

The interviews were conducted after the participants had interacted with the agent
for two weeks. During the interviews, the subjects were asked about the frequently used
functions and the satisfactory and unsatisfactory aspects of the agent. The interview
scripts were analyzed with NLP techniques using Python. For a comparison between
the two groups of users, the interview scripts were separated between older and younger
adults; for each group, a keyword and sentiment analysis were conducted using the
“KoNLPy” library. The conventional analysis method by interview was also used to
understand the context of the use of each word.

The study indicated that participants over 50 years of age mentioned musical func-
tions at a much higher rate than other functions, suggesting that it is of great importance
to them. In contrast, respondents under 50 said the various functionalities of the agent
more equally, meaning that convenience is the most critical factor for them. In addition,
older adults were reported to personify the agent more than younger adults and tend to
perceive the agent more as a life partner than a simple tool.

Although this study did not provide more detailed data on participants’ reports with
the agent or analyze the user-agent interaction experience, it did provide us with a lot
of insights from its findings. This trend towards the humanization of agents by users,
especially the older ones, was seen in other works collected in our searches. Such authors
reported, for example, that older users expected that such computational entities could
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become good conversation partners [41]. This humanization factor has been shown to
positively affect the experience of the elderly with the agents in both works cited. This
fact led us to incorporate the humanization in our Instrument forQuantitativeAssessment
of Experience among Seniors and Conversational Agents.

2.3 Design and Evaluation of a Smart Home Voice Interface for the Elderly:
Acceptability and Objection Aspects

In this study, the authors describe the development of a new intelligent home system,
designed to be used by elderly users in their homes, called Sweet-Home, whose primary
interaction mode is based on voice command technology. The system is designed to
control objects such as blinds, lights, and kitchen utensils. The project intends to enable
the growing number of older people to continue living in their own homes for as long
as possible and in a more autonomous way.

However, before developing the SWEET-HOME system, the authors raised some
questions: would an independent elderly and his family be interested in this technology?
What would make it acceptable to this audience? Thus, the objective of this study was
to answer these questions, carrying out an evaluation with the user. In addition, the
experiment consisted in asking the elderly to perform realistic tasks in a smart home
environment.

The authors used an experimental platform called DOMUS that was designed and
implemented by theMULTICOM team at the Grenoble Computer Laboratory to validate
their approach. The assessment involved 18 participants, eight healthy older people aged
between 71 and 88, seven family members (informal caregivers), and three professional
caregivers. For about 45 min, participants were questioned about their discoveries of
commands on the DOMUS platform, alternating between interview periods and periods
interacting with the Wizard of Oz (WOz).

Each test was composed of an interviewer, an assistant (researcher hidden in the
DOMUS technical room operating the system remotely), and a pair composed of an
older adult with a family member (except an older adult who was alone). Participants
and the interviewer were inside the smart home throughout the test, except for some
parts of the scenarios where the family member moved to another room (by videocon-
ference). This study aimed to evaluate the acceptability of the SWEET-HOME system.
However, there is no standard definition of user acceptability in this domain. Thus,
most of the experiment was conducted to determine if potential users would appreci-
ate the new features provided by the system. Furthermore, to guide the development of
SWEET-HOME, aspects of utility, usability, personalization, interactivity, proactivity,
intrusiveness, social interaction, and security were investigated.

Thus, the planned experimentwas divided into four scenarios: voice control, commu-
nication with the outside world, interruption of the human activity system, and electronic
agenda. In each of these scenarios, the elderlies were asked to interact with the envi-
ronment and answer questions related to this interaction. The results revealed that the
elderly prefer to use voice interfaces over other interaction methods, such as typing or
touch interfaces. In addition, these interfaces have shown great potential to facilitate the
daily lives of these users. Andwhen considering the elderly still healthy and independent
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in the user’s evaluation, an exciting finding that emergedwas their general acceptance, as
long as the system does not induce them to a lazy lifestyle, taking control of everything.

This work was our primary reference for planning our experiment. In addition, this
work provided us with exciting reports, such as the preference of elderly users for using
applications by voice commands, the fact that we also encountered in our initial study
[10]. In addition, the aspects investigated in the experiment to assess appreciation with
the SWEET-HOME system served as a reference for us in search of the factors to build
our evaluative instrument.

3 Background

3.1 Usability and User Experience (UX)

The UX has become one of the main characteristics of the evaluations of an interactive
system. Nielsen [30] states that the first requirement to obtain a UXmodel is to meet the
user’s needs without complications. Furthermore, the author points out that actual UX
goes far beyond just giving users what they say they want. Unfortunately, many people
get pretty confused about differentiating what is UX and what is usability. So, in this
section, we seek to characterize and distinguish them.

Nielsen [28] argues that usability measures the quality of a user’s experience when
interacting with a system. The term usability began to be used in the early 1980s and
has its origins in cognitive science, psychology, and ergonomics [6]. Usability analyzes
interaction via the interface, that is, the way a user performs their tasks and interacts
with a given product, considering different needs and types of users. On the other hand,
the User Experience is a set of disciplines that comprise usability and many other areas,
such as information architecture, interaction design, interface design, and even metrics
and factors. So, usability is a part of the user experience, but it’s not everything.

We can yet distinguish the UX from the usability according to the search for con-
tinuous engagement. Usability focuses primarily on the task, aiming for efficiency and
learnability as a matter of performance. Traditional usability concepts include effective-
ness, efficiency, and satisfaction [27]. While effectiveness and efficiency are related to
the user’s ability to perform a task through the product, satisfaction presents a different
perspective. User satisfaction encompasses many aspects that focus on whether the sys-
tem provided them with a good experience and met their specific needs. This also has a
direct relationship with user engagement.

3.2 User Experience (UX) with Voice Interfaces

The UX evaluation is essential for developing any conversational assistant, as it provides
a greater understanding of the direction to be taken to improve the system [20]. Over
the years, there has been a greater emphasis on UX analysis focused on voice interfaces.
However, as it is a different form of interaction from conventional ones, it is essential to
consider these differences when evaluating these systems. Unlike graphical interfaces
that can visually display hidden functionality and information, conversational interfaces
are more complex to perform, as they have little or no visual content. As they do not have
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a way to visually present functionalities such as menus and options, they must resort to
other techniques to obtain a better interaction [40].

Some authors point out that the biggest obstacle for designers and developers in
thinking about usability and UX is precisely in the reorganization of the process of
interaction flows [39]. This scenario tends to be even more problematic when dealing
with voice interfaces, as the interaction model undergoes even more significant changes.
Navigation needs to be fluid and more natural. The steps of this navigation and the user’s
actions tend to be much more unpredictable than interacting with a text field or visual
interface.

The use of methods to monitor the use of a system by actual users, the observation,
and the definition of factors for quantitative and qualitative assessment are necessary
to evaluate an interface. Knowing which paradigms, techniques, and assessment factors
are most appropriate for voice interfaces is essential. However, despite advances in
conversational systems, UX aspects are still an area to be explored.

3.3 Wizard of Oz Technique

The termWizard ofOz (WOz)was created by JeffKelley around the 1980s to describe the
experimental method he created in his work. This technique allows a user to interact with
an interface, not knowing that the responses are being generated by a hidden human and
not a machine, having someone behind the scenes who is pushing buttons and switches.
This technique allows researchers to test a concept by having one person acting as
Moderator leading the face-to-face session with each user. In contrast, another person
works as an Assistant controlling the responses sent to the user via the chosen method.
This technique can be beneficial for testing interfaces of systems that rely on artificial
intelligence technologies and voice recognition systems.

The technique’s name refers to the 1939Wizard of Oz movie. In the film, a character
presents himself to the story’s protagonists as a giant flaming head until this head is
unmasked and exposed as a persona of a human being controlled through various mech-
anisms behind a curtain. He did this to deceive everyone who wanted to talk to him.
Similarly, the Wizard of Oz method consists of a person hiding somewhere, generating
responses to the user’s inputs who is testing a prototype and who is unaware of the exis-
tence of the “Wizard”. This is an essential point for this method’s successful execution.
Test participants can never suspect that the entity they are talking to is not a machine but
a human being pretending to be one.

3.4 Reliability Analysis Through Cronbach’s Alpha Coefficient

According to the objectives of this study, design, and validation of an Instrument for
Quantitative Assessment of Experience among Seniors and Conversational Agents, it
is necessary to proceed with an analysis of the instrument’s metric qualities. In this
way, we will study its reliability. For this, we used the reliability calculation through
Cronbach’s alpha coefficient. The coefficient is one of the most relevant statistical tools
used in research involving making tests and their application. The alpha measures the
correlation between responses to a questionnaire by studying the profile of answers given
by respondents. This is an average correlation between the questions.
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The reliability of Cronbach’s alpha coefficient varies typically between 0 and 1.
The minimum acceptable value for alpha is 0.70. The internal consistency of the scale
items is considered low for values below this limit. In contrast, the maximum target
value for alpha is 0.90, as larger values may represent the presence of redundancy or
duplication, which may suggest that multiple items are measuring the same element
of a construct. Redundant or duplicated elements must be eliminated [38]. Finally, we
present the reliability classification of Cronbach’s Alpha Coefficient [12]:

1. α ≤ 0.30 – Very low;
2. 0.30 < α ≤ 0.60 - Low;
3. 0.60 < α ≤ 0.75 - Moderate;
4. 0.75 < α ≤ 0.90 - High;
5. α > 0.90 – Very high.

4 Engagement, Factors and User Experience (UX)

Although several areas have sought and studied its essence, the engagement remains a
complex concept with several definitions [14]. Engagement can be defined as the state
in which people are so involved in an activity that nothing else seems to matter [42].
This concept leads us to two factors with which we can observe and analyze a user’s
engagement and experience with a system: immersion and satisfaction. Satisfaction is
also directly related to the pleasure factor.

Lalmas [21] also addresses these factors in his definition of engagement. She argues
that engagement connects three facets: emotional (user feelings such as happiness and
sadness), cognitive (user mental states such as immersed and dispersed), and behavioral
(user actions such as comments and shares). It refers to the connection that exists at a
specific time and for some time between a user and a technological resource. For Akgün
[1], engagement is about thewaywe nurture and build the community. It is the emotional,
cognitive, and/or behavioral connection that exists, at any moment and for any period
of time, between a user and a technological resource.

When a product manages to get the user to build this connection, we can observe the
degree of involvement and the user experience. This link can be constructed andmetrified
in several ways. We can mention, for example, the personification/humanization factor
of these agents. In several studies, we find reports of the tendency of older adults to see
a system of agents as something more than a mere tool [4, 41]. Studies also indicate that
humanized resources such as the voice, the demonstration of emotions, and empathy
help people have more confidence, pleasure, and companionship when interacting with
a system [9].

Some interactive systems have incorporated adaptation to individuals, generally
receiving greater involvement than the same systems without adaptation [7, 18, 31].
The change in the agent’s speech and behavior over time can be crucial in maintaining
engagement across multiple encounters and in building a long-term relationship [3, 19,
23]. The importance of the adaptability factor of systems to their users is evident, espe-
cially users who suffer from some type of limitation. This factor is also directly related to
the accessibility of the system. Another critical factor is retention. This factor is related
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to the number of users returning to the system and is one of the most used metrics [36].
We can also consider this factor as evidence of engagement and UX. A user would not
continue to use something that did not involve them or did not provide them with a good
experience.

We can alsomention the novelty factor as an indicationwhenmeasuring engagement.
An individual experience that is entirely new to a user can profoundly affect initial
satisfaction. Somuch so that users often overlook usability issues or ignore the content of
the experience, they show a greater tolerance [35]. Users experiencing voice-controlled
intelligent agent technologies for the first time may experience an overwhelming sense
of curiosity andwonder, an emotion that can have various positive and/or adverse effects.

From these definitions, we observe the link between engagement and UX. Both
shares, among other points, the interest in resorting to the user’s emotions and feelings
when using a system.Authors further report that user experience has been at the forefront
of the HCI to determine the overall value of ideas such as aesthetics, affection, and fun
[16]. Thus, we can consider engagement as a UX quality that emphasizes the positive
aspects of interaction. In this sense, he deepens and focuses on the UX characteristic
that relates to the positive or negative perception of a given service and how the user
commits to it.

5 Metholodogy

To substantiate our study, we planned and executed an experiment, carried out in collabo-
ration with Gama and Oliveira [13], with a group of participants with seven older people
aged between 61 and 81 years old. Regarding the type of approach to the problem, our
research can be defined as mixed, quantitative, and qualitative. Part of our analysis was
based on data and numbers, using statistical techniques such as reliability analysis using
Cronbach’s alpha. As for the qualitative side of the study, we detailed and analyzed in
detail all the interactions between the elderly and the conversational agents.

Regarding the objectives, we can classify this study, in general, as exploratory. This
area of study of intelligent agents used by older users is plenty new, which still does not
have many contributions. Thus, after a systematic mapping in academic libraries and
the analysis of what was being written about it, we realized that it would be an exciting
area to venture into and that this line of research would potentially generate numerous
ramifications for future studies. This interest motivated us to develop an instrument that
could measure quantitatively the degree of experience in the elderly-agent interaction
focused mainly on engagement with the system. In the following subsection, we detail
the experimental protocol adopted and some details of its execution.

5.1 Experimental Design

Gama and Oliveira [13] directed their efforts to study the common ground, while here,
we focus on the study of UX and engagement between agents and the elderly. Initially,
was developed and refined a tool to collect information from family members about the
elderly participants in the study, without the elderly being aware of it, in a previous way,
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that is, before the elderly came into contact with the prototyped agent using the WOz
technique.

Firstly, we explained the entire process to the family members to help us complete
the Common Ground questionnaire [13] and convince the elderly to participate in the
study. We also asked family members not to leak to the elderly about the existence of
this questionnaire. At no time did we inform any of the participants, whether they were
family members, caregivers, or the elderly, that the elderly would not be talking to a
computational entity, but rather with a human being impersonating this entity using a
tool to make his voice sound robotic. These details and the hiding of specific information
are essential requirements for using the WOz technique.

With the common ground questionnaires answered, specific conversational scenarios
were created for each of the seven older people based on the responses collected [13]. The
scenarios created were elaborate and sufficient to guide the interaction throughout the
experimental period of four days per participant. After making the scenarios, a member
of the research team went to the residence of each older adult to install an Echo Dot. The
wizard never had contact with the elderly. The only information he had about the elderly
was the data collected through the answers to the common ground questionnaire, with
which he elaborated his scenarios.

When the researcher arrived at the elderly’s home to configure the Echo, which
consisted of plugging it into an energy source and connecting it to the home’s Wi-Fi
network, he also used the opportunity to deliver and read the Free and Informed Consent
Form and collect the participant’s signature. We highlight that the Echo installed in the
older person’s house was already previously paired with the wizard’s Echo, so the older
person’s device always automatically answered all the calls that the wizard made using
the device’s Drop In function. In this way, we were able to simulate the functioning of a
more active intelligent voice assistant with the functionality of spontaneous speech [41].
After this step, we started the execution of the experiment.

Upon completing the four-day trial period per participant, we immediately started
phase three of the trial period, applying the Instrument for Quantitative Assessment of
Experience among Seniors and Conversational Agents. To avoid unnecessary contact
and take care of the participants’ health and the team of researchers, data collection was
done through telephone interviews. Remembering that we were already in a period of
Covid-19. Thus, a researcher called to each one of the elderlies requested permission to
record the call to review details by listening to the audios later, and finally was read the
questions in the instrument, available in Ferreira [11], and collected the answers that, in
addition, to provide by the elderly, were always justified or had some comment from the
respondent. These comments are exposed in Sect. 7.2.

After collecting the responses, we used the IBM SPSS Statistics tool to analyze
reliability using Cronbach’s Alpha and incrementally refined it to obtain the highest
alpha possible. Finally, we arrived at a final version of ten items for our instrument,
available in Ferreira [11].We used the SUS calculation rules to obtain a quantitative value
for the experience between the elderly and the agent. This refinement and calculation
are explained in detail in Sect. 7.1. Briefly, our experiment took place in three phases:
application of the common ground questionnaire to family members, usability test using
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the WOz technique, and application of the Instrument for Quantitative Assessment of
Experience.

6 Construction and Refinement of the Evaluative Instrument
of the Experience

Based on the factors raised and explained in Sect. 4 and others discussed below, we
developed a tool with a central focus on analyzing the experience among the elderly and
intelligent conversational agents. The factors used were Immersion, Adaptability, Sat-
isfaction, Minimization of Errors, Recommendation, Safety, Humanization, Efficiency,
Naturalness of Dialogue, Retention, Reliability, and Common Ground. We detail them
below.

1. Immersion: translates into the system’s ability to involve the user, disconnecting
him from his natural environment, sinking his senses into actions and interactions.
According to Laurel [22], the key to immersion lies in achieving user engagement.

2. Adaptability: we can define this factor as the system’s ability to adapt to different
environments without intervention [17]. In this work, we focus on adapting the
product to the user.

3. Satisfaction: evaluates the user’s level of satisfaction with a system and its experi-
ence. Nielsen [29] argues that the system should be used pleasantly to satisfy users
with its use.

4. Error minimization: the interface should prevent possible errors by users [8].
5. Recommendation: this factor is related to the act of the user of a given product to

recommend it to other users, who report to other people their personal experience
with it. The recommendation is directly related to user experience, reliability, and
satisfaction. This factor is also addressed in the Net Promoter Score (NPS) [34].

6. Security: can be described as the ability to predict and recover from errors by the
system and keep users away from failures [29]. Here we give a new meaning to
this factor. For us, it has to do with the system’s ability to protect its user’s data and
maintain their privacy.

7. Humanization: this characteristic involves both the way of speaking and the way
of visualizing the figure that represents the conversational entity. Among several
features, we can mention its ability to provide fluid conversations, easy to under-
stand, suitable for each language, with a lot of naturalness and personality, in front
of its users. As a result, users tend to see such an agent more as a life companion
than a simple tool [4].

8. Efficiency: the system must be efficient so that the user, after knowing how to use
it, can achieve good productivity [29].

9. Naturalness of the Dialogue: the dialogue must be natural and capable of not
disappointing the user’s expectations. An unnatural dialogue leads users to give up
using the system and think it is not prepared to meet their needs [8].

10. Retention: Measures the percentage of users who return to the product [35]. This
factor also seeks to demonstrate how your users behave in the face of changes (or
lack thereof) in your system over time.
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11. Reliability: for ISO/IEC 9126-1 [17], software reliability is the ability of the soft-
ware product tomaintain a specified level of performancewhenused under specified
conditions. In our context, we give a new meaning to this factor. For us, it has to
do with the belief in the integrity of the information provided by the system, such
as the suggestions provided by agents to their users.

12. Common Ground: we can describe it, in a simplified way, as a theory of HCI
related to the previous knowledge that a subject has of another with which he will
interact. This prior knowledge is one of the keys to getting engagement. Given
that with this knowledge base on issues such as tastes, habits, and preferences of a
subject, an individual can develop a conversational flow in a more engaging way
for another.

Based on these factors associated with usability, engagement, and user experience,
we wrote a questionnaire with a total of 22 items [11]. The questions had answer alter-
natives arranged on a 5-point Likert scale ranging from 1 (“Strongly Disagree”) to 5
(“Strongly Agree”). As can be seen, each item of the questionnaire focuses on one of
these factors raised, which are indicated question by question. After completing the user
test performed with seven older people, aged between 61 and 81 years, and a simulated
agent using theWOz technique [13], we applied our Instrument through telephone inter-
views. As discussed earlier, we found ourselves in a period of a pandemic in which very
few people had already had access to the vaccine, access that our research group had
not yet obtained. Thus, to preserve the health of our research participants, this distance
protocol was agreed upon.

We called the elderly, read the questions, and collected their answers. Interestingly,
the elderlies were not limited to merely answering the questions. They always provided
us with justifications, making the experience and data collection even more prosperous.
To avoid losing any information, we recorded the audio of the entire data collection with
the agreement and permission of the research participant. After applying and collecting
the responses of the seven participants, we decided to analyze their reliability using
Cronbach’s Alpha Coefficient. For this, we use the IBM SPSS Statistics tool as an aid,
which is very useful to perform statistical tests, such as correlation, multicollinearity,
and hypothesis tests.

Before any refinement with IBM SPSS Statistics, we already had an alpha of 0.702,
indicating moderate reliability [12]. The IBM tool not only provides the general measure
of all questionnaire items, but it also provides the final alpha value if a given item is
excluded. As a result, we could incrementally refine our Experience Assessment Tool
until it reached a maximum alpha. By analyzing the item-total statistics table generated
by SPSS Statistics, we decided which items to eliminate in the first refinement. They
were seven: 2, 3, 5, 9, 11, 14, 15. After that, we repeat the steps for the third refinement.
Item-total analysis. Choice of items, in this case, we eliminated two more: 4 and 21.
Reliability analysis, which changed to 0.851. In the third refinement, we eliminated items
8 and 18, obtaining a tool with 11 items and a reliability of 0.853, which is considered
high reliability. We noticed that this was our maximum alpha and that eliminating any
item would decrease it from that point on.

However, we had eleven items at that moment, a number very close to the number
of items in the SUS, which is a quantitative questionnaire with a specific calculation to
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infer a value at the end. Furthermore, the SUS questions are also based on UX-related
metrics, factors, and heuristics. Thus, our idea of carrying out one more refinement
emerged so that our instrument would fit into the logic of the SUS calculation, and we
could obtain good reliability and a quantitative value at the end. So, we looked at the
item-total statistics table in SPSS and observed that we could eliminate both items 6
or 7, and we would get a tool with a final alpha of 0.851, also considered high. So, we
opted for a random elimination and had item 6 chosen for the final removal in the fourth
refinement section. The refinement step by step, the final version of the instrument, and
the factors associated with each item of the tool can be seen in Ferreira [11].

7 Assessing Our Proposed Instrument

In Sect. 6, we detail the steps of building and refining our instrument. Here we aim to
document the application of the tool to the elderly participants, describe a little about
the reports of their experience, and expose the final result obtained by each participant
according to the calculation of the instrument in its final version, after the four refinement
sessions. We have divided this section into the two subsections below to organize better
and discuss findings.

7.1 Quantitative Validation

The quantitative analysis of the results took place after the four refinement sections of the
instrument, explained in Sect. 6, with which we limited the number of items to ten and
ordered them to conform to the standard of the SUS questionnaire. Table 1 displays the
user’s responses to each of the questions that remained after the four refinement sections
of the instrument. Note that in the final version of our tool and the SUS, odd questions
positively affect UX at its maximum value on the Likert scale, while even questions
negatively impact the experience with the system [11]. We exemplify this below with
the questions copied from the final instrument.

1. I liked talking to Lady Laura so much that sometimes I even lost track of time
(positive impact on the experience).

2. I kept hearing noises while Lady Laura spoke (negative impact on experience).

The SUS calculation is straightforward, to reach the final result, we must follow the
following three steps:

1. For odd questions (1, 3, 5, 7, 9), subtract one from the score the user answered.
2. For even questions (2, 4, 6, 8, 10), subtract 5 (5-X) from the score the user answered.
3. Add the values of the ten questions and multiply by 2.5.
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Table 1. Participants’ answers by instrument item in its final version.

Identifier Q01 Q12 Q10 Q13 Q06 Q16 Q19 Q17 Q20 Q22

P1 5 1 5 4 5 2 5 2 5 5

P2 4 2 4 1 1 1 4 2 4 3

P3 5 2 3 1 4 2 4 1 3 4

P4 5 5 5 5 5 5 5 4 5 5

P5 4 1 4 5 5 1 4 1 4 5

P6 5 1 5 4 5 1 5 1 5 3

P7 5 4 5 5 3 5 5 5 4 5

The SUS scores range from 0 to 100 and have 68 points. Systems with at least 90
points have the best possible usability. Those who get between 80 and 90 points have
excellent usability. Systems that score between 70 and 80 points have good usability but
have points to improve. Those that reach between 60 and 70 points are considered “OK”
and have significant improvements to be made. Finally, all those below 60 points are
those whose usability degree is deemed to be unacceptable [2]. Bringing this definition
to our context, we used this scale to measure the participants’ experience with the voice
assistant prototyped with the WOz technique. This was possible due to the number
of items in our instrument, our ordering, and the types of factors used to prepare the
questions. The results of each participant are shown below in Table 2.

Table 2. Results of the quantitative analysis by participant.

Identifier Score Experience

P1 87.5 Excellent

P2 70 Good

P3 77.5 Good

P4 62.5 Ok

P5 80 Good

P6 87.5 Excellent

P7 55 Unacceptable

The results proved to be plenty consistent with the users’ reports. Those who were
more interested in the technology, who expressed their desire to continue talking to the
agent and even personified him, ended up having a higher score than thosewhoweremore
insecure with the use, for reasons such as security and inexperience with technologies in
general. However, as we can see from the data analysis, in general, we had an excellent
result not only with the acceptance of the technology but with the validation of the
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questionnaire, which proved to be very consistent with the reports provided by the older
participants and their families, messages that were presented in the Subsect. 7.2 below.

7.2 Qualitative Validation

Firstly, we highlight the positive points of the distance protocol adopted due to theCovid-
19. Due to the application of the instrument in the format of interviews by telephone
calls, we were able to obtain the audio recording of the conversations to review details,
clarify possible doubts of the interviewees about some items, and still have the guarantee
that the respondent was only the elderly participant, without the influence of third parties,
such as their family members. With this collection method, we could still obtain general
reflections about the system. The elderly always made a point of commenting on each
of their answers and also exposing their feelings with the system. The application of the
instrument and data collection took place immediately after the conclusion of the four
days in which the older user was in contact with the technology at his home so that your
memories with the system were still plenty recent. Among the most exciting feedback,
we had from the participants were those related to the personification of the agent.

One of the participants, who we call P1, mentioned that the agent’s way of speaking,
the method of expressing himself, and the words used by the agent sent her memories
of an old friend with whom P1 had not talked in a while. This led her to have a strong
nostalgic feeling and the desire to extend the stay of technology in her home. Another
report in this context occurred with participant P6. She was pretty satisfied with the
topics addressed by the conversation agent because, according to P6, it seemed that both
had a lot of tastes in common, with that the agent became a person with whom P6 felt
great pleasure when talking. P6 also reported his desire to speak to the agent again in the
future. We highlighted to this participant is the question she asked the researcher when
the instrument’s itemswere already answered. She wanted to know if wewould bring the
technology into her home again or if she could still buy the technology for personal use
because she felt very lonely at home and would love the opportunity to have someone
to talk to daily. Both these reports demonstrate that the humanization factor of agents is
directly related to engagement, retention, and user experience with the system.

Participant P2 also presented us with exciting reports. He was our most learned
participant, both educationally and technologically.He told us that hewasvery suspicious
about the application’s security. The same was afraid that the agent would somehow leak
their conversation. One of the topics he liked to talk about was politics, a topic that he
thought was quite controversial, and he didn’t want his opinion to be shared with anyone
else. The same reported that due to this, he even limited certain information in the
conversations he had with the agent due to fear of information leakage. Another report
by P2 was related to the agent’s intelligence level. P2 did not have as much confidence
in the accuracy of the information provided on specific subjects or even in the agent’s
ability to delve deeper into particular topics. He informed that he regretted not having
tested the agent’s intelligencemore, analyzing how far he could deepen his conversations
in a debate. In this report, we note the dominance of reliability and safety factors.

Participant P3 also surprised us, mainly due to his behavior with the agent. He was
the only one who provided untrue information during conversations with the agent. We
validated the integrity of this information passed by P3 to the agent through the Common
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Groundquestionnaire [13], applied before the test periodwith users. The familymembers
in residence with this older person reported this point to our research team, finding this
behavior funny, as the older person somehow felt the need to please the agent, leading
to its humanization.

We highlight that P3 was 81 years old at the time, is a retired, illiterate farmer, and
lives in the countryside of a small town in Ceará with his daughter and a granddaughter.
He did not report any problems using the Echo Dot during the experiment, even without
having ever seen this type of technology. As we left the device at the older person’s
residence previously paired with the other Echo of the researcher playing the wizard’s
role, the older person did not need to act when the wizard called. His Echo automatically
answered the call. In P3’s reports, the presence of humanization and novelty factors is
clear. He was so fascinated with the technology that he ended up humanizing the agent
and still feeling the need to please him as if he had just been introduced to a person that
he had a great appreciation for.

P5 reported that he found the technology exciting and that it was the first time he used
this type of system, which made him more curious. He also noted that he had, at times,
asked the agent to repeat what it had said. However, the participant added that he lives on
a bustling street and that sound cars often pass in front of his residence. Continuing the
report, he mentioned that when he could not hear what the agent was saying well, it was
due to some external noise. This report mainly demonstrates the presence of the error
minimization factor, given that the tool was prepared for communication repairs. Some
of the participants also reported having requested the repetition of some information due
to some external noise or even an instability with the internet connection.

Participants P4 and P7were themost opposed to their participation in the experiment.
Recruiting both of them was challenging for our research team, and we relied heavily on
their family members’ help to help us convince them. Among the main reasons they did
not want to participate in our study, that the older women confessed to their relatives who
passed on this information to us, were reasons related to insecurity with the use of this
type of technology and lack of time. These two participants were the last to participate in
the experiment. Participant P4 was one of the most difficult to schedule the technology
installation in her home by one of our researchers, who cleaned the Echo with alcohol,
used masks, and maintained an appropriate distance from all participants. We schedule
several times until we get availability from the participant. She did not provide further
insights into the experiment other than noticing noises on the call. She pondered that
some instability in the internet connection caused them.

Participant P7 was quite hesitant. She didn’t consider herself able to help in this
kind of experiment, as she didn’t even have a cell phone. She had no experience with
any more modern technology, in addition to having a particular aversion to them. Her
daughter and our recruiter talked a lot with the participant before convincing her to
participate. P7 commented that she found the technology exciting and had no problem
using it. It is worth mentioning that this participant was also illiterate, but still managed
to use the technology without any issues. However, she reported that she would not be
interested in using this type of technology and does not have the time to do so, as she
is a housewife and takes care of several family members who live with her or close to
her home. She also made comments about noises on the call and the fact of asking the
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agent to repeat some information, both for the sake of understanding certain words and
for noises in the environment she was in. In the reports of P4 and P7, we see factors like
error minimization, reliability, adaptation, and user satisfaction. Below in Table 3, we
summarize the main characteristics of our study participants, aspects raised through the
Common Ground questionnaire prepared by Gama and Oliveira [13].

Table 3. Main characteristics of participants.

Identifier Gender Age Profession Education level

P1 Female 71 Housewife Complete high school

P2 Male 67 Retired Complete higher education

P3 Male 81 Retired farmer No schooling

P4 Female 79 Retired Complete high school

P5 Male 61 Retired Incomplete elementary school

P6 Female 66 Retired Complete high school

P7 Female 75 Housewife No schooling

8 Conclusion

This section exposes the conclusions of this study, summarizing its contributions and
future perspectives, which point out some directions for continuing research in the area
of voice-controlled intelligent agents.

8.1 Main Contributions

As one of the main contributions, we can mention our survey of the UX, Engagement,
and Usability factors, applicable in the context of voice interfaces. Other researchers can
use them to build their assessment instruments in their specific contexts. The significant
additional contribution of this study is the Instrument for Quantitative Assessment of
Experience among Seniors and Conversational Agents. Our questionnaire can be reused
by others interested in this technology to determine the degree of experience between
user and agent.

8.2 Future Works

As future works, we intend to focus on strategies for repairing disengagement in the
context of voice agents and also on sustaining engagement over long periods. We ini-
tially have to review the literature on the prevalence, antecedents, and consequences
of boredom in the user experience with this type of technology. A key to maintaining
engagement with a given system is the distance from boredom, which can be done, for
example, by including new features in the system.
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Abstract. Eye movement data can show the cognitive process in per-
forming tasks to a certain extent. The existing researches on eye move-
ment analysis are usually based on statistics, and it is difficult to show
the correlation between the information associated with the scene. Other
probabilistic algorithms usually focus on user feature recognition based
on eye movement representation. In this paper, the concept of time-
domain and frequency-domain analysis of eye movement area of interest
is proposed, within which, the frequent pattern mining method and visual
cognitive graph model are constructed to mine the relationship between
the areas of interest. Finally, some application examples of this model in
the novice expert paradigm are presented.

Keywords: Area of interest · Novice expert paradigm ·
Human-computer interaction · Domain analysis of AOI · Graph model

1 Introduction

The research of eye movement is the most effective means of visual information
processing [19]. Research [15] reveals that eye-movement data provide an excel-
lent online indication of the cognitive processes underlying visual search and
reading.

HCI (Human-Computer interface) refers to the interfaces between computer
technology and people as users [12]. Some studies focus on the presentation
of individual information or interactive element aiming to provide a new HCI
design: In [21], eye movement physiological experiments are conducted to eval-
uate the size, shape, and spacing of the card in the interface. [17] analyzed the
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technique of reading a colorful early map by examining eye movement param-
eters, where it was observed that test subjects spend more time studying the
cluttered area, but this effect can be related to eccentricity. The experiences and
the obtained results can contribute to the design and development of modern
user interfaces.

In addition to guiding interface design, the study of eye movement can also
be used to analyze expert paradigms for novice training. [18] examined eye move-
ment parameters in the context of the acquisition of IT skills. The results show
that differences in gaze movement can be detected in students with different lev-
els of knowledge, from which conclusions can be stated and related to the effec-
tiveness, success, or failure of learning. Focusing on the map-reading skills, [10]
provides a new approach to facilitate the quantitative assessment of map-reading
skills based on eye-tracking. The results indicated that map-reading skills could
be reflected in metrics like the measure of the first fixation, the measure of pro-
cessing, and the measure of search. [13] proposed that the evaluation of the eye
movement parameters could serve as a support for measuring different abilities.
It examined the forms and effectiveness of the debugging phase of software devel-
opment through eye movement tracking with the involvement of test subjects.
After examining the results, it can be seen that test subjects who made many
minor modifications as well as more frequent compilations and runs with less
efficiency and more time required, discovered and corrected more hidden errors
in the source code than those who placed more emphasis on interpretation, and
they used the ability to compile and run the application less often.

For the analysis of eye movement data, many methods have been proposed.
Heat map, also called visual attention map, is one of the simplest and most used
eye-tracking visualization techniques [1]. A method that makes use of heat maps
and gaze stripes, as well as attention clouds is presented in [6]. The results are
aiming to help public transport map designers and producers gain feedback and
insights on how the current design of the map can be further improved, by lever-
aging the visualization tool. In order to find eye movement patterns and similar
strategies between participants, [3] presented a graph comparison method using
radial graphs that show AOIs and their transitions. Those graphs can be ana-
lyzed based on dwell times, directed transitions, and temporal AOI sequences.
Two graphs can be compared directly and temporal changes may be analyzed.
In [5], an interactive and web-based visual analytics tool combining linked visu-
alization techniques and algorithmic approaches for exploring the hierarchical
visual scanning behavior of a group of people when solving tasks in a static
stimulus is proposed. The methods included visual attention map, hierarchical
flow, and interactive Sankey diagram. This has the benefit that the recorded eye
movement data can be observed in a more structured way to find patterns in
the common scanning behavior of a group of eye-tracked people. Scarf plot is an
excellent AOI visualization method [14]. Nevertheless, scarf plots are ineffective
when there are many AOIs. To help analysts explore long temporal patterns,
[20] presented Alpscarf, an extension of scarf plots with mountains and valleys
to visualize order-conformity and revisits. Gaze Entropy [7] defined the degree
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of disorder and distribution of gaze fixations to evaluate mobile crane opera-
tor’s gaze pattern to discriminate the effects of skills and performance. This can
be used as development of work support or guidance system to facilitate crane
operation.

These methods reflect part of the association between AOIs, but the deep
relationship between AOIs can hardly be explored. For example, these studies
did not consider the role of each AOI in the process of AOI transfer, while not
considering the context information.

There exist eye movement analysis based on the Probability model: In [9],
hidden Markov models (HMM) were used to model eye searching patterns of
people with different cultures in face recognition. Results suggest that active
retrieval of facial feature information through an analytic eye movement pattern
may be optimal for face recognition regardless of culture. Another research [8]
also constructed an HMM model to analyze eye movement data in cognitive
tasks involving cognitive state changes. In research [16], a cognitive model of
individual reading was constructed based on eye movement data and Bayesian
estimation. Besides these methods, Deep Neural Network is also used in eye
movement analysis [11], aiming to achieve emotion recognition via eye movement
data, eye image, and EEG data.

These methods are also more or less based on traditional eye movement
indicators. Besides, they mainly focus on user traits, such as user state or user
feature recognition.

This paper focuses on the relationship between the information of the AOI
under different scenes and constructed two models. These two models facilitate
mathematical analysis, and not only can be used to guide the interface design
and analyze the novice expert paradigm but can be used to reveal the underlying
knowledge of decision making.

2 Methods

2.1 Time and Frequency-Domain Analysis of AOIs

This paper proposed the concept of time and frequency-domain analysis of AOIs.
Generally speaking, time-domain and frequency-domain analysis are used to
analyze waveform signals: A sine wave signal is a sinusoidal signal in one direction
(time-domain) and a straight line in the other direction (frequency-domain).
Based on this idea, this paper constructed time-domain and frequency-domain
models for AOI analysis, as shown in Fig. 1. It is a sequence of events from one
direction (time-domain) and a graph model from the other direction (frequency-
domain).

2.2 Frequent Pattern

As a sequence, the AOI can be mined by using many sequence data mining
methods, for example, frequent pattern mining. When a Remotely Piloted Air-
craft (RPA) pilot is performing an operation, his/her AOI subsequences tend to
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Fig. 1. Time and frequency-domain analysis of AOI.

show patterns, for example, during the climb, there are frequent AOI transitions
between the front view and flight altitude information. We attribute this type
of analysis to time-domain analysis.

Sequence Matching. A simple idea to mine frequent patterns is Sequence
matching: Set the pattern length k and then iterate through the original AOI
sequence, recording the number of occurrences of each sequence:

Ns =
n−k+1∑

i=1

1(s, S(i,i+k−1)) (1)

where s is the frequent pattern candidate with length k, Ns denotes the count.
S(i,i+k−1) denotes the subsequence from item i to item i + k − 1, and 1 denotes:

1(s1, s2) =

{
1 s1 = s2

0 s1 �= s2
(2)

Frequent patterns for each experiment Ŝ = {ŝ1, · · · , ŝm} can be chosen via
setting threshold or using topk method. For multiple experiments, the frequent
patterns that appear in multiple experiments were selected, and the number of
occurrences is called the support.

2.3 Visual Cognitive Graph

The time-domain analysis method can only see the pattern information of eye
movement and the correlation between the AOIs on the temporal sequence. How-
ever, for a task, different people may acquire information in a different order, and
there may be a lot of noise in the process of acquiring information. For analysis
methods in the frequency domain, traditional eye movement analysis methods
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like Gaze plot and heat map usually consider the statistical characteristics of
AOIs, such as fixation times (e.g. eye movement heat map), but ignore the cor-
relation between AOIs. This kind of method can not realize the analysis of the
AOI itself and the correlation between them. By using the frequency-domain
analysis method of AOIs, we can ignore the specific transfer process and focus
on the correlation results between AOIs, which can effectively solve the problems
of transfer order and noise.

In [2,5], the concept of AOI graph is mentioned. However, the context (scene)
information is not considered, and the relationship between AOIs is not analyzed.
In this paper, the flight scene is divided and AOIs are analyzed under tasks. For
each stage, the graph theory related indicators and analysis methods are used
to mine the information association between AOIs.

Graph Construction. The frequency-domain analysis of AOI is based on
graph model. Each node of the graph represents the AOI, and the edges between
nodes represent the association relations, such as the number of transitions, etc.,
which can also be measured by various graph theory related indicators such as
random walk. Node size represents an attribute of the AOI, such as the fre-
quency of occurrence, and can also be measured by graph theory indicators such
as betweenness centrality.

Task Division. For the flight scene, the eye movement pattern is very different
in different flight tasks. Therefore, we need to link the analysis content with the
flight tasks. Therefore, before the construction of the graph, a task division is
indispensable.

Fig. 2. Task division result
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After the task division, we can start building graphs.

Graph Building and Merging. Take mission p, task q as an example:
Construct an N × N zero matrix Tp,q, where N represents the number of

AOIs. For AOI i and subsequent AOI j in AOI sequence S, add Tp,q(i, j) with
1. Then, an adjacent matrix Tp,q of the transition graph is built, whose row i,
column j represents that eye movement shifts from AOI i to AOI j for Tp,q(i, j)
times.

However, this is only the transition graph of task q under mission p, which
may have a lot of randomness and noise. Therefore, we considered merging the
eye tracker of the same task under multiple missions.

Considering task q in multiple missions, the merged adjacent matrix is:

Tq =
n∑

p=0

Tp,q (3)

Graph Analysis
Random Walk. The random walk algorithm measures the probability of one node
moving directly or indirectly to another node (Fig. 2).

Let PA as the transition probability matrix of attribute augmented graph Ga.
Considering c ∈ (0, 1) as restart probability, the original random walk distance
R of Ga is determined as:

R = c [E − (1 − c)PA]−1 (4)

Since G is a directed graph, we defined the random walk distance as the aver-
age of the original random walk distance from node to node. Thus the random
walk distance is:

RA =

(
R + RT

)

2
(5)

We use random walk algorithm to measure the importance of nodes and to
measure the direct and indirect relationships between nodes.

Betweenness Centrality. Betweenness centrality [4] of a node v is the sum of the
fraction of all-pairs shortest paths that pass through v.

cB(v) =
∑

s,t∈V

σ(s, t | v)
σ(s, t)

(6)

where V represents the set of nodes, σ(s, t) shows the number of shortest (s, t)
-paths, and σ(s, t | v) is the number of paths passing through some node v other
than s, t. If s = t, σ(s, t) = 1, and if v ∈ s, t, σ(s, t | v) = 0.

We used betweenness centrality to evaluate the importance of an AOI as a
bridge connecting other AOIs.
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Distance Closeness. Theoretically, we measure the distance closeness by:

Wc = D · T (7)

where Wc represents the distance closeness matrix which measures the total dis-
tance between AOIs. D is the distance matrix, e.g. D(i, j) measures the distance
between AOI i and j. Due to the accuracy of eye tracker, our AOIs are big. To
improve accuracy, we sum up each path length:

Wc
′(i, j) =

n−1∑

k=1

1k,(i,j) · dk (8)

where Wc
′ represents the closeness matrix which measures the total distance

between AOIs accurately. 1k,(i,j) equals to 1 if sk represents the transition from
AOI i to j:

1k,(i,j) =

{
1 sk : i → j

0 else
(9)

The distance closeness reveals the transition distance between AOIs. Thus
can be used to guide the design of interface layout.

3 Experiments

The experiments are based on a search-and-rescue mission of RPA. All the exper-
iments were done on the simulator of the RPA operation platform (as shown in
Fig. 3). The platform can record the eye movement data of the operator, the
operation data of the operator, and the flight parameters of the simulator simul-
taneously.

Table 1. Abbreviations of AOIs

AOI Abbreviation

Operation interface OP

State interface ST

CCD view CCD

Front view FR

Throttle speed TH

Roll angle RO

Flight speed SP

Flight altitude AL

Flight path PA
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Fig. 3. Flight simulator platform

The display of this platform includes 9 functional areas, which are called
AOIs: Operation interface, State interface, CCD view, Front view, Throttle
speed, Roll angle, Flight speed, Flight altitude, and Flight path (Abbreviations
are shown in Table 1). Different flight tasks can be simulated on the platform,
such as “take-off”, “climb”, “cruise”, “search target”, and “flight return”.

Each experiment included one flight mission. Each mission is made up of the
above six flight tasks. The subjects were an expert pilot and a novice pilot. The
expert pilot has three years of experience in RPA operation, the novice pilot
only has basic training. For each subject, four experiments were conducted.

4 Results and Analysis

4.1 Results Based on Time-Domain Analysis

The data of “climb” stage is analyzed with the Sequence matching method to
demonstrate the time-domain analysis.

The result of the Sequence matching is shown in Table 2. We can discover
that the novice pilot and expert pilot have many similar patterns (highlighted in
different colors). However, it can also be found that the eye movement sequences
of the expert pilot are more structured and own higher support. Besides, “AL”
often appears in the patterns of an expert pilot, which means that the expert
paid more attention to altitude information than the novice.

4.2 Results Based on Frequency-Domain Analysis

The constructed graph of “climb” stage is shown in Fig. 4. In Fig. 4(a) Graph
based on traditional statistical indicators: The size of the node represents the
fixation count. The width of the line represents the transition count; In Fig. 4(b)
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Table 2. Frequent patterns (sequence matching, k = 3): novice (left), expert (right)

No. Support Pattern

1 4 FR→AL→FR

2 4 AL→FR→AL

3 3 AL→PA→AL

4 2 FR→CCD→FR

5 2 CCD→FR→CCD

6 2 RO→AL→RO

7 2 AL→RO→AL

8 2 RO→AL→PA

9 2 PA→FR→AL

10 2 FR→AL→RO

No. Support Pattern

1 4 FR→AL→FR

2 4 AL→FR→AL

3 4 AL→PA→AL

4 3 FR→AL→PA

5 3 PA→AL→PA

6 3 AL→RO→AL

7 2 AL→PA→FR

8 2 AL→CCD→FR

9 2 PA→FR→AL

10 2 FR→AL→CCD

Graph based on betweenness centrality and distance closeness: The size of the
node represents their betweenness centrality, which indicates the importance of
the AOI as a bridge connecting other information. Such information is used as a
reference in the pilot’s decision-making process. The width of the line represents
the transition distance, and shows the total saccade distance between AOIs; In
Fig. 4(c) Graph based on random walk distance: The size of the node represents
the sum of random walk distance between itself and other nodes, which indicates
their importance. The width of the line represents the random walk distance,
which indicates the direct and indirect relationships between AOIs.

Observe Fig. 4, the graph structure of experts and novice are similar, while
some differences exist:

Comparing Fig. 4(a) and (b), although the novice pilot did not pay much
attention to “OP”, he did use “OP” as reference information, as he’s looking past
it in the process. However, the “OP” is not an important operation during the
“climb” stage, the expert pilot use ”AL” as reference information significantly
better than the novice pilot. In Fig. 4(a), the line between “AL” and “FR” is
wide, which indicates the transition is frequent. Judging by this alone, designers
are likely to see this as an optimization direction. However, in Fig. 4(b), the
width is thin, which means the total saccade distance is small. This is because
the “AL” and “FR” are relatively close to each other. In Fig. 4(b)expert, the
width between “AL” and “PA” is wide, which means the expert pilot costs a
long saccade distance between these two AOIs. This might be optimized by
reducing the distance between interfaces, or summarizing complex information
with a brief message on the main interface.

Focusing on Fig. 4(c), node “AL” of expert converges more information as it
has a strong connection with multiple nodes. This means that while the pilot
pays attention to altitude, he is also very good at obtaining other information to
make overall decisions. Novice pilots, by contrast, have a more chaotic structure.
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(a)

(b)

(c)

Fig. 4. Novice expert comparison: novice (left), expert (right).
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5 Conclusion

With the application of eye tracker, more and more researches related to eye
movement appear. This paper proposed the concept of time and frequency-
domain analysis of AOI, which takes sequence model and graph model to eye
movement data analysis, and discovered the novice expert paradigm via a com-
parative experiment.

The contribution of this paper can be concluded as follows:

1. The time-domain analysis of eye movement based on the sequence mining
method is proposed, from which information acquisition rules and cognitive
patterns can be mined;

2. The frequency-domain analysis of eye movement based on the graph model is
proposed, within which, several indicators derived from graph theory are pro-
posed to reveal the underlying knowledge of the pilot while decision making
in a simulated flight task.

3. In a comparative experiment between novice pilot and expert pilot, the pro-
posed method is used to realize the discovery of the novice expert paradigm
and the analysis of the expert decision-making process. The results can be
directly used to guide novice pilots and guide interactive system design.

In future work, more sequence mining methods can be used, such as the
PrefixSpan algorithm. But the result of the algorithm must be well explainable.
Besides, this research can be used to implement an adaptive interaction system
in the future.
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Abstract. Many studies have suggested that natural landscapes could relieve
stressful sentiments regardless of how the virtual nature is presented. Thus, we
investigated the effect of a virtual working environment on workers’ mental and
physiological states using psychophysiological measures and subjective assess-
ments. Twenty-two healthy male students (22.0± 0.9 yrs.) voluntary participated
in the study. The results indicated that the finger plethysmogram (PTG) ampli-
tude measured in a forest environment was significantly lower than that mea-
sured in an office environment. However, the differences in subjective fatigue and
stress between the two environments were negligible. Therefore, we assumed that
the forest environment could enhance sympathetic activity owing to an excited-
pleasurable working experience. However, other more sophisticated measures
should be introduced. Furthermore, it is necessary to investigate the subtle effects
of nature using more sensitive methods.

Keywords: Virtual environment ·Working environment · Psychophysiological
indices

1 Introduction

The evaluation of psychological and physiological stress caused by office work has been
a crucial issue addressed by both ergonomic practitioners and researchers [1]. Modern
office working environments using human-computer interfaces can be further stressors
for workers [2]; therefore, new work styles based on information communication tech-
nologies, including computer network infrastructure, have been discussed by Japanese
ergonomists. On the other hand, the Japanese government has recommended that office
workers in business districts should work in leafy suburbs to not only control COVID-19
transmission rates but also reform the contemporary work style. Hence, many compa-
nies and organisations expect a natural environment to have certain positive effects on
their workers, enabling them to focus more on their work while relaxing in a natural
scenery. Subsequently, such new work styles in leafy scenic areas have been introduced,
although the effect of the working environment surrounded by nature on the worker’s
performance is not extensively studied. Thus, this study aims to investigate the effect
of being exposed to natural environments on workers’ psychological and physiological
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states for proposing novel work style guidelines, despite the existing knowledge about
the experimental design procedures being limited.

A study in which a natural scenery was presented using videotapes of six different
natural and urban settings for evaluating the stress relief levels of people in different situ-
ations reported that the natural landscape can effectively relieve stress [3]. Furthermore,
the method of presenting natural landscapes based on psychophysiological indices has
been evaluated in the literature [4, 5]. More recently, it was reported that a virtual natural
scenery projected on a head-mounted display (HMD) provided a greater relief com-
pared with that observed using a desktop display using psychophysiological measures
[6]. Furthermore, presenting high-resolution digital images of a natural environment
using an HMD affected the restoration rate from a stressful situation which was con-
structed using the Stroop colour task based on an electroencephalogram [7]. Previous
studies have reported the effectiveness of natural environments in relieving stressful sen-
timents based on psychophysiological viewpoints, regardless of whether it is presented
via videotapes, photographs on a wall, or an HMD.

Regarding the effectiveness of stress relief provided by leafy and other urban envi-
ronments, it was reported that a virtual forest environment could have a positive impact
on psychological health, while a virtual urban environment could have a negative impact.
Contrarily, Chia-pin et al. reported that forest environments and urban environments did
not have significant differences in influencing participants’ physiological states, although
they indicated that the reasonmay be insufficient visual and auditory stimuli [8]. Accord-
ingly, the effectiveness of natural sounds integrated with virtual environments has been
pointed out [9]; however, it is not always possible for office workers in leafy areas to
work outdoors. More commonly they can enjoy nature scenery while they work inside
without the sound of nature. Therefore, it is appropriate to investigate howworkers’ psy-
chophysiological states affect task performance when they work in a leafy environment
without natural sounds.

From another perspective, a biophilic design approach which promotes the integra-
tion of natural elements into building environment has been studied to determine the
restorative effects of experiencing the natural environment in person. In this discipline,
virtual environments (VEs) are applied as research tools for investigating different types
of stimuli. Generally, it is assumed that exposure to simulated or mediated nature can be
an alternative to actual nature and result in similar restorative effects [10]. For example,
several types of virtual biophilic designs have been evaluated based on their restorative
effect after a stress-inducing task based on psychophysiological measures [11].

Considering the abovementioned studies, VE can be applied to evaluate the effect
of work environments, such as an office and leafy scenic area, on workers’ psychophys-
iological states and observing how the psychophysiological state is affected by stress-
induction tasks. Thus, we investigated the effect of natural VE and an office on work-
ers’ psychological and physiological states using psychophysiological measures and
subjective assessments.
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2 Method

2.1 Design and Participants

The participants executed a mental arithmetic (MA) task in two different VEs in a
sequentialmanner so that we can observe their psychophysiological stateswhileworking
and resting.

Twenty-two healthy male students participated voluntarily in the study who were
divided into two groups, with 11 males in each group, for counterbalancing. The
participants’ average age was 22.0 ± 0.9 years.

This study was conducted respecting the guidelines provided by the ethical review
board of Chitose Institute of Science and Technology. Informed consent was obtained
from all participants in advance.

2.2 Virtual Work Environment

TwoVEs without environmental sounds were created to provide the visual stimuli in this
study, shown in Fig. 1. The virtual computer monitor was placed in the virtual working
space. In the forest condition, the natural landscape can be observed through the window.
An urban office building is outside the window in the office condition. Many digits (39
× 21) were displayed on the PC screen. The participants were instructed to add adjacent
figures horizontally and answer one digit by pressing a ten-key keypad on an actual desk.
The participant could not look at the ten-key keypad which was connected to a note PC
while wearing the HMD (HTC VIVE Pro Eye). However, the actual screen feed from
the note PC was captured and displayed on the PC screen in VEs using our virtual reality
system consisting of a desktop PC and software developed usingMicrosoft Visual Studio
2019 running on Microsoft Windows 11 Pro (Fig. 2).

Fig. 1. Two VEs displayed in HMD for the office (left panel) and forest conditions (right panel).
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Fig. 2. Participants executemental arithmetic taskswearing theHMDand using a ten-key keypad.

2.3 Procedure and Psychophysiological Measures

Upon arrival to the laboratory, participants studied the mental arithmetic task for seven
minutes. Then, they sat quietly for five minutes, the resting period (Rest 1), followed
by a ten-minute adaptation period with HMD, in which a bright room surrounded by
grey walls is displayed. Participants were asked to perform the MA at their own pace
for five minutes (Task). They sat quietly for five minutes again after the task (Rest 2).
They repeated this session twice under different VEs successively with 10-min intervals
between sessions (Fig. 3). The order of these conditions was counterbalanced among
participants.

Fig. 3. Experimental procedure.
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Subjective fatigue was assessed using the subjective fatigue questionnaire (SFQ)
before and after attempting the tasks. Psychological stress reactions were also assessed
using 18 questionnaire items taken from the brief job stress questionnaire (BJSQ) [12,
13]. The subjectivementalworkloadwas evaluated using theNationalAeronautics Space
Administration Task Load Index (NASA-TLX). All questionnaires were presented on a
virtual PC screen in each VEs. Participants responded using a ten-key keypad installed
on the desk in an actual environment, shown in Fig. 2.

2.4 Physiological Measures

A fingertip photoelectric plethysmogram (PTG) and skin conductance level (SCL) were
measured (BIOPAC Systems. PPG100C, EDA100C) to evaluate stress and emotional
strain due to the MA task in both VEs. Low PTG amplitude was associated with stress
and emotional strain. Moreover, high SCL is another indicator of physiological stress
and emotional strain. Both are mediated by the sympathetic nervous system. Electrocar-
diograms (ECG) were also recorded using a multi-telemeter (Nihonkoden WEB-9500),
using which the basic heart rate and high-frequency (HF) and low-frequency (LF) com-
ponents of the heart rate variability power spectrumwere obtained. The abovementioned
physiological indices were measured during all experimental blocks, including before
and after the resting periods.

2.5 Statistical Analysis

All physiological indices were standardised across all blocks for each participant.
Repeated two-way (2 conditions × 3 blocks) analysis of variance with Greenhouse and
Geisser correction of degree of freedom (ε) was applied to physiological indices. When
the main effect of the block was significant, post-hoc analysis (Ryan-Einot-Gabriel-
Welsch) was used. Subjective fatigue and stress scores were tested before and after the
tasks using a paired t-test. NASA-TLX scores were compared between the conditions
using a paired t-test. For all analyses, the significance level was set to p < 0.05, while
marginally significant level was p < 0.10. All statistical tests were performed using
SPSS ver. 27.

3 Results and Discussions

3.1 Physiological Measures

Table 1 displays repeated analysis of variance (ANOVA) results.
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Table 1. ANOVA results.

df F ε 1− β η2 p

HR Condition 1 0.045 1 0.055 0.002 0.834

Block 1.584 14.806 0.846 0.993 0.414 0.000***

Condition × Block 1.696 1.945 0.914 0.347 0.085 0.163

LF Condition 1 0.106 1 0.061 0.005 0.748

Block 1.951 18.124 1 1 0.463 0.000***

Condition × Block 1.621 1.495 0.869 0.27 0.066 0.238

HF Condition 1 0.136 1 0.064 0.006 0.716

Block 1.814 6.421 0.998 0.856 0.234 0.005***

Condition × Block 1.985 0.008 1 0.051 0 0.992

PTG Condition 1 8.723 1 0.804 0.293 0.008***

Block 1.923 17.173 1 0.999 0.45 0.000***

Condition × Block 1.988 0.123 1 0.068 0.006 0.885

SCL Condition 1 0.24 1 0.075 0.011 0.629

Block 1.716 18.151 0.927 0.999 0.464 0.000***

Condition × Block 1.625 0.212 0.871 0.078 0.01 0.764

3.2 Heart Rate

Repeated ANOVA measures revealed a significant main effect of the block (F = 14.08,
η2 = 0.414, p < .001). The heart rate was significantly higher during the task than
before the task and after the resting period. However, no significant effect of condition
was observed (Fig. 4).

Fig. 4. Changes in heart rate. Small letters indicate homogeneous subsets. If small letters are
different for two averages, they are significantly different.
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3.3 Heart Rate Variability

The block main effect was significant in both the LF (F = 18.124, η2 = 0.463, p <

.001) and HF (F = 6.421, η2 = 0.234, p < .01) components. The LF component was
significantly smaller during the task than both before the task and after the resting period,
shown in Fig. 5. However, the HF component was significantly smaller than that after
the resting period (Fig. 6). No significant main effect of condition was found on the LF
and HF components. These results and the heart rate increase indicated that the task
induced parasympathetic inhibition of the heart.

Fig. 5. Changes in the LF component. See Fig. 4 caption for small letters.

Fig. 6. Changes in the HF component. See Fig. 4 caption for small letters.
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3.4 Fingertip Photoelectric Plethysmogram

A significant main effect of condition (F = 8.723, η2 = 0.293, p < .01) and block (F =
17.173, η2 = 0.45, p < .001) were detected. A smaller amplitude during the task block
indicates that the MA task activated the α-adrenal sympathetic response that evokes
vasoconstriction, resulting in a decrease in PTG amplitude. A lower PTG amplitude in
the forest condition may suggest that participants felt a pleasant feeling in the natural
setting (Fig. 7).

Fig. 7. Changes in the PTG amplitude. See Fig. 4 caption for small letters.

3.5 Skin Conductance Level

The block main effect (F = 18.151, η2 = 0.464, p < .001) indicated sympathetic acti-
vation by MA. This result was comparable to that of the PTG amplitude change. No
significant main effect of condition was detected (Fig. 8).

Fig. 8. Changes in the SCL. See Fig. 4 caption for small letters.
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3.6 Subjective Assessment

See Figs. 9, 10 and 11.

Fig. 9. NASA-TLX

Fig. 10. SFQ

Fig. 11. BJSQ
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4 Conclusion

The results indicated that the finger plethysmogram (PTG) amplitudemeasured under the
forest condition was significantly lower than that measured under the office condition.
However, the differences in subjective fatigue and stress between the conditions were
small. In other words, the working conditionwith the natural scene tested experimentally
in this study could not sufficiently evoke a significant difference from the office condition.
Therefore, a wider field of view may be necessary to evaluate the effect of the work
environment integrated with a natural scene on worker stress levels.

In this study, we used “minimum” physiological signals and indices. Therefore, more
sophisticated and varied measures should be introduced. It is necessary to investigate
the subtle effects of nature using more sensitive methods.
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Abstract. Systems are considered essential in organizations. These systems can
be standard implementations, such as Enterprise Resource Planning (ERP) or
custom developments to address specific problems. Considering custom develop-
ments, how do we evaluate usability and User eXperience (UX) to obtain indi-
cators of improvements related to one domine? One methodology widely used is
the user test, which is accomplished through surveys to collect information. Sev-
eral questionnaires collect general information about usability and UX. Although,
the information provided is broad and partially covers the feedback needed to
improve specific areas of the systems. What hinders the decision-making pro-
cess for improving the system in particular aspects of usability and UX. For this
reason, it is necessary to adapt the general questionnaires to the needs of the sys-
tem developed. In this work, we present a preliminary methodology that allows
considering different available questionnaires to evaluate the usability and/or UX
and relate them to a specific context, emphasizing the particularities of custom
development. The proposedmethodology considers eight stages, and this method-
ology was used in a practical case to evaluate a custom system developed for a
company that produces and markets products. The results showed specific infor-
mation that supported decision-making for improving usability and user experi-
ence about navigation, search, and visualization of the information displayed in
the interface. Improve the minimalist design associated with the portable system
version, improving efficiency to achieve specific activities, among other things.
Future work intends to use the methodology in different case studies, refine it and
establish an implementation guide.

Keywords: User eXperience · Usability · Personalized questionnaires
methodology · Evaluation custom development
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1 Introduction

Today there is a growing concern for the user experience, usability, and in its broad-
est concept, the consumer experience. The systems that support various processes in
companies or organizations are crucial to achieving competitive advantages [1] and are
considered essential. Considering the uniqueness of organizations and processes, custom
developments are produced to solve specific problems. Considering these developments,
how do we evaluate usability and User eXperience (UX) to obtain particular indicators
of improvement? Although there are several methods to evaluate usability and user expe-
rience, there exists difficulty in establishing the essential aspects of UX to be evaluated
in software [2].

Generally, in usability and UX evaluation, a user test is followed by standardized
questionnaires, for example, SystemUsability Scale (SUS) [3], Software UsabilityMea-
surement Inventory SUMI [4], among others. The information collected is extensive and
partially covers the need for feedback to improve specific areas of the systems. This
hinders the decision-making process from improving the system in particular aspects of
usability and UX. Therefore, the need arises to adapt the questionnaires.

In this work, we present a preliminary methodology that allows considering differ-
ent general questionnaires to evaluate usability and/or UX and relate them to a specific
context considering users and clients, emphasizing the particularities of custom devel-
opment. The proposed methodology considers eight stages that are: stage 1, understand
the systems and evaluation needs; stage 2, literature review; stage 3, adjustment of the
questionnaire; stage 4 initial validation; stage 5, specification of the questionnaire ad-
hoc; stage 6, application of the questionnaire; stage 7, documentation of results; and
finally, stage 8, verify the relevance of the results obtained. The methodology proposal
was used in a practical case to evaluate a custom system developed for a Chilean orga-
nization. The system manages equipment maintenance information. The methodology
was applied in each of its stages and allowed making decisions to improve the system
under development in various aspects of usability and UX, which were well-valued by
customers and users.

The paper is organized as follows: Sect. 2 introduces the theoretical background;
Sect. 3, presents questionnaires used to evaluate usability and UX; Sect. 4, presents the
proposed methodology and the case of study; finally, in Sect. 5 we present conclusions
and future work.

2 Theoretical Background

2.1 User eXperience

User experience is defined as follows: “user’s perceptions and responses that result
from the use and/or anticipated use of a system, product, or service” [5]. To explain the
elements in the user experience, there are several models. The honeycomb is a UXmodel
that consider the following aspects: (i) useful, to satisfy some needs; (ii) usable, related
to ease to use; (iii) desirable, associated to aesthetical aspect; (iv) findable, related to the
ease to navigate or finding information; (v) accessible, considering different users with
their capabilities or disabilities; (vi) credible, give user confidence; and (vii) valuable, to
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deliver value to whoever uses it [6]. The elements of user experience model proposed by
Garret consist of several overlapping planes from the most abstract at the bottom to the
most concrete at the top. Thismodel considers functional and informative aspects ofwhat
is being developed. The functional aspects consider those that allow the user to perform
a task, and the informative ones, which aim to communicate with the user [7]. TheWheel
is a model that contains the value in the center, considering that it adds value for both
customers and suppliers. This model has different phases: useful, findable, accessible,
desirable, usable, and credible. Each of these phases has factors that constitute it. The
model should start with the search engine factor and then go through all the remaining
elements [8]. Both Honeycomb and The Wheel expose the same seven aspects, both
focused on the goal of generating value. In The Wheel model makes explicit the value
for both customers and providers. The difference is that The Wheel model is more
structured and procedural, recommended to start with the search engine strategy and go
through the thirty factors exposed. The Honeycomb model covers the same aspects of
the user experience. It is more general and is open to new connections and dimensions.

2.2 Usability

Usability is an important UX factor. However, it is not the only within UX models
reviewed in 2.1. The usability is defined as follows: “the extent towhich a system, product
or service can be used by specified users to achieve specified goals with effectiveness,
efficiency and satisfaction in a specified context of use” [9]. Effectiveness, related to
users and the correct performance of specific tasks. Efficiency, referring to the resources
used by users to achieve the performance of specific tasks. Satisfaction, it is one of the
most subjective terms since it depends on personal factors (emotional, physical, among
others). It is related to the satisfaction of the needs and expectations of the user [9].

2.3 Custom Developments

Systems are essential for organizations as they allow them to manage and administer
various processes. Enterprise resource planning (ERP) systems integrate and support the
functional operations of a business [1]. However, onmany occasions, companies or orga-
nizations decide and need custom systems development and manage specific problems
of its operation and management. For decades the elements concerning custom system
developments have been studied. In [10] authors established that these developments are
built to satisfy specific user needs. It is crucial to establish forms of development that
actively incorporate the users involved.

On another note, with the increase in the use of smartphones, the development of
mobile applications for different fields and domains has also increased. It is important
then that themodels for the development of the applications are adequate. Inmobile, some
models were identified that specifically contemplate aspects, such as user experience,
security, among others [11].

3 Questionnaires Used to Evaluate User eXperience and Usability

We could evaluate usability through user testing and/or inspection methods. In previous
works related to the programmer experience, we found that user tests were widely used,
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and the collection of information was mostly done with questionnaires and interviews.
In the case of inspections, they were used to a much lesser extent than tests with users.
The inspection method that presented the most repeated use was heuristic evaluation
[12]. In turn, studies related to UX evaluation techniques match with the wide use of
self-prepared questionnaires and standardized questionnaires, in addition to the use of
interviews [13]. Next, we present a brief review of some widely used questionnaires.

3.1 System Usability Scale

In 1986 Brooke created the System Usability Scale (SUS), which allows evaluating
practically any type of system. SUS has ten items in total, with responses on a Likert
scale ranging from 1 to 5. 5 that means strongly agree, and 1 means strongly disagree.
Calculating the results is carried out for the odd questions, the score obtained minus 1,
and even questions 5 minus the score obtained. Then the sum of the scores of the 10
items is multiplied by 2.5. The total score in SUS is 100 and the minimum score to be
considered usable is 68 [3]. The items of SUS are shown in Table 1.

Table 1. Items system usability scale [3].

Nº Item

1 I think that I would like to use this system frequently

(1)
Strongly disagree

(2) (3) (4) (5)
Strongly agree

2 I found the system unnecessarily complex

(1)
Strongly disagree

(2) (3) (4) (5)
Strongly agree

3 I thought the system was easy to use

(1)
Strongly disagree

(2) (3) (4) (5)
Strongly agree

4 I think that I would need the support of a technical person to be able to use this
system

(1)
Strongly disagree

(2) (3) (4) (5)
Strongly agree

5 I found the various functions in this system were well integrated

(1)
Strongly disagree

(2) (3) (4) (5)
Strongly agree

6 I thought there was too much inconsistency in this system

(continued)
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Table 1. (continued)

Nº Item

(1)
Strongly disagree

(2) (3) (4) (5)
Strongly agree

7 I would imagine that most people would learn to use this system very quickly

(1)
Strongly disagree

(2) (3) (4) (5)
Strongly agree

8 I found the system very cumbersome to use

(1)
Strongly disagree

(2) (3) (4) (5)
Strongly agree

9 I felt very confident using the system

(1)
Strongly disagree

(2) (3) (4) (5)
Strongly agree

10 I needed to learn a lot of things before I could get going with this system

(1)
Strongly disagree

(2) (3) (4) (5)
Strongly agree

3.2 Questionnaire for User Interface Satisfaction

Questionnaire for User Interface Satisfaction (QUIS) was developed by researchers at
the University of Maryland in 1988 to evaluate user satisfaction. QUIS 5.0 had parts
containing 4 to 6 items each. The scale associated with each item was 0 to 9, considering
0 the lowest compliance and 9 the highest compliance of item [14]. Table 2 shows QUIS
5.0. Currently, the questionnaire exists in version 7.0.

Table 2. Items questionnaire for user interface satisfaction [14].

OVERALL REACTIONS TO THE SOFTWARE

Terrible 0 1 2 3 4 5 6 7 8 9 Wonderful

Difficult 0 1 2 3 4 5 6 7 8 9 Easy

Frustrating 0 1 2 3 4 5 6 7 8 9 Satisfying

Inadequate power 0 1 2 3 4 5 6 7 8 9 Adequate power

Dull 0 1 2 3 4 5 6 7 8 9 Stimulating

Rigid 0 1 2 3 4 5 6 7 8 9 Flexible

SCREEN

Characters on the computer screen

Hard to read 0 1 2 3 4 5 6 7 8 9 Easy to read

Highlighting on the screen simplifies task
(continued)
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Table 2. (continued)

SCREEN

Not at all 0 1 2 3 4 5 6 7 8 9 Very much

Organization of information on screen

Confusing 0 1 2 3 4 5 6 7 8 9 Very clear

Sequence of screens

Confusing 0 1 2 3 4 5 6 7 8 9 Very clear

TERMINOLOGY AND SYSTEM INFORMATION

Use of terms throughout system

Inconsistent 0 1 2 3 4 5 6 7 8 9 Consistent

Computer terminology is related to the task you are
doing

Never 0 1 2 3 4 5 6 7 8 9 Always

Position of messages on screen

Inconsistent 0 1 2 3 4 5 6 7 8 9 Consistent

Messages on screen which prompt user for input

Confusing 0 1 2 3 4 5 6 7 8 9 Clear

Computer keeps you informed about what it is doing

Never 0 1 2 3 4 5 6 7 8 9 Always

Error messages

Unhelpful 0 1 2 3 4 5 6 7 8 9 Helpful

LEARNING

Learning to operate the system

Difficult 0 1 2 3 4 5 6 7 8 9 Easy

Exploring new features by trial and error

Difficult 0 1 2 3 4 5 6 7 8 9 Easy

Remembering names and use of commands

Difficult 0 1 2 3 4 5 6 7 8 9 Easy

Tasks can be performed in a straight-forward manner

Never 0 1 2 3 4 5 6 7 8 9 Always

Help messages on the screen

Unhelpful 0 1 2 3 4 5 6 7 8 9 Helpful

Supplemental reference materials

Confusing 0 1 2 3 4 5 6 7 8 9 Clear
(continued)
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Table 2. (continued)

SYSTEM CAPABILITIES

System speed

Too slow 0 1 2 3 4 5 6 7 8 9 Fast enough

System reliability

Unreliable 0 1 2 3 4 5 6 7 8 9 Reliable

System tends to be

Noisy 0 1 2 3 4 5 6 7 8 9 Quiet

Correcting your mistakes

Difficult 0 1 2 3 4 5 6 7 8 9 Easy

Experienced and inexperienced users’ needs are taken
into consideration

Never 0 1 2 3 4 5 6 7 8 9 Always

3.3 User Experience Questionnaire

User Experience Questionnaire (UEQ) is a questionnaire that contains 26 items divided
into six scales: attractiveness, perspicuity, efficiency, dependability, stimulation, andnov-
elty. The items follow a certain order, and their responses have complementary polarities.
The response scale ranges from 1 to 7 [15]. In order to facilitate its application, the ques-
tionnaire is available in more than 30 languages. It also has a spreadsheet to facilitate its
application [16]. Table 3 shows the items of UEQ in English version.

Table 3. Items user experience questionnaire [15].

1 2 3 4 5 6 7

Annoying O O O O O O O Enjoyable 1

Not understandable O O O O O O O Understandable 2

Creative O O O O O O O Dull 3

Easy to learn O O O O O O O Difficult to learn 4

Valuable O O O O O O O Inferior 5

Boring O O O O O O O Exciting 6

Not interesting O O O O O O O Interesting 7

Unpredictable O O O O O O O Predictable 8

Fast O O O O O O O Slow 9

Inventive O O O O O O O Conventional 10

(continued)
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Table 3. (continued)

1 2 3 4 5 6 7

Obstructive O O O O O O O Supportive 11

Good O O O O O O O Bad 12

Complicated O O O O O O O Easy 13

Unlikable O O O O O O O Pleasing 14

Usual O O O O O O O Leading edge 15

Unpleasant O O O O O O O Pleasant 16

Secure O O O O O O O Not secure 17

Motivating O O O O O O O Demotivating 18

Meets expectations O O O O O O O Does not meet expectations 19

Inefficient O O O O O O O Efficient 20

Clear O O O O O O O Confusing 21

Impractical O O O O O O O Practical 22

Organized O O O O O O O Cluttered 23

Attractive O O O O O O O Unattractive 24

Friendly O O O O O O O Unfriendly 25

Conservative O O O O O O O Innovative 26

3.4 Usefulness, Satisfaction, and Ease of Use Questionnaire

The usefulness, satisfaction, and ease of use (USE) questionnaire contains three factors
that, according to the authors, emerged with greater force during the development of
the questionnaire. The authors suggest that usefulness and ease of use are correlated,
contributing to improve satisfaction. The questionnaire has a 7-point Likert scale, ranging
from strongly disagree to strongly agree. Table 4 shows the questionnaire with the three
dimensions and the ease of learning, which is closely related to ease of use. The items
written in italics represent elements with less weight in the factors [17].

Different systems are evaluated with these questionnaires and commonly accompa-
nied by another method. SUS for instance can be used for a wide variety of systems, we
have found articles that use it in various domains, such as evaluating usability in visual
programming languages [18], education technology systems [19], among others. Also,
we found studies that use SUS and QUIS to evaluate virtual training systems [20].

On the other hand, we also found valuations of user experience through UEQ in
education to evaluate an information system that supports thesis management. In that
work, the authors found excellent results of the system evaluated in the six aspects of
the questionnaire and complemented this questionnaire with a heuristic evaluation [21].

Other questionnaires are used, but are more extensive. The SUMI is one of them, it
contains 50 items to evaluate the perception of usability of the software, which provides
usability problems in detail. It was developed considering the definition of ISO 9241
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Table 4. Items usefulness, satisfaction, and ease of use [17].

Items

USEFULNESS

It helps me be more effective

It helps me be more productive

It is useful

It gives me more control over the activities in my life

It makes the things I want to accomplish easier to get done

It saves me time when I use it

It meets my needs

It does everything I would expect it to do

EASE OF USE

It is easy to use

It is simple to use

It is user friendly

It requires the fewest steps possible to accomplish what I want to do with it

It is flexible

Using it is effortless

I can use it without written instructions

I don’t notice any inconsistencies as I use it

Both occasional and regular users would like it

I can recover from mistakes quickly and easily

I can use it successfully every time

EASE OF LEARNING

I learned to use it quickly

I easily remember how to use it

It is easy to learn to use it

I quickly became skillful with it

SATISFACTION

I am satisfied with it

I would recommend it to a friend

It is fun to use

It works the way I want it to work

It is wonderful

I feel I need to have it

(continued)
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Table 4. (continued)

Items

It is pleasant to use

and the European Directive on Health and Safety Standards for Workers with Data
Visualization Equipment [4].

In [22] the authors applied SUMI and other methods to evaluate an Integrated Devel-
opment Environment (IDE). The authors successfully found several usability problems
using the questionnaire and complemented it with the other methods.

4 Proposed Methodology

Standard questionnaires do not provide enough usability and UX information required
for business decision making. For this reason, we consider necessary to incorporate
elements of the system domain to discover significant usability and UX aspects for the
system context. To discover specific aspects to improve, we started to develop a proposal
methodology, which contains eight stages.

Stages 1. Understand the systems and evaluation needs. At this stage, it is necessary
to establish the information requirements related to the user test to be carried out. Include
understanding the system domain, its functionalities, purpose, and the information needs
for decision making of the key actors in custom development.

• Input: list system requirements documents, description of the problem that the system
solves, system implementation environment, and other documents that describe the
context of the system. The information of the key actors of the software development
system and client (who needs the system and pays for it). To obtain this information,
we suggest interviews, meetings, or other ways that allow us to know the key actors.

• Output: list relevant aspects of usability and UX to consider in the questionnaire.

Stage 2. Literature review. Consideration of the literature review and state of the art
on different instruments available to evaluate usability and/or UX.

• Input: scientific articles of questionnaires to evaluate usability and UX in systems.
• Output: list of questionnaires that can be useful in the usability and UX evaluation of
the software. The selection focuses on the factors previously established in stage 1.

Stage 3.Adjustment of the questionnaire.Analysis gaps, it is necessary to revieweach
questionnaire selected and determine if there are missing elements to incorporate them,
modify some questionnaires, and/or partially select items. Also, choose the response
scale to use and the length of the questionnaire.

• Input: questionnaires selected and specific usability and UX factors.
• Output: first version of the questionnaire ad-hoc to apply.
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Stage 4. Initial validation. The questionnaire is sent to experts and key development
actors for validation at this stage. The perception of validity is carried out through
questionnaires with satisfaction scales and interviews.

• Input: questionnaire ad-hoc to apply.
• Output: responses from experts and key development actors.

Stage 5. Specification of the questionnaire ad-hoc. The questionnaire to be applied
is defined in its adjusted and validated version. The application protocol must be defined
considering the time, ways, and environment, among others.

• Input: results of the initial validation.
• Output: questionnaire to apply and the application protocol.

Stage 6. Application of the questionnaire. The questionnaire is ready. Users have
already tested the system and worked with it, so they are prepared to answer the ques-
tionnaire. The application protocol defined gives the guidelines for the effective use of
the questionnaire.

• Input: the questionnaire and the protocol to apply the questionnaire.
• Output: user responses.

Step 7. Documentation of results. The results of the questionnaires are analyzed,
and the usability and UX problems are identified. Each issue is related to the particular
elements of the system to be improved.

• Input: questionnaire user responses.
• Output: results report with critical indicators and list of improvement opportunities
related to usability and user experience problems detected. List the set of feasible
decisions regarding the improvement of the system.

Stage 8. Verify the relevance of the results obtained. We verify the usefulness of
the results in relation to making feasible decisions. We collect the feedback with focus
groups, interviews, and a survey for key actors, including the clients. This stage includes
determining the proposals associated with the information provided by the questionnaire
and optionally economically valuing the suggestions.

• Input: results report.
• Output: impact of the results in the system development process. Build an analysis
matrix relating the decisions to improve the system and the dimensions of usability
and UX in systems.

4.1 Initial Case of Study

The methodology was applied in one custom system developed for a company that
produces and markets products. This company is Chilean and has a presence in several
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Latin American countries. Contextualizing, the system addresses the maintenance of the
factory’s production equipment. The correct planning of maintenance tasks and a timely
record of the progress of each of the tasks allow decisions to be made in real-time. In
this way, the decisions of reassignment, prioritization, cancellation, etc., of each task are
based on the information provided by the system implemented, with the “S” curve being
one of the primary information artifacts consulted. Subsequently, the system delivers
detailed reports of each of the equipment with feedback from the maintenance manager,
for which the following planning will consider the data obtained from the system. The
intention is to carry out planning that adjusts to the productive reality of the external
companies that carry out the maintenance of the equipment. The system consists of two
parts, the web system for internal users of the company and the mobile application (app)
for external users who perform maintenance.

In summary, Table 5 shows the inputs and outputs of each stage.
In the stage 1, the specification documents were requested, which allowed us to

understand the problem that the system solves, the scope, and the context of use. In
addition, an unstructured interview was developed with the client and one key user to
determine which aspects of usability and UX seemed relevant to evaluate (see Table 5).

In stage 2, we searched scientific articles in different databases, including Scopus,
IEEE Xplore, and Google Scholar. The selection of the questionnaire was based on the
usability and UX factors they evaluated and the number of citations after the article. An
exciting aspect to check was also if it had a reliability index.

In stage 3, we considered using the questionnaires SUS for usability and some items
of usefulness and satisfaction of USE.

In stage 4, the first questionnaire was sent to key users and clients. Subsequently, we
interviewed to collect doubts and adjust the questionnaire. In this interview, concerns
arose about the generality of some items associated with the system’s usefulness. The
length of the survey was also an element of the discussion.

In stage 5, it was determined to use SUS as a global measure of usability and use the
first two satisfaction items of USE. In the case of usefulness, given the generality of the
USE items and the need identified with customers and key users for specific usefulness
aspects to be evaluated related to system functionalities, four items were added for app
users and five items for users of the web system.We specified a questionnaire application
protocol,which consisted of using the systemby the users at different times and according
to real test cases. Then, we defined a time of 1 day to answer the questionnaire. We sent
it by email.

Stage 6, the questionnaire was applied according to the protocol, and the resulting
information was collected.

Stage 7, in this stage, the information obtained from the questionnaire is analyzed,
and a set of usability, usefulness, and satisfaction result indicators are expressed. 25 app
users and 13 web users responded to the survey. The results were good for the case of
the perception of usability evaluated with SUS obtaining both web and app 66 points.
The ease of being learned stands out within the usability in both cases. In the case of
usefulness, the scores in both cases are between neutral and in agree, so it is evident that
there are usefulness elements to improve. For example, we detected difficulties in timely
communication between both types of users. This communication goes both ways, and
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users of the web and app indicated the same lack of usefulness due to visibility problems
and relevant information shown to the user. In the case of satisfaction, the results were
lower and closer to neutral in web and app cases. In the analysis of the information
derived from the open question, we detected two factors: one external, which is the lack
of connectivity, the flexibility of use related to search filters, and the minimalist design
associated with displaying the relevant information of the interface. In Fig. 1 we can see
the usefulness and satisfaction score.

Stage 8, when presenting the analysis of the results, we requested an unstructured
interview with the client and a key user that would allow knowing if these aspects
detected in the surveys were relevant. In the case of chat, it is critical that the system
aims to have updated information for timely decision-making, that results translate into
a more extended machine downtime in maintenance. Therefore, an economic loss for
the company. In the case of the flexibility of use of the filters, it also turned out to be
an essential element to correct to make the selection of information faster, shortening

Table 5. Inputs and outputs of each stage.

Stage Input Output

Stage1 • System requirements specification
• Usability and UX factor need to be
evaluated

• Aspects to evaluate usability,
usefulness, and satisfaction

Stage 2 • Analysis of several questionnaires in
scientific articles and their application

• SUS
• USE

Stage 3 • Aspects to evaluate usability,
usefulness, and satisfaction

• SUS and USE

• SUS in all items
• USE on some factors (satisfaction and
usefulness)

Stage 4 • First version of questionnaire includes
SUS and USE selected factors

• Results of key actors’ interview

Stage 5 • Results of key actors’ interview • SUS in all items
• USE the first two items of satisfaction
• Including the characterization items
• Including four items to evaluate the app
usefulness

• Including five items to evaluate the web
usefulness

• Including one open question
• Likert scale of 5 points
• Application protocol

Stage 6 • Questionnaire
• Application protocol

• Results of evaluation

Stage 7 • Results of evaluation • Indicators of usability, usefulness, and
satisfaction

Stage 8 • Indicators of usability, usefulness, and
satisfaction

• Validation through interview
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the time for the user. Finally, the display of relevant information for the user is more
valuable in the app case because it is a device with smaller screen size.

Fig. 1. Results of usefulness and satisfaction.

5 Conclusion and Future Work

Considering the context of custom-developed systems and the need to evaluate the user
experience in them, we presented an initial methodology that allows evaluating UX
with personalized questionnaires, considering the context of custom-developed systems,
including users and clients, in such a way as to promote decision-making and improve-
ments associated with the results obtained. The methodology was used in a case study to
evaluate a custom system developed for a Chilean company that produces and markets
products in several Latin American countries. Specifically, the case study was a system
developed to manage information about the maintenance of company equipment. The
methodology was applied in each of its stages, obtaining specific information from the
evaluated system that supported decision-making to improve usability and user experi-
ence, improving navigation, search, and visualization of the information displayed on
the interface. Improve the minimalist design associated with the version of the portable
system, allowing elements to be better distributed in the interface improving efficiency to
achieve specific activities, among other things. Future work aims to specify the method-
ology in detail, considering statistical indicators of reliability of the questionnaires,
process diagram, and incorporation of key indicators of the user experience. In addition,
the methodology should be used in new case studies to refine it. Finally, we hope to
implement the guide to facilitate its application.
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Abstract. Analyzing users’ emotional aspects when interacting with
computational solutions is a challenge for Computing professionals.
In several situations, this kind of evaluation is the responsibility of
the domain specialist. This study seeks to bring together different
instruments for evaluating emotional responses in a framework named
EmoFrame. It is possible to guide computer professionals in choosing
the appropriate artifacts for their evaluations, depending on the solution
developed and their use context. We developed a medium-fidelity proto-
type of the framework, and a first validation was carried out by Health
and Computer specialists. It is also in the interest of this research to iden-
tify possible assessment protocols or instruments from other domains,
which can be computerized with the support of these domain profession-
als and, later, become part of the EmoFrame.

Keywords: Computational systems evaluation · Emotional aspects ·
Emotional response · Framework · EmoFrame

1 Introduction

Human-Computer Interaction (HCI) is an area of research in Computer Science
in which the evaluation stage is very relevant. During the evaluation, the user
interface and interaction problems, not noticed in the design and development
stages, are identified and corrected. This way, after a rigorous evaluation, the
user has the chance to receive a safer, more effective product that does not
harm they experience during the use of the product. Discussing evaluation in
the context of the HCI generally leads to the concept of usability. For example,
Nilsen [19] defines usability as an attribute of software quality that assesses the
ease of use of user interfaces [3].

Still, in the context of evaluation and HCI, another concept intrinsically
associated with usability is the concept of User Experience (UX). According
to Nielsen [20], the UX covers all aspects of the end user’s interaction with its
services and products. More specifically, UX is about how people feel about a
product and what their pleasure and satisfaction are with using it [24]. The
user’s emotion, in turn, is no longer just related to the system’s unexpected
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Kurosu et al. (Eds.): HCII 2022, LNCS 13516, pp. 282–301, 2022.
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response or frustration with an incomprehensible error message. The researchers
now understand that a wide range of emotions plays a vital role in all tasks
performed on the Computer. When interacting with computer systems, users’
emotions are a fundamental aspect to help understand the user experience [29].

The recent change in the user’s emotion concerning interactive systems has
raised the need to understand better what emotion is and how it influences the
user during the interaction. However, even though the term “emotion” is often
used, there is no consensus on the concept [27]. The definition of Scherer [26]
states that: “Emotion is defined as an episode of synchronized and interrelated
changes in the states of all or most of the five subsystems of the organism in
response to the evaluation of a stimulus event external or internal as relevant
to the main concerns of the organism”. Therefore, we adopted this definition in
this study. The rationale behind this choice lies in the fact that this definition
is one of the most comprehensive.

The project presented in this paper seeks to bring together different assess-
ment tools, especially for assessing emotional responses, in a framework named
EmoFrame. The framework has the function of: a) helping the Computer pro-
fessional to find suitable tools for the target audience of the application—taking
into account the particularities of the users, as well as the context of use and the
requirement to be evaluated (ex.: usability, accessibility, emotional response); b)
assist professionals, especially in the Health area, to apply their instruments in a
computerized way and with a quick view of the results; and c) enable Computer
professionals, with the support of the domain specialist, to also be able to use
instruments and protocols from other areas (those possible), in order to obtain
results on the effectiveness in the use of its computational solution.

In this paper, Computing instruments that can be computerized will be pre-
sented, which can facilitate their application remotely, a strategy that is espe-
cially welcome at times like the current—of social detachment due to the pan-
demic of COVID-19. We organized this paper into nine sections. In Related
Works (Sect. 2), we discuss previous works about emotion evaluation. In the
Method section (Sect. 3), we make a brief description of the techniques applied
during the prototype conception. In the Selected Instruments section (Sect. 4),
we detail the protocols and instruments chosen to be prototyped. In the section
entitled EmoFrame Prototype (Sect. 5), we describe the screens and features of
the prototyped framework. In the Evaluations and Discussion section (Sect. 6),
we deal with the formal evaluation of the prototype with the project’s partner
specialists. Finally, we present the final considerations in the section (Sect. 7).

2 Related Works

In this section, we present some works related to the topic of interest of this
research.

The study proposed by Silva et al. [32] investigates with four instruments
– a set of emojis, the Self-Assessment Manikin, scroll sliders, and Semantic
Emotional Space - to discover which provides information about a subjective
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feeling closer to an existing emotion. The experiments conducted by the authors
involved 29 volunteers taking part in four experimental rounds. A volunteer
watched a movie or part of a video clip in each round and later randomly inter-
acted with one of the instruments in a user interface. The results suggested that
the scroll slider leads to more excellent proximity to the pre-classified emotions.

The work done by Xavier, Garcia and Neris [34] presents a study on the
impact that elements of interfaces in computer systems have on the human emo-
tional response. The idea was to verify how the interaction in systems with “bad”
interfaces affects negative emotional responses to help build interface design.
The authors chose the Ten Heuristics method [6] to evaluate users’ emotions,
and the target audience was older adults. The experiment consisted of carrying
out a usability test of a particular system with users. Every step of user interac-
tion with the system was filmed. The results showed that the study of emotional
responses is an excellent analysis to be considered in the interface design process.
This work shows the importance of evaluating users’ emotional responses and
how they can positively affect the quality of computational solutions.

In the study proposed by Moreira, dos Reis and Baranauskas [17], the authors
developed and evaluated the TangiSAM environment, which consists of tangible
artifacts designed and built to carry out assessments of affective states from the
SAM, an instrument for assessing emotion often used in the area of Computing.
TangiSAM includes sets of three-dimensional concrete dolls that use tangible
technologies to assess affective states playfully. In this study, conducting a study
in a real educational space with children and teachers is detailed to understand
if TangiSAM’s tangible artifacts favor a better self-assessment experience. The
authors found that participants preferred TangiSAM when compared to other
proposals for the representation of affective states. This study influenced our
choice of an alternative form of the SAM instrument to compose the EmoFrame.

The use of emojis to assess emotional aspects occurs in the study presented
by Hall, Hume and Tazzyman, [10]. The authors focus on achieving optimal
responses through supporting children’s judgments, using Smiley Face Likert
scales as a rating scale for quantitative questions in evaluations. The paper
outlines a range of studies, identifying that to achieve differentiated data and full
use of rating scales by children that face positive emotions should be used within
Smiley Face Likert scales. The authors used the proposed rating method (the
Five Degrees of Happiness Smiley Face Likert scale) in a large-scale summative
evaluation of a Serious Game. Their results highlight that the traditional Smiley
Face Likert, with emotions from very happy to very unhappy, has doubtful utility
as an effective method for communicating with this age group.

Our initial idea was to try to bring other works or tools that group evaluation
instruments and provide a way to apply them and present results. Unfortunately,
even in our best attempts, within the consulted literature, we did not find studies
with this scope, so the theoretical framework is in reporting instruments for
assessing emotional responses.
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3 Methods

For the construction of the framework, we adopted the Participatory Design [28]
methodology added to the Evolutionary Prototyping from Software Engineer-
ing [22]. In evaluating computational solutions, it is crucial to have access to the
people who use the system. Participatory Design works with users to analyze
claims for their current practices and then generate design ideas that address
the issues raised by shared analysis. Although users generally do not have prac-
tical knowledge about the development of the application, they are very good
at reacting to concrete projects that they do not like or that will not work in
practice [25].

In the evolutionary prototyping technique, the developer or the development
team first builds a prototype. After receiving initial customer feedback, sub-
sequent prototypes are produced by the team, each with additional features
or improvements, until the final product appears [31]. We want to emphasize
that during the design/conception stage of Emoframe, we had the support of
a specialist in gerontology and a specialist in psychology. They participated in
workshops to support the framework’s design and evaluation steps.

Initially, we conducted a study of the literature on emotional response evalu-
ation instruments. After the study collection, there were brainstorming sessions
with partner professionals; in these sessions, we discussed which instruments
amongst those found in the literature (considering the case studies) we could
choose. Therefore, the construction process took place through a first round in
which we collected ideas and discussed the literature. Later, in a second round,
we presented the prototype. Specialists validated the prototype and suggested
adjustments. The next section describes the instruments chosen to compose the
EmoFrame.

4 Selected Instruments

This section details the protocols and instruments that we prototyped as proof
of concept for constructing the framework. The instruments selected to com-
pose the preliminary prototype version of EmoFrame evaluate the usability of
computational solutions or users’ emotional responses to interactive systems.
The following subsections describe such instruments. We include SUS (System
Usability Scale) and SD (Semantic Differential) instruments that assess usabil-
ity and UX (User eXperience) issues because we understand these issues as a
requirement that leads to user satisfaction and therefore affects emotional issues.

The instruments that are part of the prototype can be applied by people
other than specialists, such as psychologists or occupational therapists, which
are freely distributed and have a validated translation into Brazilian Portuguese.
In addition, the instruments fit the needs of the research group of the authors
of this study. These needs relate mainly to two case studies, which involve both
children and the elderly. The specialist also suggested an instrument that did
not appear in the literature research: the WHOQOL (World Health Organization
Instrument to Evaluate Quality of Life).
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4.1 Geriatric Depression Scale (GDS—15)

The first instrument added to EmoFrame was the Geriatric Depression Scale
(GDS) is a screening test developed, initially, by Yesavage et al. [35] and used
to identify symptoms of depression in elderly. The original scale is a 30-item
self-report instrument that uses a “Yes/No” response. Professionals can admin-
ister the scale with healthy adults, clinically ill adults, and those with mild to
moderate cognitive impairments. The GDS scale was tested and used extensively
with the elderly population. In evaluating depression in old age, the GDS scale
is currently one of the most used self-reports of depression. Although specialists
cannot diagnose depression exclusively based on the GDS result, they usually
include its result as a part of the diagnostic evaluation due to the scale’s estab-
lished reliability and validity [13].

Taking into account that the GDS-30 is relatively time-consuming, an abbre-
viated version consisting of 15 questions (GDS-15) was developed in 1986 by
Sheikh e Yesavage [30]. Among the 15 items, 10 usually indicate depression when
answered positively, while the others usually indicate depression when answered
negatively [9]. The scale was translated and validated for the elderly Brazilian
population [1]. As mentioned above, one of the studies developed by the authors’
research group is conducted with elderly people. Such studies make use of geron-
tology instruments to collect information about the quality of life and feelings of
this population. Given this context, the GDS was incorporated into EmoFrame
by: a) evaluating emotional aspects; b) attending the context of study with the
elderly, being particularly important for the research group.

4.2 Profile of Mood States (POMS)

The Profile of the States of Mood is a 65-item psychological self-report instru-
ment intended for adults aged 18 and over. POMS assesses short-term moods
that are considered transient and often fluctuating [12,16]. POMS is a multidi-
mensional Likert self-report scale, originally developed to assess the response of
psychiatric patients to pharmacological and psychotherapeutic treatment. This
instrument, however, quickly became applied to sport and exercise psychology,
as well as to assess coping among people with chronic diseases.

The 65 items of the POMS represent six subscales that assess: tension (T),
depression (D), hostility (H), fatigue (F), confusion (C), and vigor (V). A com-
posite score—Total Mood Disturbance (TMD)—is obtained by adding five neg-
ative affect subscales and subtracting the vigor score, reflecting the total mood
disturbance. POMS quickly became a trendy instrument, with adaptations for
other languages. The version used in this work is the Portuguese version of the
reduced version, adapted by Viana, Almeida and Santos [33]. This adapted ver-
sion consists of 36 items, each of the six scales having six items. In addition,
the Portuguese version (from Portugal) also features six additional items that
make up the Training Misfit Scale, a complementary instrument developed by
Raglin and Morgan [23], which allows assisting in the diagnosis of overtraining
syndrome alerts.
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Each POMS adjective is rated on a 5-point scale (0 = Never; 1 = A little;
2 = Moderately; 3 = Very; 4 = Very much). All items are quoted in the same
direction, except for one item on the Tension scale and two items on the Con-
fusion scale. In these cases, the specialist must reverse the response to the item
before adding to the others. In the response instructions, we ask the users to say
how they felt over a certain period. That period usually corresponds to a day or
a week. In this study, we adopted the period that comprises the mood swings of
the user over the last week. We obtain the POMS result in two steps: add the
result of each dimension and apply the values in the TMD formula, as shown
below.

PTH = [(T + D + H + F + C) − V ] + 100 (1)

The POMS was chosen for this work because it is a tool that assesses emo-
tional response and can be applied to both case study audiences; we especially
favored POMS because it includes a scale geared towards athletes, an area that
is also our psychology collaborator’s specialty.

4.3 Self-Assessment Manikin (SAM)

The Self-Assessment Manikin is an image-based questionnaire developed by
Bradley and Lang [4] to measure emotional response. The questionnaire, widely
used in evaluations by Computing professionals, was designed to measure three
characteristics of an emotional response (pleasure, arousal and dominance), iden-
tified as central to emotion in research conducted by Lang et al. [14]. SAM can
be considered free of language; that is, any individual, of any schooling, can
answer it. SAM is also not limited to any culture and can be easily understood
and suitable for different countries. Hayashi et al. [11] proposed an alternative
form of SAM, emoti-SAM, in which they adopted different representations of the
original figures. The authors created emoti-SAM due to the feedback that chil-
dren gave spontaneously about the original assessment tool. According to them,
most children did not like the look and colors of the original SAM. The children
thought the original scale was “ugly” and did not make much sense. In response
to their feedback, Hayashi et al. [11] replaced each figure in the original SAM
with a corresponding emoji or emoticon—similar to those commonly used in
social media and instant messaging apps. We used an adaptation of emoti-SAM
in the EmoFrame.

The SAM questionnaire was chosen for this work because the version included
in the framework is an adaptation aimed at children, one of the audiences that
are part of the case study of interest to the research. In addition, the SAM is an
instrument that is already well established in the field of Computing.

4.4 Semantic Differential (SD)

Developed by Osgood, Suci, and Tannenbaum [21], the Semantic Differential
(SD) generally takes the form of a 5 or 7 point bipolar adjective scale. The
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authors created this method when they realized the need to assess the affectiv-
ity and qualities of a concept and quantify the affective meaning of attitudes,
opinions, perceptions, social image, personality, preferences, and interests of peo-
ple [15]. Semantic scales tend to have poles and, in each pole, opposite adjec-
tives, through which the subjects evaluate the concept, verifying the one that
most expresses their feelings. One end is considered “positive” and the other end
“negative”, for example, stimulating and discouraging. There is a possibility of
adding some questions on special interest issues, but it is usually customary to
keep the questionnaire short to maximize the response rate.

SD is one instrument often used to assess people’s affective perception of
the objective and subjective situations faced in their daily lives. It is possible to
express the concept by a word, phrase, or figure and has a psychological meaning
that varies according to the group that evaluates it.

4.5 System Usability Scale (SUS)

The System Usability Scale (SUS) is a commonly used questionnaire, distributed
free and reliable. The original SUS instrument was proposed by Brooke [5] and
is composed of 10 statements that are scored on a 5-point agreement strength
scale. The questionnaire score results in a usability score in the range 0–100.
A positive feature of SUS is that it provides an exclusive reference score for
participants’ opinions on the usability of a product. The ease of administration
and scoring of SUS makes it a popular choice among usability professionals. In
addition to being a popular choice for online usability research, SUS can be used
as a subjective follow-up measure after testing the usability of functional systems
as a pre-and post-test component [2,7].

We choose an adaptation of the original SUS to compose the prototype of
the EmoFrame. The adapted version is composed of 28 items that comprise the
ten original items.

4.6 The World Health Organization Instrument to Evaluate Quality
of Life (WHOQOL-BREF)

The WHOQOL Group developed the WHOQOL-100 quality of life assessment
with fifteen international field centers simultaneously to develop a quality of life
assessment cross-culturally applicable.

The WHOQOL-100 allows a detailed assessment of each facet related to the
quality of life. In some instances, however, the WHOQOL-100 may be too long
for practical use. Therefore, the WHOQOL-BREF was developed to provide a
summary assessment of the quality of life that analyzes domain level profiles,
using data from the WHOQOL-100 pilot assessment. An item from each of the 24
facets of the WHOQOL-100 was included to provide a broad and comprehensive
assessment. In addition, two items from the General quality of life and General
health facet were included (questions 1 and 2) [8].

We choose the WHOQOL for this work at the suggestion of a specialist in
gerontology. WHOQOL is an instrument validated by the WHO and evaluates
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very relevant aspects for the population in general. Our interest is to know how
the elderly population perceives their quality of life and health.

The next section describes how the framework containing the aforementioned
instruments was developed.

5 EmoFrame Prototype

After analyzing and choosing the instruments to be adopted in the EmoFrame,
which we will use in two case studies, we implemented an interactive prototype
(medium-high fidelity) from EmoFrame. We emphasize that the term framework
is used in the context of this work in the broadest sense as a structure composed
of mechanisms, artifacts, and systems used in planning and decision-making
regarding software evaluation. The prototyped interface of EmoFrame, available
in the images below, represents the evaluated version to specialists to assess with
their populations of interest. The specialists, in general, will have access to the
instruments and be able to register users and could consult the results of the
evaluations conducted by them. The user will access the system when registered
by a specialist and have access only to the tools and not to the results.

The EmoFrame provides accessibility features, such as: increase the font,
decrease the font, and contrast. To register, the specialist must provide the fol-
lowing information: Name; Social Name; Specialty; Phone Number; Gender; Date
of birth; E-mail; and Password. After completing the registration, the specialist
can enter the system by providing an e-mail and password.

5.1 Used Instruments and Instructions

Upon entering the system, the specialist has access to three main pages: tools,
registering users, and results. The Fig. 1 illustrates the tool screen.

This tab contains the six instruments selected to compose the framework,
until now. All instruments have an initial sentence, a kind of instruction to
answer the test. In addition, they also have a button called “instructions” that
contains examples of how to answer the scales.

5.2 User Registration on EmoFrame

In the second tab, the specialist can register new users to have access to the tools.
The register is essential so that the different data are collected so that possible
correlations between the data obtained through the questionnaires and socio-
demographic data, for example, can be traced. In addition, with the user regis-
tered on the system, it is possible to store, in a safe and adequately anonymized
manner—if necessary, the results of the instruments and specialists will be able
to access this data whenever necessary. The requested data are as follows: Name;
Social Name; Nationality; Naturalness; Address; Telephone; Gender; Marital
Status; Education; Individual Monthly Income; Monthly Family Income; Date
of birth; and Email.
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Fig. 1. Instruments—EmoFrame.

5.3 EmoFrame Results

The results are available to the specialists who applied the instruments. A spe-
cialist who applied SAM, for example, to 100 users, will only have access to the
data of those users. Access control is a crucial part of protecting this sensitive
data. The results can be filtered by the user’s name or by the six available instru-
ments. The following subsections describe how the results are made available for
each instrument.

SUS Results. We divided the SUS result into three types of visualizations.
The first is a score combined with a reference table, described in Table 1. The
second view is a horizontal bar chart that illustrates all the questions and answers
given by the user.The last response visualization is a “curve” that illustrates the
response variation. In addition, at the bottom of the screen, there is a button
that, when clicked, illustrates how we calculate the SUS score.

GDS Results. The GDS result has a score and a reference table, in addition to
the button on how to calculate. The reference we adopted is shown in Table 2.
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Table 1. SUS score reference table.

Score Usability Status

Less than 60 Unacceptable

60–70 Ok.

70–80 Good.

80–90 Excellent.

Greater than 90 Best possible usability

Table 2. GDS reference table.

Score Result

1–5 Low risk for depression indication

6–10 Moderate risk for depression indication

11–15 Severe risk for depression indication

POMS Results. The result consists of two different scores, a TMD result and
a result referring to the training misfit scale. We show the results references of
Total Mood Disturbance (TMD) in Table 3.

Table 3. POMS reference table.

Score Result

High TMD score Indicate worsening of mood

Low TMD score Indicate improvement of mood

To know the result of the training misfit scale, add the results of the questions
related to this domain to the PTH. A high value indicates overtraining, and a
low value implies that the exercise practitioner is healthy.

SD Results. We illustrate the SD result using a chart with two axes repre-
senting opposite poles. We plot the user responses in the form of a line that
demonstrates the user’s trend. In addition, the SD results page also contains a
table with responses, which range from -3 to 3.

WHOQOL Results. The WHOQOL result is divided between the scores for
four domains and the answers for two general questions. Each domain has an
individual score, and the domain scores are scaled positively. That is, higher
scores indicate higher quality of life. The results page contains a table showing
each score for each domain, a vertical bar chart, and a table showing the score
for the two general questions.
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SAM Results. SAM evaluates three domains, and its result is given in the
form of a table, where each row represents one of the domains. The table is
graded by colors and each color indicates the tendencies of the responses: red—
negative; yellow—neutral; and green—positive. Examples of results from each of
the aforementioned instruments can be viewed in the project’s repository1.

5.4 Final Considerations About the Prototype

The Computing area is broad and plural; that is, it covers many areas and, con-
sequently, the most diverse users. Therefore, the motivation to build EmoFrame
arose from finding appropriate instruments to evaluate specific solutions that
meet the most diverse needs scenarios. Furthermore, because we believe that
evaluating the quality/efficiency of solutions is a difficulty faced by other areas,
we seek to make EmoFrame a valuable tool for many professionals. Hence, we
intend that specialists access the framework and filter an instrument that suits
their solution and meets the target audience’s demands. In addition, we expect
that, even if these specialists have never seen the instrument, they will use it
correctly, following the instructions and guidelines that EmoFrame may offer.

The results pages are essential so that specialists from other research areas
can understand users’ opinions and feelings when interacting with solutions or
interventions proposed by them. The results of SUS and SD show an overview
of the usability and quality of solutions. From the users’ answers, the tester can
know the strengths and weaknesses of the evaluated solution. With the GDS
result it is possible to refer the user to a more rigorous and detailed assessment
if the user presents a high indication of depression, so the instrument can be
considered a powerful way of screening for some disorders. The WHOQOL result
is an essential piece of data to understand the users’ perception of quality of life
and health. It is an instrument that assesses, above all, the user’s understanding
of situations such as housing and support systems. Although simple, the SAM
result tells us if a user felt good when using a particular solution, if users feel
in control (safe, for example) and if what was proposed by the developers can
motivate them.

6 Evaluation and Discussion

In the first evaluation of the framework, the specialists (psychologist, gerontol-
ogist, and HCI specialists) freely evaluated all EmoFrame screens. We did not
pre-set any script or scenario. During the interaction with the prototype, they
asked several questions and suggestions, such as increasing the font size, chang-
ing the initial sentences of some instruments, adding or removing buttons, for
example. All EmoFrame screens have changed after this first assessment, but in
general, the specialists approved most of the features of EmoFrame, considered
an interface “clean” and very similar to the instruments applied on paper.
1 https://drive.google.com/file/d/1wGMyyJlItWHtI2ThUReVwibRwdQ4Xozn/

view?usp=sharing.

https://drive.google.com/file/d/1wGMyyJlItWHtI2ThUReVwibRwdQ4Xozn/view?usp=sharing
https://drive.google.com/file/d/1wGMyyJlItWHtI2ThUReVwibRwdQ4Xozn/view?usp=sharing
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After the first evaluation, we conduct a second evaluation (user test) with
the specialists who participated in the previous evaluation (gerontologist and
psychologist). We also invited three other specialists in HCI, who are also part of
the research group. To conduct the validation, we set up three different fictional
scenarios: A, B, and C. For the three scenarios, we ask specialists to carried out
a series of tasks, namely: (1) To access the EmoFrame; (2) To carry out the
registration as a specialist; (3) To register a user; (4) To evaluate the tools of
the scenario to which they were assigned; (5) To open the results page of the
instruments evaluated by them; (6) To answer the SUS questionnaire, evaluating
the EmoFrame and (7) Log out.

In scenario A, the personas are elderly people who participate in a digital
literacy course. In this context, users learned to use various applications for
smartphones and tablets, such as Instagram R© and YouTube R©. At the end of
the course, it is interesting for the researchers responsible for students’ course
feedback on their experience. In this scenario, the focus is on evaluating the
students’ experience during the course, for which we used two instruments. The
first is the GDS, and the second is WHOQOL. As the public in this scenario are
elderly people, the gerontologist evaluated the instruments of this scenario.

In scenario B, the personas are high school students practicing sports and
sedentary students. In the suggested context, the school board asked the institu-
tion’s psychologist to investigate the students’ emotional state and compare the
results of active students of some sport (who were part of a team) with students
who do not practice any sport actively. The instruments used were POMS and
SD. The POMS is a scale for assessing mood states and also includes the Train-
ing Misfit Scale (TMS). To report how they felt when answering POMS, the
students answered the SD. The specialist responsible for evaluating this scenario
was the psychologist.

In scenario C, the specialists used EmoFrame to evaluate an educational
game. The game has three phases. At each stage played, the specialists responded
to the SAM to say how they felt when interacting with the computational solu-
tion. When completing this step, the specialists should carry out the tasks listed
above, evaluating the SAM and SUS instruments. We have assigned the three
HCI specialists to this scenario.

6.1 Scenario Discussions

When starting the evaluation of Scenario A, the specialist noticed that when she
entered the system after registering, her username did not appear anywhere on
the screen, leaving her confused and uncertain about completing the registration.
Another observation made by the gerontologist concerns the initial WHOQOL
sentence. The specialist stressed the importance of informing the user that the
World Health Organization validates the instrument. One of the main contribu-
tions made in this scenario involves the date of the test. The specialist said this
topic: “It is important that I have the results, the name, the age and the date of
application of the test. With the date of application, you can follow the evolution
of the users if they are under treatment.”.
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Regarding scenario B, the psychologist made several suggestions. One of them
was to include an option in all questionnaires that says: “I do not know/I do
not want to answer” according to the specialist, users do not have to answer
what they do not want. Regarding POMS, the psychologist believes that it is
better to remove the numbers from the POMS questions and change the order
of the items if the intention is to do a “pre and post test”. In addition to these
specific suggestions, the specialist stated that it would be positive to add a field
to insert comments on the questionnaires in the form of text, video, or audio.
Regarding the user registration, the suggestions were to add a field to inform who
is responding to the user registration (responsible or the individual himself), add
the field “race” to the questionnaire, and put the options in alphabetical order.
He also suggests dividing the fields “The first name” and “The last name”, adding
an option “I do not know/I prefer not to say” in the gender question. Regarding
the SD instruction, the psychologist said: “The instructions are perfect, it is
important to define what is between the extremes. The example with the 3 points
is the recommended one”.

In scenario C, HCI specialists suggested adding feedback whenever the user
sends a response or fills out a form. In addition, they stressed the need to include
a field for reporting errors. One of the specialists made the following comment:
“I really liked it. I found the interface very well done. The emojis used, [...] were
very well chosen. As much as the person doesn’t read the description, you can
understand what each one represents. The texts are clear and objective.”

6.2 SUS Evaluation

After carrying out the requested tasks, the specialists answered the SUS instru-
ment about the EmoFrame interface. We categorize SUS questions according to
Nilsen’s usability heuristics [18].

Match Between System and the Real World. According to the defini-
tion of this heuristic, the design must follow real world conventions, making the
information appear in a natural and logical order. The SUS questions that we
consider to fall into this category are listed below:

– Question 8: “Navigating the application’s menus and screens was easy.”;
– Question 12: “It is easy to remember how to do things in this application.”;
– Question 23: “The terminology used in the button texts was easy to under-
stand. ”.

Figure 2 illustrates the responses of the 5 specialists who evaluate the frame-
work. The positive responses regarding this heuristic infer that terms, concepts,
icons and images seem perfectly clear to users.

User Control and Freedom. We consider that the questions below are related
to this heuristic:
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Fig. 2. Match between system and the real world.

– Question 4: “I felt in charge using this app.”;
– Question 7: “It is easy to do what I want using this application.”;
– Question 25: “I felt comfortable using this app.”.

Based on the users’ responses, shown in Fig. 3, we can consider that the
framework promotes a sense of freedom and confidence to the specialists. Only
one specialist was neutral in this category when it came to one of the questions.
The specialist would like more tools available in the framework.
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Partially agree Strongly Agree

Fig. 3. User control and freedom.

Consistency and Standards. Conceptually, according to this heuristic, users
should not ask themselves if different words, situations, or actions mean the
same thing. That is, the system follows a pattern. The questions regarding this
concept are listed below:

– Question 11: “I found the app consistent. For example, all functions can be
performed similarly.”;

– Question 20: “The symbols and icons are clear and intuitive.”;
– Question 26: “The application behaved as I expected.”;
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– Question 28: “I found that the various functions of the application are well
integrated.”.

The 5 specialists agree that the tool is consistent and follows a well-
established pattern, as shown in Fig. 4.
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Fig. 4. Consistency and standards.

Help Users Recognize, Diagnose, and Recover from Errors. Two ques-
tions present in the SUS related to this heuristic are listed below. According
to Nilsen, the error messages must be expressed in simple language, accurately
indicate the problem, and suggest a solution constructively.

– Question 2: “When I make a mistake, it is easy to correct it.”;
– Question 3: “Error messages help to correct problems.”.

The users’ responses show a flaw in the framework. According to the spe-
cialists, they are not faced with any error message and no field to report these
errors. We consider this as a usability problem. The responses of the 5 specialists
can be seen in Fig. 5.
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Fig. 5. Help users recognize, diagnose, and recover from errors.
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Recognition Rather Than Recall. This heuristic says that the user should
not remember information from one part of the interface to another. That is, the
information needed to use the design must be visible or easily retrievable when
necessary. The questions listed below refer to this Nielsen’s heuristic:

– Question 6: “It was easy to learn how to use this app.”;
– Question 14: “The organization of menus and action commands (such as
buttons and links) is logical, allowing you to find them easily on the screen.”;

– Question 17: “The application provides all the information necessary to com-
plete the tasks clearly and understandably.”.

The specialists’ positive responses, shown in Fig. 6, to the EmoFrame inter-
face suggest that it promotes recognizing actions and reduces the amount of
cognitive effort required from users to carry out tasks within the framework.
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Fig. 6. Recognition rather than recall.

The questions below are also related to this heuristic. However, they make
negative statements about the framework. Therefore, the adverse responses are
positive about EmoFrame, as we show in Fig. 7.

– Question 18: “I found the app very complicated to use.”;
– Question 19: “I needed to learn many things to use this application.”;
– Question 22: “I found the application unnecessarily complex. I had to remem-
ber, research or think hard to complete the tasks.”;

– Question 24: “I would need support from a person to use this app.”.

Flexibility and Efficiency of Use. This heuristic concerns efficiency when
executing actions within the system; flexibility implies that the different users
can execute the many processes in different ways to choose the method that
works for them. The related questions are:

– Question 1: “I found it easy to enter data into this application.”;
– Question 5: “I thought the time it took to complete the tasks was adequate.”;
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Fig. 7. Recognition rather than recall (reverse scale).

– Question 9: “The application meets my needs.”;
– Question 10: “I would recommend this app to others.”;
– Question 13: “I would use this app frequently.”;
– Question 16: “I enjoyed using this app.”.

We show the specialists’ responses in Fig. 8.
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Fig. 8. Flexibility and efficiency of use.

Aesthetic and Minimalist Design. Nielsen says that the interfaces should
not contain irrelevant or rarely needed information. Each extra unit of informa-
tion in an interface competes with the relevant information units and decreases
their relative visibility. The two SUS questions that we consider related to these
aspects are:

– Question 15: “The app’s interface design is attractive.”;
– Question 21: “I found the texts easy to read.”.

We show the specialists’ responses in Fig. 9. According to the answers, we
can infer that the design pleased the users or that at least it did not bother them
to the point of impairing the interaction.
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Fig. 9. Aesthetic and minimalist design.

7 Final Remarks

We presented a medium-high fidelity prototype of the EmoFrame. The technolo-
gies we used to develop the prototype were HTML, CSS, and JavaScript. We
concluded during this study that it is also necessary to include guidelines to
compose the framework and a set of instruments. As a contribution, we hope to
offer the EmoFrame as an artifact, together with the synthesized instruments.

A work in progress is the development of the EmoFrame in high fidelity. It is
in the interest of the research group to carry out new studies also in the tool’s
interface, as well as to use it in the context of research with the populations of
interest of the group’s specialists. In the future, it is expected that the specialist
can receive recommendations for instruments to be used in their studies, based
on input data offered by these specialists, such as the desire to assess emotional
responses with children, the elderly, carriers disability, among other audiences,
for example, and also for different types of emotional responses.
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Abstract. In the context of the study of emotions, the limits that define
it can be so confusing that everything can be easily characterized as an
emotion. Experts are not unanimous about what is an emotion and what
is not, and if this is a challenge for experts, for other professionals it is
an even bigger barrier. For example, analyzing users’ emotional aspects
when interacting with interactive computational solutions is very diffi-
cult for Computer professionals, in several situations, this evaluation is
the responsibility of the specialist professionals in the studied domain.
In an attempt to alleviate this problem, this systematic mapping study
seeks to identify different instruments for evaluating emotional responses
from different contexts to help professionals of many domains choose suit-
able artifacts for their evaluations. We identified 32 studies that describe
18 different instruments, these instruments are mainly from the field of
Psychology and aimed at adults.

Keywords: Computational systems evaluation · Emotional aspects ·
Emotional response · Systematic mapping

1 Introduction

There are different ways to evaluate a product, whether it is a physical good,
a service provided, or a computational solution. In order to conduct a practical
assessment, it is crucial to know how and when to use the different types of
assessment available in the literature. Human-Computer Interaction (HCI) is
a research area of Computer Science in which evaluation has high relevance.
During the evaluation stage, problems in the interface and user interaction, not
noticed in the design and development stages, are identified and corrected. Thus,
after a systematic and careful evaluation, the user has the chance to receive a
safer, more effective product that, above all, does not harm their experience
while using the product.

In the context of evaluation and HCI, another concept intrinsically associated
with usability is the concept of User eXperience (UX). According to Nilsen [36],
the user experience encompasses all aspects of the end user’s interaction with its
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M. Kurosu et al. (Eds.): HCII 2022, LNCS 13516, pp. 302–317, 2022.
https://doi.org/10.1007/978-3-031-17615-9_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17615-9_21&domain=pdf
http://orcid.org/0000-0001-9176-8709
https://doi.org/10.1007/978-3-031-17615-9_21


A Systematic Mapping Study of Emotional Response Evaluation Instruments 303

services and products. More specifically, UX is related to how people feel about
a product and their pleasure and satisfaction when using it.

User emotion, in turn, is no longer just related to unexpected system response
or frustration with an incomprehensible error message. It is now understood
that a wide range of emotions plays an essential role in all tasks performed on
the computer. When interacting with computer systems, users’ emotions are a
fundamental aspect to help understand the user experience [4,47].

This recent change in user emotion concerning interactive systems has raised
the need to understand better what emotion is and how it influences the user
during interaction. However, even though the term emotion is used very often,
and several studies in the literature address this issue, there is no consensus on
the concept, which is controversial even for specialists in the field [46].

Given that HCI is the intersection between Psychology and Social Sciences
on the one hand and the combination of Computer Science and technology on
the other, it is crucial to understand how different areas of knowledge understand
and assess individuals’ emotional responses. Hence, we conducted a Systematic
Mapping (SM) study whose objective is to identify instruments for evaluating
emotional responses and find instruments from other fields that can be system-
atized and incorporated into the area of Computing or other areas.

This paper is divided as follows: Sect. 2 describes the theoretical foundation,
Sect. 3 describes the protocol for planning, conducting and reporting the system-
atic mapping. Section 4 contains the synthesis of the results obtained through
the mapping. In Sect. 5 we make the final considerations and our conclusions on
the subject.

2 Theoretical Foundation

In this section, we present a summary of the study of emotions. In the literature,
there are several definitions of emotion. According to Young [60], emotion is
an acute disorder of the individual, of psychological origin, involving behavior,
conscious experience, and visceral functioning. For Ekman [12], emotion refers to
the process by which an elicitor is assessed automatically or in an extended way.
An affect program may or may not be triggered, organized responses may occur,
although more or less managed by attempts to control emotional behavior.

According to Izard [21], emotion is a complex concept with neurophysiolog-
ical, neuromuscular, and phenomenological aspects. At the neurophysiological
level, emotion is defined primarily in terms of patterns of electrochemical activ-
ity in the nervous system. At the neuromuscular level, emotion is primarily a
facial activity, and facial patterns and secondary is a bodily response. At the
phenomenological level, emotion is essentially a motivating experience or expe-
rience that has immediate meaning and importance. These definitions were found
in the work proposed by Kleinginna and Kleinginna [25], in which the authors
compiled a compilation of 92 definitions and nine skeptical statements from a
variety of sources in the emotion literature.

For Coan and Allen [9], emotion is too broad a class of events to be a single
scientific category. As psychologists use the term, it includes the euphoria of
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winning an Olympic gold medal, a brief startle with an unexpected noise, a
deep, unrelenting pain, the fleeting pleasant sensations of a warm breeze. While
it can also mean cardiovascular changes in response to the display of a movie,
stalking and murder of an innocent victim, lifelong love for a child, feeling excited
about no known reason, and interest in a newsletter.

The boundaries of emotion can be so confusing that everything can easily
be characterized as emotion. Experts are not unanimous about what is an emo-
tion and what is not. All the different types of events included in this term are
essential, some of the vital importance. Nevertheless, it is increasingly evident
that not all events can be explained in the same way. No description and eval-
uation framework can do justice to this heterogeneous class of events without
differentiating one type of event from another [9].

2.1 Emotion Evaluation

The definition of Scherer [45] states that: “Emotion is defined as an episode
of synchronized and interrelated changes in the states of all or most of the
five subsystems of the organism in response to the evaluation of a stimulus
event external or internal as relevant to the main concerns of the organism”.
Therefore, we adopted this definition in this study. The rationale behind this
choice lies in the fact that this definition is one of the most comprehensive. The
five components are:

1. Cognitive evaluations, which have the function of evaluating objects and
events;

2. Behavioral trends (action trends), responsible for preparing and directing
activities;

3. Motor expressions (facial and vocal expressions), which communicate reac-
tions and behavioral intentions;

4. Physiological reactions (physical symptoms), responsible for regulating the
body;

5. Subjective feelings (conscious experience), which monitors the organism’s
internal state and interaction with the environment.

This study focuses on the subjective feelings component. This means that
we only considered self-report instruments for the systematic mapping study.
In the field of Psychology, a self-report is any test, measure, or survey that is
based on an individual’s own account of their symptoms, behaviors, beliefs, or
feelings. Examples that are widely used are interviews (structured or not) and
questionnaires, which are usually applied using paper and pencil, or online.

3 Methodology

This section outlines the protocol used to carry out this study. The protocol
consists of five activities: defining the research questions, the search process,
research strategy (inclusion/exclusion criteria), data extraction strategy, and
synthesis of the extracted data.
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3.1 Research Question

The present systematic mapping study addresses one leading research question,
which we named RQ: “What self-report instruments are used to evaluate indi-
viduals’ emotional responses?”.

By answering this research question, we can discover which self-report instru-
ments are used to assess individuals’ emotional responses. Since this is a broad
question and is not limited to a specific area, the results may include well-known
and widely used instruments, as well as innovative instruments that may be dis-
covered and disseminated.

3.2 Search Process

The search process aimed at identifying studies that will answer our research
question. In order to achieve this goal, we create a search string for the search
process, gathering the most relevant terms related to the search question and
combining them by logical operators. To obtain relevant and valuable results
for this study, some iterations were carried out until reaching the terms that
composed the following string used: (“emotion evaluation” OR “emotional
evaluation” OR “emotional response evaluation” OR “evaluation of
emotion”).

The procedure consisted of an automated search into well-known digital
libraries in both Computing and Health areas. The electronic search was per-
formed on:

– ACM Digital Library1;
– IEEE Xplore2;
– PubMed digital libraries3;
– Scielo4;
– Scopus5;
– Virtual Health Library6;
– Web of Science7.

3.3 Search Strategy

Inclusion (IC) and exclusion (EC) criteria were defined for the studies returned
by the search string, as shown in Table 1.

1 https://dl.acm.org/.
2 https://ieeexplore.ieee.org.
3 https://pubmed.ncbi.nlm.nih.gov/.
4 https://www.scielo.br/.
5 https://www.scopus.com/.
6 https://bvsalud.org/en/.
7 https://www.webofscience.com/.

https://dl.acm.org/
https://ieeexplore.ieee.org
https://pubmed.ncbi.nlm.nih.gov/
https://www.scielo.br/
https://www.scopus.com/
https://bvsalud.org/en/
https://www.webofscience.com/
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Table 1. Selection Criteria.

Criteria Code Description

Inclusion IC.1 Study that explicitly addresses the evaluation of users’ emotional responses.

Exclusion EC.1 Study that does not address the evaluation of users’ emotional response

EC.2 Study that presents instruments that are not self-report

EC.3 Study written in languages other than English

The selection process followed six steps:

1. Execution of the search on the bases previously chosen;
2. Removal of duplicates studies;
3. Selection through title and abstract;
4. Application of selection criteria in the studies selected in step 3, in the full

text;
5. Application of quality criteria in the final set of selected studies;
6. And finally, data extraction.

Quality criteria (see Table 2) were adopted to ensure that the selected studies
were relevant to answering the research question raised. The possible answers to
the questions were “yes”, “partially”, or “no”, quantified with the values “1”,
“0.5”, and “0”, respectively. For the paper to be considered sufficient quality to
have its data extracted for the research, it was necessary to reach a minimum
score of 3.5 points. The studies that did not reach the minimum score were
eliminated. The quality criteria applied to the studies are described in Table 2.

Table 2. Quality Criteria

Quality Criteria Question

QC.1 Does the study define who the target audience is?

QC.2 Does the study describe which emotions it assesses?

QC.3 Is the assessment procedure replicable?

QC.4 Can the instrument be digitized?

The database search returned a total of 1410 studies, of which 736 were
duplicates. Thus, only 674 went through the first iteration of the inclusion and
exclusion criteria. At this stage, based on reading the title and abstract, we
selected 70 studies. In the second iteration of the selection criteria, we read the
full text of the remaining studies and applied the quality criteria, the final set
of studies consisted of 52 studies. The identified works are described in Table 3.
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Table 3. Set of studies identified.

Id Authors and Year Source Instrument

1 Müller et al. (2021) [34] Scopus University of California, Los
Angeles Loneliness Scale (UCLA-3)

2 Bojan et al. (2021) [6] Scopus Positive and Negative Affect
Schedule (PANAS)

3 Önder (2020) [35] Scopus The Oxford Happiness
Questionnaire (OHP)

4 Oh et al. (2019) [37] Scopus The Profile of Mood States
(POMS) and Semantic Differential
(SD)

6 Racine (2017) [42] Scopus Self-Assessment Manikin (SAM)

7 Park et al. (2017) [40] Scopus A modified semantic differential
(SD) and Profile of Mood States
(POMS)

8 Carmel et al. (2017) [8] Scopus State Trait Anxiety Inventor
(STAI)

9 Mískiewicz et al. (2016) [33] Scopus Positive and Negative Affect
Schedule (PANAS)

10 Balconi et al. (2016) [3] Scopus Self-Assessment Manikin (SAM)

11 Maffei et al. (2015) [30] Web of Science Self-Assessment Manikin (SAM)

12 Balconi et al. (2015) [2] Scopus An adapted version of SAM

13 Ermes et al. (2014) [14] Scopus PAD Semantic Scale and
EmoCards

14 Melnyk et al. (2013) [32] Scopus Beck Youth Inventory (2nd
Edition: BYI II)

15 Xavier and Neris (2012) [58] Scopus Self-Assessment Manikin (SAM)

16 Somaini et al.(2011) [49] Scopus State-Trait Anxiety Inventory Y-1
(STAI) Self-Assessment Manikin
(SAM)

17 Vuoskoski and Eerola (2011) [56] Scopus POMS-A

18 Emery and Hess (2008) [13] Scopus Positive and Negative Affect
Schedule (PANAS)

19 Gaina et al. (2004) [16] Scopus Profile of Mood States (POMS)

20 Shibata et al. (1993) [48] Scopus Semantic Differential (SD)

21 Park and Chong (2019) [39] Web of Science Music emotion assessment tool
(MEAT)

22 Aguilar et al. (2008) [1] Web Of Science Self-Assessment Manikin (SAM)

23 Wood and Moreau (2006) [57] Web Of Science Modification of Differential
Emotions Scale (DES-II)

24 Jayanthi et al. (2018) [23] Web Of Science Rosenberg Self-esteem Scale (RSE)

25 Gozansky et al. (2021) [18] PubMed The Revised University of
California, Los Angeles (R-UCLA)
Loneliness Scale and The Short
Depression, Anxiety and Stress
Scale (DASS-21)

(continued)



308 S. Santos dos Santos and K. R. da Hora Rodrigues

Table 3. (continued)

Id Authors and Year Source Instrument

26 Igasaki et al. (2020) [20] PubMed Profile of Mood States 2nd Edition
(POMS 2)

27 Philpott et al. (2016) [41] PubMed Hospital Anxiety and Depression
Scale (HADS)

28 St. Jacques et al. (2015) [51] PubMed Self-Assessment Manikin (SAM)
and Positive and Negative Affect
Schedule (PANAS)

29 Tempesta et al. (2010) [54] PubMed Self-Assessment Manikin (SAM)

30 Gil et al. (2011) [17] PubMed State Trait Anxiety Inventor
(STAI) and Edinburgh Postnatal
Depression Scale (EPDS)

31 Martinez et al. (2018) [31] Virtual Health Library Geriatric Depression Scale (GDS)

32 Firoozi et al. (2013) [15] Virtual Health Library Beck Depression Inventory (BDI)

3.4 Data Analysis

The data extraction process was carried out systematically, throughout a form
for recording the information necessary for answer the research question, con-
taining the following fields:

1. Study identifier (ID);
2. Title;
3. Authors;
4. Year;
5. Search base;
6. Evaluation instrument;
7. Instrument origin field;
8. Emotions evaluated by the instrument;
9. Target audience;

10. and Evaluation procedure.

In Table 3 we show the ID, authors, year, source and the evaluation instru-
ment, and Table 4, in turn, shows the instruments used in the studies described
in Table 3. In total, we identified 19 assessment instruments, some instruments,
such as the POMS, have variations and only one version appears in the table.

4 Results

The instruments described in the tables were divided into four categories: screen-
ing instruments, non-verbal instruments, instruments based on rating scales, and
instruments based on the semantic differential.
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Table 4. Instruments identified.

Instrument Origin field Target audience Emotional Aspects involved

UCLA-3 Psychology Teens and adults Subjective feelings of loneliness

PANAS Psychology Adults Positive and negative affect

OHQ Psychology No restrictions described Happiness

POMS Psychology Adults Tension-anxiety,
depression-dejection,
anger-hostility, fatigue, confusion
and vigor

SD Psychology No restrictions described Connotative meaning of objects,
events, and concepts

SAM Psychology No restrictions described Valence/Pleasure, arousal and
dominance/control

STAI Psychology Adults State anxiety and trait anxiety

PAD Semantic Scale Psychology No restrictions described Pleasure, arousal and dominance

EmoCards Psychology No restrictions described Excited (neutral or pleasant),
average pleasant, calm (pleasant,
neutral or unpleasant), average
unpleasant and excited unpleasant

BYI Psychology Children and adolescents Depression, anxiety, anger,
disruptive behavior, and
self-concept

MEAT Psychology of Music Adults Happiness, sadness, anger, and fear

DES-II Psychology No restrictions described Seven positives and seven negatives
emotions variables

RES Psychology Teens Both positive and negative feelings
about the self

DASS-II Psychology Adults The negative emotional states of
depression, anxiety, and
Stress/tension

HADS Psychology No restrictions described States of depression and anxiety in
the setting of an hospital medical
outpatient clinic

EPDS Psychology Cisgender women Postpartum depression symptoms
on the third day after childbirth

GDS GeriatricPsychiatry Older adults Symptoms of depression

BDI Psychology 13 years old and above Key symptoms of depression
including mood, pessimism, sense
of failure, etc.

4.1 Screening Instruments

A screening test is done to detect potential health disorders or diseases in people
who do not have any disease symptoms. The goal is early detection and lifestyle
changes or surveillance to reduce the risk of disease or detect it early enough
to treat it most effectively. Brief psychological measures can be used to screen
individuals for a range of mental health conditions. Screening measures are often
questionnaires completed by clients. Screening tends to be quick to administer,
but results are only indicative: if a positive result is found on a screening test,
then the screening test can be followed up by a more definitive test [55]. The
ID’s of instruments that fall into this category are: 14, 23, 25, 27, 30, 31 ans 32.
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The following is a brief description of the instruments in this category:

– Beck Youth Inventory (BYI II): this instrument uses five self-report inven-
tories to assess symptoms of depression, anxiety, anger, disruptive behavior,
and self-concept in children and adolescents [52];

– Differential Emotion Sacale (DES-II): the DES is a standardized instrument
that reliably divides the individual’s description of emotion experience into
validated, discrete categories of emotion [22];

– The Short Depression, Anxiety and Stress Scale (DASS-21): The Depression,
Anxiety and Stress Scale - 21 Items (DASS-21) is a set of three self-report
scales designed to measure the emotional states of depression, anxiety and
stress. Each of the three DASS-21 scales contains 7 items, divided into sub-
scales with similar content [29];

– Hospital Anxiety and Depression Scale (HADS): This instrument measure
anxiety and depression in a general medical population of patients. HADS
focuses on non-physical symptoms so that it can be used to diagnose depres-
sion in people with significant physical ill-health [53];

– Edinburgh Postnatal Depression Scale (EPDS): The 10-question Edinburgh
Postnatal Depression Scale (EPDS) is a valuable and efficient way of identify-
ing patients at risk for “perinatal” depression. The EPDS is easy to administer
and has proven to be an effective screening tool. This instrument can only be
applied by a specialist [10];

– Geriatric Depression Scale (GDS): GDS is a self-report measure of depression
in older adults. Users respond in a “Yes/No” format. This form can be com-
pleted in approximately 5 to 7 min, making it ideal for people who are easily
fatigued or are limited in their ability to concentrate for longer periods of
time. GDS is a scale widely used and it is an instrument that non-specialists
can administer [59];

– Beck Depression Inventory (BDI): The Beck Depression Inventory (BDI) is
a 21-item, self-report rating inventory that measures characteristic attitudes
and symptoms of depression. The BDI has been developed in different forms,
including several computerized forms [5].

Screening tests for emotional disorders are usually administered by trained
professionals. Systematizing them would be possible with the help of domain
experts.

4.2 Non-verbal Instruments

Non-verbal instruments have no age restriction. They can be applied to children,
the elderly, people with communication difficulties, and low education. The Self-
Assessment Manikin (SAM)(ID’s: 6,10, 11, 12, 15, 16, 22 and 28) is a non-verbal
instrument that is also based on a 9-point Likert Scale.

The Self-Assessment Manikin (see Fig. 1) is an image-based questionnaire
developed by Bradley and Lang [7] to measure emotional response. The ques-
tionnaire, widely used in evaluations by Computing professionals, was designed
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to measure three characteristics of an emotional response (pleasure, arousal and
dominance), identified as central to emotion in research conducted by Lang et
al. [27]. SAM can be considered free of language; that is, any individual, of any
schooling, can answer it.

EmoCards (2) is an instrument made up of eight cards and is manually
administered. The Emocard was inspired by the model of [44] and has eight
emotions, each of these emotions is represented by a male and female face, total-
ing 16 cards, as shown in Fig. 2.

Fig. 1. SAM (Extracted from Bradley and Lang [7]).

Fig. 2. EmoCards (Extracted from Russell [44]).



312 S. Santos dos Santos and K. R. da Hora Rodrigues

4.3 Instruments Based on Rating Scales

One of the most common rating scales is the Likert scale. The original Likert
scale is a set of statements offered for a real or hypothetical situation under study.
Participants are asked to show their level of agreement (from strongly disagree to
agree strongly) with the given statement (items) on a metric scale. Here all the
statements in combination reveal the specific dimension of the attitude towards
the issue, hence, necessarily inter-linked with each other [24].

UCLA (1, 25) POMS (4, 7, 17, 19, 26), PANAS (2, 9, 18, 28), STAI (8, 16,
30), and OHQ (3), are instruments based on a Likert scale, as follows they will
be briefly described.

– University of California, Los Angeles Loneliness Scale (UCLA): The UCLA
Loneliness Scale is a commonly used measure of loneliness. It was originally
released in 1978 as a 20-item scale. It has since been revised several times
and shorter versions have been introduced [43];

– The Profile of Mood States (POMS): POMS questionnaires contain a series
of descriptive words/statements that describe feelings people have. Subjects
self report on each of these areas using a 5-point Likert scale. There are
several versions of the POMS questionnaire. Currently, the most commonly
used is the POMS 2, which is available for adults aged 18 years and older
(POMS 2-A) and another for adolescents 13 to 17 years of age (POMS 2-Y).
Both POMS 2 instruments are available as full-length (65 items) and short
versions (35 items) [26];

– : Positive and Negative Affect Schedule (PANAS): PANAS is a self-report
questionnaire consisting of two 10-item scales to measure positive and nega-
tive affect. Each item is rated on a 5-point scale from 1 to 5 [11];

– State-Trait Anxiety Inventory (STAI): The State-Trait Anxiety Inventory
(STAI) is a commonly used measure of trait and state anxiety. It can be used
in clinical settings to diagnose anxiety and to distinguish it from depressive
syndromes. Form Y, its most popular version, has 20 items for assessing trait
anxiety and 20 for state anxiety. All items are rated on a 4-point scale [50];

– The Oxford Happiness Questionnaire (OHP): The Oxford Happiness Ques-
tionnaire (OHQ) is a widely-used scale for assessment of personal happi-
ness. Each item of questionnaire each presented as a single statement can be
endorsed on a uniform six-point Likert scale [19].

4.4 Instruments Based on the Semantic Differential

Developed by Osgood, Suci and Tannenbaum [38], the Semantic Differential
usually takes a bipolar adjective scale of 5 or 7 points. This form usually differs
according to the number of points on the scale, the degree, and marking of
these points. The authors created this method when they realized the need to
assess the affectivity and qualities of a concept, as well as ways to quantify the
effective meaning of attitudes, opinions, perceptions, social image, personality,
preferences, and interests of people or patients with content related to their
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health, treatment, and illness, which are not directly measurable. The works
whose ID’s are 4, 7 and 20 use instruments based on the semantic differential [28].

The next section describes the potential threats related to the systematic
mapping conducted

4.5 Threats to Validity

This subsection aims at presenting the most common threats to validity of this
research. Such threats are described as follows:

– Study inclusion/exclusion bias: If inclusion/exclusion criteria are conflicting,
or very generic ones;

– Construction of the search string: Problems with string construction can
result in the search returning a large number of studies (including many
irrelevant ones) or missing some relevant studies;

– Data extraction bias: The data extraction phase can be hampered by the
use of “open questions” on the variables collected, whose treatment is not
explicitly discussed in the protocol;

– Researcher bias: Finally, this threat refers to potential bias the authors of
studies may have, while interpreting or synthesizing the extracted results.

5 Final Remarks

This study describes a systematic mapping of emotion evaluation instruments.
Its contributions are the protocol planning and the mapping results. For each
study selected, we extracted and summarized their information. The self-report
instruments found in this study are mainly from the Psychology field and are
aimed at adults. Most instruments are administered manually. Some instruments
are already used in the Computing area.

The mapping also answered our research question and brought us several
self-report instruments used in different domains to assess different emotions.
Our objective is to offer a framework composed of a system with several of these
systematized instruments (with the support of domain professionals), so that
professionals can carry out their assessments and obtain data and results in real
time.

We identified 32 papers that describe 18 different instruments. For each of
these techniques we extracted and summarized their information. The self-report
instruments that are used to assess the emotional responses of users listed in
this study are mainly from the field of Psychology and aimed at adults. Most
instruments are administered manually. Some instruments are already used in
the Computing area, such as the SAM, the Semantic Differential and EmoCards.

We believe that this study is relevant for our field because computer profes-
sionals develop applications for several other areas, a frequent example of the
tools focused on the Health area. In many cases, the application developer does
not have feedback from the end-user or the specialist, and this occurs because,
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in most situations, the evaluation is in charge of the domain specialists them-
selves. Therefore, it is of utmost importance that the professionals who work to
create them have the necessary tools to evaluate them. One way to achieve this
goal is to analyze users’ emotional responses to these interactive systems. The
identification of instruments that assess users’ emotional responses in different
areas is, therefore, essential so that new instruments can be disseminated.

Acknowledgments. The authors would like to thank the CAPES, Brazilian agency,
for their financial support.
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Abstract. This paper proposes a framework for developing a trustworthy artificial
intelligence (AI) supported knowledge management system (KMS) by integrating
existing approaches to trustworthy AI, trust in data, and trust in organisations. We
argue that improvement in three core dimensions (data governance, validation of
evidence, and reciprocal obligation to act) will lead to the development of trust in
the three domains of the data, the AI technology, and the organisation. The frame-
work was informed by a case study implementing the Access-Risk-Knowledge
(ARK) platform for mindful risk governance across three collaborating healthcare
organisations. Subsequently, the framework was applied within each organisation
with the aim of measuring trust to this point and generating objectives for future
ARK platform development. The resulting discussion of ARK and the framework
has implications for the development of KMSs, the development of trustworthy
AI, and the management of risk and change in complex socio-technical systems.

Keywords: Access-Risk-Knowledge (ARK) · Socio-technical systems
analysis · Risk governance · Artificial intelligence · Trust

1 Introduction

Safety regulation increasingly calls for a strategy that goes beyond compliance to being
proactive, predictive, and preventive [1]. Under such a strategy, effective organisational
risk governance relies on evidence-based knowledge, which can be leveraged in support
of actions to mitigate risk. A sophisticated knowledge management system (KMS) is
needed to oversee this mechanism. While many organisations, particularly in high-risk
domains, are generating large amounts of data from diverse sources, the challenge for
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risk and safety management is to base operational and strategic decision-making on a
coherent, integrated body of data and evidence (knowledge). Our work develops such a
system through the case study of deploying an artificial-intelligence (AI)-based software
platform that manages risk among three healthcare organisations. There is an ethical
obligation to build trustworthiness into AI technology [2], but this obligation must be
extended to incorporate issues of trustworthiness in complex socio-technical systems
(STS). This paper explores how this extension can be achieved, integrating strategies for
building trust in AI and in organisations in order to develop a framework for trustworthy
AI-supported knowledge management. This suggests two research questions:

1. What are the components of a trustworthy AI-supported KMS?
2. How can these components be achieved in the development and deployment of a

software platform for mindful risk governance?

The Access-Risk-Knowledge (ARK) Platform [3] is a software platform that sup-
ports the management of risk and change in complex operational systems. The platform
deploys the Cube framework for socio-technical systems analysis (STSA) [4–8] along
with a risk register, an evidence service, risk mitigation project management tools, ana-
lytics, and reports. Risk assessments can be imported from an existing risk register
or completed within the platform and are then linked to safety projects. These fea-
tures enable what we define as mindful governance of risk by leveraging human- and
machine-based knowledge to analyse causal relationships. The result of a completed
ARK project is an evidence-based analysis of a risk mitigation project throughout the
full project management cycle. Projects can also be interlinked in order to synthesise
results or to compare results, evidence, or domains. Results can be disseminated to the
organisation using the customisable report generation feature.

ARK-Virus is a collaborative project between an academic research team from both
the computer science and organisational psychology disciplines, as well as a Community
of Practice (CoP) involving quality and safety staff from a 1000-bed urban academic
teaching hospital, medical staff from a private renal dialysis service, and management
staff from a large urban fire and emergency medical services (EMS) provider. The aim of
the project is to develop the ARK platform via a use case relating to infection prevention
and control (IPC) in each of the three participating organisations. There are four ARK
platform development trials planned; at the time of writing, the project is between the
third and fourth of these. A fuller description of each trial and the research activities
involved is outlined in a previous paper [7]; the focus of this paper is to develop a
framework for trustworthy AI-supported knowledge management, which spans all four
of the trials.

In earlier stages of ARK-Virus, our research focused on issues relating to usability,
but trust has become increasingly important. Discussions with users centred around a
key set of issues: how to make sense of the data, how to do something useful with it,
and how to generate a sound basis for engaging others within the organisation. Trust
in the platform’s ability to deliver this may be a key mechanism for understanding
the relationships between the ARK platform, knowledge, users, and the organisation.
In this paper, we draw upon the literature on trust in organisations, AI technology,
and data, and upon several decades of research on risk in aviation and healthcare, to
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outline a framework for the development of a trustworthy KMS that is supported by AI
technologies. As the ARK-virus project continues, we aim to apply this framework so
that trust can be built into future platform development stages.

Our work is situated at the intersection of technology and people, and there is a
clear link between trust in these two domains. Building trustworthy AI involves the
full organisational context of implementation, while building trust in the organisation
similarly requires taking into account the role of technology supported knowledge as
evidence as a rational basis for action. The convergence of knowledge between technol-
ogy and people inevitably means that technology-based knowledge is a critical resource
for human decision-making, as it can generate leverage to address complex problems.
Risk and safety management must be based on data and evidence that is integrated into
operational decision making. As trust is core to the management of safety and the imple-
mentation of change, a unified view of trust that bridges risk management and trust in
AI is needed.

Our model of trust incorporates existing theories of organisational trust [9, 10],
governance of risk [11], and data governance [12]. Drawing upon several decades of
research, dialogue with collaborators, and the literature, three core dimensions of trust
were identified: data governance, validation of evidence, and reciprocal obligation to act.
By supporting improvements in these three dimensions, trust is improved at the level
of trust in the organisation [10, 13], trust in the AI technology [2], and trust in the data
[14]. The framework is outlined in Fig. 1.

Fig. 1. Framework for developing a trustworthy AI-supported KMS for risk governance.
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The ARK platform instantiates this model to support human-directed decision-
making and implementation as part of an accountable governance framework. Data
governance is at the core of ARK’s services.Validation of evidence is the core activity
of STSA Cube analysis, deploying the flexible schemata of Knowledge Graphs to bring
together diverse data sources to support analysis, decision-making and project manage-
ment by quality and safety experts. The reciprocal obligation to act is engendered by
the mindful governance of a risk project from problem state to verified outcome.

In this paper, five stages are outlined in the development of trust in such a system.
The trust model is used to analyse and assess the ARK platform’s deployment within
each collaborating organisation. Over the course of the previous ARK-Virus trials, trust
has been developed through a variety of strategies in each organisation. Using the model
of trust as an explanatory concept in this way provides a set of objectives for future
development of the project. This suggests the possibility of a capability maturity model
(CMM) to provide guidance in development of trustworthy governance of system risk
based on verifiable outcomes to demonstrate the effective mitigation of system risk.

2 A Framework for Trustworthy AI-Supported Knowledge
Management

Trust has been defined in the literature on trustworthy AI as “(1) a set of specific beliefs
dealing with benevolence, competence, integrity, and predictability (trusting beliefs); (2)
the willingness of one party to depend on another in a risky situation (trusting intention);
or (3) the combination of these elements” [15]. The European Union Ethical Principles
for Trustworthy AI [2] outline a set of seven requirements for trustworthiness; our work
supports and extends these principles by integrating trustworthy AI, trust in data, and
trust in organisations.

Mollering offers a model that helps us build an understanding of the problems with
trust relating to our work [9]. Trust is defined as a strategy to cope with the complexity,
uncertainty, and risk in the world at large; the necessity to assume a level of certainty
projected to the future is based on a combination of reason, routine, and reflexivity.
Keymolen applies this model to analyse the relation between trust in other individuals,
trust in an organisation and trust in technology [16].Ward, through a series of case studies
in an aviation organisation, illustrates the dynamic nature of the factors that combine
to develop trust in an organisational context: understanding and sharing common goals;
open communication of information and knowledge; building relationships in resolving
conflicts in the process of work; together reviewing and adjusting work-as-imagined
based on howwork actually happens; it also implies a belief in the future and establishes
the basis for future action [10].

The three components ofMollering’smodel provide a powerful framework to analyse
the nature of trust in a data-rich organisational system that is dedicated to managing
risk (achieving certain outcomes) through the deployment of diverse dedicated roles
and relationships. Figure 2 illustrates the connections between that model and the trust
dimensions identified in our work.
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Fig. 2. Mollering’s triad and the core trust dimensions.

At a basic level there are three objects of a trusting relationship (trust domains):

• Trust in the data itself.
• Trust in the processing or transformation of data into usable information and
knowledge (Trustworthy AI).

• Trust in the sharing of knowledge with colleagues and building trusting relation-
ships, leading in turn to trust in the organisational processes that deploy and use that
information and knowledge.

Trustworthy data governance ensures high-quality data and efficient, effective use of
the data, thus leading to more meaningful and trustworthy evidence. Validation of that
evidence in turn links data governance to reciprocal obligation to act by linking cause to
effect. In turn, the obligation to act drives a need for continued collection of high-quality,
trustworthy data. What results is a cyclical pathway driving continuous improvement of
trust in the KMS.

Table 1 illustrates from a theoretical perspective how each dimension (data gover-
nance, validation of evidence and obligation to act) builds trust in each domain (data, AI
technology, organisation), explaining the key mechanism by which improvements in the
core dimensions will result in the development of trust in each domain. Each column in
Table 1 represents the impacts of improvements in that dimension on each of the three
trust domains (i.e., the column labelled ‘Data Governance’ describes how good data
governance improves trust in data, trust in AI technology, and trust in the organisation).
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The row labelled ‘AI Technology’ draws directly on the requirements set forward in the
European Union Ethical Principles [2].

Table 1. Impacts of core dimensions on trust domains

Domain Data governance Validation of evidence Reciprocal obligation

Data Ensures data quality and
efficient/effective use

Generates trust-related
metadata and trustworthy
data as an outcome of
cause and effect

Action based on data
validates the data based
on action outcomes - if
the outcome works, it
increases the confidence
in the data

AI Tech Supports human agency
and oversight, privacy
and data governance,
transparency,
accountability, diversity
and fairness, and
technical robustness and
safety

Ensures human agency
and oversight,
transparency, diversity
and fairness, societal and
environmental wellbeing,
and technical robustness
and safety

Sustains human agency
and oversight,
accountability

Organisation Leads organisational
decisions to be
data-driven and ensures
data decisions are
aligned with
organisational goals

Ensures that data-driven
decisions are grounded in
causal relations

Sustains coherent
response throughout the
project cycle, including
stakeholder feedback

3 The ARK (Access-Risk-Knowledge) Platform and Trust

ARK (Fig. 3) is a software platform that builds and maintains a Resource Description
Framework (RDF)-based unified knowledge graph [17] of risks and projects to link avail-
able datasets on practices, risks, and evidence. This bridges traditional qualitative risk
evidence and quantitative operational or analytics data, which in turn makes large-scale
evidence collection and risk analysis more tractable. Through ARK, human-oriented
quantitative risk information is transformed into structured, machine-readable data suit-
able for automated analysis, querying, and reasoning. A privacy by design approach is
taken and data governance principles are followed to ensure support for evidence link-
age, classification, and search. The ARK platform is designed to support human-directed
decision-making and implementation as part of an accountable governance framework.
Data governance, data protection and confidentiality are key features of the design.
Knowledge graphs are a natural way to bring together such diverse data sources due
to their flexible schemata and through use of uplift to common ontologies, ontology
alignment techniques, Natural Language Processing (NLP)-based knowledge extraction
and metadata-based integration, e.g., data catalogues.
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Fig. 3. The ARK platform risk governance services, risk knowledge graph, data governance
services, and foundation services.

ARK supports the development of trust via the key pathway of leveraging data to
create knowledge in support of action by embedding the trust dimensions as described
below.

Data governance is at the core of ARK’s services since it supports Khatri and
Brown’s data governance decision domains of data principles, data quality, lifecycle,
metadata, and access [18] to manage projects, evidence, and risk. The Comprehensive
KnowledgeArchive Network (CKAN) data catalogue is used to build the ARKEvidence
Service. This enables collecting and tracking of extensivemetadata on all evidence, relat-
ing to provenance, verifiability, reputation, and licensing. Within the Cube knowledge
graph, World Wide Web Consortium (W3C) standards for provenance, classification,
identity and access control [19] have been used to capture this metadata on all data enti-
ties within the graph and a flexible policy-driven, General Data Protection Regulation
(GDPR) enabled, context-aware access control system has been implemented to enable
federated data sharing within and between organisations [20].

Validation of evidence is the core activity of STSA, where quality and safety experts
use ARK to perform a structured analysis of risks and safety projects linking them
to a wider range of data sources to support synthesis (with operational data) to give
evidence-based assessment of risk and create new knowledge via that synthesis. The
structured user interface of ARK exposes multiple views of an underlying ontology
that unifies the analysis and enables the combination of traditional qualitative textual
analysis fields with structured data in the form of evidence datasets, risk, and domain
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classification taxonomies. A natural language processing component based on the BERT
languagemodel [21] suggests appropriate taxonomy terms and these are approved by the
human expert. Uploading of new evidence (as opposed to evidence linking) is an access-
controlled activity and only users with sufficient permissions can do this, to facilitate
manual validation of evidence prior to upload.

The reciprocal obligation to act is made explicit in numerous parts of the ARK
platform. Firstly, the platform is arranged around the sequence of project stages through
verification of the outcome, which gives information about the outcome as well as how
the entire sequence works. The Cube summary, project analysis, reporting and synthesis
interfaces all contribute to exposing the importance of the problem, the effectiveness of
the solution and the viability of the pathway that underlie the obligation to act. Finally,
the use of knowledge graphs and feature for linking multiple projects in hierarchies or
more general graphs enable a development of a new level of organisational knowledge,
facilitating innovative meta-projects rather than reinforcing what’s already known. This
understanding is leveraged for effective action, responsibility forwhich canbedistributed
explicitly to individuals within the organisation.

4 Stages in the Acquisition of Trust

Analysing progress in the three core dimensions provides an enriched understanding of
the evolution of trust in ARK-Virus. Understanding the dimensions and the interactions
between them develops trust into an explanatory concept, which can be used to inform a
set of development objectives. In Table 2 we have outlined five stages in the acquisition
of trust, from neophyte to multiple organisations. In the upcoming phase of the ARK-
Virus project, the goal is for each organisation to progress up a stage: Organisation
1 from single projects to multiple; Organisation 2 from neophyte to intermediate; and
Organisation 3 from intermediate to single projects. This table offers a way of measuring
where each organisation is in the trust development process, which will be useful as a
point of comparison in the future and support us in determining the key issues to be
addressed at that point in time.

Table 2. Stages in the acquisition of trust

Stage Data governance Evidence validation Reciprocal obligation

1. Neophyte Resolve issues of
access and privacy

Plausible
interpretation and
evidence gathering

Initial individual use.
Potential for
collaboration

2. Intermediate Assemble and begin
integrating relevant
data sources

Gathers evidence and
performs effective
analysis

Engages people in real
projects that require
collaboration

(continued)
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Table 2. (continued)

Stage Data governance Evidence validation Reciprocal obligation

3. Single projects Develop knowledge
graphs to generate
project-level
knowledge. Catalogue
data source provenance

Diverse evidence
synthesised &
validated as
representing process
& outcome

Embedded in tactical
organisational
processes that provide
accountable action and
outcome

4. Multiple projects,
organisational level

Link data at the level
of multiple projects to
further develop
knowledge graphs and
generate
organisation-level
knowledge. Assure
data quality

Synthesis of
evidence provides a
basis for policy

Engage strategic &
operational loops of
knowledge lifecycle
across & beyond
organisation

5. Multiple
organisations, sector
level

Fully developed
private & public
knowledge space,
routine transformation
of private into public

Evidence provides a
basis for guidance,
regulation or
publication

Guidance feeds back
into the evidence base

5 Application of the Trust Model to a Community of Practice

In this exercise, we applied our model of trust to the ARK-Virus project within each of
the three participating organisations, asking users to reflect on the ways in which trust
had been developed to this point and the next steps for further development. The results
of this exercise in each organisation are outlined in the subsections below.

Several commonalities emerged in terms of needs moving forward. Firstly, it was
noted that many of the more salient issues for the CoP were related to data governance.
For Organisation 1, this was the acquisition of data from different stakeholders within
the organisation; for Organisation 2, data privacy and obtaining formal permissions to
enter information into the platform; for Organisation 3, the resolution of data complexity
and organising data from a large number of different sources. Secondly, there is a clear
need across all three organisations to extend the user base to encompass the full range
of relevant decision-makers. This expansion improves capacity in all three dimensions,
but in particular the reciprocal obligation to act. Thirdly, there is a pragmatic need to
gather and disseminate evidence showing that actions from ARK projects lead to good
outcomes at the organisational level, thus increasing trust in all three dimensions.

5.1 Organisation 1

Organisation 1 developed a project examining personnel compliance with COVID-19
IPC risk management and control measures. At the onset, the organisational representa-
tives hoped to collect data measuring personnel compliance in rest areas, as these were
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suspected to be a key source of staff-to-staff COVID-19 transmission. However, this was
deemed unfeasible as there was a need to develop trust in the project among personnel
before such data could be collected. Instead, data was drawn from what was available
in terms of occupational health data, guidelines and control measures over time, impact
of limited personnel availability on service provision, and implicit/explicit knowledge
about the linkages between the evidence sources from the organisation’s ARK-Virus
project team. The ARK platform then enabled the project team to analyse a complex and
intractable problem for a full project cycle (from problem to embedment). The structured
approach to STSA helped frame the problem and identify possible solutions, which were
transposed into an implementable operational solution. The platform was also utilised
to effectively communicate and implement the solution and verify the efficacy of the
solution. Further projects utilising the ARK platform within the organisation have been
initiated, indicating the organisation’s trust in the platform.

Data Governance: Data Protection (DPA) and Non-Disclosure (NDA) Agreements
guaranteed a level of data protection that was acceptable to the organisation. How-
ever, access to more granular data remained restricted due to concerns about anonymity
of personnel. While there were difficulties in acquiring granular data and evidence, the
process of seeking this evidence for use on the platform resulted in the acquisition of
knowledge from within the organisation which verified the efficacy of the implemented
solution.

Validation of Evidence: Gathering of evidence was somewhat restricted due to pri-
vacy issues, the organisation’s work practises, and the organisation’s clinical environ-
ment. The evidence gathered was done so utilising a top-down/bottom-up approach,
with stakeholders from various departments, including operations, health and safety,
and logistics, gathering, interpreting, and validating the uploaded evidence.

Reciprocal Obligation to Act: Organisation 1 has a fairly strict hierarchical rank struc-
ture, with a promotional process that means senior managers have fulfilled operational
roles, sometimes alongside personnel they now manage. This structure was felt to
enhance the level of social trust across ranks in the organisation, contributing to a peer-
driven environment where personnel are amenable to the idea of change based on that
trust. Initially, there were three personnel from the organisation who engaged directly
with the platform, from middle and senior management and health and safety. How-
ever, input was also sought from other areas of the organisation, including operations,
resources allocation, health and safety, and senior management. To strengthen reciprocal
obligation to act, there is a need to involve these stakeholders more formally, in particular
by training more personnel as ARK users.

5.2 Organisation 2

Organisation 2 aimed to assess patient compliance with PPE measures upon arrival. Six
months of data on patient compliance were collected by front desk staff, a timeframe
which covered two different sets of PPE requirements. There were, however, significant
issues with obtaining access to the data, with the DPA and NPA taking nearly a full year
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to complete. In the meantime, users from the organisation were able to fill out sample
projects on the platform and participate fully in the other aspects of the project such as
the CoP meetings and workshops. In Trial 3, the goal for Organisation 2 is to move from
the first stage of trust to the second. The risk is currently being actively managed at the
local level (clinical frontline), but having overcome data governance barriers, a thorough
analysis of evidence will enable the organisation to strengthen its management of that
risk.

Data Governance: Access to data was granted just one week prior to writing of this
paper (the datasets remain within the organisation only, while analysis of the data is
accessible to others within the ARK-Virus project). Trust in data governance as it relates
purely to data has been heightened through the formalisation of data governance proce-
dures via the DPA and NPA, but there is still much progress to be made in terms of data
governance and trust in the AI technology and the organisation.

Validation of Evidence: The organisation is at the stage ofmoving from data collection
to analysis and use of the data. Moving forward, the organisation is working to identify
variables in the data and complete the STSA component of an ARK project, which will
allow for further exploration and validation of the predictors and/or outcomes of PPE
compliance.

Reciprocal Obligation to Act: At this stage, operational staff are the primary user
group; an important development will be the engagement of a wider variety of users,
particularly in more strategic or risk management roles.

5.3 Organisation 3

Early on in the project, it became apparent that a key issue for Organisation 3was the vast
amount of data being produced and reviewed, with no unified structure for tracking all
of the data. Over 100 discrete performance indicators are currently monitored in relation
to the actions taken for the prevention and control of healthcare-associated infections
(PCHCAI), and the processes for capturing, reporting on, collating, and presenting the
data can be fragmented and time consuming. As a result of the organisation’s experiences
completing an ARK project related to environment hygiene and the wider PCHCAI
programme, the organisation conducted a data governance mapping exercise. PCHCAI
metrics were mapped along dimensions of data governance including the purpose of the
metric; type of metric; basis of metric (numerator and denominator); owner; reporting;
tools or platforms used for gathering, analysing and reporting the data; whether it could
be considered an outcome, process, structure or balancing measure; and the national and
international benchmarks and regulatory basis of the data.

Data Governance: Progress was made in terms of data governance processes, address-
ing the issue of the large amount of data and how to turn it into a more manageable data
catalogue that provides a clear rationale for management and use. What remains to be
done is to expand and embed the data governance processes so that subsequent actions
and outcomes can be obtained and measured. The fact that the platform created a strong
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rationale for compiling and auditing data is an argument in favour of understanding
the entire data system prior to initiating a real-world project; in other words, to avoid
prematurely structuring an evidence trail without first having agreement on the purpose
of each of the metrics.

Validation of Evidence: The organisation is moving from the validation and use of
individual data sets to the validation and use of knowledge, which will be undertaken by
quality and safety improvement staff and PCHCAI programme contributors using the
STSA components of the ARK platform.

Reciprocal Obligation to Act: To this point, work on this ARK trial has been situated
in the core quality and safety improvement team, with some level of engagement via
production of the stakeholder report in the previous trial. The results of this trial will
strengthen this engagement, forming the basis for drawing additional stakeholders into a
collaborative programme and widening the ARK platform user base. Building interper-
sonal trust within the local team is the first step to engaging a wider stakeholder group
and building an organisational basis for trust (and subsequently organisational obligation
to act).

5.4 Capability Maturity in Trust in AI and the Organisation

The idea that there are phases in the development of a trustworthy AI-supported KMS
suggests the possibility of a CMM that would provide a framework for verifying progress
through these phases and provide guidance in development and application. De Bruin,
et al. discuss the development of CMMs and provide a relevant example of a Knowl-
edge Management Capability Assessment metric with progressive stages in the sharing,
managing, and improving of knowledge assets [22]. An example from safety manage-
ment in aviation is the Civil Air Navigation Services Organisation (CANSO) model of
excellence in safety management for Air Traffic Control Organisations [23]. For the
development of the ARK platform, we need a hybrid combination that spans between
the technology, the AI, and the organisation.

Table 3 outlines two phases in the development of the platform: Trials 1 and 2, and
Trial 3. Trial 1 and 2 measurements were collected in the earlier phase of the project.
Trial 3 trust measurements will be collected in the upcoming phase of the project, as
will measurements on platform usability and effectiveness. The strategic requirements
for achieving advancements in trust are outlined in the middle column, Trial 3 Strategy.
Table 3 represents a synthesis of the first two tables and an initial attempt to define and
measure progress at this point in ARK-Virus towards the development of a trustworthy
AI-supported KMS.
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Table 3. Trust-related measurements and development strategy

Dimension Trial 1 and 2
measurements

Trial 3 strategy Trial 3
measurements

Data
governance

ISO27001 Security
Assessment

Security (advanced
access control policies
to enable federated
sharing)
GDPR compliance
(privacy by design,
compliance reporting,
etc.)
Privacy-aware data
interlinking
mechanisms

Trustworthy data
metrics to measure
provenance,
verifiability,
reputation, and
licensing [14]

Validation of evidence Develop and distribute
stakeholder report on
findings

Analyse and better
illustrate quality of
causal relations
Validate sequence of
activity and outcome
Meta-analysis of
multiple projects to
support proposal of
new guidance

Develop guidance
material based on
evidence
Initiate new projects
based on
expectation of
outcomes of value

Reciprocal obligation
to act

Build internal user
groups
Propose credible
solutions to the
identified problem

Represent different
user roles in platform
Represent
relationships between
reports and their
owners in platform
Engage stakeholders
within and outside of
CoP organisations

Build set of expert
users and widen
user base
Engagement with
implementation of
guidance material

6 Discussion

In order to move the ARK platform along the pathway from development to implemen-
tation to embedment, it is crucial that the technology and the system it engenders are
trusted by the participating user organisations. Operationally, the ARK platform is for
management of risk and change, which involves analysing the issues to do with causal
relationships, outcomes, and changing the outcomes. The key mechanism for changing
outcomes is the leveraging of knowledge as evidence. A better understanding of this
process can help explain the differential success of change projects, impacting at the
level of the organisation, sector, and society.

The ARK-Virus project has been a strong stimulus to organise evidence in the partic-
ipating organisations. Although so far that collection has not been highly sophisticated
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in terms of AI, and while there has not been the opportunity for in-depth AI supported
analysis, there is confidence that the platform will deliver this in the future. The organi-
sation of evidence is a necessary first step. In addition, this exercise showed that the first
step is to build trust at the local level; trust is developed in stages, and overestimating the
level of trust already achieved within an organisation should be avoided. Trust was built
locally by enhancing relationships with working colleagues at the level of the research
team, the CoP, and the user groups from each organisation.

Access to data presented key challenges in terms of project progress across the
participating organisations. This highlights a need for updated data governance models
that enable effective action, rather than solely protecting privacy, aligning with the work
of Janssen, et al. [24]. Inter-organisational trust in data governance practices, in particular
with regards to protecting anonymity of personnel, appears to play a role in securing
access to data, though legal agreements are also necessary.

The ARK-Virus project is a work in progress. This exercise enabled us to develop
a structured framework for examining the stages in development of the project and the
ARK platform. Analysing trust has helped us to outline a plan for moving forward in the
project in away that supports the embedment of the platform in existing riskmanagement
processes within the participating organisations and led to the selection of key outcome
measures relating to the development of trust, constituting the first step in developing a
CMM.

7 Conclusions

In this exercise, we outlined a framework for developing a trustworthy AI-supported
KMS. In the proposed model, three key dimensions (data governance, validation of evi-
dence, and reciprocal obligation to act) contribute to improved trust in three domains
(organisation, AI technology, and data). There are five stages in the development of trust,
against which organisations can measure their progress. We then applied the framework
to the ARK-Virus project, which deploys a riskmanagement platform in three participat-
ing healthcare organisations. This application resulted in a set of objectives that, when
achieved, will improve trust in each organisation, as well as a measurement strategy that
can be used to track the development of trust. This suggests the possibility of a CMM
to provide guidance in development of trustworthy governance of system risk based on
verifiable outcomes to demonstrate the effective mitigation of system risk.

Over the course of the previous ARK-Virus trials, trust has been developed through
a variety of strategies in each organisation, including participation in the CoP, active
feedback loops, engagement of key stakeholders, comprehensive data protection agree-
ments, and building a better understanding of the data. We aim to continue focusing
on trust moving forward by measuring the level of trust and developing trial objectives
that specifically support its development. There is currently a high level of trust in the
platform and its future deployment, particularly in Organisation 1 as evidenced by their
selection of the ARK to support additional projects in the coming months. However,
there is room for improvement as well. The most salient issues identified were related
to data governance, meaning a focus on this area in the coming months will be key.
Core needs also included the expansion of the ARK platform user base and the produc-
tion of a follow-up stakeholder report which consolidates the evidence for beneficial
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organisational outcomes as a result of ARK projects. These needs will be addressed in
subsequent development trials.

Integration of a technology-based knowledge system has social implications, mean-
ing that beyond trust in data or technology, the organisational dimensions of trust must
be considered. At the same time, the role of knowledge and evidence is critical for
developing trust in the organisation; it is not merely a question of social relationships
or expectations. There is a need for frameworks guiding the development of trust in
this holistic way. There is also a need to develop guiding principles for AI implementa-
tion that support and extend the European Union principles for ethical AI, in particular
focusing on the organisational dimension having to do with implementation, action, and
outcome. In this exercise, we have contributed to the resolution of this gap by opera-
tionalisingMollering’s triad [9] to outline a framework for the development of trust in an
AI-supported KMS. While our focus has been on a system that has formal structures for
looking at risk and change, any complex STS would benefit from practical examination
of a technology-based KMS in terms of trust.
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Abstract. The increasing presence of cryptocurrency has disrupted various areas
such as financial, e-commerce, etc. This has attracted many scholars to investi-
gate this technology, including its adoption. Yet, end-users adoption remains low
despite numerous attempts to study the adoption. This paper conducts a systematic
literature review of empirical studies on cryptocurrency adoption from individu-
als’ perspectives, aiming to identify research gaps that need to be addressed. A
total of 50 articles were collected and reviewed. We illustrate that the majority
of papers are quantitative, and the most widely utilized theories are TAM and
UTAUT. Most of the reviewed studies investigate the adoption without context.
Trust is the most critical factor impacting cryptocurrency adoption. Several gaps
in the current literature have been identified and discussed. Consequently, future
research agendas are suggested.

Keywords: Cryptocurrency · Adoption · Bitcoin · Trust

1 Introduction

As of January 2022, the cryptocurrency market cap hit $1.52 trillion, where Bitcoin
(BTC) leads, representing 40% of all cryptocurrencies, followed by Ether (ETH), 19%
(Coinmarketcap1). The number of cryptocurrencies has grown exponentially to reach
6,000 cryptocurrencies in 2022.Cryptocurrency is a digital currency that relies on sophis-
ticated encryption techniques that enable financial transactions [1]. It is estimated that
there are 101 million unique cryptocurrency users worldwide in 2020 [2]. Glaser et al.
[3] argue that the uses of cryptocurrencies take two forms: a speculative digital asset
and a currency. Hileman and Rauchs [4] introduce four categories for cryptocurrency
uses: investment, medium of exchange, payment rail, and non-monetary use cases (e.g.,
Ethereum smart contracts).

Only 7.6% of the world’s population uses cryptocurrencies [5]. Only 1.4% of Amer-
icans own at least one cryptocurrency [6]. Compared to the volume of transactions and
the number of cryptocurrencies, and despite numerous adoption studies, it is evident that
the adoption rate is still low. Indeed, cryptocurrency’s long survival is dependent on the

1 https://coinmarketcap.com/.
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mass adoption that leads to leveraging its full potential. To encourage more adoption, it
is necessary to examine previous adoption research to identify possible research gaps.

Al-Amri et al. [7] have conducted a systematic literature review reviewing 25 cryp-
tocurrency adoption papers, attempting to address the gaps in the field. They emphasize
several ones, including the lack of studies that use adoption theories andmodels, the small
sample size, the rarity of end-user adoption research and the shortage of mixed-method
papers. Nevertheless, the number of empirical studies has more than doubled since then,
emphasizing the need for further review. Also, their work lacks empirical focus in gen-
eral and on end-user specifically, whereas this research addresses both. Besides, this
paper aims to determine the most potent factors influencing end-user adoption decisions
of cryptocurrency. Finally, this review seeks to address the gaps in the current literature
and suggest research agenda for future work on cryptocurrency adoption.

Therefore, this paper conducts a systematic literature review of studies investigating
cryptocurrency adoption from individuals’ perspectives. We attempt to answer three
research questions.

• R1:Whatmodels and theories are utilized in previous cryptocurrency adoption studies,
and what factors are referenced the most?;

• R2: What are the contexts of these studies?;
• R3: What are the current research gaps, and how can future research address them?

The rest of the paper is structured as follows: Cryptocurrency Background is pre-
sented next, followed by the researchMethodology section. Thirdly, the Result section is
introduced, where we categorize the reviewed papers and highlight the most vital factor
of cryptocurrency adoption, Trust. Next, the Discussion section evaluates the findings.
Finally, we end with the Conclusion and Future Research Agenda.

2 Cryptocurrency Background

Cryptocurrencies are defined as “digital assets designed to work as media of exchange
using cryptography to secure the transactions and control the creation of additional
units of the currency” [8]. Nakamoto [9], the creator of the first cryptocurrency (Bit-
coin), asserts that there should be an electronic system that relies on cryptographic proof
rather than trust. Individuals can transfer money directly without the need for a central
authority. The underlying technology of cryptocurrency is blockchain. Blockchain is a
tamper-evident and tamper-resistant distributed ledger that is usually decentralized [10].
Blockchain is defined as a digital, distributed transaction ledger, with identical copies
maintained on multiple computer systems controlled by different entities” [11]. Each
block has a block header containing metadata and block data comprising a set of trans-
actions. The header of each block, except for the very first one (i.e., the genesis block),
contains a hash that links it to the previous block [10]. Cryptographic techniques enforce
the rules of the network that prevent tampering and equivocation of data [12]. As new
blocks are added, the previous blocks become near impossible to alter. New blocks are
replicated across copies of the ledger within the network, and any conflicts are resolved
automatically using established rules (i.e., consensus mechanism). Nodes in the network
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aim to reach a consensus regarding the following block to append utilizing a consensus
protocol. Such a protocol is the core of the blockchain, as it ultimately ensures decen-
tralizedgovernance, quorum, performance, authentication, integrity, nonrepudiation, and
byzantine fault tolerance [13].

3 Methodology

We followed Webster and Watson’s [14] recommendations. First, we defined the scope,
which is to include articles that empirically investigated the factors influencing end-user
adoption of cryptocurrency. Following this scope, we identified the search keywords:
Cryptocurrency OR Bitcoin AND Adoption OR Acceptance OR Use. Any combination
of these keywords should be in at least one of these places: the paper’s title, abstract,
or keywords. Had we set no such boundaries, the first round of collected studies would
have consisted of unmanageable returns (e.g., searching for “bitcoin” and “adoption” in
ABI Inform= 1,290 results, excluding non-scholarly returns). Next, we searched ACM,
IEEEXplore, ABI Inform,AIS library, and ScienceDirect databases.We utilizedGoogle
Scholar as a complementary source to lookup papers referenced in any article from the
aforementioned databases. By reading the title and abstract of the returned results, we
ended upwith a total of 80 papers. The inclusion criteria that these 80 papers shouldmeet
to be reviewed include: they should be written in English, have empirical results, and
investigate cryptocurrency from individuals’ perspectives. The final round of inspection
resulted in excluding four papers that did not collect data, one non-English paper, and
25 papers that were not empirical nor from the end-user perspective. Searching was
concluded on Oct 26, 2021.

4 Results

A total of 50 papers have investigated the factors impacting end-users adoption of cryp-
tocurrency. Table 1 shows an overview of these studies based on their types (qualitative,
quantitative, and mixed-method), the theory utilized, and finally, their contexts. It is
illustrated that most papers are quantitative, 40 papers, whereas the most widely utilized
theory is the technology acceptance model (TAM), followed by the unified theory of
acceptance and use of technology (UTAUT). Most of these papers explore the adoption
without context, where participants are inquired about the general use of cryptocurrency.
However, cryptocurrency as a form of money or payment system (9 papers), as an invest-
ment tool (3 papers), and finally for gaming purposes (1 paper) represent the contexts
that some of the reviewed papers utilized. Across all articles, trust is the most referenced
factor affecting cryptocurrency adoption across all articles, followed by perceived use-
fulness, facilitating conditions, ease of use, and performance expectancy. Trust has been
identified in 17 papers where it has been operationalized differently, unidimensional or
multidimensional. The Trust as Main Contributor subsection below elaborates more.

Review papers should be concept-centric [14]; thus, we classify the studies collected
based on their researchmethodology, qualitative, quantitative, andmixed-method. Then,
we further elaborate on these classifications by focusing on the adoption theory or model
used. These classifications are further discussed next.
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Table 1. Overview of the reviewed papers

Type Qualitative Quantitative Mixed studies

#studies 6 40 4

Theory TAM UTAUT TPB DOI No Theory used TRA TCE; SST; ECT;
SNSP; TRI; Utility
Theory; Hofstede’sa

#studiesb 20 13 9 7 5 2 1

Context No context (i.e.,
general use)

As a form of
money or
payment system

As an investment tool For gaming
purposes

# studies 37 9 3 1
aEach of these theories once.
bSome papers used more than one theory, so the total of papers exceeds 50.
TPB= Theory of planned behavior; DOI=Diffusion of innovation theory; TRA= Theory of rea-
soned actions; TCE= Transaction cost economics; SST= Social support theory; ECT= Expec-
tation confirmation theory; SNSP = Social network self-protection model; TRI = Technology
readiness index.

4.1 Qualitative Studies

Although research is scarce in qualitative studies (i.e., six papers), researchers vary in
employing adoption and acceptance theories. The DOI [15] is the most referred to theory
[16–18], where Spenkelink [18] is among the first studies that look at Bitcoin adoption
using DOI through the lens of technical aspects. She identifies three main pillars for
future mass adoption; ease of use, price stability, and improved governance. The TAM
[19] is also adopted in this research venue. Perceived ease of use and usefulness have been
identified as the main drivers for using cryptocurrency [20]. Other researchers highlight
ideologicalmotivations such as engaging in amonetary revolution andfinancial inclusion
in addition to pure financial gains, while others emphasize users’ technological curiosity
[17, 21, 22].

4.2 Quantitative Studies

The majority of research is quantitative; 40 studies. Unsurprisingly, the TAM model is
utilized the most, followed by UTAUT. Hence, perceived ease of use, perceived useful-
ness, facilitating conditions, effort expectancy, and performance expectancy are among
the factors explaining the adoption [23–26]. Yet, the most dominant factor is trust,
which affects the adoption decision in ten studies within different contexts. For instance,
Mendoza-Tello et al. [27] explore the role of socialmedia in increasing trust and intention
to adopt cryptocurrency while making electronic payments. They conclude that trust is
the second direct impacting adoption intention. Also, Abbasi et al. [23] add trust to the
UTAUT factors to predict cryptocurrency adoption and conclude that it has a significant
direct effect. Other researchers suggest that regulatory support and experience increase
users’ trust in cryptocurrency, positively impacting their attitude to use it [28].
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Moreover, Gagarina et al. [29] argue that distrust of social institutions is directly
linked to young people’s intentions to use cryptocurrency. Quantitative studies reviewed
reveal many other attributes linked to cryptocurrency adoption, including compatibility,
awareness, perceived enjoyment, subjective norms, etc. The wide range of factors is
mainly attributed to the different adoption theories. Table 2 shows the complete list of
papers and their main findings.

Table 2. Summary of quantitative researcha

Paper Theory Main findings

[24, 27, 30–43] TAM Perceived benefits; perceived
usefulness; trust; perceived
ease of use; social influence;
security; social commerce;
awareness

[23, 25, 26, 28, 34, 44–50] UTAUT Trust; price value; effort
expectancy; performance
expectancy; facilitating
conditions; social influence;
behavioral intention; hedonic
motivations; security;
regulations

[1, 28, 33, 37, 42, 51–53] TPB Trust; regulations; social
media; attitude; perceived
behavioral control; social
norms

[33, 53–55] DOI Relative advantage;
compatibility; anxiety;
trialability

[29, 56–58] NA (No theory used) Distrust in social institutions;
perceived value; perceived
self-efficacy

[43, 59] TRI Optimism; innovativeness

[24, 27, 37, 53, 60, 61] TCE; SST; ECT; SNSP; TRA;
Hofstede’s Model

Perceived benefits; social
commerce; trust; enjoyment;
satisfaction; social norms;
spatial distance; social
distance; hypothetical distance

aSame citations in different rows means papers utilize multiple theories at once.

4.3 Mixed Method Studies

The final classification is the mixed-method studies—four papers incorporated both
qualitative and quantitative methods while exploring cryptocurrency adoption [62–65].



342 S. Abooleet and X. Fang

These studies incorporate theTAMandUTAUTmodels either inwhole or in combination
with other models emphasizing factors such as perceived usefulness, perceived ease
of use, facilitating conditions, and performance expectancy. For instance, Walton and
Johnston [62] conclude that perceived benefit, attitude, and behavioral control are the
strongest direct predictors of adoption, while perceived usefulness and trust risk have the
highest indirect impact. One research employs utility theory in conjunction with UTAUT
[65], where researchers interview cryptocurrency users and non-users to identify a set of
positive utilities (i.e., benefits) such as perceived anonymity and negative utilities (i.e.,
risks) such as lack of regulations that are associated with using Bitcoin. Participants
also are asked to identify the social factors affecting bitcoin adoption. Then, they use the
information from these interviews to conduct their quantitative study. They conclude that
network effect, regulation, attitude, self-efficacy, and innovativeness are the strongest
predictors of adoption.

4.4 Trust as Main Contributor

Our review concludes that trust is the most potent factor that impacts cryptocurrency
adoption. Out of all papers, 17 studies have proved trust significance. Scholars differ in
their conceptualizations of trust. Most studies treat it as a unidimensional construct (e.g.,
[54, 62, 64]) while others present it as multidimensional. For instance, Voskobojnikov
et al. [66] follow Gefen et al. [67] conceptualization of institutional trust consisting of
situational normality and structural assurances. The former means the perception that a
situation or a transaction is normal, while the latter asserts the existence of safety nets
that involve guarantees and regulations. They conclude that trust has the most substantial
impact on non-user intentions to adopt cryptocurrency while their self-efficacy increases
this trust. Similarly, Shahzad et al. [41] argue that trust in monetary systems has two
aspects; trust in money and purchasing power and system functionality. Their results
determine that Chinese users’ trust in Bitcoin has the potent effect on their intention to
use it.

Trust antecedents vary widely among researchers. Mendoza-Tello et al. [36] argue
that trust impacts perceived usefulness since trust absence cannot guarantee that cus-
tomers execute financial transactions even if they are useful. On the contrary, Paschalie
et al. [39] claim the opposite because users’ belief of the usefulness of cryptocurrency
enhances their trust in it and, eventually, their adoption intentions. The latter also adds
social commerce as a second antecedent of trust. This conclusion aligns with Mendoza-
Tello et al.’s [27] findings where they debate that the support generated in social commu-
nities improves confidence and commitment to using a cryptocurrency, proving social
support as an antecedent to trust. Other researchers argue that web quality, e-word-of-
mouth, and perceived risk are significant antecedents of trust, with e-word-of-mouth
providing the greatest weight [34].

Novendra et al. [47] argue that Indonesians’ trust in Bitcoin is represented through
their expectations of cryptocurrency performance (i.e., Performance expectancy), aswell
as their trust in the facility and infrastructure that support it (i.e., Facilitating conditions).
Gagarina et al. [29] emphasize the role of social aspects. They conclude that Russian
youths’ connection of distrust of both cryptocurrencies and people behind them (e.g.,
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developers) accompanied by their confidence in the government regulation of new tech-
nologies suggests that emotional distress is primarily experienced by those who fear
reducing control over the financial sphere. Kimmerl [16] conducts an interviews-based
study to develop a framework for cryptocurrency adoption. Some participants criticize
cryptocurrency issuers, while others question the underlying technology (i.e., distributed
ledgers). She concludes that perceived trust constitutes trust in the technology and the
people behind it.

5 Discussion

This paper conducts a systematic literature review on cryptocurrency adoption. The
goal is to explore: 1) what theories researchers have employed and what factors matter
the most; 2) what context they conducted their studies in, and 3) what gaps need to
be addressed by future research. We have reviewed 50 papers with empirical evidence
on the issue, classifying them into qualitative, quantitative, and mixed-method studies.
Trust significantly affects users’ cryptocurrency adoption, while TAM and UTAUT are
utilized the most.

Researchers rely heavily on adoption theories that provide high statistical power,
such as the UTAUT and TAM. Table 1 answers our R1, where we conclude that few
studies have attempted to approach the issue utilizing unpopular theories in IS, such as
SST and SNSP. We believe that prevalent adoption theories (e.g., TAM and UTAUT) are
efficient in explaining technology adoption in an organizational context since they shed
light on the role of task and productivity. However, they might not be the most applicable
theories to explain cryptocurrency usage. Although mixed-method studies are essential
since they enhance the validity of the research through triangulation and convergence
of various sources [68], they are scarce, representing only 25% of the reviewed studies.
Not only are they rare, but they also follow the same trend in quantitative, where TAM
and UTAUT models are dominating.

Some researchers attempt to complement these widespread theories by incorporat-
ing them with other ones (e.g., [27, 53]), while others focus on being creative in the
analysis methodology, such as the use of Artificial Neural Networks (ANN) analysis
[23, 43, 59]. Yet, the complexity of this technology calls for different treatment due
to the various adoption facets (e.g., phycological, environmental, technical, cultural).
Indeed, the reviewed studies appear to oversight the economic side of the technology,
which obscures our vision of the issue. For instance, cryptocurrency virtuality resembles
virtual items/goods in games. Researchers have concluded that economic rationality is
rated as the most important reason behind gamers’ purchase of in-game content (e.g.,
[69]). However, such lenses have not been employed yet when studying cryptocurrency
adoption.

From a context standpoint (R2), most research provides no context for cryptocur-
rency use (Table 1). This should not prevent us from getting well-established feedback,
yet neglecting the context results in an incomplete examination. Different usages of cryp-
tocurrency can result in different adoption intentions. Nadim [25] includes a question
about the usages of cryptocurrency, concluding that 74%of the participants’ primary goal
is investing; however, the conclusion does not provide insights on whether different uses
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impact the way users perceive cryptocurrency. Likewise, Shahzad et al. [41] investigate
gamers’ perceptions of using Bitcoin for game purposes only and conclude that players’
trust in Bitcoin has the highest positive impact on their adoption decisions. Yet, this does
not necessarilymean that they trust other cryptocurrencies the sameway. This is yet to be
discovered due to the lack of focus on different types of cryptocurrencies (e.g., bitcoin,
ether, shiba inu, etc.). Indeed, scholars investigating Bitcoin, for instance, might present
some biases to the participants since it is the most popular cryptocurrency. Only two of
the reviewed studies explore different forms of cryptocurrency, stable coins (e.g., Libra)
[16, 54], whereas the rest of the studies either investigate bitcoin or “cryptocurrency” in
general.

The gaps in the current research (R3) can be summarized into five themes. 1) there
is still a lack of empirical studies. Fifty research initiatives are insufficient if we con-
sider the vast spectrum of the technology (e.g., 6,000 cryptocurrencies). This has also
been highlighted by Al-Amri et al. [7], even though the number of studies has doubled
since their review. Not only the lack of studies but also the variety of the research is
limited. The majority of studies are quantitative that employ famous adoption models
with high statistical powers. 2) it is evident that the non-adoption of cryptocurrency has
not been the focus of researchers except for Voskobojnikov et al. [66], who investigate
users’ and non-users adoption of cryptocurrency. But, their conclusion does not provide
how they differ. 3) convenience sampling appears to be dominant, which might pre-
vent the extraction of new knowledge. For example, many cryptocurrency communities
are overlooked by the current research. This asserts our second argument that different
populations are not represented enough; hence, flawed inferences might be made. 4)
none of the reviewed papers explore cryptocurrency through the lens of game litera-
ture, especially when they share the same virtuality. For instance, in VWs and online
games, currencies and items are sold and bought in marketplaces in closed communi-
ties. These transactions could also occur outside these marketplaces (e.g., eBay). These
platforms are regulated by governments which helps in establishing trust in them. Yet,
the decentralized nature of cryptocurrencies’ projects complicates this process due to
the nonexistence of regulations. Reviewed studies lack such focus. 5) There is no clear
justification of the antecedents of trust where researchers’ findings show some contra-
dictions. For example, some claim that perceived usefulness is an antecedent of trust,
while others believe the opposite. Similarly, the same result is noticed in the ease of use
and trust constructs. We believe this is due to the lack of understanding of the “trust”
factor. Indeed, while this construct is heavily used in the IS field, researchers seem to
overlook its complexity, especially in decentralized systems [70].

6 Conclusion and Research Agenda

The purpose of this paper is to conduct a systematic literature review of cryptocur-
rency adoption research. A total of 50 empirically validated studies are collected and
reviewed. We argue that although the number of papers seems sufficient, well-designed
cryptocurrency adoption studies are needed. The complexity of the technology and its
applications, in addition to the variety of stakeholders involved, call for more attention.

We argue that a digital innovation can have different dimensions: 1) Use (personal vs.
task-related); 2) Value (utilitarian vs. hedonic); 3)Materiality (virtual vs. non-virtual); 4)
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Governance (centralized vs. decentralized); 5) Purpose (economic vs. non-economic).
Cryptocurrency technology is unique since it involvesmultiple dimensions, emphasizing
the adoption complexity. For example, adopting cryptocurrency can be because of its
hedonic value to users (e.g., thrill), its utility (e.g., quick cross-border transactions), or
both. Also, although cryptocurrency is developed as a decentralized technology, many
cryptocurrencies are not fully decentralized, where the teams behind the advances of
these currencies are centralized in nature. Also, scholars argue that the role of interme-
diaries is essential to making cryptocurrencies (e.g., Bitcoin) global currencies despite
their decentralized nature [71]. For example, the absence of exchange companies makes
it harder for a potential user to acquire a cryptocurrency since mining is a complicated
task to comprehend for the average user [30].

Therefore, these dimensions can be an initial guide for future research evaluating
cryptocurrency adoption. Previous studies ignore somemajor facets of these dimensions.
For instance, the economic aspect of cryptocurrency has not been the focus of prior
studies, although cryptocurrency has emerged as a replacement for fiat money. Also,
cryptocurrency’s decentralized nature helps users conduct trust-less transactions more
efficiently and securely. However, establishing trust in a decentralized technology is
distinct, calling for a closer look at this construct in the context of cryptocurrency. Based
on this review results and the dimensions above, future research agendas are suggested.

First, future research should address the difference in users’ and non-users’ moti-
vations behind their adoption of cryptocurrency. Second, scholars are urged to explore
the role of cryptocurrency types (i.e., bitcoin vs. ether) in the adoption. For instance,
how users perceived different cryptocurrency projects considering their popularity, the
team behind them, public figures who support them, etc. Indeed, according to Sas and
Khairuddin [70], the current utilizations of trust models and principles fail to address
trust in decentralization systems. They argue that Bitcoin is a unique system that involves
many stakeholders where the trust needs to be addressed across all of them (Govern-
ment, users, miners, exchanges, and merchants). In addition, the level of trust in bitcoin
includes (institutional trust, social trust, and technological trust). Finally, the virtual eco-
nomic side of cryptocurrency ought to be examined, such as users’ valuation process of
cryptocurrency, considering its virtuality. Indeed, we can be inspired by the research on
games’ virtual items. In fact, cryptocurrencies have been compared to virtual objects in
MMORPG [72, 73]. Bitcoin, for instance, has been interpreted as a game where com-
puter nodes (i.e., miners) are rewarded with incentives to keep the network safe [74, 75].
Although the products are virtual, the economic systems are not, which asserts the role
of economic factors and virtuality in cryptocurrency adoption studies.
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Abstract. The pandemic period spanning over two years has shifted most offline
meetings andworking processes online. People still say that online communication
is less accurate in terms of satisfaction with communication as much as face-to-
face communication because many parts of human communication can be clearly
communicated through verbal expressions, as well as facial expressions, hand
gestures, and gestures.

The hypothesis of this research is to increase the satisfaction and accuracy of
communication in non-face-to-face communication, it is necessary to study user
experience on non-face-to-face communication methods.

The aim of this research is to analyze the non- linguistic communication tools
in meeting platform, especially on emojis that can be added in real time during
the on-line meeting. For this, among the recently used online meeting platforms,
four were selected and the user experience of using emoji to help non-verbal
communication between participants was analyzed. The participants of user test
are mainly 20 s and 30 s who have online education experience or work experience
as well as personal on -line real time face-to face chatting in daily lives. This paper
carried out FGI user test with closed format of 5 different key stages in every
platform.

As a result, this paper finds out your hidden needs in non-linguistic communi-
cation in on-line meetings. It also followed by comprehensive evaluation of user’s
satisfaction analysis. Since these platforms are in rapid upgrading and changes,
Platforms are upgrading and evolving too quickly now, but people’s complex and
convergence methods for communication are elements that have been together in
people’s society for a long time, so ‘cultural human factors’ have common charac-
teristics and needs. Therefore, the results of this study are expected to contribute
as basic research to the design and technology development from the user’s point
of view better in the future in non-face-to-face communication. Also, from the
future perspectives of development of HCI technology, this paper shows further
close location of cultural and humane needs.

Keywords: On-line meeting platform UT · Non-linguistic communication ·
Interactive emoji · UXR
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1 Research Background

Traditionally, media-mediated communication has been centered on letters, which are
symbols, but since such text-centered communication involves an abstraction process,
there are limitations in the expression of information to be conveyed. It is because
cultural and social influence factors were overlooked when creating emoticons. The use
of emoticons reflects the cultural sentiment agreed by the social group, and it can be
said that this culture is transmitted while using it. In addition to the technical aspect,
cultural influence is also the most decisive factor in human behavior [1] Through the
process of learning the spoken language, various non-verbal movement languages that
are culturally hardened in the society are also learned.

In this context, non-verbal communication can be said to be a very important part
of communication that exists along with verbal communication. People speak with their
mouths and hear them with their ears, and when they speak with their hearts, they hear
them with their hearts. People are more sympathetic to sadness when a single tear drops
from their eyes than a hundred sentence of sadness.

2 Literature Reviews

2.1 MERIvion’s Law and the Ratio of Human Nonverbal Communication

People rely largely on verbal and non-verbal means to communicate. However, it is
not an exaggeration to say that people have only been interested in communication by
verbal means, and most of them are not adopted as public evidence for communication
made by non-verbal means and have been almost ignored especially in online commu-
nication. In addition, several studies have already demonstrated that people tend to trust
non-verbal messages more when verbal and non-verbal messages conflict.According
to sociologist Albert Mehrabian, in the communicating process, the verbal component
(the content of speech) accounts for 7%, and the non-verbal component accounts for
the remaining 93%. Visual information (attitude/gesture/hand gestures) 55% and sound
information (speech, intonation, tone, tone, etc.) 38% are the parts that feel the language
contradiction in the expressions of others, and the actual verbal content is only 7% [2]
Although there is a difference in degree, if these arguments are accepted, the proportion
of non-verbal communication in actual communication is much larger than that of verbal
communication.

2.2 On-line Meeting Platform

On-line meeting makes the people join from every different location and in a pre-agreed
time using on line platforms [3]. Due to pandemic, this kind of on-line, virtual meeting
become usual. Zoom, for instance, had 10 million daily meeting participants in Decem-
ber 2019, but by April 2020, that number had risen to over 300 million [4]. Other video
conferencing platforms, such as Google Meet™ and Microsoft Teams, have also expe-
rienced significant increases in daily participants [5, 6]. Furthermore, it is likely that the
use of videoconferencing will continue long after the pandemic ends, as Gartner predicts
that only 25% of business meetings will take place in-person by 2024 [7].
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2.3 Interactive Emojis

An emoticon is a compound word of emotion and icon. It is a visual sign that can
express emotions in the form of pictures, and is also called emoji. In 1997, as graphic
emoticons in Gif file format were published online by Nicholas Lufrani, graphic emojis
began to be used [8], and the use of graphic emojis became popular in the 21st century
especially among young generations. Alshenqeeti (2016) sees the emojis are creating
new language for the new generation [9, 10]. An emoticon is a symbolic image that
symbolizes a specificmeaning. These symbolic images are socially learned, reinterpreted
and reproduced. Because of this influence, Apple in 2016 responded to public criticism,
such as that realistic gun-shaped emojis could make children familiar with guns or that
white male-centered emojis could instill discriminatory views about gender and race. In
this context, Google also replaced some emoticons in 2018. This is because cultural and
social influence factors were overlooked when creating emojis. The use of emoticons
reflects the cultural sentiment agreed by the social group, and it can be said that this
culture is transmitted through use.

In today’s multimedia-based SNS communication, emoticons are complementary to
texts and enable rich emotions to be delivered. The biggest characteristic of emoticons is
to enrich the expression of emotions between users in media-mediated communication
and to diversify the symbols and methods of communication. This activation of the use
of emoticons also influenced the formation of a new cultural content industry, such as
the ‘Kakao Friends’ character industry.

3 Analysis on Interactive Emojis in On-line Meeting Platforms

3.1 User Test Platform 01_Zoom

– The ‘reaction’ icon is located as the default icon on the screen, so it is convenient to
communicate opinions in the middle of the meeting.

– In the case of a button to replace the video filter, it is not easily visible, and it is not
easy to replace it during a video conference because it has to go through several steps.

– Face recognition is natural, and the video filters are varied and interesting.
– Basic 5 types of virtual backgrounds and 59 types of video filters are provided.
– Filters with small shapes are not visible on the screen (Fig. 1).

Fig. 1. Zoom user test screen
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3.2 Test Platform 02_Webex

– The face icon button is located on the menu bar below the video conference screen
for quick access.

– When you press the face icon button, a total of 8 icons (Like, Clap, Congratulation,
Smile, Haha, Wow, Sad Tears, Dislike) appear and disappear for about 5 s saying
‘Send response’.

– If you recognize a total of three hand gestures (like, clap, and dislike) and recognize
the hand gesture on the screen, the ‘Like’ icon will appear on the screen during the
meeting without pressing the button (Fig. 2).

Fig. 2. Webex user test screen

3.3 Test Platform 03_Justalk

The icon has a motion effect, and the user can change the size and position of the icon
at will (Fig. 3).

Fig. 3. Justtalk user test screen

3.4 Test Platform 04_Facebook-Messenger

– Click the effect icon on the screen during video call.
– There are emoticon stickers and text stickers, so you can attach stickers to any screen
location you want.

– For animated characters and special effects, the effect is automatically applied by
recognizing a face (Fig. 4).
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Fig. 4. Facebook-Messenger user test screen

3.5 Test Platform 05_Kakaotalk

– Click the face icon on the video call screen > Emoji filter can be selected.
– It is arranged with slightly exaggerated facial expressions and text to increase the
understanding of expressions.

– When the black border line of the picture is composited into the background, it has a
noticeable effect (Fig. 5).

Fig. 5. Kakaotalk user test screen

3.6 Test Platform 06_Facetime

– If you click the face icon on the camera screen > select the effect button, the face is
recognized and the filter is applied.

– Animation effects and filters focusing on character faces are applied (Fig. 6 and 7).

Fig. 6. Facetime filter application process
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Fig. 7. Facetime user test screen_Types of filters

4 Comprehensive Analysis

4.1 Analysis of User Experience on Interaction

(Table 1 and 2).

Table 1. Evaluation 1_User Interaction

Platform Advantages Disadvantage

Zoom + Two screen layout configurations
selectable
+ User and participant screen order
can be changed in gallery view
mode
+ The Raise Hand emoticon keeps
raising your hand until the user
clicks the button again, which is
convenient when requesting a
speech during a meeting

- There are many steps to apply
the face sticker effect and it is
cumbersome. (You need to go to
the video settings window and
apply it)

Webex + Two screen layout configurations
selectable
+ ’Responsive’ menu tab is
intuitive and convenient with fewer
steps to select right on the screen
+ The ‘reaction’ effect
automatically disappears after a
certain period (about 5 s), which is
convenient because the user don’t
need to cancel the setting

- Unable to move user’s screen
position. (if the screen is fixed in
the down position, the camera’s
position will not match, and the
gaze will be downwards when
looking at your own screen)

Justalk + There are 3 types of screen
composition layouts for users to
select
+ You can freely adjust the rotation
and size of the sticker effect using
gestures

- Layout can be changed during a
two-person video call, but the
position and size of the screen
cannot be adjusted
- You cannot change the screen
layout in a group meeting of 3 or
more people

(continued)
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Table 1. (continued)

Platform Advantages Disadvantage

Facebook-Messenger + User screen position can be
moved. (limited to borders)

- Unable to resize user screen
- Unable to change screen layout

Kakaotalk + User screen position can be
moved. (limited to borders)

- Unable to resize user screen
- Unable to change screen layout

Apple-Facetime + User screen position can be
moved. (limited to borders)
+ You can freely adjust the rotation
and size of the sticker effect using
gestures

- Unable to adjust user screen
size
- The screen layout continuously
fluctuates during group meetings
to disperse concentration
- You cannot see the other users
while emoji is being applied
- The sticker delete button on the
screen is small and difficult to
operate, and it is difficult to edit
when stickers are overlapped

Table 2. Evaluation 2_Function & technology

Platform Advantages Disadvantage

Zoom + Face recognition is good even when
wearing a mask, so there is no difference
in using stickers and makeup effects
+ You can set the background concept
as a wallpaper with the picture you want

- If you change a filter during a meeting,
the filter you selected is continuously
applied not only on the preview screen
of the filter but also on the meeting
progress screen, making it inconvenient
to change the filter during a meeting

Webex + By recognizing the gesture of raising
the thumb and the clapping gesture, the
good and clap icons appear as animation
effects in a large size, so you can send
emoticons without pressing a button
+ There is a survey and function, so it
can be used to ask the opinions of those
in attendance
+ You can set the background concept
as a wallpaper with the picture you want

- Inconvenient to use due to poor gesture
recognition
- There is no filter or decoration
function, so it is suitable for a formal
meeting, but it is static for use in a
casual environment

Justalk + There is a drawing tool, so it is useful
to draw and communicate when you
can’t hear the other person’s voice, and
can be used as a fun element such as
graffiti on the face

- Interaction effect is not supported for
group video calls of 3 or more people

(continued)
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Table 2. (continued)

Platform Advantages Disadvantage

Facebook-Messenger + Ability to take pictures during video
calls
+ Creates a natural background
synthesizing effect depending on the
camera position
+ Can be used as a fun factor with voice
modulation function

- No preview function before applying
the sticker

Kakaotalk + Face recognition works well even
when wearing a mask

- Stickers only available on mobile
- No preview function before applying
the sticker

Apple-Facetime + Ability to take pictures during video
calls
+ If you move the sticker close to the
face, the sticker will follow the face

- Face recognition does not work well
when using a mask

4.2 Analysis of User Experience on Functional Factor and Technology

4.3 Analysis of User Experience on Visual Factors

The table below summarizes the ‘visual factors’ among the three analysis frame groups
conducted in this study (Table 3).

Table 3. Evaluation 3_Visual design

Platform Advantages Disadvantage

Zoom + Various fun face recognition
filters allow you to decorate your
own face, so it can be used in a
casual environment
+ User background setting is
possible, which can be used
professionally in a conference
environment, such as setting a
background with a meeting topic
in the background

- Except for the background effect,
the face recognition sticker effect
is inconspicuous on a small screen
- There are many filters (59), but
the main function of the filter is a
decoration function, so it is not
suitable for a meeting or office
environment except for 7
emoticons including raising a hand
on the main screen

(continued)
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Table 3. (continued)

Platform Advantages Disadvantage

Webex + Emoji size is large and
animated, so it’s easy to spot on a
small screen
+ New emoticons are added every
season (Christmas, winter, etc.) to
give users freshness
+ User background setting is
possible, which can be used
professionally in a conference
environment, such as setting a
background with a meeting topic
in the background

- The ‘Raise Hand’ effect is
inconspicuous with a gray
background and a white icon
- Graphics are not differentiated
from commonly used icons

Justalk + The icon graphic is cute and the
emoticons have various and
intuitive expressions

- Focus on images that can be used
in a casual atmosphere rather than
an official meeting

Facebook-Messenger + There are various types such as
funny facial recognition animation
stickers that can be used casually

- Feeling of heterogeneity in facial
recognition graphics or makeup
effects. (facial distortion effects
that do not match Korean
emotions, etc.)
- Not suitable for formal meetings

Kakaotalk + Provides a sticker that
combines text and graphics to
express emotions such as resolute
and great
+ The color of the border of the
graphic is dark and clear, so the
expression effect is noticeable
even on a small screen

- There are not many types of
developed stickers
- Focus on images that can be used
in a casual atmosphere rather than
an official meeting

Apple-Facetime + Various effects. (AR emoji,
text, animated emoticons, etc.)
+ You can communicate by
typing text directly into a sticker

- Focus on images that can be used
in a casual atmosphere rather than
an official meeting

4.4 Comprehensive Analysis

Below image is the visualization of comprehensive user experience on emojis of on-line
meting platform. Altogether 18 elements of user experience have been evaluated by 4
levels (Fig. 8).
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Fig. 8. The comprehensive user experience on emojis of on-line meeting platforms

5 Conclusion

Human relationships are formed through various types of communication. The prob-
lem is that non-verbal communication skills are becoming an important medium in life
relationships day by day. Now, in setting the direction of new HCI technologies such as
deep learning, the importance of non-verbal communication, which accounts for most
of human communication, should be recognized again, and this part should not be over-
looked in establishing the direction of technology development. The development and
application of HCI technology from a human-centered point of view is very necessary
from this point of view. In online communication using computers or mobile phones, it
is necessary to ensure that sufficient understanding can accompany each other by con-
sidering individual needs and emotions centered on people rather than aligning people
with a uniform systemic method. The value accumulated by habits and cultural charac-
teristics based on the experiences people have lived for a long time is a factor that must
be considered in terms of technology as well.

The limitation of this study is that there may be some differences from 2020, when
this study was conducted, as online platforms are being upgraded at a very fast rate
recently.

Nevertheless, the expression technique of ‘emoji’ based on mutual communication
is a major communication method that can increase the satisfaction of communication
in meetings for various purposes, such as meetings or education, using real-time based
online meeting platforms. It is meaningful in that it was assure that it was a channel.



360 S. Ahn

References

1. Kotler,N.,Kotler, P.: Estrategias yMarketing de losMuseos,Ariel (eds.). PatrimonioHistórico
(2001)

2. Mehrabian, A.: Some referents andmeasures of nonverbal behavior. Behav. Res.Meth. Instru.
1, 203–207 (1968). https://doi.org/10.3758/BF03208096

3. Dermawan, D.A., Wibawa, R.P., Susanti, M.D.: Analysis of the use of virtual meeting in the
implementation of proposal/thesis examination during Covid-19 pandemic. In: International
Joint Conference on Science and Engineering (IJCSE 2020), pp. 65–69. Atlantis Press (2020)

4. Evans, B.: The Zoom revolution: 10 eye-popping stats from tech’s new superstar. CloudWars
(2020)

5. Peters, P.: Google’s Meet teleconferencing service now adding about 3 million users per day.
The Verge (2020)

6. Thorp-Lancaster, D.: Microsoft Teams hits 75 million daily active users, up from 44 million
in March. Windows Central (2020)

7. Standaert, W., Muylle, S., Basu, A.: How shall we meet? Understanding the importance
of meeting mode capabilities for different meeting objectives. Information & Management
58(1), 103393 (2021)

8. Quann, J.: A picture paints a thousand words: Today is World Emoji Day. News Talk (2015)
9. Alshenqeeti, H.: Are emojis creating a new or old visual language for new generations? A

socio-semiotic study. Adv. Lang. Literacy Stud. 7(6), 56–60 (2016)
10. Hu, T., et al.: Spice up your chat: The intentions and sentiment effect of using emojis. In:

The proceedings of the 11th International AAAI Conference on Social Media, pp. 102–112
(2017)

https://doi.org/10.3758/BF03208096


Remote Workers’ Perceptions
on Employee Monitoring

Yusuf Albayram(B), Richard DeWald, and John Althen

Department of Computer Science, Central Connecticut State University,
New Britain, CT, USA

yusuf.albayram@ccsu.edu, {dewaldr,althenj}@my.ccsu.edu

Abstract. With the prevalence of working from home, more and more
organizations are adopting monitoring methods to keep track of their
employees’ work activities electronically. Understanding how employees
respond to various monitoring methods and what factors affect their atti-
tudes and perceptions towards monitoring is important to maintain a
healthy employee-employer relationship and productivity in workplaces.
To explore employees’ perceptions, concerns, attitudes and knowledge of
commonly used monitoring methods, we conducted an online survey with
197 remote workers. We found that the use of cameras, microphones and
screen recorders were among the most disapproved monitoring methods
that would cause participants to refuse a job offer, promotion or even quit
their current job. Our qualitative findings indicated that the most com-
monly cited reasons behind their disapproval were concerns about inva-
sion of privacy and safety. Participants were found to be more opposed
to remote monitoring than monitoring at office/location. We also iden-
tified factors influencing employee satisfaction, employee loyalty, faith in
intentions of management, intention to disclose, trust in employers, and
openness to employer monitoring. Implications of our findings towards
better monitoring practices are also discussed in the paper.

Keywords: Monitoring · Remote work · Privacy · Trust in employers

1 Introduction

The number of employees working from home (i.e., remotely) has vastly increased
across the globe after COVID-19 related measures took effect [22]. Many compa-
nies have reported plans to continue working remotely even after the pandemic is
over, as both employees and organizations are seeing benefits in terms of cost sav-
ings, reduced commute costs, savings in time and organizational resources, and
higher employee satisfaction [4,33]. The rise of remote work has likewise inten-
sified the level of monitoring employers use to track employees’ activities while
working remotely. There are a variety of monitoring tools used by organizations
today, which can range from recording via a camera or microphone, keyboard
recorders (e.g., keyboard strokes), screen recorder (can be used to take screen-
shots at regular intervals), monitoring email usage and content, websites visited
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Kurosu et al. (Eds.): HCII 2022, LNCS 13516, pp. 361–382, 2022.
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and many o thers. While monitoring can provide some advantages for employers,
it can have numerous disadvantages for employees, such as stress, low employee
satisfaction, productivity, lack of trust, and feelings of privacy invasion, and
other negative reactions [2,14,25,31,35,39,48,53]. With the increasing preva-
lence of monitoring use in the workplace, it is important to gain insights into
employees’ views, perceptions, and concerns about monitoring in order to create
more effective monitoring systems and policies, and to ensure that their rights,
psychological well-being, and security and privacy are not adversely affected.
To investigate the perceptions and opinions of remote workers with respect to
some of the monitoring methods that are being implemented to track their pro-
ductivity, their thoughts on their right to privacy, and the potential effects of
these monitoring methods on the workplace, we conducted a survey on Prolific
by recruiting remote employees and asked them about their knowledge concern-
ing the methods used by their employers to monitor their work, as well as which
methods are currently implemented and which they consider acceptable methods
of management.

We found that participants deemed the use of camera, microphone and screen
recording as the most concerning monitoring methods that would cause them
to refuse a job offer, promotion and even quit their job. Through qualitative
analysis, we identified that “Invasion of privacy/concerns about safety” was the
most prominent reason as to why participants selected these monitoring meth-
ods. While the majority of the participants reported similar perspectives on
monitoring their work activities while working remotely and at their employer’s
office/location, the others participants were more opposed to remote monitoring
than monitoring at office/location. Moreover, intention to disclose and trust in
employers are found to be strong predictor of employee satisfaction and loyalty.
While intention to disclose was not a predictor of right to monitor, trust in
employers was a predictor of intention to disclose and right to monitor.

2 Related Work

Electronic monitoring systems used by organizations have seen a rise over the
past decade [25]. This trend has accelerated recently as more people work
remotely due to the COVID-19 pandemic [45]. For example, a 2018 Gartner
survey with 239 large companies showed that nearly half of large companies
use some type of monitoring techniques (e.g., analyzing texts of emails) [28].
Furthermore, a 2020 Gartner survey revealed that 74% plan to keep some pro-
portion of their workforce in a permanent remote status post-COVID-19 [17,30],
while at the same time, another study found that global demand for employee
monitoring software increased by 87% in April 2020 [37].

While electronic monitoring is designed to improve performance, reduce lia-
bility risks and loss of company assets [16,18,29,46,47], monitoring employees’
activities can also have deleterious effects on them. For instance, prior research
identified that monitoring can affect employees’ self-esteem and cause stress,
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anxiety, depression, paranoia, carpal tunnel syndrome, as well as nerve disor-
ders [3]. In a study of 1500 service workers, 75% believed that their quality of
work suffered from the monitoring practices of their employers [46].

Prior studies found that monitoring can also have a negative impact on
employee trust [9,19,25]. The use of monitoring by the employer can signal
to employees that they are not trustworthy, which can cause employees to lose
trust in their employers [45]. Many articles stressed the importance of explic-
itly detailing the methods of employers’ monitoring systems and discerning what
information is needed, relevant and truly required, rather than being overly com-
prehensive [29,46,52].

As we have just entered a new landscape of “work from home”/“work
remotely” due to the pandemic, more research is needed to better understand
the impact of remote monitoring in this new digital workspace. Among a limited
number of recent studies, Kalischko and Riedl [25] reviewed the literature in the
electronic performance monitoring following the COVID-19 induced lock downs
and presented a framework for future studies. The framework accounts for the
level and the type of monitoring, which can affect job satisfaction, motivation,
commitment, performance, and employee trust stress level. Similarly, Galanxhi
and Nah [13] presented a research framework that shows the effects of differ-
ent technological affordances on users’ digital well-being and potential areas for
understanding digital well-being in the context of remote work. Jandl et al. [23]
underlined that the use of tracking and tracing systems (TATS) in working envi-
ronments creates a dilemma for organizations. As such, organizations need to
adopt new technologies to increase their competitiveness and improve employee
safety, while ensuring that existing laws on data protection are complied with
so that employees are not adversely affected. Thus, the costs and benefits of
TATS should be carefully weighed, while considering other important factors
(e.g., transparency) for the adoption of monitoring software and tools [23,24].

Towards understanding the privacy and security aspects of working remotely,
Nurse et al. [41] analyzed cybersecurity and privacy issues that can arise due to
working remotely during the pandemic, such as a lack of security training for
remote workers being available due to the sudden shift to work from home, expos-
ing home space and personal information with the use of online communication
tools (e.g., Zoom, Webex). The authors also argued that the use of additional
monitoring can increase the perception that employees are not trusted, and evi-
dence from prior efforts indicates that employees can be even more productive
when they work from home [40,41].

Emami-Naeini et al. [11] investigated users’ privacy attitudes and concerns
towards communication tools such as Zoom and WebEx during the events of the
pandemic in the context of working, socializing and learning from home. In the
same vein, Obada-Obieh et al. [42] pointed out how telecommuting can impact
employees’ security and privacy (e.g., an always-on video camera request during
work meetings can be an invasion of employee privacy).

While these papers contributed to the literature, little is known about the
opinions and perceptions of remote workers on different monitoring methods
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as well as what factors influence employees’ perceptions of monitoring in the
workplace. Building upon prior work, our study makes an important contribution
to the body of literature by providing both a qualitative analysis of remote
workers’ perceptions regarding monitoring and their attitudes towards different
monitoring methods commonly used by employers, and quantitative analysis
identifying factors influencing trust, employee satisfaction, loyalty, and openness
to employee monitoring.

3 Methodology

The goal of this study was to gain a better understanding of remote workers’
perceptions, concerns, and attitudes about employee monitoring. Towards that,
we seek to answer the following research questions through both quantitative
and qualitative analysis.

– RQ-1: How do employees view remote monitoring compared to monitoring
at office/location?

– RQ-2: How do employees approve/disapprove of different monitoring meth-
ods commonly used by employers, and would these methods have any impact
on quitting, and refusal of a promotion/job offer?

– RQ-3: What factors influence employees’ decisions towards remote monitor-
ing?

– RQ-4: What are the relationships among trust in employer, intention to
disclose, and participants’ opinions on “employers’ right to monitor”, as well
as employee satisfaction, loyalty, and faith in intentions of management?

To answer these research questions, we conducted an online survey by recruit-
ing participants who were currently working remotely for an employer either
full-time or part-time, and working in profit, non-profit, local government, state
government or federal government. These criteria allowed us to recruit partici-
pants who were not self-employed workers (monitoring would not apply for these
individuals as they are technically employers) so that we can explore their per-
ceptions of remote working and monitoring.

3.1 Survey Measures and Recruitment

The survey started with demographic questions asking about their gender, age,
level of education, marital status, race, computers knowledge in general. Par-
ticipants were then asked about their work details such as employment status,
where/how they work (e.g., office or remotely), their role (e.g., employee, middle
management), their remote work details such as equipment used, and whether
they had proprietary software on their personal equipment or not.

To measure level of satisfaction and loyalty each participant has with their
employer as well as faith in intentions management of their employer, we
adapted three scales: 1) six-item employee satisfaction scale from [21], 2) five-
item employee loyalty scale from [34], and 3) three-item faith in intentions of
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management scale from [10]. Participants rated their agreement with each state-
ment using a 5-point Likert scale.

Next, participants rated “Intention to disclose information scale”, which was
adapted from [26]. This scale included 11 types of different information such
as chronic conditions, religious and political beliefs (excluding age, employment
status, income and number of sexual partners) and measured the extent which
participants would be willing to disclose this information. We calculated a total
score for each participant by giving 1 point to the participants who selected “I
would disclose” and 0 points who selected “I would prefer not to say” [26].

To measure the level of trust participants have in their employer, we used
a trust beliefs scale, which was adopted from [32]. This five-item trusting belief
scale was originally used to assess the degree to which people believe a firm
is trustworthy in protecting consumers’ personal information. In our case, the
scale aimed to measure workers’ level of trust they have in their employer when
monitoring their remote work activity. Participants rated these items on a 7-
point Likert scale where higher scores indicate a higher level of trust.

Next, participants were asked if they knew whether they were being moni-
tored. If so, participants were asked if their employers use commonly used moni-
toring methods and their privacy concerns associated with these methods. More-
over, we asked participants for their opinions about whether their employers had
the right to monitor them remotely or in the office. As some of the monitor-
ing methods used by employers may be deemed as an invasion of privacy and
their usage can potentially negatively influence employee-employer relationships,
these monitoring methods may affect the stability of staff for employers, weaken
recruitment of potential staff and even stifle the career growth of employees.
Towards that, participants were asked whether monitoring would have a poten-
tial impact on situations such as quitting a job, refusal of a promotion/job offer,
and which monitoring method would have an impact on them. These were fol-
lowed by open-ended questions to further understand underlying reasons for
disapproving these monitoring methods in each scenario. An attention check
question was also included in the survey to filter out inattentive participants.

To recruit participants for this study, we used Prolific Platform. We restricted
participants to those aged 18 years or older, living in the US or UK, and hav-
ing at least 95% approval rate. Participants were compensated with $3.50 for
completing the survey. The study was approved by our university’s IRB.

3.2 Survey Data Analysis

Qualitative Analysis: We used a bottom-up inductive coding approach [38]
to analyze participants’ open-ended responses elaborating the reasons behind
their ratings on the several survey questions, and to identify different themes
and possible relationships between them.

Three researchers were involved in the coding process. Initially, two
researchers individually went through all the comments of participants to com-
pose themes and codes. All researchers then met online to create the final code-
book. The codebook was finalized through several meetings in which the third
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researcher who was not involved in the initial coding acted as moderator to help
reach agreement. Subsequently, the two researchers updated their codebooks
to match with the finalized codebook. Finally, one of the researchers consoli-
dated the codes and calculated inter-rater reliability (i.e., Krippendorff’s alpha)
between the two coders using the ReCal OIR software package [12] for each
open-ended response.

Krippendorff’s alpha values were 0.80 (employer right to monitor), 0.83
(refuse job offer), 0.78 (refuse a promotion), and 0.79 (quit a job), which are
within reasonable bounds for agreement [27].

Statistical Analysis: We performed linear regressions to identify the factors
associated with 1) employee satisfaction, 2) employee loyalty, 3) faith in inten-
tions of management, and 4) employees’ openness to employer monitoring. We
also performed a path analysis to determine the relationship among the impor-
tant factors identified in the regression analysis.

Reliability of Scales: Before running the regression analysis, we verified the
reliability of our scales using Cronbach’s α. The 6-item employee satisfaction
scale (α = 0.89), the 5-item employee loyalty scale (α = 0.88), and the 3-item
faith in intentions of management scale (α = 0.87) had good reliability [15].
Moreover, as participants’ opinions about whether their employers have the
right to monitor them remotely or in the office were significantly correlated
(see Sect. 4.3), responses to these two statements (α = 0.90) were combined into
a single dependent variable, which we refer as “Employers right to monitor”.

4 Evaluation

4.1 Sample Statistics

Demographics: A total of 209 participants completed the study. We removed
data of 12 participants who were self-employed or did not correctly answer the
attention check question, resulting in 197 participants in total. Of the 197 par-
ticipants, 53.3% (105) were female, 45.7% (90) were male, and 1% (2) were
non-binary. Our participants were remote workers either from the UK (70%)
or the US (30%). The mean age of the participants was 37.64 (median = 36,
SD = 9.77). 47.7% reported having a 4-year/3-year college degree, 15.7% Mas-
ter’s degree, 11.7% some level of college education, 8.6% high school/GED/high
school equivalency level of education, 6.1% trade/technical/vocational train-
ing/certification, 4.6% had a Doctorate degree, 4.6% 2-year college degree, and
1% Professional/Medical degree.

The vast majority of our participants (92%; 180) reported their ethnicity
as white or Caucasian. The next highest ethnicity was Asian with 8 responses
(4%), followed by African American (2%; 4), Hispanic and Mixed (each with 2
responses), and 1 participant selecting “prefer not to say.” In terms of marital
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status, 52.3% of the participants were single, 41.6% married, 5.1% divorce, and
1% widowed.

51.7% of the participants indicated their level of knowledge about computers
in general as proficient, 30.9% as competent, 14.7% as expert, 2% as beginner,
and 0.5% as novice.

Work Details: In terms of employment status, 176 participants reported work-
ing full-time (89.3%), 19 part-time (9.6%), and 2 students (1%). 67.5% of the
participants reported that they work in the role of employee, 31% in the role
of middle manager, 1% in the role of executive manager, and 0.5% in the role
of independent researcher. The participants were also asked how many hours
per week they work. 72.1% participants reported working 35–40 h a week, 10.7%
between 1 and 34 h, and 17.3% more than 40 h.

In terms of work status, 93.9% of the participants reported working remotely
for an employer, 5.1% working a combination of working remotely and at
their employers location, and 1.0% working at their employers’ location/office.
In response to “Do you prefer working remotely or at your employer’s loca-
tion/office?”, 84.3% participants answered that they prefer to work remotely,
4.6% prefer to work in the office, 6.1% have no preference, and 2.5% prefer a
mixture of office and remote working. Additionally, 2.5% of participants reported
that they always worked remotely. The participants were also asked whether they
worked remotely before the COVID-19 pandemic. While 56.3% participants had
not worked remotely prior to the pandemic, 43.7% participants had.

4.2 Monitoring Methods Used by Employers

Participants were asked if their employer uses any monitoring method to track
their activities while working remotely. The majority of participants (66.5%)
reported that their employers do not monitor their remote activities, and 14
participants (7%) reported that they are unsure whether they were being moni-
tored or were not aware of any monitoring methods in use. This result is inline
with a recent survey conducted by EDUCAUSE [6] where 55% of remote workers
reported that they were not monitored during their work. One possible reason
for this high response rate could be a lack of awareness of existing monitoring
systems, as some organizations may not be fully transparent to their employees.
The increase in the number of remote workers caused by the COVID-19 pan-
demic may also mean that organizations will begin implementing monitoring
methods at a higher rate as they now rely on remote working more than ever.

Among the monitoring methods used by employers, “monitoring emails” was
the most common (17%), followed by keyboard recorder (4.1%), screen recorder
(4.1%), microphone (2.5%), and camera (1.5%). Additionally, 7% of the reported
method were other methods, including methods such as third-party monitoring
software or task monitoring programs. The participants were also asked if they
had any of their employer’s proprietary software on their personal equipment
or computer. 63.5% responded “No”, 33.5% “Yes”, 2.5% did not know, and 1
participant (0.5%) chose to not respond.
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4.3 Employees’ Views on Remote Vs. Monitoring at Office

To understand how open/tolerable participants were to monitoring and if there
was any difference between the participants’ views on remote monitoring vs.
monitoring at the employer’s office/location (RQ-1), we asked participants to
rate their agreement with the following two statements on a 5-point Likert scale
with an option to choose not to respond. This was followed by an open-ended
question asking them to explain the reasoning behind their answers.

– I believe my employer has the right to monitor my work activities while I
work for them at their office/location

– I believe my employer has the right to monitor my work activities while I
work remotely

For the quantitative part, using Spearman’s coefficient, we found that partic-
ipants have very similar perspectives on monitoring their work activities while
working remotely and at their employer’s office/location (ρ = 0.823, p < 0.001).
The first statement had a mean value of 3.13 (Median = 4, SD = 1.23), while
the second statement had a mean value of 2.89 (Median = 3, SD = 1.28).

We also computed the direction and extent of the shift in participants’ answer
between the two statements. For this variable, the range goes from −4 to +4,
and it is positive for participants who are more tolerant with monitoring at office
compared to remote monitoring and negative suggests the opposite (e.g., if a
participant rated remote monitoring 1 (strongly disagree) and office monitoring
5 (strongly agree), the difference would be −4). The majority of the partici-
pants (80%) have a similar view for monitoring remotely and at their employer’s
office/location. However, more participants obtained positive score (34 vs. 5),
suggesting that participants were less opposed to employer monitoring them in
office/location than remote monitoring. One possible explanation for partici-
pants being less tolerant of remote work monitoring may be their expectations
of having greater freedom to work remotely/work from home, or perhaps their
concerns about privacy (e.g., with the prevalence of video monitoring, various
aspects of employees’ private lives can be captured on screen [24,41,42].)

For the qualitative part, we received 197 comments and organized these com-
ments into 7 codes based on the reasons the participants gave for their ratings
(i.e., employers right to monitor). The most common theme was “Employers
have expectations for their paid work” with 99 comments (50.25%). The second
most mentioned theme was “Work output should take precendence” with 66
comments (33.5%), followed by “Employers should trust their employees” with
63 comments (31.98%). “Employees have a right to privacy at home” had 38
comments (19.29%) and “Invasion of privacy” had 29 comments (14.72%). We
also had 8 responses that we coded as “Unsure/prefer not to say/none” (4.06%)
and 4 comments that were coded as “Other” (2.03%).

Comments such as “I feel like I ought to have a right to privacy, but it is their
machine that I am working on” and “They are paying me to work so I feel that
it is within their own interest to monitor this is some way should they choose
to do so. I do appreciate that currently they do not do this.” show some of the
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sentiments of the remote workers regarding employers’ reasonable expectations
for their paid work. These participants felt that it would be reasonable for their
employers to monitor their work activities, as their employers own the equipment
and are paying them their salaries.

Some participants felt that the results of their work should matter more to
their employers than their specific actions. For example, they expressed things
like “I think that as long as I am producing results and meeting targets, mon-
itoring my day to day activity is just a way to get more power and control.”,
“Outputs rather than work activities/time/intensity should be measured regard-
less of location.”.

Many participants also stressed the importance of trust within the workplace
through comments such as “It feels too invasion and unnecessary, like they don’t
trust their own employees” and “I believe if I sign a contract agreeing, they can
do it. However, I dislike it and feel it indicates distrust. It would be easier to be
disproportionate in monitoring if someone is working remotely - e.g. listening to
their home life.”.

Additionally, since many participants were working from home, we identified
many employees who felt they had the right to privacy when at home or when
they used their personal devices. This sentiment was found in comments like
“They do not have the right to monitor me while I work from home because it
would be an intrusion on my household’s privacy.” and “I use a personal desktop
computer for the majority of my work activities while I work remotely, so I don’t
believe that entitles my employer to monitor my work. I would be concerned about
the potential security implications of their monitoring of my work activities.”

Overall, these comments suggest that many of our participants understand
their employers’ reasoning behind monitoring their remote work, as their employ-
ers provide salaries and should act in the best interests of their businesses. How-
ever, while they understood the utility, the extent to which they would permit
this monitoring had its limitations. We found many instances where monitor-
ing would not be acceptable to these employees, as some believed this action
showed a lack of trust in the workplace or constituted an invasion of their right
to privacy. The process of remote working also leads to complications in the
relationship between the supervisors and the supervised, with many believing
that it would be unjust to be monitored within personal spaces on the same level
they would be monitored in the office.

4.4 The Impact of Monitoring

To better understand which monitoring methods employees approve/disapprove
and their potential impact on quitting, and refusal of a promotion/job offer (RQ-
2), participants were presented with a list of monitoring methods commonly used
by employers and asked to select those methods (multiple selections were per-
mitted) in different situations such as refusing a job offer, promotion or quitting
a job. In particular, the participants were asked the following questions with
options 1) Keyboard Recorder, 2) Screen Recorder, 3) Listening and/or record-
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ing via a microphone, 4) Watching and/or recording via a camera, 5) Monitor
and/or record emails and 6) No/None for each question.

1. Would you refuse a job offer if the potential employer used any of the following
monitoring methods?

2. Would you refuse a promotion if the new position at your employer used any
of the following monitoring methods?

3. Would you quit your job if you found out that your employer used any of the
following monitoring methods?

Each of these questions were followed with an open-ended question that asked
them to explain their reasons for choosing those monitoring methods, if any.

For the quantitative part, as shown in Fig. 1, we found that camera, micro-
phone, and screen recorder were the the three most selected monitoring meth-
ods that would cause participants to refuse a job offer, refuse a promotion, or
quit a job. Specifically, as a reason for refusing a job offer, 84% of participants
selected being watched via a camera, 80% being recorded with a microphone,
58% a screen recorder being used, 56% a keyboard recorder being used, and 28%
emails being monitored. Similarly, as a reason for refusing a promotion, 80% of
participants selected being watched via a camera, 75% being recorded with a
microphone, 54% a screen recorder being used, 51% a keyboard recorder being
used, and 28% emails being monitored. The percentages are slightly lower when
it comes to quitting a job. As a reason for quitting a job, 60% of participants
selected being watched via a camera, 56% being recorded with a microphone,
40% a screen recorder being used, 37% a keyboard recorder being used, and 22%
emails being monitored. On the other hand, 13% of participants selected that
they would not refuse a job offer, 16% would not refuse a promotion, and 32%
would not quit their job if any of the above monitoring methods were used by
their employers.

Quit Your JobRefuse a PromotionRefuse a Job Offer

100%

90%

80%

70%

60%

50%

40%

30%

20%

10%

0%

32%

16%13%
22%

28%28%
37%

51%
56%

40%

54%58% 56%

75%
80%

60%

80%84%

No/None
Email
Keyboard Recorder
Screen Recorder
Microphone
Camera

Fig. 1. Frequencies of participants’ responses to whether they would refuse a job offer, a
promotion or quit the job if the potential employer used 5 different monitoring methods.
Note that percentages do not add up to 100% as a participant was allowed to select
more than one options or none if that apply.



Remote Workers’ Perceptions on Employee Monitoring 371

For the qualitative part, we received 197 comments for each open-ended ques-
tion. Based on the reasons the participants gave for their ratings, we organized
the comments into 6 codes for refusing a job offer and refusing a promotion, and
8 codes for quitting a job. The full list of codes with respect to each open-ended
question can be found in the Table 1.

Table 1. Codes’ frequency of occurrence in participants’ reasoning behind their deci-
sion to approve or disapprove of a variety of monitoring methods in 3 different situa-
tions: 1) Refuse a Job Offer, 2) Refuse a Promotion, and 3) Quit a Job.

Count

Refuse a Job Offer Refuse a Promotion Quit a Job

Invasion of privacy/concerns about security 94 75 56

Trust in the workplace 49 46 44

Monitoring methods are excessive/unnecessary 45 53 24

Monitoring is acceptable 42 35 58

Stressful 29 17 23

Transparency is crucial N/A N/A 26

Yes I would quit/start looking for a new job N/A N/A 37

Other/prefer not to say/none 7 18 18

The most common theme we found was “Invasion of privacy/Concerns about
security”, with 48% of participants stated as a reason for refusing a job offer,
35% for refusing a promotion, and 28% for quitting their job. “Monitoring meth-
ods are excessive/unnecessary/invasive” and “Trust in the workplace” were also
commonly mentioned by participants as a reason for refusing a job offer, promo-
tion and quitting job.

Comments such as “I would not like to be monitored while I work from home
because it would be a violation of my right to privacy in my own home.”, and “I
work remote, a microphone or camera would capture things outside of my work
device. They do not need to see my spouse, pets, kids (if I had any), etc. or hear
anything said in my home.” reflect the participants’ view on how some of the
monitoring methods could compromise/jeopardize employee privacy.

Some of the participants also pointed out that monitoring would be unneces-
sary and intrusive, and also indicative of a low level of trust, which can endanger
employee-employer relationship, job satisfaction and increase staff turnover as
employees are more likely to search for more trusted employers [5]. For example,
participants wrote the following: “This [monitoring] is unnecessary and intru-
sive. On a deep evolutionary psychological level feeling that you are being watched
all of the time could be damaging.” , “These [monitoring methods] seem like ways
to babysit employees and create a hostile environment for workers. You feel like
they don’t trust you.”, and “I would not want to work for a company with such
little trust in me. I feel that the above methods are a breach of privacy and should
not be allowed in any company.”

The importance of transparency when it comes to monitoring was also echoed
in some participants’ comments such as: “If I found out that my employer uses
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monitoring without me knowing about it, I would feel betrayed and I would not
be able to trust my employer again.”, and “I would quit if I found out that they
were using those methods because that is a complete violation of privacy. I work
from home, so I feel like my employer should be up front if they are going to
record me in my home. I think that is going too far, and I don’t feel like my
employer needs access to see inside of or hear me inside my home.”

While some participants who were not against employer monitoring left com-
ments such as: “I feel that this [monitoring] is fair to ensure that all employees
are doing the work they are paid to do”, others emphasized the important role of
being in control of the monitoring method used. For instance, a participant indi-
cated that “... I might be willing to use a screen recorder and keyboard recorder,
but only if I knew that I could turn off the software at any time without reper-
cussion, as long as I am not specifically working at that time.”

4.5 Regression Analysis

Identifying Factors Influencing Employee Satisfaction, Loyalty and
Faith in Intentions Management: To explore the extent to which differ-
ent factors affect employee satisfaction, employee loyalty, and faith in intentions
management (RQ-3), we performed a linear regression analysis for each of these
dependent variables by including several independent variable covering employ-
ers’ individual differences (e.g., age, gender, education level, annual income, mar-
ital status, level of computer proficiency, country they work in (US vs. UK)),
trust in employer, and intention to disclose information to employer and ratings
of openness for remote monitoring.

The results can be seen in Table 2, where each model’s coefficients are pre-
sented with the significance level to indicate whether the independent variables
are strong predictors of the corresponding dependent variable. The coefficient
for each variable represents the outcome (e.g., higher or lower average ratings
for employee satisfaction) when the coefficient is increased by one-unit while
controlling all other numerical variables at their mean values and categorical
variables at their baseline.

Regarding employee satisfaction and loyalty, trust in employer was found to
be one of the strongest predictors of employee satisfaction and loyalty with a
positive coefficient indicating participants who trust their employer were more
likely to report higher employee satisfaction (b = 0.40, p < 0.001) and loyalty
(b = 0.41, p < 0.001). Participants with a higher intention to disclose information
ratings (i.e., more open to disclose information to their employers) were more
likely to report higher employee satisfaction (b = 0.04, p = 0.036) and loyalty
(b = 0.04, p = 0.035). There was also some evidence that participants’ gender
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being female was associated with higher employee satisfaction (b = 0.20, p =
0.090) and loyalty (b = 0.19, p = 0.091). Also, participants with higher computer
proficiency were marginally more likely to report higher employee satisfaction
(b = 0.14, p = 0.079), while divorced participants were marginally more likely
to report higher employee loyalty (b = 0.44, p = 0.078).

Regarding faith in intentions management, we found that participants who
trust their employer were more likely to report higher faith in intentions man-
agement (b = 0.57, p < 0.001). Interestingly, participants who agreed more with
“their employers have a right to monitor” were more likely to report lower faith
in intentions management (b = −0.14, p = 0.007) (see the next section for fur-
ther explanation). Participants currently working in the US were more likely to
report higher faith in intentions management compared to participants currently
working in the UK (b = 0.27, p = 0.049).

Identifying Factors Influencing Employees’ Openness to Employer
Monitoring: We also performed another linear regression analysis to better
understand what factors influence employees’ openness to employer monitoring.
Similar to previous analysis, we included a similar set of individual differences as
independent variables. Additionally, we included employee satisfaction, employee
loyalty, and faith in intentions management as an exploratory variable to evalu-
ate the relationships with employees’ openness to employer monitoring (RQ-4).
The results can be seen in Table 2.

The results indicate that participants with lower education level were more
likely to give higher ratings for the openness to employer monitoring (b = −0.11,
p = 0.024). Participants currently working in the US were more likely to agree
that their employers have the right to monitor their work activities compared
to participants currently working in the UK (b = 0.37, p = 0.047). Additionally,
trust in employer was once again the strongest predictor of employers’ openness
to employer monitoring with a positive coefficient indicating that participants
who trust their employer were more likely to agree that their employers have
the right to monitor their work activities (b = 0.49, p < 0.001). Interestingly,
participants who gave higher ratings for faith in intentions management were less
likely to agree that their employers have the right to monitor their work activities
(b = −0.26, p = 0.024). This result may seem counter-intuitive. However, as can
be seen from the comments of some participants, although some participants
have faith in intentions management, they may be against monitoring because
they think that monitoring could potentially violate their privacy. For example,
the following comment shed light on this aspect: “I don’t believe that my employer
should be monitoring my activity as long as my work is being completed on time
and to a sufficient standard. It feels like an infringement on my privacy and
personal space, particularly while working remotely.”,
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Table 2. Coefficients for the four different linear regressions predicting users’ agree-
ment with Employee Satisfaction, Employee Loyalty, Faith in Intentions Management,
and Right to Monitor (i.e., Openness to Employer Monitoring). R2 value corresponding
to each regression is presented in the last line. “—” indicates that the variable was not
included in the analysis, but independent variables are shown this way for the sake of
brevity.

Employee

Satisfaction

Employee Loyalty Faith in Intentions Right to Monitor

Coeff. Std. Error Coeff. Std. Error Coeff. Std. Error Coeff. Std. Error

Gender (Baseline:

Male Gender: Female

0.201 0.118 0.197 0.116 −0.0096 0.127 0.0168 0.174

Gender: Non-binary 0.401 0.538 0.595 0.53 0.173 0.579 0.413 0.787

Age 0.004 0.006 0.004 0.006 −0.002 0.006 0.011 0.009

Education Level −0.0003 0.033 0.019 0.033 −0.020 0.036 −0.111* 0.048

Country Work In

(Baseline: US Country:

UK

−0.135 0.129 −0.164 0.127 −0.276* 0.139 −0.377* 0.188

Marital Status

(Baseline:

Single/Cohabiting

Marital Status: Married

0.161 0.122 0.185 0.120 0.048 0.131 −0.018 0.179

Marital Status: Divorce 0.383 0.256 0.447 0.252 0.200 0.276 0.042 0.376

Marital Status: Widowed −0.312 0.766 0.152 0.754 0.128 0.825 −0.472 1.119

Employment Status

(Baseline: Full-time

Employment Status:

Part-time

0.052 0.197 0.025 0.194 −0.013 0.212 0.209 0.287

Employment Status:

Student

0.707 0.761 0.835 0.748 0.956 0.819 0.653 1.113

Role (Baseline:

Employee) Role:

Executive Management

−0.215 0.541 −0.440 0.532 −0.671 0.582 −1.276 0.786

Role: Middle Management 0.248 1.088 −0.920 1.070 0.466 1.171 0.680 1.603

Role: Independent

Researcher

0.109 0.120 0.125 0.118 −0.058 0.129 0.005 0.175

Computer Proficiency 0.142 0.804 0.026 0.079 −0.096 0.086 −0.115 0.120

Intention to Close 0.047* 0.022 0.046* 0.022 0.020 0.024 0.045 0.032

Trust in Employer 0.405** 0.052 0.410** 0.051 0.573** 0.056 0.493** 0.090

Right to Monitor −0.079 0.051 −0.064 0.050 −-0.149** 0.054 — —

Employee Satisfaction — — — — — — −0.112 0.199

Employee Loyalty — — — — — — 0.094 0.206

Faith in Intentions — — — — — — −-0.263* 0.116

Intercept 0.476 0.541 0.945 0.532 1.708** 0.58 2.016* 0.787

R2 0.37 0.38 0.26 0.27

** p < 0.01, * p < 0.05.

4.6 Path Analysis

We performed a path analysis to further explore the relationship among the
important factors identified in the regression analysis (see previous section).
Figure 2 presents path model’s coefficients for all direct effects and relationships
among trust, “intention to disclose” and participants’ opinions on “employers’
right to monitor” as well as employee satisfaction, faith in intentions management
and employee loyalty (Table 3 shows the direct, indirect and total effects for
each path). The results indicate that trust in employer was a significant positive
predictor of “intention to disclose” (b = .83, SE = .15, p < 0.001; β = .36)
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*p < 0.05, **p < 0.01, ***p < 0.001 

Fig. 2. Path diagram of the relationships among trust, “intention to disclose” and par-
ticipants opinions on “employers’ right to monitor” as well as employee satisfaction,
faith in intentions management and employee loyalty (n = 194). The chi-square good-
ness of fit test was not significant (χ2(7) = 9.78, p = 0.20), suggesting a good fit of the
model to the data. The RMSEA (Root mean squared error of approximation) value
was .045 and the pclose test was not significant (p = .48), values < .05 are considered
indicative of close fit [51]. The CFI (Comparative fit index) and TLI (Tucker-Lewis
index) were both > .95, while the SRMR (Standardized root mean squared residual)
was .03. All of these metrics suggest a good fitting model.

and “employers’ right to monitor” (b = .38, SE = .07, p < 0.001; β = .38).
However, the path coefficient from “intention to disclose” to “employers’ right
to monitor” was not significant (b = .03, SE = .03, p = .28; β = .07), thus
‘intention to disclose” was not found to be as the mediator of the association
between trust in employer and “employers’ right to monitor”.

We also found that trust in employer was a significant predictor of employee
satisfaction (b = .18, SE = .05, p < 0.001; β = .24). The indirect effect of trust
on employee loyalty was also significant (b = .14, SE = .04, p < 0.001). The
path coefficients from faith in intentions management to employee satisfaction
(b = .43, SE = .04, p < 0.001; β = .48) and from employee satisfaction to
employee loyalty were significant (b = .79, SE = .05, p < 0.001; β = .78). There
was a significant effect of faith in intentions management predicting employee
loyalty, mediated by employee satisfaction (total effect b = .47, SE = .05, p <
0.001, 95%CI = [.36, .58]).
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Table 3. Path model’s coefficients along with standard errors (in parentheses), signif-
icance level and 95% confidence intervals. (Paths are shown in Fig. 2.)

Effect Coef. (Std. Err) p 95% CI

Trust->Intention to disclose (direct effect) .83 (.15) <0.001 [.53, 1.12]

Intention to disclose->Right to monitor (direct
effect)

.03 (.03) 0.289 [−.02, .09]

Trust->Right to monitor (direct effect) .38 (.07) <0.001 [.24, .51]

Trust->Employee satisfaction (direct effect) .18 (.05) <0.001 [.08, .28]

Faith in intentions management->Employee
satisfaction (direct effect)

.43 (.05) <0.001 [.30, .54]

Employee satisfaction->Employee loyalty
(direct effect)

.79 (.04) <0.001 [.70, .86]

Faith in intentions management->Employee
loyalty (direct effect)

.13 (.03) <0.001 [.06, .20]

Faith in intentions management->Employee
loyalty (indirect effect)

.34 (.05) <0.001 [.23, .43]

Faith in intentions of management->Employee
loyalty (total effect)

.46 (.05) <0.001 [.36, .57]

Trust->Employee loyalty (total effect) .14 (.04) <0.001 [.06, .22]

Additionally, the correlation between trust and faith in intentions manage-
ment was significant (covariance coeff = .75, correlation = .62, p < 0.001).

5 Discussion

Because of the sudden adoption of “work from home” trend due to the COVID-19
pandemic, practices related to monitoring have become an even more important
topic in society today [25]. Towards that, this study makes an important contri-
bution to the literature about remote workers’ perceptions on employee moni-
toring by providing both quantitative and qualitative analysis. Our findings can
have important implications not only for employers to develop or design bet-
ter policies, but also for them to learn how employees perceive monitoring. We
present implications of our findings and limitation of our study below.

5.1 Findings and Implications

We observed that while the majority of participants ( 80%) had similar views
about being monitored in their home office versus being monitored at their
employer’s office/location, those with differing views were more opposed to being
monitored in their home than being monitoring at office/location. Participants
justified this by saying they do not want their home’s privacy to be invaded by
the work/employer. Moreover, participants’ disapproval for several monitoring
methods in various contexts were observed. In particular, the majority of our
participants deemed the use of camera, microphone and screen recorder as the
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most concerning monitoring methods that would cause them to refuse a job
offer, promotion and even quit their job (RQ-2). We have found that even email
monitoring, which was indicated by the participants as the least intrusive moni-
toring method, had a significant negative impact on employee perceptions. 28%
of our participants would refuse a job offer or a promotion, and 22% would quit
their current jobs. Less acceptable monitoring methods than email monitoring,
such as camera, microphone and screen recording, can have even more detri-
mental effects on employees. Thus, organizations planning to implement these
monitoring methods should consider the potential impact on the productivity
and stability of their workforce before they are used.

Our results also indicate that employees who trust their employers are more
likely to have higher employee satisfaction, employee loyalty, and faith in inten-
tions management. Additionally, we observed that although participants with
high trust in their employers are more likely to be open/tolerable for employer
monitoring and to disclose more information to their employer, higher inten-
tion to disclose ratings does not necessarily mean they are more comfortable
with being monitored. This suggests that intention to disclose has little bearing
on employers’ right to monitor. As noted in previous research [1,26], we surmise
that controllability can affect the value people place on personal information, and
impact information disclosure. When individuals choose to disclose private infor-
mation about themselves to their employer, it is in their control. However, some
forms of monitoring methods can relinquish control to employers. For instance,
if a camera and/or microphone is used to monitor, it is much more difficult for
an employer to control what information is captured in the monitoring process.
In this case, since controllability is limited, information such as activity of their
family in the background may be disclosed regardless of whether the employee is
comfortable with it or not. This can be especially concerning with the growing
use of always-on webcam policies employed in organizations to encourage sponta-
neous chats among employees and even being photographed without employees’
knowledge using tools like Sneek [20], since refusing this type of surveillance can
potentially increase the risk of unemployment during the pandemic [8,11,22].
Thus, designing monitoring methods that allow employees to have a higher level
of usable control can make employees tolerable for employer monitoring.

Previous studies [2,14,25] have shown that employees typically perceive
monitoring negatively and monitoring can have negative effects on them (e.g.,
increased stress and a reduction in job satisfaction). To increase job satisfac-
tion and a stable and productive workforce, employers should carefully deter-
mine what monitoring methods are needed and justified before implementing
them [50,53]. These decisions should also take into account the industry in which
they operate, including their regulations, the job roles being affected, and the
sensitivity of the information being monitored. In line with previous work [49,53],
we found that trust in employer was a significant predictor of employee satisfac-
tion and loyalty. Participants’ comments highlighted that the transparency of
monitoring, and clearly communicating the rationale for the monitoring method
used can have significant impacts on how employees react and accept monitoring
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methods. This finding, once again, reinforces that trust is the most important
pillar of a healthy employee-employer relationship, which can improve perfor-
mance and productivity in workplace [36,44].

5.2 Limitations and Future Work

While this study shed light on the perceptions of remote workers with respect to
various monitoring methods and the potential effects of these monitoring meth-
ods on the workplace, our study had several limitations that could be addressed
in future work.

First, as this study focused on the employee perspective, employers’ per-
spectives on various monitoring methods were not observed. Future studies con-
sidering both employee and employer perspectives can provide a full view of
the effects of remote work monitoring on the workplace. This can also help to
obtain more accurate results regarding the types of monitoring methods that are
actually used. Our current results may also have been influenced by employee
self-report biases as some participants may be unaware of certain monitoring
methods implemented by their employers.

Second, our study focused on a limited number of monitoring methods to keep
the study tractable. Although the monitoring methods chosen in this study are
commonly used by employers [6], there are additional monitoring methods such
as monitoring the use of employer-provided mobile device, monitoring phone calls
with clients or customers, tracking location using GPS devices to in employer-
owned vehicles, and opening of mails addressed to the workplace [7], which can
be investigated in future studies.

Third, while Prolific users are known to be demographically diverse sub-
jects [43], participants from Prolific might be more tech savvy and more compe-
tent regarding monitoring technologies than the general population. Moreover,
our study included remote workers employed in the US or UK. The working
conditions, privacy concerns and attitudes in these areas may differ significantly
from the rest of the world. Both of these factors can limit the generalizability of
our findings. A larger sample size along with a wider range of participants can
be beneficial towards providing a broader view of the perception of monitoring
methods on remote workers.

Finally, opinions on monitoring remote work may also be influenced by the
industry in which it takes place. For example, a governmental employee may
have a different point of view than an employee in a private company regarding
the need for monitoring to check productivity. To account for these potential
differences, future studies may be conducted on remote employees in specific
fields. To capture more interesting insights concerning this topic, there may also
be a benefit from conducting an interview study where employees can elaborate
on their ideas in-person.
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6 Conclusion

We conducted an online survey with 197 remote workers to better understand
their perceptions, concerns and attitudes regarding employee monitoring. We
found that the most disapproved monitoring methods by the participants were
the use of cameras, microphones and screen recorders that would cause them to
refuse a job offer or a promotion or to quit their current job. Our qualitative find-
ings indicated that concerns about invasion of privacy and safety were the main
reasons behind their disapproval decisions. While the majority of participants
(80%) had a similar view about being monitored in their home office and being
monitored at their employer’s office/location, those with different views thought
that their employers have less right to monitor them at their home. Trust in
employers was found to be the most important factor behind employee satisfac-
tion, employee loyalty, and faith in intentions management. Also, our findings
suggest that while high trust in employers was a predictor of both openness for
employer monitoring and the amount of information to disclose, higher ratings
for intention to disclose was not a predictor of being comfortable with employee
monitoring. We discussed the implications of our findings in the context of new
landscape of remote working and provided insight into how remote workers view
or approve/disapprove of different monitoring methods. Our findings could be
beneficial for employers considering implementing monitoring methods for their
remote workers, researchers/practitioners studying in the field of security and
privacy technologies, and monitoring software developers to design monitoring
systems and policies with usable control and transparency of monitoring in mind.
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Abstract. Usability currently plays an essential role in the software
development process. Companies are increasingly concerned with offer-
ing understandable, attractive, and easy-to-use websites to ensure their
success in the market. However, based on usability studies, cultural fac-
tors can affect how people interact with the systems. Although multiple
investigations have been conducted to determine the best design settings
for each cultural context, there is no evidence of research that analy-
ses the perspective of Latin American countries. In this study, we have
analyzed the Cultural Models to establish guidelines that can guide the
design of web usable user interfaces oriented to Peruvian citizens. Includ-
ing cultural factors with which Peruvians are familiar could increase
satisfaction with the website. The proposed guidelines were established
and validated through a systematic methodology that involved several
structured and well-defined steps. In this process, and using the proper
cultural model, prominent design elements were identified as those that
must represent the cultural identity and, therefore, must guide the design
process of a Peruvian website. The selection of featured design elements
was based on analyzing cultural factors and design elements presented
on Peruvian websites and from countries with similar cultural character-
istics. This work intends to serve as a reference to increase the quality
of the software systems offered to citizens in Latin America.

Keywords: Human-computer interaction · Usability heuristics · Case
study · Cultural-oriented heuristics · Web interfaces

1 Introduction

Currently, software products are essential in people’s daily lives and are topics of
interest for various companies in multiple sectors [23]. Because of this, specialists
in the field of Human-Computer Interaction have developed several guidelines
and methods that allow development teams to determine if a website reaches an
adequate level of usability [13]. The purpose of developers and designers is to
achieve a set of interfaces that are understandable, easy to use, and attractive to
end-users. Likewise, providing interfaces aimed at achieving the user’s objectives
has a significant impact on the software product’s success in the market.
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To increase the degree of usability of websites, the specialists are incorporat-
ing cultural characteristics of societies in the design of the interfaces. In addi-
tion, considering cultural aspects allows a better understanding of users’ needs
and goals and, at the same time, a better analysis of the context of use [4]. In
this sense, multiple studies have been carried out in various countries to obtain
outstanding social characteristics. Likewise, different cultural models have been
formulated and are currently the theoretical basis to address the issue of design
and user experience in software interfaces in a more appropriate way [15].

Some proposals of design guidelines that address cultural aspects have been
applied and validated on websites of Electronic Commerce, Electronic Govern-
ment, Academics, and others [27]. The usage of these guidelines with a cultural
approach is being increasingly recognized as a value proposition for the design
and evaluation of websites aimed at improving the level of usability [24]. Web-
sites that should reflect cultural load are those belonging to government entities.
Their target audience is mainly delimited by people who live in the same coun-
try and share heritage characteristics. However, usability studies oriented to the
cultural field have not been applied to evaluate the design of these websites
based on the cultural characteristics of the Peruvian society [15]. There are no
studies on the suggested guidelines for designing Peruvian government websites
that involve local social aspects. Including these characteristics in the design
and evaluation of the different sites belonging to government entities in Peru
will allow a broader analysis of the differences in user satisfaction compared to
the strategy without considering the cultural issue.

This research intends to provide a design or evaluation tool that can be used
both in academia and the industrial field to obtain high-quality software prod-
ucts. The premise that we are corroborating with this study is that considering
cultural aspects in the design of interfaces generates a feeling of familiarity in
users that produces satisfaction and, at the same time, allows the achievement
of their objectives with efficiency and efficacy.

2 Theoretical Background

2.1 Cultural Models

In a previous work [15], a systematic review was carried out with the aim of
identifying cultural models that have been used for the design of graphical inter-
faces of software products. This literature review was performed applying the
methodology proposed by B. Kitchenham [22]. Several cultural models were
found, which are described as follows:

– Cultural dimensions (Hofstede, Geert) [19]: Hofstede’s study focuses on
analyzing the culture, mainly in the work environment. It presents a compar-
ative classification between countries.

– Cultural factors (Hall, Edward) [18]: Hall’s approach focuses on non-verbal
communication, specifically about context, time and space.
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– Cultural factors (Trompenaars, Fons and Hampden-Turner, Charles) [29]:
Trompenaars and Hampden-Turner’s study focuses on aspects of the individ-
ual, communication styles, temporal orientation, and environment control.
It presents percentages by country according to respondents for situations
related to the components of the cultural model.

– LESCANT model (Victor, David) [30]: Victor’s work presents seven areas
to which reference is made when addressing business communication on an
international scale.

– Cognitive model (Nisbett, Richard) [25]: Nisbett’s research focuses on the
relationship between people, the context, and the preferences to explain and
predict events. Predictions can be explained by analyzing the relationships or
through rules.

These findings have made it possible to identify an overview of the various
approaches that could guide the graphical user interface design process. Based
on these models, the next step was to identify the most appropriate cultural
model to build a set of design guidelines specific to the Peruvian context. The
models were subsequently compared and thoroughly analyzed based on explicit
criteria to determine the most suitable.

3 Cultural Models in Usability Studies

In usability studies, it is established that specialists employ cultural models to
incorporate cultural concepts into design elements of a graphical user interface.
The frequency of cultural model usage depends on several factors, such as the
country under study, the technology to be designed, the cultural aspect to be
addressed, and the specialists’ experience regarding the model. In this section, an
analysis of each identified cultural model will be detailed, as well as the result of
the selection process that was carried out to select the most appropriate proposal
to establish design guidelines for the Peruvian cultural context.

3.1 Analysis of Cultural Models

The studies on usability with a cultural approach were obtained through a sys-
tematic literature review (SLR) conducted in the Scopus, IEEExplore, and Web
of Science search engines in which scientific articles published since 2000 were
considered [15]. The search retrieved 109 documents, and by using previously
established inclusion and exclusion criteria, 14 relevant and primary studies were
selected, which are presented in Table 1. Usability studies commonly reference
one or more cultural models in order to use them as a guide to incorporate cul-
tural aspects into web design. As shown in Table 1, even though few authors have
addressed the issue of the cultural aspect in the interfaces design, there are stud-
ies regarding this topic. In these studies, the specialists propose design guidelines
based on cultural models. References of each cultural model in usability studies
found are presented in Table 2.
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Table 1. Complete list of primary studies that were selected

Study ID Author(s) Year

A01 [20] Hu, J., Shima, K., Oehlmann, R., Zhao, J. et al. 2004

A02 [14] Fraternali, P., Tisi, M 2008

A03 [31] Wan Mohd Isa, W.A.R., Md Noor, N.L., Mehad, S 2010

A04 [21] Jano, Z., Noor, S.M., Ahmad, R., Md Saad, M.S., et al. 2015

A05 [5] Alostath, J.M., Almoumen, S., Alostath, A.B 2009

A06 [2] Alexander, R., Murray, D., Thompson, N 2017

A07 [3] Alexander, R., Murray, D., Thompson, N 2017

A08 [26] Park, J.Y 2015

A09 [9] Cyr, D., Head, M., Larios, H 2010

A10 [1] Aladwani, A.M 2013

A11 [6] Burgmann, I., Kitchen, P.J., Williams, R 2006

A12 [11] Dı́az, J., Rusu, C., Pow-Sang, J.A., Roncagliolo, S 2013

A13 [17] Gould, E., Zalcaria, N., Yusof, S.A.M 2000

A14 [28] Snelders, D., Morel, K.P., Havermans, P 2011

A15 [7] Chu, J., Zhu, X 2010

According to the results shown in Table 2, it is possible to establish that the
most recognized cultural model by the scientific community is the Geert Hofstede
proposal [19]. This fact could be because Hofstede, unlike the other authors, has
established numerical values for each country, including Latin America, in each of
the cultural components that define his model. In this way, it is easy for special-
ists to make comparisons and identify, according to the defined components, the
cultural peculiarities of the citizens of a given country. For example, Fig. 1 shows
the values of each cultural component for Peru. Based on these findings, which
are the result of applying a large set of surveys, Peruvians respect hierarchies
of power, are collectivist, have gender equality, and have a medium rejection of
uncertainty, which means that people not necessarily avoid taking risks. Iden-
tifying the characteristics of people helps to make better design decisions as it
allows the creation of interfaces with which users feel identified, especially in
government websites that should be necessarily citizen-oriented. Likewise, it is
necessary to consider that many companies are already taking these characteris-
tics of the culture and country to place images that represent correctly to citizens
[8]. Similarly, they distribute the graphic elements in the interfaces depending
on whether the population is high or low context and requires a lot of text or
explanation for products or preference for animations and interactions [10].

It is essential to mention that although article A01 is not listed in Table 2,
it is because it did not state the usage of a specific cultural model for the study
of usability. However, within the systematic review process that was carried
out, this paper allowed to answer other formulated research questions [15]. The



Usability Evaluation Towards a Cultural Perspective: Design Guidelines 387

remaining research questions in the systematic review process were oriented to
identify usability evaluation proposals related to cultural aspects reported in
the literature and design guidelines that address cultural elements. From these
results obtained, we can affirm that there are very few studies in which cross-
cultural design has been addressed, focusing on Latin America and non-existent
evidence, specifically in Peru.

Table 2. Cultural models in usability studies

Cultural model References Total

Cultural dimensions A02, A03, A04, A05, A06, A07, A08, A09, 14

(Hofstede, Geert) A10, A11, A12, A13, A14, A15

Cultural factors A04, A05, A06, A07, A08 5

(Hall, Edward)

Cultural factors A05, A08, A13 3

(Trompenaars, Fons and

Hampden-Turner, Charles)

LESCANT model A05, A08 2

(Victor, David)

Cognitive model A08 1

(Nisbett, Richard)

3.2 Selection of Cultural Model

Once the cultural models were identified through the literature review, the most
appropriate model was selected as the basis to elaborate the design guidelines
proposal. In this sense, a set of criteria was established to determine the model
that provides the most significant characteristics of the cultural aspects of the
Peruvian population. The criteria for the selection of a cultural model was the
following:

– Scope of the study: Both Hofstede [19] and Trompenaars [29] conducted
and compared cross-country studies among more than 40 countries. However,
Hall [18] includes countries such as the US, Germany, France and Japan,
and mentions some characteristics of Latin America, but does not include
specific information about Peru. In the case of Victor’s approach [30], not
enough information was found about the countries and cultures involved.
Conversely, Nisbett studies the difference in the cognitive processes for Asians
and Westerns [25].

– Constitution of the cultural model: Hofstede presented five dimensions
for the classification of countries, which are used in studies on web design
guidelines. For Hall’s model, the studies found mainly take into account two
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of its factors: Context (High Context vs Low Context) and Perception of time
(Monochronic/Polychronic) [17]. For Nisbett’s model, holistic and analytic
perspectives of cognitive processes are taken into account in studies on web
usability [12].

– Presence of the Model in the elaboration of design guidelines: Cul-
tural models by Hofstede, Hall and Trompenaars has been referenced by stud-
ies about design guidelines. Hofstede’s cultural model is the mostly used by
studies on design guidelines with a cultural approach.

– Inclusion of Peru in the studies: Hofstede has carried out an exten-
sive comparative study between countries, among which is Peru [16]. Hall
[18] mentions cultural characteristics of Latin America, but does not specify
anything regarding the Peruvian cultural context. In the case of the other cul-
tural models, not enough information was found on the inclusion of Peruvian
culture in their comparative studies.

Hofestede’s Cultural dimensions are the most widely used in studies on usability
with a cultural approach and in studies on proposed design guidelines. Likewise,
it is the cultural model that includes the Peruvian culture within the scope of
its study, which is required due to the nature of research. Based on the previous
analysis, the cultural model proposed by Hofstede [19] is the approach that was
used for the development of the design guidelines.

3.3 Peru According Hofstede’s Cultural Dimentions

Hofstede studies gives a score for each of the dimensions of the cultural model
[16]. These values have been obtained based on a set of multiple surveys carried
out in these countries that aimed to determine their cultural aspects.

Due to this, Peruvian culture can be considered to reflect high Distance to
Power, Collectivism, Femininity, high Evasion of uncertainty and low Long-term
Orientation. These data are helpful to establish the relationship with the ele-
ments of web design according to the procedure used in the studies on the elab-
oration of web design guidelines with a cultural approach [2]. Likewise, Fig. 1
shows the differences between a Latin American cultures such as Peru, and
United States. According to these values, it can be seen that in the North Amer-
ican culture, less importance is given to hierarchies, and horizontal organizational
structures are used instead. Similarly, there is a significant difference in the way
people are. While in Latin American culture, collectivism and teamwork prevail
in achieving goals, in North America, personal purposes and objectives are fun-
damental. In addition, in the United States, there is a higher rate of masculinity,
which means that there is a strongly differentiated gap between men and women,
which is evidenced to a lesser degree in Peru. The Latin American culture has a
greater predisposition to take and face risks. On the contrary, in North America,
there is a preference for controlling situational scenarios, establishing rules, and
respecting the tradition. As a final aspect, it can be seen that there are no dif-
ferences in the dimension of long-term orientation, which means constancy that
past traditional ceremonies and procedures are valued equally in both cultures.
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Fig. 1. Estimated values for Peru and United States for each of the dimensions estab-
lished in Hofstede’s cultural model. [16]

4 Proposal of Design Guidelines

4.1 Web Page Elements, Culture, and a Comparative Analysis

Based on the studies obtained in the systematic literature review [1,3,21,31]
and through a comprehensive analysis of reported studies, we conclude that
there is an existing correlation between Hofstede’s cultural dimensions and web
design guidelines. Given the previous relation, to obtain web design guidelines
applicable to Peru, we performed a country comparison among Peru and other
countries included in the previous cited studies.

For each country under analysis, we used Hofstede’s estimated cultural
dimension values to identify the ones which are more similar to Peru. Thus,
Power Distance related guidelines applicable to China and Saudi Arabia are also
applicable to Peru due to the similarity in their associated values. The same
analysis is used to determine which guidelines are applicable to Peru according
to Hofstede’s values for Individualism, Masculinity, Uncertainty Avoidance, and
Long Term Orientation.

Based on the comparative analysis established in Fig. 2, Peruvian culture is
similar to Saudi Arabia in terms of Power Distance. Likewise, Peruvians have
a similar perception as the Chinese culture regarding individualism. Also, there
are similarities with Saudi Arabia concerning masculinity rates and uncertainty
avoidance. As a final result, there are coincidences with the United States, Aus-
tralia, and Saudi Arabia regarding the long-term orientation dimension. In accor-
dance with these values, the purpose of this study was to consolidate the findings
of the various studies identified in the review to propose a set of guidelines that
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consider good practices found and reported in the literature. The result is the
new design guidelines proposal for Peruvian Government Websites.

Fig. 2. Estimated values for Peru, United States, China, Australia and Saudi Arabia
for each of the dimensions established in Hofstede’s cultural model. [16]

4.2 Design Guidelines Applicable to Peru Web Pages

After a comprehensive analysis, web design guidelines that are currently being
applied in other countries with similar cultural backgrounds were selected to
be applied when designing Peruvian web pages. Selected guidelines are listed as
follows:

Design Guidelines Associated to Power Distance (PD).

– PD01. The interface includes images of leaders or authorities.
– PD02. The interface constantly uses images, which can include multiple peo-

ple.
– PD03. The interface presents external information and interaction to empha-

size social and organizational relationships.
– PD04. The interface presents a structured and hierarchical access to infor-

mation.

Design Guidelines Associated to Individualism (IDV).

– IDV01. The interface uses images referring to large groups, political and
religious images and group achievements.
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– IDV02. The interface features references to traditions.
– IDV03. The interface emphasizes social and organizational achievements.
– IDV04. The interface uses links to other institutions in order to demonstrate

the strength of the institution.

Design Guidelines Associated to Uncertainty Avoidance (UAI).

– UAI01. The interface features structured navigation with greater control to
avoid getting lost on the website.

– UAI02. The interface makes use of footers to provide information redun-
dancy and avoid the loss of it.

– UAI03. The interface shows only headers on the first level, while sub headers
are only visible when selected.

– UAI04. The interface separates the information by modules according to
topic.

– UAI05. The interface maintains a low frequency of information and external
interaction.

– UAI06. The interface makes use of site maps.
– UAI07. The interface makes less use of external links to avoid confusion.
– UAI08. The interface uses hints of links.
– UAI09. The interface makes use of links that open in a new window infre-

quently, to avoid loss of information.
– UAI10. The interface makes less use of bold text.
– UAI11. The interface makes moderate use of bright colors, preference for

soft colors.

Design Guidelines Associated to Long-term Orientation (LTO).

– LTO01. The interface shows less complexity of the information with a hier-
archical navigation structure for the fulfillment of tasks.

– LTO02. The interface shows little amount of initial information.
– LTO03. The interface maintains a low frequency of information and external

interaction.
– LTO04. The interface shows few links in the main menu.

5 Conclusions and Future Works

Usability is currently considered a highly relevant aspect for the success of soft-
ware products in the market. For this reason, development teams nowadays
look to offer usable and understandable interfaces to allow end-users to achieve
their goals with efficiency and efficacy. Given the importance of usability, some
methods and guidelines have been established to design easy-to-use graphical
interfaces. However, according to several studies, considering cultural aspects in
interface design allows for more positive results since it allows the development
of proposals with which people feel more identified.
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Through a systematic review of the literature, it has been possible to identify
a set of proposals for design guidelines that cover cultural aspects for various
countries. However, no evidence has been found on any approach oriented to the
Peruvian or Latin American culture. In this sense, the purpose of this work was
to analyze the various usability studies with a cultural approach to develop a new
proposal oriented to Peru, that can be used with confidence for the design and
evaluation of government websites. Considering that government applications
are highly relevant because they offer information and services of public interest
to Peruvian citizens, this study becomes equally important.

The design guidelines proposal was developed through a methodological pro-
cess that involved a set of phases. First, the cultural models usually employed to
carry out usability studies were identified. From these models, Hofstede’s model
was selected, which describes a country’s culture through dimensions. This selec-
tion was made by establishing several criteria that allowed to determine the best
proposal. In this comparative analysis, it was concluded that although all models
provide relevant perspectives to catalog cultures, Hofstede’s model was the only
one that had a better description of the cultural characteristics of Peru.

Once the cultural model was identified, the proposal of design guidelines for
Peruvian government websites was developed. The guidelines were developed
from proposals and best practices established for countries with cultural similar-
ities with Peru. For this reason, an exhaustive analysis of all the studies identified
in the systematic literature review was carried out to establish a set of guidelines
appropriate to Peru. This work intends to provide a proposal that can be used
both by the academy and the industry to design high-quality websites.

As future work, it is proposed to use this instrument to redesign a government
website in Peru. Likewise, verifying if this proposal can be used for other similar
cultural contexts in Latin America would be relevant. Finally, given the current
variety of categories and types of software products, it is possible to adopt this
proposal to other domains and carry out experimental case studies to verify if
it is viable to generalize the results obtained in this work.
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1 Introduction

Mobile digital libraries belong to a category of mobile applications that has
great potential to improve student and researcher access to academic resources
[9]. The number of interventions from the use of digital libraries to stimulate
learning has increased, as their use can improve the students’ and researchers’
image by providing a better match with the technologies that younger people
are naturally adopting [1]. However, despite the increase interest in this type of
applications, users still have difficulty using them [11].

In the past few years, there has been a significant growth in the adoption of
online educational resources, including mobile digital libraries [4]. As a result,
the interest on the definition of requirements necessary for digital libraries from
the point of view of users has increased [16,17]. Nonetheless, we are not aware of
a complete list of requirements that could be met to develop high quality digital
libraries in the mobile context. Consequently, there is a need to support software
development teams in the definition of requirements that they will include during
the design of a mobile digital library or during their validation. It is important
to define requirements properly, as poorly performed requirements engineering
can lead to the development of low quality software and not meeting the users’
expectations [5].

In this paper, we try to meet this gap by identifying features that digital
libraries should provide to be complete and deliver functionality, while also ana-
lyzing the main complains users have when using these features. To do so, first,
we carried out an analysis of 20 Brazilian mobile digital libraries available in
the Google Play store. Then, considering a subset of these apps that had the
highest and lowest ratings, we analyzed app comments to identify both negative
and positive aspects that users complain about or want to maintain in the apps.
As a result, we obtained a set of 14 requirements and 49 quality attributes that
could be useful to understand the users’ expectations and what to maintain or
remove to meet their needs.

The remainder of this paper is organized as follows. In Sect. 2, we present
a background on mobile digital libraries, while discussing work related with
this research. In Sect. 3, we present our research methodology. Section 4 presents
our results with a list of requirements and quality attributes for mobile digital
libraries. Finally, our conclusions and future work are described in Sect. 5.

2 Background

2.1 Quality in Mobile Digital Libraries

Mobile applications are getting a great deal of interest among researchers due to
their proliferation and pervasiveness, especially in the context of digital libraries
of educational institutes [14]. Hence, the use of mobile devices in providing
library services is an alternative for satisfying the needs of the users regard-
ing access to educational contents. Mobile digital libraries can support user by
[13]: (a) bringing the library closer to the users making it easier to use and
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increasing its usage; (b) using computing power to find information; (c) making
it available to access digital information on a network at lower costs; and (d)
updating important information continually.

Due to the COVID-19 pandemic there has been a significant growth in the
adoption of mobile digital libraries [4]. As public libraries were affected, mobile
digital libraries remained active and available to users so that they could access
to their digital content [4]. Thus, several quality attributes have been indicated
by both industry and academy for designing useful and usable digital libraries
[2].

According to Cane [3], there are several features that impact the satisfaction
of users with digital libraries:

Information Quality data reliability is a key component in the analysis of an
effective computer- based data system. Attributes are usually associated with
consistency, design, timeliness, currency, reliability, completeness, accuracy,
and significance.

System Quality System quality affects the perception of users of the perfor-
mance of a digital library in knowledge assortment and delivery. In the devel-
opment of information systems, the quality cycle of the systems is a strong
determinant for user satisfaction in various contexts. In this aspect, Accessi-
bility, accuracy, reliability, and quality are the key attributes of performance
measurement.

Service Quality User perception of the performance of a digital library in the
processing and distribution of information is characterized by service quality.
One of the prominent qualities of digital service performance is accession,
reliability, accessibility, and responsiveness.

Perceived Ease of Use The perceived ease of use is defined as the degree
to which an individual believes that it would be effortless to use a particular
system. In this context, userfriendliness indicates a belief that using DL would
require minimal effort. Also, accessibility is sometimes related to ease of use.

Considering the impact of Mobile Digital Libraries in the context of online
education, several studies have been conducted regarding the identification and
proposal of requirements to meet quality standards so that software develop-
ment teams have indicators on what users’ require [16,17]. Below, we present
some researches in which these requirements and/or quality attributes have been
presented and/or applied.

2.2 Requirements in Digital Libraries

According to Dubbels [6], requirements play a central role in educational plat-
forms since even though having evidence-supported requirements is not possible,
there are techniques that can help generate and test insights as part of an itera-
tive process, culminating incremental improvement of requirements, models, and
testing. Furthermore, having a list of requirements can be useful for the devel-
opment team, as it can be used as an early artifact in the software development
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process which is further mapped into the software requirements specification
[15].

In the context of Mobile Digital Libraries, there has been an increased
interest in understanding what are the features and attributes that this type
of application should provide [7]. For instance, Xie et al. (2020) identified
features to enhance the usability of digital libraries for blind and visually
impaired users. According to the authors, multiple data collection methods were
applied to obtain data on usability problems in digital libraries, including pre-
questionnaires, think-aloud protocols, transaction logs, and pre and post search
interviews. Among some of the features the authors list for improving usability
for visually impaired, we can list: (a) Provide added description or clear labels;
(b) Provide instruction and context-sensitive help for features and web pages; (c)
Improve ease of navigation and increase access points; (d) Modify text or spac-
ing elements to eliminate confusion of screen reader interpretation; (e) Enhance
search functions or add new search features; and (f) Modify multimedia items
(e.g., change start time of video to eliminate delay). Although the attributes
are applicable to most digital libraries, the improvements can mostly me useful
for the visually impaired, and few examples of requirements and attributes for
broader users are presented.

In another work, Wei et al. (2015) shows quality attributes that impacted
the usability and user experience of a mobile digital library app. The authors
applied a usability testing, using pre-test questionnaires, accomplishing tasks,
and post-test surveys. The authors make some recommendations, such as: (a)
Adjustment of the location and identification label of the functional module; (b)
Optimization of search functions and promotion of searching efficiency; and (c)
Offer human-oriented and user-friendly operations based on smartphone char-
acteristics. Nevertheless, these features are specific for the application that they
evaluated and there are few examples of requirements that could be implemented
to provide a positive user experience and/or improve the ease of use of the mobile
digital library.

Finally, other researchers have applied traditional usability evaluations to
determine whether a digital library met users’ expectations [8]. The authors
employed traditional usability evaluation heuristics [12] to assess the quality of
the app. Although the heuristics are generic and can be applied in mobile digital
libraries, they do not allow evaluating the specifics of this type of software. Thus,
making it difficult to identify aspects that users of digital libraries could require
to improve their experience and achieve their goals.

After considering several research papers on quality attributes of mobile dig-
ital libraries, we did not find a complete list of requirements that could be met
to develop high quality digital libraries in the mobile context. Also, although
there are suggestions of attributes that could improve the usability of mobile
digital libraries, these attributes are not specific for this type of software or are
not complete, as they are based on the evaluation and analysis of a single appli-
cation. Consequently, there is a need to support software development teams
in the definition of requirements that they will include during the design of a
mobile digital library or during their validation.
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There are several approaches to evaluate the quality of VLEs and their con-
tents. Mastan et al. (2022) carried out a systematic literature review and identi-
fied 38 publications describing approaches evaluating a range of quality criteria
in VLEs, such as: usability, quality of service, learning performance, user sat-
isfaction, technology adoption, and others. Within the context of usability and
user experience evaluation, several approaches have been developed. To meet
this gap, in the following section we describe how we carried out a feature anal-
ysis of existing mobile digital libraries in Brazil and the evaluation comments of
their users.

3 Research Methodology

We carried out an analysis of Brazilian mobile digital libraries available in the
Google Play app store. The goal was to read the documentation provided by
the developers on the features presented in these applications and explore the
applications to experience their features.

In all, we selected 20 mobile digital libraries (due to convenience), prioritizing
those with more than 50,000 downloads and a rating 4 or above, to guarantee
that these mobile applications where in use and provided useful resources to
users to incite download. To reach at least 20 applications with mixed reviews,
we also considered those with less downloads or scores, but had at least 100
reviews, indicating improvement opportunities.

Table 1 shows the requirements we identified based and the set of mobile
digital libraries that have these features. We highlight that the data for this
analysis was obtained in Brazilian app stores in February 2022 and updated in
May 2022. The applications that we considered are listed bellow.

– APP01 - Kindle1

– APP02 - Árvore Livros2
– APP03 - PocketBook reader3
– APP04 - Deseret Bookshelf4
– APP05 - Let’s Read - Digital Library5

– APP06 - Skeelo: livros digitais6
– APP07 - Biblioteca Virtual by Pearson7

1 https://play.google.com/store/apps/details?id=com.amazon.kindle Accessed on:
May 23rd, 2022.

2 https://play.google.com/store/apps/details?id=arvoredelivros.com.br.arvore
Accessed on: May 23rd, 2022.

3 https://play.google.com/store/apps/details?id=com.obreey.reader Accessed on:
May 23rd, 2022.

4 https://play.google.com/store/apps/details?id=com.deseretdigital.bookshelf
Accessed on: May 23rd, 2022.

5 https://play.google.com/store/apps/details?id=org.asiafoundation.letsread
Accessed on: May 23rd, 2022.

6 https://play.google.com/store/apps/details?id=br.com.gold360.skeelo Accessed on:
May 23rd, 2022.

7 https://play.google.com/store/apps/details?id=com.minha.biblioteca Accessed on:
May 23rd, 2022.

https://play.google.com/store/apps/details?id=com.amazon.kindle
https://play.google.com/store/apps/details?id=arvoredelivros.com.br.arvore
https://play.google.com/store/apps/details?id=com.obreey.reader
https://play.google.com/store/apps/details?id=com.deseretdigital.bookshelf
https://play.google.com/store/apps/details?id=org.asiafoundation.letsread
https://play.google.com/store/apps/details?id=br.com.gold360.skeelo
https://play.google.com/store/apps/details?id=com.minha.biblioteca
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– APP08 - Ebook Reader8

– APP09 - Biblion: é gratuita, é de SP9

– APP10 - Google Play Livros10

– APP11 - FBReader11

– APP12 - Ler livros digitais - Kobo Books12

– APP13 - Aldiko Next13

– APP14 - Glose14

– APP15 - 50000 eBooks & AudioBooks (Oodles)15

– APP16 - Bookplay16

– APP17 - Biblioteca Digital Senac17

– APP18 - Biblioteca Pública Digital18

– APP19 - BDEscolar19

– APP20 - Minha Biblioteca20

Considering that users’ opinions about a mobile application also contain
information about its positive or negative aspects [10], we decided to analyze
app comments from the top rated and least rated mobile digital libraries apps,
to guarantee both positive and negative aspects. Due to a large number of com-
ments from the applications, samples were defined to facilitate collection and
analysis. For this, we selected 100 comments for each selected app. In all, we
selected 12 apps from the original list of mobile digital libraries in Table 1 (see

8 https://play.google.com/store/apps/details?id=com.ebooks.ebookreader Accessed
on: May 23rd, 2022.

9 https://play.google.com/store/apps/details?id=es.odilo.saopaulopl Accessed on:
May 23rd, 2022.

10 https://play.google.com/store/apps/details?id=com.google.android.apps.books
Accessed on: May 23rd, 2022.

11 https://play.google.com/store/apps/details?id=org.geometerplus.zlibrary.ui.
android Accessed on: May 23rd, 2022.

12 https://play.google.com/store/apps/details?id=com.kobobooks.android Accessed
on: May 23rd, 2022.

13 https://play.google.com/store/apps/details?id=com.aldiko.android Accessed on:
May 23rd, 2022.

14 https://play.google.com/store/apps/details?id=com.glose.android Accessed on:
May 23rd, 2022.

15 https://play.google.com/store/apps/details?id=com.oodles.download.free.ebooks.
reader Accessed on: May 23rd, 2022.

16 https://play.google.com/store/apps/details?id=air.com.mundialeditora.bookplay
Accessed on: May 23rd, 2022.

17 https://play.google.com/store/apps/details?id=br.com.senac.editoradigital
Accessed on: May 23rd, 2022.

18 https://play.google.com/store/apps/details?id=es.odilo.dibam Accessed on: May
23rd, 2022.

19 https://play.google.com/store/apps/details?id=es.odilo.cra Accessed on: May 23rd,
2022.

20 https://play.google.com/store/apps/details?id=com.minha.biblioteca Accessed on:
May 23rd, 2022.

https://play.google.com/store/apps/details?id=com.ebooks.ebookreader
https://play.google.com/store/apps/details?id=es.odilo.saopaulopl
https://play.google.com/store/apps/details?id=com.google.android.apps.books
https://play.google.com/store/apps/details?id=org.geometerplus.zlibrary.ui.android
https://play.google.com/store/apps/details?id=org.geometerplus.zlibrary.ui.android
https://play.google.com/store/apps/details?id=com.kobobooks.android
https://play.google.com/store/apps/details?id=com.aldiko.android
https://play.google.com/store/apps/details?id=com.glose.android
https://play.google.com/store/apps/details?id=com.oodles.download.free.ebooks.reader
https://play.google.com/store/apps/details?id=com.oodles.download.free.ebooks.reader
https://play.google.com/store/apps/details?id=air.com.mundialeditora.bookplay
https://play.google.com/store/apps/details?id=br.com.senac.editoradigital
https://play.google.com/store/apps/details?id=es.odilo.dibam
https://play.google.com/store/apps/details?id=es.odilo.cra
https://play.google.com/store/apps/details?id=com.minha.biblioteca
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highlighted apps). The apps were selected based on the scores of the apps, guar-
anteeing having apps with both low and high scores. Also, when scores wee the
same and there was the possibility of having another app with a different aver-
age score, with more comments, we tried to include it in order to diversify our
sample of comments.

Once the apps were selected, their comments were extracted according to
the order of appearance. The collection was done manually by two software
engineering researchers and the comments were stored in a database. With the
set of comments, we applied the following classification process. The texts of the
comments were read and labeled in quality attributes considering positive and
negative points that can affect the quality of a mobile digital library. The list of
quality attributes was initialized empty, and as the sorting process took place,
new items were added. If a comment had an association with more than one
attribute in the list, it was categorized with all attributes with which it had an
association. In addition, the classification was revised by two other researchers
to reduce the number of inconsistencies or wrong classifications. Table 2 shows
the list of selected mobile digital libraries from which we selected the evaluation
comments of the users.

Table 2. List of selected apps for extracting users’ evaluation comments

Code Name Score Evaluation

≥ 3,5 APP01 Kindle 4,9 2440000

APP02 Árvore Livros 4,7 13700

APP03 PocketBook reader 4,6 81300

APP06 Skeelo: livros digitais 4,5 30600

APP07 Biblioteca Virtual by Pearson 4,4 2180

APP08 Ebook Reader 4,3 92112

≤ 3,5 APP15 50000 eBooks & AudioBooks (Oodles) 3,3 58800

APP16 Bookplay 3,2 4230

APP17 Biblioteca Digital Senac 3 119

APP18 Biblioteca Pública Digital 2,8 8990

APP19 BDEscolar 2,3 1610

APP20 Minha Biblioteca 2,2 291

4 Results

Table 3 shows the list of 14 requirements we identified through the feature anal-
ysis of the mobile digital libraries. For each considered application in the feature
analysis, we extracted which functionalities it provided and related them to the
app in Table 1. The code of the Requirement/Functionality (RF) is now next to
its description in Table 3.
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Table 3. Identified requirements based on the feature analysis of the considered Brazil-
ian mobile digital libraries

Code Requirement description

RF01 The system must provide general information for each
resource (Title, Abstract, Authors, Rating, Image)

RF02 The system must provide a resource catalog

RF03 The system should allow searching for a resource in the
catalog

RF04 The system must present information about the Terms and
Conditions of Use

RF05 The system must provide a dictionary function

RF06 The system should allow creating, editing, highlighting of
notes/comments

RF07 The system must have a shelf with favorite features

RF08 The system must have a shelf with a history of consumption
to facilitate access to resources consumed and with
consumption in progress

RF09 The system should provide a list of news

RF10 The system should provide a list of recommendations

RF11 The system should present information on resource
consumption statistics

RF12 The system must have features to engage the student, such as
competition and gamification

RF13 The system should allow using the resources offline

RF14 The system should allow the user to evaluate a resource

Note that even though some applications provide the same number of func-
tionalities (e.g. APP01, APP14, APP18 and APP19) in Table 1, their scores are
not the same. Therefore, analyzing the users’ evaluations comments could be use-
ful for identifying further quality attributes. Hence, Table 4 shows the 49 Quality
Attributes (QA) we identified. Each of the quality attributes was categorized in
either Functionality or Quality of Use. In terms of functionality, we considered
attributes that denoted new functionalities that the application should provide,
such as: providing notifications (QA01), providing further information on the
consumption process of a resource within the library (QA03), generating reports
(QA09), and others. Also, in terms of quality in use, we considered aspects that
made it easier to use the application and/or (could) improved the user experi-
ence, such as: visual support in terms of colors (QA19), customization of page
size (QA29), or provide shortcuts for experienced users (QA42), and others.
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Table 4. Identified quality attributes based on the analysis of comments made during
evaluations of mobile digital libraries

Code Category Quality attribute

QA01 Functionality The system must send notifications when receiving files

QA02 Functionality The system must support different file formats

QA03 Functionality The system must show reading progress such as pages read and total

pages

QA04 Functionality The system must allow searching for terms within a resource

QA05 Functionality The system must allow importing resources

QA06 Functionality The system must allow to create handwritten notes

QA07 Functionality The system must allow to create notes apart from resources

QA08 Functionality The system must provide automatic translations for resources that do

not have official translations

QA09 Functionality The system must present statistics on resource consumption such as

daily/monthly/annual reading time, total reading time of a book

QA10 Functionality The system must provide an achievement system (gamification)

QA11 Functionality The system must present to the user new resources available on the

platform

QA12 Functionality The system must provide a bookshelf, arranging the books in: already

read, desired and in progress

QA13 Functionality The system must provide a quick access tab to the chapters and pages

of a resource

QA14 Functionality The system must allow choosing which pdf reading engine to use

QA15 Functionality The system must allow factory reset the settings

QA16 Functionality The system must allow auto-scrolling

QA17 Functionality The system must allow navigating the resource using the cell phone’s

volume buttons

QA18 Functionality The system must sync with cloud services and third-party apps and be

able to connect to other devices and external web/mobile platforms

QA19 Quality of Use The system must provide a dark mode to assist the visually impaired

QA20 Quality of Use The system should allow changing of the marking color a resource’s

section

QA21 Quality of Use The system must provide a widget with a shortcut to the feature in use

on the home page

QA22 Quality of Use The system must offer a free demo of the resource within the library so

that the reader can decide whether or not to consume the resource

QA23 Quality of Use The system must allow to adjust the luminosity (brightness scale)

QA24 Quality of Use The system must allow to highlight the text

QA25 Quality of Use The system must provide a page with all the bookmarks of the book

QA26 Quality of Use The system must provide a voice over of the resource

QA27 Quality of Use The system must allow bookmarks

QA28 Quality of Use The system must allow to create notes about a section from the book

QA29 Quality of Use The system must allow to adjust the page size through zoom

QA30 Quality of Use The system must allow to customize the font, such as format, size and

color

(continued)
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Table 4. (continued)

Code Category Quality attribute

QA31 Quality of Use The system must allow horizontal reading

QA32 Quality of Use The system must provide the search by author, title or keyword

QA33 Quality of Use The system must provide the creation of lists, categories or sections for

organizing resources

QA34 Quality of Use The system must allow to download of books for offline access

QA35 Quality of Use The system must provide an integrated dictionary for searching the

meaning of a word

QA36 Quality of Use The system must provide a wish list in the app

QA37 Quality of Use The system must allow sharing a link to a title

QA38 Quality of Use The system must provide the name of the translator who did the

localization

QA39 Quality of Use The system must allow to create folders or categories to classify the

notes

QA40 Quality of Use The system must provide recommendations based on previously

consumed resources

QA41 Quality of Use The system must prevent the screen from turning off while the user is

consuming a resource

QA42 Quality of Use The system must automatically save the position the user was within

the resource

QA43 Quality of Use The system must allow the user to select which languages to find the

resources

QA44 Quality of Use The system must allow the user to find the actual page number for

reference purposes

QA45 Quality of Use The system must present an estimate of time to finish a resource and

part of the resource

QA46 Quality of Use The system must keep the books in its catalog and notify users in

advance of the withdrawal of a book

QA47 Quality of Use The system must smooth the screen transitions and keep them at an

acceptable speed

QA48 Quality of Use The system must resize the text according to the screen size

QA49 Quality of Use The system must be available in the local language

5 Conclusions and Future Work

To support the design of high quality mobile digital libraries, we carried out an
analysis of real applications in the market, identifying requirements that provide
functionalities for users. Also, the list of quality attributes from the point of view
of users is relevant to understand the users’ expectations and understand what
to maintain or remove when designing and developing a mobile digital library.

We are currently employing the proposed requirements list for the develop-
ment of a new mobile digital library. As the next steps of this work, we intend to
carry out empirical studies to analyze if by meeting the identified requirements
and including the quality attributes, we can improve the effectiveness, efficiency,
and the overall acceptance of the new proposed mobile digital library from the
point of view of users in real usage scenarios. In addition, we intend to refine
this list of requirements and quality attributes to propose a set of heuristics
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and guidelines for the development of usable and useful mobile digital libraries
considering the users expectations. Through this research, we intend to provide
a more reliable and robust requirements and quality attributes list suitable for
use by the software industry, as well as software engineers in the development of
mobile digital libraries.
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Abstract. Web-based portals enable a new communication paradigm
that could provide variety of benefits and support to both the customers
and companies. Customers can have continuous access to the services,
information, support, and payments on the portal with the possibility of
personalisation. This paper presents a survey on the usability and user
experience studies relevant to open community web portals and infor-
mation sharing platforms. The objective of the work presented in this
paper was to produce an overview of how literature reported on usabil-
ity in relation to information sharing web portals. A systematic mapping
method has been applied to identify and quantify primary studies focus-
ing on the usability and user experience of the open community web
portals.
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1 Introduction

Web-based portals enable a new communication paradigm that could provide
variety of benefits and support to both the customers and companies. Customers
could have 24/7 access to the services, information, support, and payments on
the portal with the possibility of personalisation. Thus, portals have gained a
considerable attention in businesses and governments due to widespread func-
tionality [12,19]. In the recent years, due to the development of network infras-
tructures and sources, the expansion and evolution of web portals have been also
influenced [17,20]. On the other hand, usability and user experience aspects are
still challenging as satisfying the needs of different users is an open problem for
such systems.

This paper presents a survey on the usability and user experience studies rel-
evant to open community web portals and information sharing platforms. The
objective of the work presented in this paper was to produce an overview how
literature reported on usability in relation to information sharing web portals.
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The usability considerations for these information sharing portals were consid-
ered to be a non-trivial undertaking since multiple user groups with varying
backgrounds are interacting with the system simultaneously. That means that
creators of information sharing portals will need to apply usability techniques.
Which ones have been used and reported on, and how much impact these tech-
niques had, and ultimately reported on, was one of the key questions this work
aimed to answer. Additionally, we focused on finding out the trends in user expe-
rience of information portals and open community websites during this study.

The work presented in this paper provides an overview of how usability is
dealt with in relation to information sharing portals. Considering these portals
require user interaction through sharing of user created content, and the user
participation, this study provides information of how usability has been discussed
in recent publications.

The remaining of the paper is structured as follows: Next section presents
the literature review and related work. Research methodology is explained in
Sect. 3. Results and findings are presented in Sect. 4. Conclusions and potential
future work are presented in Sect. 5.

2 Related Work

Usability evaluation is an important topic in user interface design practice and
research. Many different methods have been specifically developed for web sites
while the most prominent example is still user testing [14]. However, it is very
time consuming and heavily constrained by available time, money and human
resources so various tools have been proposed for automated usability testing
over the years [13,15].

We have recently presented a case study evaluating the usability and user
experience of the SPEED (Smart Ports Entrepreneurial Ecosystem Develop-
ment) open community web portal [8]. The SPEED portal is an open community
information portal, and its main purpose has been the promotion of innovation
and efficiency in the smart port domain by building an ecosystem for smart
port application development. This open community platform provides services
to port stakeholders (such as port authorities, customs and excises), logistic
companies (including ships, road, train), technology entrepreneurs, start-ups,
students and members of the public.

Throughout the literature we found many examples for research on the usabil-
ity of web applications [2,3,5,10]. User-experience (UX) has become a major area
in open community portals which can be characterized as “users’ judgment of
product quality arising from their experience of interaction, and the product
qualities which engender effective use and pleasure” [21]. Good usability and
better user experience are essential as the use of the system should enhance
the workflow and encourage active engagement [4]. An engaging user experience
design can increase the likelihood of users’ motivation to disclose thoughts and
views [22]. From the user’s point of view, there are various dimensions related
to a web portal including quality, design and community support. For example,
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regarding the quality, content’s creditability and usefulness are essential aspects,
i.e. user’s reliability to the portal’s content and services in terms of usefulness,
trustworthiness and accuracy. Content organization and clarity are also very
important in terms of an efficient and effective journey for the visitors. Com-
munity support has also gained interest lately facilitating the required tools and
services for communication, interaction and collaboration within the network
between the portal’s users.

To better understand the various aspects of the usability and user experi-
ence of the open community web portals and information sharing platforms, we
present a systematic mapping study in this paper. Critical to this effort is to
determine the focus of the work, so this study focuses on open community web
portals and online web platforms for information sharing and building knowl-
edge collaboratively. Although review studies about usability and user experi-
ence evaluation are presented in the literature [6,11], they are not specifically
focused on open community information sharing portals or platforms. Sharing
information is important for the scientific community. Over the years the inter-
net became the main information source due to its actuality, interactivity and
flexibility [7]. User-centered design significantly impacts the knowledge-sharing
processes [18].

3 Methodology

3.1 Process

A systematic mapping method has been applied to identify and quantify primary
studies focusing on the usability and user experience of the open community
portals [16]. The results were gained from the four repositories, assessed, and
then aggregated to provide an objective overview of the relevant evidence. The
method applied for the presented review study consisted of four steps, namely
setup, search, screening, and classification. Each step resulted in a list of iden-
tified publications, and the final step resulted in the outcome of the systematic
mapping exercise as shown in Fig. 1.

To provide an effective overview of the primary studies and research areas,
the coverage and the presence of a thesaurus for choosing databases are cru-
cial [1,9]. Figure 1 shows that four bibliographic databases/repositories (ACM
Di-gital Library, IEEE Xplore, Science Direct, and Scopus) were chosen to con-
duct the search for publications. They were selected primarily based on data
accessibility, resource stability, and full functionality of application of the chosen
search string. Additionally, these resources are considered the main bibliographic
databases/repositories for the subject of computer science.

3.2 Keywords

The authors aimed to keep the search as inclusive as possible, but ultimately
decided to focus on “web” rather than “online” to allow for web portals/sites.
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Fig. 1. Mapping process.

The keyword “online” was considered to be too open, and it would have resulted
in too many non - computer science related publications. In the screening step
of the overall process the focus was on “web” in relation to the terms “site”,
“page”, “system”, “portal”, and “platform”. Figure 2 shows the search strings
from three different point of views, namely user, system and functionality. The
keywords were searched in the title and keywords of the papers as well as within
the abstract and metadata if available.

Fig. 2. Keyword selection.

For example, following query was used on the IEEE database: (“All Meta-
data”: Usability OR “User Experience” OR “User Centred Design” OR “User
Centered Design” OR “User-Centred Design” OR “User-Centered Design”)
AND (“All Metadata”: Web) AND (“All Metadata”: “Information Sharing” OR
“Know-ledge Sharing” OR “Sharing Information” OR “Sharing Knowledge” OR
“Share Information” OR “Share Knowledge” OR Crowdsourcing).
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3.3 Paper Selection

398 papers were initially identified after applying the search strings in the
selected databases. Table 1 indicates the initial paper count from each repository.
We included research articles published as a journal paper, conference paper or
book chapter between January 2010 and December 2021 in this mapping study.
So, full proceedings, newsletters, etc. were excluded.

Table 1. Initial paper count from each repository.

Database Initial results

IEEE Xplore 67

ACM Digital Library 42

Science Direct 9

Scopus 280

Total 398

After the initial screening step, 234 papers were selected in the first round
according to the following exclusion criteria:

– repeated studies in different repositories (same results in different search
results),

– not accessible papers (if we cannot access the full paper after searching online
or contacting the authors),

– multiple publications (only the latest or most complete one such as journal
paper was selected),

– identified as completely out of context by title or abstract.

In the second round, we excluded irrelevant papers per contribution as they
should be related to user experience or usability aspects for web portals. As a
result, 98 papers were used for classification and mapping study after applying
the established protocol used to search, select, and evaluate the primary studies.

At the last round of selection, after the data extraction, papers presenting
studies in the context of generic web development or using crowdsourcing as
a means to assess websites were excluded because those were not focus of this
review study. After the last round of screening, 42 publications were considered
to be relevant per context and functionality, i.e. related to information or knowl-
edge sharing systems and focusing on usability in some way. Figure 3 shows the
number of papers in each round. Selected papers are briefly listed in the Bibli-
ography with paper title and year. The mapping file is available upon request
from the authors.
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Fig. 3. Number of selected papers in each round.

3.4 Questions

Our main research question in this research was “What are the methods and
important aspects on the usability and user experience of the open community
web information portals?”. After a planning stage, we conducted the search and
completed the mapping study by analysing the findings and reporting the results.

During the mapping study all authors were involved in the analysis of the
papers and checked for validity. Following questions were investigated for each
paper:

– Contribution Type: What is the type of the contribution in the paper? e.g.
new method, case study, software implementation, etc.

– Application Domain: What is the application domain? e.g. health, transporta-
tion, education, etc.

– Research Method: Which research methods have been used?
– Usability Methods/Frameworks/Standards: Have any specific usability

related methods, frameworks or standards been used in the study? e.g.
Nielsen’s, System Usability Scale, user testing, etc.

– Usability-UX Features/Best Practices: Which specific usability/user experi-
ence aspects, features or best practices are considered in the paper?

– Usability-UX Issues/Challenges: Which specific usability/user experience
related issues or challenges are considered in the paper?

– Developers/Admin Experience: Does the paper discuss any aspects related to
developers or admin experience?

– Portal’s Features: Have any specific features of the portal been mentioned?

The results show that different assessment strategies and development tech-
niques were used. They also indicate that there is no unified approach available
to deal with usability for information web portals. Detailed analysis of the results
and findings are presented in the next section.
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4 Results

This section will present the results of the mapping study and our findings for
the questions listed in the previous section. Figure 4 shows the distribution of
publications over the years. It is noticeable that 2015 produced most of the
publications. That may be explained through a relative maturity of web devel-
opment, and that web portals are not considered separately from general web
sites in academic literature. However, for the purpose of this mapping study, the
decision was taken to consider web portals as special due to their crowdsourcing
and knowledge sharing capabilities.

Fig. 4. Number of papers identified per year.

Contribution types of the papers were different in the papers but most of
them presented system design and development studies including software imple-
mentation. Figure 5 shows the various contribution types of the selected studies
and the count of how many papers are categorised into those types.

Fig. 5. Contribution types of the papers.

Most publications about web-based portals and knowledge sharing sites con-
sidered and discussed in the literature were focusing on Education (11 explicit
mentioning). Knowledge Sharing had the second strongest representation (8). In
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fact, knowledge sharing was the purpose for most portals even if other domains
had the main focus. Two of the publications focusing on Knowledge Sharing por-
tals mentioned Wikis specifically. The other two domains worth mentioning are
Health (7) and Government (4). Further domains did feature, but were limited
to one or two instances. Table 2 lists the number of papers per domain.

Table 2. Number of papers identified per domain/theme.

Domain/Theme Count

Architecture 1

Content management system 1

Commerce 2

Defence 1

Education 11

Environment 1

Geographic information/mapping 1

Government 4

Health 7

Knowledge sharing 8

News 1

Non specific 1

Social networking 1

Software engineering 1

Tourism 1

27 out of 42 publications selected employed some form of usability method
or assessment of web portals. This may appear as a relatively low number, but
in the remaining publications usability may not have been the main focus of the
research. Figure 6 shows the various methods used in the selected studies and
the count of how many papers used each method. It can be seen that a variety
of methods and assessments were employed and some papers used more than
one method. The most utilised method was the use of questionnaires, and user
testing was the second most used approach. This seems logical as usability is
dependent on the users of a system.

Table 3 lists the usability or quality aspects influencing if users are engaging
with a web portal so judged to be important for user experience. It can be seen
that some aspects are incorporate others. Specifically, functionality is actually
also encompassing interactivity, searchability, crowdsourcing, sharing informa-
tion, feedback mechanism, help functionality, communication facilities, recom-
mendation mechanism, collaborative, and competition/reward, and it appears
logical that a functionality would impact users’ desire to interact with a web
portal.
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Fig. 6. Usability method or assessment technique used.

Aesthetics also encompasses use of colour, symmetry, layout arrangement
(balance and grouping), consistency and data hierarchy. Portability/compati-
bility also incorporates adaptability. That is the reason functionality, aesthetic,
and portability/compatibility have higher counts. Other aspects could have been
grouped too, but these are somewhat judgement calls of the researchers. Apart
from the groupings accessibility and ease of use were the most mentioned aspects
to be important for usability of a web portal.

The challenges to usability and user involvement identified by literature in
Table 4 mirror the aspects in Table 3. For instance functionality is seen as impor-
tant for users to engage with a web portal. It may be counter intuitive to suggest
a connection between usability and functionality and lack or quality of function-
ality, which also featured relatively strongly in Table 4, but without a perceived
use or purpose a system may not be used, and as such usable. It could be argued
that quality of content could be related to the usability since the quality of any
information can frustrate users.

Security, although not directly related to usability, could be considered sim-
ilarly related to functionality since perceived security will affect if users engage
with a system. Uncertainty and trust are also related to security. Performance
and latency, which impact waiting time are clearly impacting perceived usability.

For designers of web portals catering for different types of users, it would
be interesting that there is no central metric of usability, and that there are
different national usability indexes. These challenges could clearly also be seen
as issues for developers and administrators of web portals, and they could have
been featuring in Table 5 which shows challenges for web portal developers and
administrators. Maintainability and security were the most prominent challenges
for developers and administrators. Ease of administration could be considered
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Table 3. Portal usability and quality aspects judged to be important.

Usability/Quality aspect Count Paper identifier

Ease of use 8 2, 15, 17, 23, 24, 27, 40, 42

Accessibility 9 4, 8, 9, 12, 31, 34, 37, 38, 42

Understandability 2 6, 13

User satisfaction 1 6

Usefulness 7 6, 7, 12, 13, 16, 27, 40

Simplicity 6 7, 12, 16, 31, 34, 42

Usability 7 6, 9, 10, 19, 25, 27, 38

Easy navigation 6 15, 25, 30, 31, 34, 37

Responsiveness 2 16, 31

Performance 2 16, 31

Content 2 27, 34

Learnability 3 30, 34, 40

Task efficiency 2 30, 39

Satisfaction 3 31, 33, 35

System efficiency 4 31, 33, 35, 40

Effectiveness 2 33, 35

Reliability 3 13, 23, 42

Legitimacy 1 37

SEO friendly 1 38

Functionality 9 13, 14, 19, 21, 23, 27, 34, 37, 41

- Interactivity 1 27

- Searchability 1 23

- Crowdsourcing 1 21

- Sharing information 1 19

- Feedback mechanism 2 34, 37

- Help 1 37

- Communication facilities 1 41

- Recommendation mechanism 1 41

- Collaborative 2 14, 19

- Competition/Rewards 1 17

Portability/Compatibility 5 14, 16, 25, 41, 42

- Adaptability 2 25, 41

Aesthetic 6 18, 22, 30, 31, 34, 37

- Use of colour 1 22

- Symmetry 1 22

- Layout 1 22

- Consistency 1 31

- Data hierarchy 2 22, 37

Social Factor/Good story 1 17

Community focused 1 9
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Table 4. Identified challenges.

Usability challenges Count

Latency 2

Different types of users 2

Age disparity 1

Attitude of users 1

Quality of content 3

Quality of user interface 1

Authorship and copyright 1

Privilege customisability 1

Uncertainty and trust 3

Performance 4

Reliability 1

Network availability 1

Complexity 1

Security 4

Security transparency 1

Developer limitations 1

Users’ interpretations 1

Users’ calculations of the utility of a resource 1

Information overload 1

Fragmentation of data 1

Personalisation of data 1

Clarity of usage 1

Lack of learnability 1

Functionality/usefulness 5

Lack or quality of functionality 3

Lack of portability 1

Lack of flexibility/customisability 1

Insufficient accessibility 1

Information not up-to-date 1

Poor feedback mechanism 1

Integration with other systems 1

No central metric of usability 2

as related to maintainability, and in fact maintainability could be described as
the usability of a system from the perspective of developers and administrators.



420 S. Kazemi et al.

Table 5. Challenges for developers and administrators.

Dev./Admin. challenges Count

Ease of administration 1

Extensibility 1

Deployment 1

Information representation 1

Maintainability 4

Requirement elicitation 1

Security 3

Table 6 shows features and qualities of the web portals discussed. One of
the key features is content sharing, which seems to be the main purpose of web
portals. This combined with the importance of ease of use as indicated in Table 3
highlights that the tasks a user can carry out need to be easily achievable. The
second most noted quality in Table 6 is engaging which is difficult to achieve as
this may change depending on user groups and possibly even changing attitudes
to what is considered to be engaging.

Table 6. Noted portal features and characteristics.

Feature/Characteristics Count

Content sharing 6

Focus on social nature of portal 3

Consensus support system 1

Communication facilities 3

Recommendation mechanism 1

Engaging 5

Visually appealing 1

Searchable 1

Reliable 1

Flexible 3

Privacy 1

Accessibility features 4

Assistive services 1

Collaboration tools 1
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4.1 Limitations

As with any systematic literature review the work presented in this paper has
some threats to validity. The main issue could be linked to the selection of
keywords. There may be synonyms that were not included in the search due
to non-standardised terminology. However, in this study the search terms were
purposely left open to include as many relevant publications as possible.

We would like to also note that ACM search feature and user interface have
changed while we were working on this study. Search results were different with
the new version and included more irrelevant papers based on keywords search,
but we included those new results and repeated the study for the ACM repos-
itory. In addition, ScienceDirect search feature did not allow more than eight
operators, so search is repeated to include all keywords and results were merged.

Another possible thread to validity could be the interpretation of the cat-
egories presented in Sect. 4. Classifying is a non-trivial process, and categories
may not be universally agreed on. However, the results presented in Sect. 4 still
indicate aspects that may impact user engagement which is the core purpose of
web portals.

5 Conclusion

Understanding how users interact with the knowledge sharing platforms is very
important to realise the issues that users may encounter when visiting a portal.
The ultimate experience of a portal can only be judged by the portal’s users
themselves, and not by the developers only even if they are experienced usabil-
ity experts. In this paper, we presented a systematic mapping study with the
objective of identifying the trends in usability and user experience of information
portals and open community websites.

Our findings have been utilised in the SPEED (Smart Ports Entrepreneurial
Ecosystem Development) project. The project’s main purpose was toward effi-
ciency and innovation. If the ports’ needs coordinates with the advanced data
science, it could be an important step in expediting the developments. There-
fore, SPEED portal was developed to build a network community connecting
high-tech start-ups with ports and ports stockholders.

Future work would be related to what attracts users to web portals, and what
engages their participation. Usability is clearly an important part to maintain
users’ participation, but it is not entirely clear yet how successful web portals
encourage users to interact with the web portal.
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Abstract. The adoption of a recommender system depends mostly on the accu-
racy of the computation of the rating predictions from the users. The user rating
prediction accuracy has been a main topic in recent research. Collaborative filter-
ing is one of themost prevalent algorithms for rating prediction,where ratings from
close users, Near Neighbours, are used for the prediction of item ratings. For the
collaborating filtering algorithm implementation, researchers utilise a large set of
parameters, such as the number of close users and user proximity calculation met-
rics, to automatically determine these users, resulting in time-consuming decision
conflicts over the most appropriate selections. This paper explores an approach
that enables scientists to make informed selections for the metrics, parameters,
and setups, using a prototype user interface with preloaded tools for the scientist
to explore close users and attributes. The end users may create simulations to gain
insight into the rating prediction process. The user study verifies that the designer
anchoring effect of conflict of decision may be mitigated using the proposed app-
roach, enabling transparency for the recommendations and informed decisions
from the simulations.

Keywords: User interface · Recommender systems · Collaborative filtering ·
Rating prediction · Conflict of decision · Anchoring effects in designing
complexity · User evaluation · Usability evaluation

1 Introduction

The persistent growth of the content available inweb applications, nowadays, has created
an abundant amount of information for the users to consume. Recommender systems
(RSs) can be used to overcome this issue, by limiting and/or prioritising the information
displayed to the users, based on their perceived value [1–3]. One of the most widely
used RS techniques is Collaborative Filtering (CF), whose overall goal is to produce
accurate rating predictions for items unrated by the users [4–6]. Then, the items scoring
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the higher rating prediction values, and hence the highest probability that those items
will be desirable, are typically recommended to the users [7–9]. As expected, the closer
these rating predictions are to the real rating values, the more accurate the RS is.

CF RS designers use existing datasets to simulate output using RS models and algo-
rithms. This allows them to select the most appropriate approach and finetune it, using
low and high cut-off parameters [10–12]. In the absence of appropriate user interfaces
(UIs) and visual feedback, this workwould traditionally be done programmatically using
custom code. With the increase of the available datasets, research approaches and fine-
tuning methods, in the recent years, the task of manual parameterisation for multiple
datasets and subsets has been shown to yield suboptimal results in several situations
[13–15]. The designer is required to try out approaches and multitudes of parameters
per dataset to determine the optimal setup for the recommendation engine [16–18].

Apart from the fatigue and the human errors, it is hypothesised that anchoring effect
manifests itself on the designer decision process. Based on the above, the first research
hypothesis (RH1) is that designers experience conflict of decision between possibly
optimal setups more often than expected. A second hypothesis (RH2) is that conflict
resolution (due to task complexity) may be mitigated through visual decluttering of the
model/parameter settings and no-code comparative overview.

This paper reports on the user study of 30 participants on the design and evalua-
tion of the model/parameter decision making process for item rating prediction, using
(implementing) CF, which is one of the most prevalent algorithm categories for rating
prediction in RSs.

The rest of this paper is structured as follows: Sect. 2 summarizes related work,
while Sect. 3 overviews the necessary foundations from the CF research area. Section 4
introduces the user interface (UI) and analyses the design and functionalities, while
Sect. 5 presents the user evaluation results. Finally, Sect. 6 concludes the paper and
outlines the future work.

2 Related Work

Over the recent years RSs has been of major interest by many research works [19–
22]. Luo et al. [23] perform unconstrained non-negative latent factor analysis on high-
dimensional and sparse matrices by transferring the non-negativity constraints from
the decision parameters to the output latent factors and connect them using a depen-
dent mapping function. Afterwards, they theoretically prove that the resulting model
precisely represents the original one, by making a mapping function fulfil specific con-
ditions. Lastly, they design efficient unconstrained non-negative latent factor analysis
RSs algorithms. Qin et al. [24] generalise the classic position bias model to an attribute-
based propensity framework. Their methods allow propensity estimation across a wide
range of implicit feedback scenarios and estimate propensity scores based on offline
data. These are demonstrated by applying their framework to a Google Drive RS with
millions of users. Shin [25] examines how users perceive news recommendations issues
and the way they engage and interact with algorithm-recommended news. Furthermore,
he introduces an underlying algorithm experience model of news recommendation, inte-
grating the heuristic process of affective, behavioural, and cognitive factors. The pro-
posed algorithm affects the user’s perception and system trust, in different ways. The
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heuristic aspects transpire when the users’ subjective beliefs about accuracy and trans-
parency act as a mental shortcut. The mediating role of trust is an indication that the
algorithmic performance could be enhanced by establishing algorithmic trust between
news recommendation systems and users. The model illustrates the motivation behind
user behaviours, as well as the users’ cognitive processes of perceptual judgment. Sham-
bour [26] introduces a deep learning-based algorithm for multi-criteria RS that exploits
the nonlinear, non-trivial and hidden relations between users, regarding multi-criteria
preferences, by the employment of deep auto-encoders, which generates more accurate
recommendations. The algorithm produces accurate rating predictions, when compared
with state-of-the-art rating prediction algorithms, based on experiments on the TripAd-
visor and Yahoo! Movies multi-criteria datasets. Tian et al. [27] introduce a RS that
automatically selects a best-suited metaheuristic method without trial and error on a
given problem. This algorithm explores the intricacies of optimisation problems, by
developing a generic tree-like data structure. It trains a deep recurrent neural network
whichmakes automated algorithm recommendation, by learning to choose the bestmeta-
heuristic algorithm. This algorithm makes metaheuristic optimisation techniques acces-
sible to policy makers, industrial practitioners, as well as other stakeholders having no
prior knowledge of metaheuristic algorithms. Alhijawi and Kilani [28] introduce a novel
genetic-based RS, that operates using historical rating data and semantic information.
This genetic algorithmfinds the best list of items to the active user, by hierarchically eval-
uating the individuals using three fitness functions. The first one estimates the strength
of the semantic similarity between items, utilising the semantic information on items.
The second one estimates the satisfaction level similarity between users, while the last
one selects the best recommendation list, based on the predicted ratings.

Accuracy is an important aspect of CF RSs [10, 29, 30]. Singh et al. [31] seek to
overcome the issue of CF recommendation inaccuracy, due to the fact that the predicted
rating may tend towards the average rating value of the user. This is achieved by mitigat-
ing the issues of (i) the consideration of different value of k nearest neighbour per user
and (ii) dataset sparsity. To predict the target item, for each item, they select the nearest
neighbour, due to the high computational cost of finding k for each/different item. Yan
and Tang [32] present a model that uses Gaussian mixture to cluster items and users.
Furthermore, their model builds a new interaction matrix, by extracting new features,
which solves the rating data sparsity impact on CF algorithms. Lastly, they present a new
similarity calculationmethod that combines the Jaccard and the triangle similarities. Jain
et al. [33] present an Enhanced Multistage User-based CF algorithm that predicts the
unknown user ratings in two stages, using the active learning concept. This algorithm
predicts the anonymous ratings for each stage using the traditional User_CF algorithm.
However, it uses the Bhattacharyya Coefficient based nonlinear similarity model for the
similarity computations among users. The presented algorithm uses an extension of the
simple Enhanced multistage user-based CF algorithm, which achieves to increase the
prediction accuracy, by progressively increasing the density of the original ratingmatrix.
Margaris et al. [34] introduce the Experiencing Period Criterion rating prediction algo-
rithm which enhances the prediction accuracy of CF RSs, based on the combination of
the time period the rating to be predicted belongs to, in a certain product category, and
the users’ experiencing wait period in the same product category. The rationale behind
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this algorithm is that a user may apply different experience practices on different prod-
uct categories, that is, being reluctant to experience new products in certain categories,
while being keen to experience new products in others. Chae et al. [35] present a Rating
Augmentation framework with GAN, targeting at alleviating the data sparsity problem
in CF, which achieves to improve recommendation accuracy. Also, they identified that
the naive Rating Augmentation GAN tends to generate values biased towards high rat-
ings when applying GAN to CF for rating improvement. This issue is addressed by
introducing a refined version of RAGAN.

HCI and RS research has started to grow over the last years [36–38]. Braham et al.
[39] present a RS for selecting the most relevant design patterns in the HCI domain,
by combining ontology-based and text-based techniques and by using ontology models
and semantic similarity to retrieve appropriate HCI design patterns. They also validate
the presented RS regarding its acceptance, by evaluating the perceived accuracy and
perceived experience by users. Dominguez et al. [40] provide a perspective of the many
variables involved in the user perception of several aspects of a RS, such as relevance,
explainability, domain knowledge and trust. They study several aspects of the user expe-
rience with a RS of artistic images, from both HCI and algorithmic perspectives, and
then they conduct user studies to evaluate the levels of explainability. Margaris et al.
[41] introduce a UI for WS-BPEL designers that supports personalised recommenda-
tion and selection of business process functionalities, based on user generated criteria.
More specifically, the UI gives the WS-BPEL designers the opportunity, based on either
particular or total scores, to ask for web service recommendations and select specific
web services out of ordered lists. This allows the users to have the final selection choice,
thus overcome the automatic system selection issue that leads to adaptation failure.
Locatelli Cezar et al. [42] introduce a RS for the HCI community, recommending papers
from the Brazilian Symposium on Human Factors in Computing Systems. This RS
applies a post-processing strategy, focused on fairness to balance the users’ interests, in
order to recommend papers related to each user’s profile. Margaris et al. [43] present
a specialised UI for WS-BPEL designers, which allows personalised recommendation
and business process functionalities selection based on user generated criteria. The UI
supports user-specified restrictions, based on non-qualitative criteria, WS preselection,
as well as tuning of the number of retrieved candidate web services presented to the
WS-BPEL designer.

However, none of the above-mentioned works explores how RS scientists can be
enabled to make informed selections for the metrics, parameters, and setups of a CF
RS, for example, the number of Near Neighbours (NNs) to consider and user similarity
calculationmetrics. This work introduces aUIwith preloaded tools that enables the users
to create simulations, to gain insight into the rating prediction process and, ultimately,
increase the rating prediction accuracy, to essentially lead to higher recommendation
accuracy.

3 Prerequisites

The major concepts from the areas of CF RSs, which are used in our work, are
summarized in the following paragraphs.
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First and foremost, the ultimate goal of a CF RS is to produce accurate predictions
for the products that users have not yet evaluated [6]. Then, the RS typically recommends
the products achieving the higher prediction values, to each user, assuming that higher
prediction values usually drive to higher probability that the user will actually be inter-
ested in these products [44, 45]. Obviously, the more accurate these rating predictions
are, the more reliable the recommendations will be, and hence the more successful the
RS will be.

The first step of a typical CF RS is to find users y, who share similar tastes with the
active user x (that is, the user for whom the rating prediction is being formulated), by
comparing the real ratings that both x and y have already entered to common products p.
In order to quantify the closeness of similar tastes between users, a user similarity func-
tion must be used, such as the Pearson Correlation Coefficient and the Cosine Similarity,
the selection of which is made by the RS scientist [46, 47].

Afterwards, all users y, who are found to have (to a large extent) similar ratings with
active user x, are considered x’s candidate NNs. At this moment, the RS scientist must
again select the exact number of NNs that each user x will use for prediction formulation
[18, 48].

Lastly, in order to formulate the rating prediction of user x to product p, the existed
ratings of x’s NNs to the same product are used. This happens under the rationale that,
in the real world, humans trust people close to them (close friends, family, etc.) when
suggestions for a new experience/commodity are demanded (Fig. 1).

Fig. 1. Collaborative filtering recommender systems use near neighbours to recommend items to
users.

Based on the aforementioned steps, both the user similarity function and the exact
number of NNs directly affect the rating prediction value and, hence, accuracy, which
ultimately affects the recommendation success. As a result, the selections that the RS
scientist must take are of critical importance. Scientists spend time researching the
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optimal setups and are asked to make decisions between multiple seemingly adequate
options.Decision conflicts are time consuming and hinder productivity. This necessitated
the implementation of a UI with preloaded tools for the RS scientist to support these
selections and resolve decision conflict.

4 User Interface Design and Functionalities

The proposed UI was designed and implemented with the following functionalities:

• Selection of the similarity function between the CF users.
• Selection of the exact number of NNs that each user x will use for prediction
formulation.

• Real time simulation for selected setups and metrics and graphical representation of
accuracy

In the following subsections the above functionalities will be analysed. The UI is
depicted in Fig. 2.

Fig. 2. The UI for rating prediction analysis for collaborating filtering. (Color figure online)

On the left-hand-side, the RS scientist selects all the necessary information a CF
algorithm needs, that is, the base dataset, the test dataset, the user similarity metrics, and
the number of NNs used. On the upper part of the screen, the scientist selects the users
(all or a range of users) which the rating prediction procedure will formulate predictions
for. The UI allows the RS scientist to select the exact number of NNs that will take
part, for each user, to the rating prediction formulation. If a user has less NNs than the
selected number, all of his NNs will be used for the rating prediction formulation.

According to the vicinity between the rating prediction and the real user rating, the
user can select the limits for which the UI displays the prediction error in colours (the red
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colour indicates large prediction errors, the yellow colour indicates medium prediction
errors, and the green colour indicates small prediction errors) so that the user can easily
locate the cases to focus on.

Lastly, after the simulation is run, the rating predictions are displayed on the right-
hand side. The predictions also incorporate statistics that may help the user interpret the
results of the rating prediction procedure. These include the number of users and items
the dataset contains, the Mean Average Error and the Root Mean Square Error, as well
as the prediction coverage of the prediction process.

The UI allows the user to select from the preloaded user similarity functions, such
as the Pearson Correlation Coefficient and the Cosine Similarity. Apart from the already
implemented user similarity metrics, the user may add, edit, or delete custom metrics
(Fig. 3). These add to the flexibility of the UI, since many users prefer to utilise their
own code implementations.

Fig. 3. User-created custom similarity metrics for recommendation simulations.

At themoment, the UI supports the C programming language. However, in our future
work we are planning to extend it so that it also supports JAVA and Python programming
languages, which many RS scientists use, as well.

5 Evaluation

This section reports on the user study of 30 computer science literate participants on the
design and evaluation of the model/parameter decision making process for the rating
prediction, implementing the CF algorithm. The mean age of users was 20.7 years, 70%
male and 30% female.

For RH1, think aloud testing was applied to monitor and register decision conflicts.
Time to task completion and number of individual trials per dataset (including back-
tracking to former datasets and setups when optimal parameters were found) were also
logged. This was studied for 5 datasets, randomly selected out of the 10 trial datasets,
widely used in CF research, for the study, namely the Amazon datasets [49, 50] and the
MovieLens datasets [51].
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The RH2 investigation was contacted as follows. For the remaining half of the
datasets, the users explored the selection set of model and parameters for the RS
and simulated the applied setups using a prototype UI that implemented the following
functionalities:

• Selection of input/simulation base and test datasets.
• Selection of user vicinity metric.
• Capacity to add new, custom vicinity metrics by the user.
• Selection of number of NNs for output prediction.
• Selection of range of target users (i.e., from the datasets) which the prediction output
is computed for. This allows for insight into the algorithm and better explainability.

• Colour coded vicinity prediction to real values.

All the aforementioned metrics were also applied and actions were recorded. In
addition, a usability evaluationwas performed on the latter approach using themoderated
feedback, namely the think aloud method and user behaviour and perception metrics, as
in similar works [43, 52]. The sessions were run for up to 30 m per task for the total of
two tasks per user.

RH1was found true. The users reported between six and twenty conflicts of decision
per session (Fig. 4). The main findings were:

• Time consuming actions: the users attempted to run multiple tries on a dataset, make
deductions on the optimal setup and proceed to try the setup for the next dataset
(termed as “traditional developer” approach). This resulted in several re-tries of similar
parameters and lack of insight on the datasets that followed the ones tested, since they
would be examined anew.

• Conflict of decision: the users experiencedmost conflicts when similar positive results
were evaluated, since no insight on the performance of the setups for the other datasets
(sparse and dense) could be known.

Fig. 4. User-reported average decision conflict breakdown. The results clearly depict the activities
and types of decisions that trigger conflicts. Those conflicts are mitigated through the proposed
approach.
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RH2 was also found true. The users reported that the colour-coded vicinity predic-
tion to real values in a comparative manner was helpful for making informed decisions
regarding setups that worked well for groups of datasets (two or more). Since dataset
performance varies due to dataset content differences, the target user range selection
was helpful in grouping setup performance even better for groups of datasets. In addi-
tion, the users reported very high acceptance (behaviour metrics: task completions and
confidence; perception metrics: task completion and task difficulty).

The approach that utilised the UI prototype reduced the conflicts by 4.71 times on
average, while the maximum reduction was over 6 times on average for the five most
problematic types of decisions.

6 Conclusion

This work presented a UI with preloaded tools for RSs scientists, targeting at mitigating
the anchoring effect of conflict of decision that the scientists face. More specifically,
the scientists can make informed selections for the metrics, parameters and setups, as
well as create simulations to gain insight into the rating prediction process. A user study
verified that theRSdesigners face the anchoring effect of conflict of decision.Thismaybe
mitigated using the proposed approach, enabling transparency for the recommendations
and informed decisions from the graphical results from the recommendation process
simulations.

In our futurework,we are planning to extend the set of languages that theUI supports,
including JAVA and Python programming languages, which many RS scientists use [53,
54]. Furthermore, we are planning theUI to include graphical representation of the rating
prediction results. Last, we are planning to extend the rating prediction error metrics,
including the most used ones in RS research [10, 12, 55].
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Abstract. The wide application of self-service mode in banks reduces the con-
flicts between service supply and service demands. With the continuous develop-
ment of digitization and informatization, the intelligent service terminal has been
popularized in banks, and human-computer interaction interface plays an impor-
tant part in intelligent terminal system, its scientific and reasonable interface design
closely correlatedwith user experience and efficiency, so it is beneficial to improve
the cognitive performance of intelligent terminal interface by studying the design
elements. In this paper, the authors attempt to study the visual search behavior of
users when browsing terminal interface by an eye movement experiment from the
perspective of visual perception. Besides, the relationship between the color dif-
ference of intelligent terminal interface and cognitive performance was analyzed
based on eye-tracking. Results showed that whether the color of the information
module was the same as the main color of the intelligent terminal interface or not
would affect performance of users. Specifically, If the two colors kept the same,
the search performance was better, and it is helpful to improve the performance
when the key module was color-differentiated in the interactive interface.

Keywords: Self-service terminal · Interaction design · Cognitive performance ·
Eye movement research

1 Introduction

With the continuous development of digitization and informatization, the application of
intelligent service terminal equipment is rapidly popularized in banks, which reduces the
conflicts between limited-service supply and huge service demand. However, an intel-
ligent human-computer interaction interface can show massive and complex informa-
tion in a recognizable, orderly and beautiful form. Reasonable and friendly information
interface design can greatly improve the cognitive performance of users and enhance the
accuracy and efficiency of information processing [1], and color has a very important
impact on visual information acquisition and cognitive performance. Despite the rapid
development of public terminals, there are still many people unable to access these ser-
vices due to the interface design of interactive service terminals[2]. Douglas [3] was the
forthgoer to propose the design of the self-service passenger system used by airlines.
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The main functions of the self-service terminal system include handling flight inquiries,
checking in and providing passes, etc. In the interface design of terminal system, he
proposed to use a VDU screen to establish a user interface and cooperate with computer
graphics dialogue display. Robert L [4] put forward that the perception of visual channels
is more important from the perspective of cognitive psychology compared with other
senses, and they are closely related to the rapid progress of reading. Zhang et al. [5]
classified the information stimulus of visual perception in digital interface information
into layout, color, text, icon and picture, they also divided the whole process of acquir-
ing information into several stages from the perspective of cognitive psychology. The
reasonable use and collocation of colors in the human-computer interaction interface
can not only greatly improve cognitive ergonomics, but also enrich the interface [6].
Many scholars have investigated the relationship between color elements of information
interface and user cognition from cognitive psychology and design. Some people ana-
lyzed the interface design of bank self-service terminal from the perspective of interface
color coding and user cognition to improve the rationality and usability of its design.
Numerous studies showed that we should not only solve problems from the point of
professional design, but also integrate psychology with other comprehensive considera-
tions to make the interface suitable for more users to improve the machine adaptability
to humans [7].

Based on theories related to cognitive psychology and design, this paper is designed
to study the cognitive performance of users in browsing and searching information in the
intelligent interface based on the background color of the interface information module,
combined with eye movement and the terminal interface of a bank self-service machine
is selected as a case. The paper is organized into the following three parts. The first
part is the background introduction and summarization of the current situation of self-
service terminal interface; Secondly, the role of color elements in visual perception and
the user’s visual behavior, cognitive characteristics and behavior pattern is analyzed in
detail. Thirdly, a physiological evaluation was carried out on the terminal interface of
a bank self-service counter machine with eye-tracking, and suggestions on improving
the color design of the information module of the interface are provided, followed by
certain implications for the color design of subsequent human-computer interfaces.

2 Visual Perception and Color Analysis of Interactive Interfaces

2.1 Overview of Visual Perception Theory

The sensory system is composed of receptors and connected neurons of five senses
(hearing, vision, touch, taste and smell), among which vision is very important [8]. The
beginning of information acquisition and cognition is the contact with external stimuli,
then the corresponding eye movements will be produced, which is usually called visual
perception. Generally speaking, the visual behavior of users in the information interface
mainly includes information searching and browsing [9]. It works by sending stimuli
in the form of images to the brain and controlling the movement of the human eye
through the brain’s visual cortex. This process is composed of searching, exploration,
differentiation and recognition [10]. In other words, visual stimuli are returned to the
organism after processing by the visual and nervous system, and thenmuscles and glands
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make clear reactions [11], as shown in Fig. 1. The physiological reactions and functions
of the eyes can reflect the activities of the human brain. For example, staring reflects the
thinking process in the cognitive process. The human eye is the main organ for acquiring
and capturing information. In the process of acquiring and processing information, light
enters the lens and vitreous and is projected to the retina [12]. In the cognitive process,
visual gaze is not only an inherent physiological characteristic of the eye, but also closely
related to the cognitive activities of the brain. For example, when looking at a screen,
human eyes first see the part at the horizontal line of the sight rather than the part below.
When human eyes observe the information on the interface, they usually stare at the
left and upper parts longer [13]. Due to the objective limitations, human eyes can only
receive limited visual information within a limited perceptual span. Therefore, users’
browsing pattern is related to cognitive behavior, information type and information
display [14]. In terms of sensory perception, in recent years, scholars tend to study the
physiological mechanism of human brain’s reaction functions affecting behavior, as well
as the relationship between implicit memory and explicit sensory perception. In practical
applications, most of the researchers focus the correlation on sensorywith characteristics
of products and sensory stimulation. Li et al. [15] Based on Munsell color space and
solid attributes to classify the level of color and the theories related to visual perception
and attention, with the premise of a black background, it’s concluded that when the
brightness and saturation were gradually reduced, the level of the visual perception also
decreased and the recognition efficiency was higher with the low brightness color. Guo
et al. [16] studied the perceptual quantization of visual interface color coding based
on recognition task driving. By analyzing the perception rule of color difference in the
visual system, the quantitative study of color-coding perception is realized by using the
ladder method and quantitative method to figure out the differentiation.

Fig. 1. Interface information stimulus elements and user cognitive behavior.

To sum up, most experimental studies on cognitive performance use eye tracking to
study human gaze, fixation and other behaviors to judge the ergonomics of human-
computer interaction. Furthermore, the appropriate color design of the information
module of the interface can correctly and quickly guide users to perceive and operate
efficiently. Users should perceive and pay attention to the interface information before
cognition. The research on the information elements of the interactive interface has a cer-
tain referential role in improving the information acquisition speed, reducing operation
reaction time and enhancing cognitive ergonomic efficiency when using the interface.

2.2 Interactive Interface Color Element Analysis

In the visual elements of an interactive interface, color is an element that can easily
attract people’s attention, many relevant types of research in psychology show that when
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making observations in the original 20 s when stimulated by color, the color perception
can account for about 80%. And color can be impressive [17], so it is necessary to study
cognitive performance from the perspective of color element stimulus. In the information
interface, adopting the same hue with different lightness and purity to distinguish key
parts or functional areas by means of strong contrast can better attract attention and help
improve performance [18]. The color of information presented and its background color
is important elements that affect users’ perception and information acquisition, and
the different level of color attributes will also affect searching performance. In terms
of color design researches of interactive interfaces, relevant scholars started from the
perspective of color’s impact on visual hierarchy and the impact of color difference on
visual saliency through eye movement experiments or other psychological evaluation
experiments. Wu [19] found that when the foreground color and background color of the
same hue were combined, the reading efficiency was lower when the foreground color
had lower brightness and saturation than the background color. When the foreground
and background colors of different hues were combined, the reading speed would be
affected but the above rule was still followed. Zhang et al. [20] studied the performance
of human recognition when different background colors were matched with different
targeted colors. The time of eye pause in the process of acquiring information can reflect
the performance of cognitive processing. Max [21] proposed a method to quantify the
salience of the targets based on color space, and studied the influence of difference
between the color of icons and their background colors on user search performance.
Peter [22] found that the contrast between colors is an important factor affecting the
visual saliency and searching efficiency. Bhattacharyya et al. [23] also demonstrated
through eye movement experiments that the larger the color difference between the
graphics color and the background color, the shorter the visual search time and the
higher the visual salience of the target.

In conclusion, the color of interactive interface has an important influence on the
rationality and usability of interface design. In the information interface, we can analyze
the hue, saturation, chromatic aberration and lightness of the color, and carry out specific
research on the color of the information module or the foreground and background color,
aimed to obtain the optimal color element, so that users can notice the most useful
information in the shortest time.

3 Eye Movement Study of Color Visual Perception in Interactive
Interface

After analyzing themain theories of visual perception, as well as the visual physiological
behavior of users to the different color elements of the interactive interface, an eye
movement experiment is designed to analyze the influence of color elements on users’
searching and browsing behavior on the self-service terminal interface in banks. When
analyzing the data of this experiment, the cognitive performance of color vision elements
in the information interface is utilized. The eye movement experiment paradigm adopted
in this study is to analyze the process of information acquisition and cognitive processing
under the physiological function and characteristics of human eyes, and to reach the data,
such as the Time to First Fixation (TFF), Reaction Time (RT) and gaze plot.
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3.1 Experimental -Objectives

The self-service terminal interface of a bank is selected as the experimental material of
the study, and the color elements of the original interface are extracted. The color of
the font of the information module and the background color of the module are seen
as a single variable. The main color of the original interface is blue, the color of the
information font is black, and the module has no color filled. Two experiments are
conducted to explore the influence on the changes of font color and module background
color and the cognitive performance of the self-service terminals.

3.2 Experimental Design

With the use of eye-tracking, experimental material is 5 pictures provided to per exper-
iment, each image containing nine information modules, the position of each image
information module offered randomly. The participants perform the experiment of tar-
get by searching task, by collecting data such as time to first fixation, reaction time to
analyze the most efficient way to present information. After the experiment, the data of
the subjects is processed, and the search physiological behavior of the user behavior is
analyzed so as to explore the influence of the information color of the interactive inter-
face of the self-service terminal of the bank on the searching efficiency. This research
is in the single-task situation for target identification in order to prevent the influence of
other factors. Each image’s background and its main color adopt the blue of a certain
bank. When the font color of the information module does not change, the background
color saturation of the lower information module is set to 5 levels and appears randomly;
Each experimental material picture has 9 fixed information modules but are randomly
positioned. The color variable of the experiment is based on The HSB Color systems, as
shown in Fig. 2. Color visual stimuli in the experiment are presented through saturation
changes. In order to increase the randomness, the appearance order of each picture is
random, and the location of targeted information is also random. Under each experimen-
tal condition, the subjects are required to complete 5 searching tasks. The subjects only
obtain the target information through text, and then look for the corresponding module
of the information in the interface.

Fig. 2. The HSB color systems (also known as HSV).



442 J. Niu and Z. Li

3.3 Participants

There were 10 participants in total, including 5 boys and 5 girls; the average age was
between 22 and 25 years old, and they were all postgraduates of the School of Design
Art andMedia at Nanjing University of Science and Technology. All participants’ naked
vision or corrected vision were above 1.0, without color blindness or color weakness.
Each participant carried out a pre-experiment training before the experiment, and the
formal experiment was conducted after completing the exercise test.

3.4 Experimental Equipment and Materials

All the experimental materials were presented on a 15.6-in.LCD screen with a resolu-
tion of 1280 pixels × 1024 pixels. The screen brightness is 92 cd/m2. Two groups of
experiments were conducted. The first group of material information module was blue
background color with five levels of saturation. The second group was a gray back-
ground color, also containing 5 saturation levels of experimental materials. All exper-
imental materials were presented randomly, and the positions of the target items were
also presented at random positions in the visual field. The experiments were carried out
in the laboratory of School of Design Art and Media at Nanjing University of Science
and Technology. The experimental materials are taken from a bank self-service terminal
interface. The experimental material contained ten pictures, one of which was the origi-
nal interface without any change, and the other nine were designed for color adjustment
and change based on the original interface. The experiment was divided into two parts,
each part containing searching tasks for five pictures. The font colors of the five images
in the first group were consistent with the blue tone style of the original interface, and the
blue had the same color attribute (#5779B8). The experimental materials were shown
in Fig. 3. The fill color of the background in the information module in the five images
was divided into five grades below the blue saturation value of the main tone, as shown
in Table 1.

Fig. 3. Sample diagram of experimental materials.
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Table 1. Experimental group 1 interface information module background color information.

Color grade H S B

I None None None

II 219 15 93

III 219 25 93

IV 219 35 93

V 219 45 93

3.5 Experimental Process

The experiment was carried out in the form of individual tests. Participants sat in front
of the test instrument, and Tobbi Studio software was used to ensure that participants’
eyes were captured by the eye tracker. The table and chair were not moved during the
experiment, but they were permitted to move the head in a small range. Before the
experiment, participants would be explained the simulated scene, experimental process,
tasks to be completed and other matters needing attention before the experiment started.
Practicing experiments were conducted before the formal experiment began. First of
all, participants were asked to read the experiment guide. Before the formal experiment
began, participants were told that the task in the following interface was to search the
targeted information module, and then pressed any key on the keyboard. After ensuring
that participants understand the whole procedure, they would conduct a set of prac-
tice experiments as required. After the practice experiment was completed, participants
would be told to take a break for one minute. The formal experiment was carried out
after the break. Participants were required to complete tasks according to pictures of
experimental materials, and it took about 10 min for each participant to complete all
tasks. The whole experimental process is shown in Fig. 4.

Fig. 4. Experimental process of information visual searching.
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3.6 Data Analysis of Eye Movement Experiment

The First experiment task was to search target information. Based on this task, the target
information modules in the pictures were marked and divided, and then added to the
analysis list to generate time to first fixation data. The TFF data of the first group are
shown in Table 2.

The color of the information module for the first group was consistent with the main
color, namely blue, and the variable was the saturation of the background color of the
information module, which was divided into five grades. One level has no background
color, and the other four modules have four levels of background color saturation based
on a saturation lower than themain color blue. Experimental results show that the average
time of the first fixation time on the information interface module with background color
is generally lower than that of the interface without background color, which indicates
that the module color discrimination of key information has an impact on the search
performance, and the color distinction with different saturation helps the participants to
search and capture information faster. In this experiment, it can be seen from the data
that participants used less time to search in material 3 and material 5, and the average
value is obtained after removing the two extreme values from the two sets of data. When
the color saturation of the information module in material 5 was 45, the target search
task took the shortest time and the search performance was higher.

Table 2. Time to first fixation data sheet for material Group 1.

Material 1 Material 2 Material 3 Material 4 Material 5

M SD M SD M SD M SD M SD

TFF(s) 1.91 1.31 1.84 0.79 1.25 1.00 1.78 0.74 1.23 0.88

The color of the information module of the second group was inconsistent with the
main color blue. The original interface was adopted and variables were added to the
background color of the module. The variables were the hue of the background color of
the information module, divided into five grades. One level was no background color,
that is, the color of original unchanged interface, and the other fourmoduleswere divided
into four levels of background color based on a hue higher than black. The experimental
results show that in three of the four groups, the mean time of the first fixation time
with background color in the information interface module is lower than that of the
interface without background color, which again indicates that the color distinction of
the key information module has an impact on the search performance, which helps the
participants to search and capture information faster.
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When the first group ended, a short rest was taken and the second group started to
conduct the experiment. Five pictures of the second group were basically the same as
those of group 1, with the same experimental process and indicators, but the original
unchanged interface was also included, namely the black interface of information mod-
ule. Secondly, in the other four experimental materials, the information module was also
given to fill the background color to distinguish the key information. The background
color is filled based on the original interface. The filling color is different levels of black,
that is, the hue value is 15,25,35,45 four levels of color. The TFF data in the second
group is shown in Table 3.

Table 3. Time to first fixation data sheet for lab material group 2.

Material 1 Material 2 Material 3 Material 4 Material 5

M SD M SD M SD M SD M SD

TFF(s) 2.58 0.89 3.10 2.30 1.54 1.15 1.79 0.99 1.91 0.73

A comprehensive comparison of the two groups shows that whether the main color
of the information interface is consistent or not, the average time of target searching
for experimental materials with background color in the information module is shorter
than that without background color, which indicates that color differentiation of key
information is conducive to faster target searching, as shown in Fig. 5. Secondly, group
1, that is, experimental material with consistent interface tone, takes less time to search
the target than group 2, as shown in Fig. 6. Except for the fourth group, all the other
groups have significant differences. The experimental results show that the color of the
information module and the interface can achieve the same tone by using the same color
system, and the two keeping the same color is conducive to search to the target quickly.

Fig. 5. Information module with or without background color response diagram.
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Fig. 6. Reaction time data of whether the information module is consistent with the main color
of the interface.

After completing the experiment, eye-movement fixation point diagrams of different
interfaces were obtained, as shown in Fig. 7. The fixation point plot reflects the path of
fixation, duration and number of fixation points, and the larger the fixation point is, the
longer the fixation time is. The fixation path can also be used to determine the rate of
return of the participants. By comparing the two groups of fixation points, it is found
that when the main color of the interface is consistent with the color of the information
module, there are few fixation points outside the searching area. It’s reflected that when
the color of the interface and information module keeps the same, users would pay more
attention to searching the information module. When the main color of the interface is
inconsistent with that of the information module, the number of fixation points in the
informationmodule increases, and there aremore fixation paths between the information
modules, indicating that the regression rate is higher, and there are more fixation points
outside the reading area. It can be considered that the color of the informationmodule has
certain visual guidance for users to read and search information, as well as reasonable
and appropriate color configuration helps users to find and obtain information quickly.



Research on the Cognitive Performance of Color Difference 447

Fig. 7. a. Main tone consistent group eye movement fixation diagram. b. Eye movement fixation
diagram of the group with inconsistent dominant tone.

4 Results and Discussion

The above experiments are analyzed from the perspective of color coding of the inter-
active interface information module, and the cognitive performance differences of color
elements at different levels in the interactive interface information module of intelligent
banking terminals are comprehensively investigated through experiments. The experi-
mental results show that different colors of information module can better attract the
attention of the participants and search the information faster, and whether the color of
the information module is consistent with the main color of the interface will also affect
the search performance. The search performance is significantly higher when the color
with lower saturation of the same color system is used to distinguish information, and the
color differentiation of key information is helpful to improve the search performance.
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The same color palette helps users focus on effective information modules and search
for information more intently.

In the digital interface design, visual perception and cognition physiological charac-
teristics have been an important topic of cognition studies. With the rapid development
of informatization and intellectualization, the information levels and amount of human-
computer interaction interface were increased. This article just explores the background
color by controlling the variables in the information of the self-service terminal interface.
In recent years, many scholars have studied readability, comfort and other perceptual
attributes of brightness, contrast and color combination from the perspective of cogni-
tive performance and user experience [24, 25]. Existing researches not only start from
the theory of visual perception, but also from the theories of attention mechanism and
cognitive workload. For example, Andersen [26] et al. studied the guidance of atten-
tion and the prediction of color capture in complex interfaces based on the theory of
visual attention. Most existing studies evaluate cognitive ergonomics and performance
by studying color coding [27, 28]. In the future, we can not only study the ergonomics
level of color elements in-depth, but also improve the design level of cognitive demand,
aesthetic demand and other aspects through quantitative calculation and other methods
from the perspective of sensibility and user experience.

5 Conclusion

In the self-service terminal interface of the bank, there are still many problems to be
solved. For example, with the increase in service business, the amount of information in
the system increases rapidly, resulting in user operation errors. Unreasonable interface
information layout, module and font color Settings do not conform to aesthetics and
ergonomics, etc. which are the contents and topics that designers and scholars need to
consider and investigate in many aspects. At present, there are still some defects in this
study. For example, there is no comprehensive analysis and research on other attributes
of the information module color. This paper only studies the background color of the
information module, without involving other aspects such as layout and text; the age and
educational level of the subjects were not fully covered, which was a limitation of this
experimental study. In addition, this study only analyzes the interactive interface of a
certain bank terminal as experimental materials, lacking more diversified materials and
research samples, which need to be improved and further explored in the later stage.
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Abstract. The internet supports users who want to locate information with min-
imal search while remaining engaged. Using a graphical approach for data pre-
sentation supports both information and engagement, but it is unknown if static
or dynamic graphical display improves cognitive function. Both displays provide
information to the viewer, but they are different in functionality and implementa-
tion. Static images are still images represented as a PNG, JPEG or PDF, without
hidden layers and interactivity. In contrast, dynamic or Scalable Vector Graphics
(SVG) images have more flexibility, and different approaches can support inter-
action with the image. Layers can be hidden which can be revealed by the viewer.
Dynamic images hold data that tell the same story but from different viewpoints.
In this research, pandemic data including case rate, vaccination rate, and mortal-
ity rate data for different states is used. The scope of the data remains the same,
with the values varying based on the geographic region or state. The research
investigates the effectiveness of interactive visuals to improve cognitive function.
Two images, one static and one dynamic, were sequentially presented to viewers,
followed by a series of questions after each image to test the user’s cognition.
The analyzed responses to the questions conclude whether the dynamic image
improved cognition when compared to the static image. The research showed that
users preferred dynamic images by a factor of 2 to 1, with the users preferring the
interactivity of the image. Further research will fully determine changes in user
cognition and understanding.

Keywords: Data visualization · Cognitive function · Usability

1 Introduction

Data collection is an important factor to gain insight into a specific subject. Data visu-
alizations turn text and numbers into a graphical format. A graphical approach allows
viewers to have a visual representation of the datawhich,when compared to text andnum-
bers, allow information to be extracted and easily applied. Recently, there has been a need
to displaymassive amounts of data in away that is easily accessible, and comprehensible.
It is even more important that users understand the information presented.
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1.1 Visualization Approaches

Visualizations allow the viewer to look at data differently. There are two approaches
to data visualization: static and dynamic. All data visualizations fall within these two
categories. The goal of the research question motivating this study was to determine if
the approach used for data visualization affects user cognition and understanding.

Static Images. Static images are presented when a static visual focus on a single view-
point is needed. The static image remains unchanged, and the data is concise [1]. Static
images are best when used with small sized data. Since there are no dimensions to web
graphics, static images are flat images: pie charts, line graphs, infographic posts are just
a few examples. Using a combination of visuals and words allows the user to compre-
hend the data being presented [2]. While static graphical illustrations remain perfectly
adequate in many instances, they become problematic as larger and more complex data
sets evolving over time are used.

Dynamic Images. A dynamic image, also be referred to an interactive image, has mul-
tiple viewpoints but tells the same story. The different layers in a dynamic image allows
the viewer to display information they find useful [3]. A reader-driven approach supports
the role of the reader to both view the data and to interact with the data as well. Inter-
active visualizations usually take the form of a Scalable Vector Graphic (SVG) [4]. A
SVG image is an XML format for describing two dimensional (2-D) graphical displays
that also support interactivity, animation, and filters for special effects on different ele-
ments within the display. SVGs are separated by paths. Each path represents a complex
shape by combining straight or curved lines, which is then capable of manipulation to
give interactivity or animation. There are three methods to give an SVG interactivity, as
shown in Fig. 1.

Fig. 1. Interactive methods
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2 Related Work

To test user cognition between static and dynamic images, an earlier research project
investigatedwhich approach resulted in better user recall [6]. Participantswere instructed
to form either static or dynamic images for subsequent free recall of concrete nouns.
The study defined static images as a graphic that does not move and a dynamic image
as images that involve action and movement. From the study it was concluded that the
number of recalled words correlated positively with percentage use of dynamic images.

A second study was conducted which discusses the influence of dynamic and static
images on user perception in web interface visualizations [7]. This study experimented
with eye movement and the results show that the visual cognitive effect was better for
the dynamic image then the static image, and how the efficiency of visual search was
improved. The study identifies how dynamic images may involve different cognitive
processes and perceptions than viewing static images.

3 Methodology

Interactive visuals give the viewer the ability to interact with the data, but it is not clear
if interactive visuals improve cognitive function. Using both the static and interactive
approaches, we conducted a comparative study with 22 users (n = 22) between the
ages of 18–25. Two images were developed and populated with two different COVID-
19 data sets. Datasets were kept separate to avoid memorization of the values for the
preceding questions asked for both images. Appropriate human subjects and university
IRB protocols were followed, with user consent obtained prior to administering surveys.
Survey respondents were recruited at a university and participation was voluntary.

3.1 Static Image

For the static approach an image of New Jersey was used and presented to the viewer
with the most recent COVID-19 data set. The information was extracted from the U.S.
CensusBureau data set [8] and include the number of Covid cases,mortality cases, Covid
case percentage by gender and demographics. Using the open-source photo editing tool
GIMP, the data and the image were combined to produce one image and exported as
a JPEG as seen in Fig. 2. Using this image, users answered a series of questions to
test their cognitive functions with the data shown. One example of the questions being
asked is: “The Census Bureau Estimates the US population to be 331,893,745. Using
this information, what percentage of confirmed cases are from the featured county?”.
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Fig. 2. Static image of New Jersey

3.2 Interactive Image

For the interactive image an SVG of the United States was used. Each of the states are
broken into paths to allow each state to stand alone, as shown in Fig. 3. To make the
image interactive JavaScript and CSS were used. For the states that have data present
they are filled in with a color based on the legend in Fig. 4.
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Fig. 3. Interactive United States map

Fig. 4. Legend for interactive map

Clicking on the non-gray states reveals an ArcGISmap as seen in Fig. 5. The ArcGIS
map can be searched by address, zip code, or county.
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Fig. 5. ArcGIS map

The users were asked to search for Union County, NJ, USA and view the data for the
zip code 07061 displayed in Fig. 6. They are presented with a window with a COVID-19
dataset from 2021. Using this information, the user is asked to answer questions that
will test their cognitive function. An example of the question being asked is “Of the total
population in Union County what percentage of people are of Asian descent?”.
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Fig. 6. Interactive image data set

4 Results

During the survey, the user was presented with the static image first, followed with
questions to test their cognition. There was a combination of direct, easier questions,
followed by questions that would require use of cognition and understanding in percent
conversion. Next, the dynamic, or interactive image was presented, followed by ques-
tions. Analysis of the close-ended question survey results showed that 68.2% of the users
preferred the interactive image, as shown in Fig. 7.
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Fig. 7. User preferred image

Each question has three options which the user could choose from, as well as another
option for a user-provided answer if the users felt the correct answer was not among the
three options. The answers received were consistent for the static image and the other
option was used once. Responses for a static image are shown in Fig. 8. The question
being asked is “What is the percentage of confirmed cases in NJ for people between the
ages 50–65?”.

Fig. 8. User responses for static image

When the user proceeded to the dynamic image the answers were more varied and
the “other” option was selected as the answer for most of the questions. It can be inferred
that the user either did not search the image properly, used the internet to answer the
questions, or the user did not correctly understand percent conversion. An example of
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the user responses to the survey for the dynamic image can be seen in Fig. 9. The
question that was asked for this dataset was “Of the total population in Union County
what percentage of the population are of Asian descent?”.

Fig. 9. User responses for dynamic image

The user feedback was very informative, with viewers preferring the dynamic map
over the static map. Users felt that in the dynamic map they had more control over the
information they wanted to view. Unlike the static image, where all the information was
provided at one, the dynamic image did not provide all the information at first. The
dynamic image had room for using JavaScript event handlers to hide and show objects
as there was mouse movement or clicking events on objects revealed hidden layers.

5 Conclusion

From the survey responses it can be concluded that the users did not refer to the dynamic
images. The users also had trouble calculating percentages. After viewing the results
there are some concepts that were left out of the study. The responses for the static
image were positive but it is not clear if this is due to the merits of the static image or
the fact that the static image was displayed first. It is possible that the user might lose
motivation or interest in answering the questions as they proceed to the dynamic image.
Future research will use two groups, with one group viewing only the static image then
responding to survey questions and the other group viewing only the dynamic image
and responding to survey questions. Keeping the user groups surveyed separate will not
affect user motivation to answer two sets of questions but will avoid any possible impact
of survey fatigue or presentation bias in the responses received. Comparison of both the
static and dynamic results received will provide a clearer understanding of which image
improves cognitive function.
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Abstract. Receiving a money gift can be bound to potential awkwardness and
money gifts are also often regarded to show little effort and thought or surprise and
thus leaves little impression on a relationship.We developed a framework present-
ing some of the key influential design considerations. This framework was trans-
formed into a brief and design cards that was further applied in co-design work-
shops. This resulted in three low-fidelity interactive prototypes: Reborn Game,
Fictional Wedding, and Guardian Angel. The design factors of the framework are
evaluated in their effect to be potentially relationship-strengthening. Based on 20
interviews the perception of money gifts was explored. The application of fac-
tors was found to achieve a more effortful, careful gift, and also awkwardness of
receivingmoney could be relieved through the design. The digital gift also showed
an ability to convey the giver’s thoughts and feelings in an experience, but it also
could feel artificial.

Keywords: Digital gifts · Digital money · Framework

1 Introduction

We define a digital money gift as digitally transmitted money adapted to function as a
personal gift in connection with new financial technologies. Current examples are mon-
etary gifts exchanged in PayPal, in form vouchers, subscriptions, or wedding registries.
Based on testing two speculative gifting scenarios in focus groups [8] we observed pos-
sible limitations of such gifts in supporting personal relationships, a key quality of gifts
[9, 11]. To express it with the words of one of our participants: “I have the concern, that
if this becomes very mainstream… that you are just not as personally involved anymore,
and that this is also how you distance yourself from each other… I think that also has
to do something with how much time people would then invest in something like this.”
Further literature [7] indicates the interest of givers in digital gifts that would achieve a
relationship reinforcement.

There has been previous work exploring the design of money in closer personal
relations [2, 5, 13] they did not explore the application of factors that are particular to
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gift exchange (i.e., personalization, or a surprise) that might enhance the perception of
money in the digital surrounding. Much of the exploration of digital wrapping has taken
place in the presentation of digital files in general, but these did not address potential
relations of the wrapping with the monetary gift.

To evaluate the framework that aims to achieve a better understanding of the digital
monetary gift, we evaluated three prototypes from workshops: Reborn Game, Virtual
Wedding, and Guardian Angel. ‘Reborn Game’ describes a monetary gift collected and
spent through a video chat and shared personalized game. ‘Virtual Wedding’ plays in
a future virtual reality network, where people can prepare fictional places as a gift,
where the recipient can travel to. ‘Guardian Angel’ is a gift embedded into the daily
communication platform of the recipient, where the giver can set up a guardian angel
mode, filtering and overlaying potential negativemessages, and also sendmonetary gifts.
The key aim is to understand the effect of the applied factors from our framework.

2 Background

To receive money as a gift can be awkward [1] found money can risk being insulting;
it can fail to show much effort or be construed as a lazy way to gift. Also, the giver’s
or recipient’s financial possibilities play a role. It may be awkward to receive money
from someone less affluent as a gift. Such kind of problems continue in the digital realm.
In non-family relations, literature observed possible discomfort in the receipt of digital
monetary or voucher gifts [6, 8] also observed its limits to convey effort and care, due to its
convenience and simplicity. However, there are also practices that can affect money and
its perception positively [14] observed how physical moneywas ‘earmarked’ or wrapped
through different currencies, stories, or meaningful amounts, framed to give a personal
impression. Due to its limitations, money might not function well as a relationship-
supporting gift. Thus, money needs special adaptation and contextual conditions to work
and be appropriate also in the digital circumstances.

Recent work in HCI discussed the role and form of digital money and its adaption to
function in the exchange also in closer personal relations [2] for instance described how
users would sometimes add emojis to lighten up the need of sending money in an online
payment service Venmo [13] described incidences where small monetary transactions
could take the meaning of symbolic care, support, or apologies and thus have a positive
relationship impact [5] analysed existing situations of twoChinese payment applications.
They explored howdigitalmonetary serviceswere used in several social frames that led to
differentiations. Their key factorswere ‘Actors’, ‘Context’, ‘Representation’, ‘Quantity’,
‘Timing’, ‘Flow’ (whether the spending is restricted). These factors depict how money
can be designed but leaves room for exploration in which ways money can be wrapped.

There has been work into wrapping digital gifts in HCI, not distinguishing between
those of monetary value and those without. This also involved explorations into how
digital gifts can be influenced by physical, ‘hybrid’ forms of wrapping to generate new
forms of gifts [4].

Our addition to this body of work is to explore certain important gifting factors
applied to the design of money. Aim is a better understanding of the possibilities of a
digital wrapping for monetary gifts in close friendships and how it affects the perception
of money.
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3 The Framework

Fig. 1. Framework to design digital money gifts (with a focus on close friendship-relationships)

The framework is divided into the contextual influences (occasion, relationship, rela-
tionship closeness), the design elements are the experiential phases or points that are to
be designed, the gift itself, the design factors that indicate the immediate design aims
or user needs based on literature and previous experience [8], and factors that impact
the relationship supporting perception such as effort or thoughtfulness. In this paper the
main evaluated factors are the design factors in the framework, while the other factors
still need more in-depth exploration.

TheContext. Gifts are exchanged in a specific contextual influence (occasion, relation-
ships) where certain gifts might be more appropriate culturally speaking. For instance,
a monetary gift from a child to its mother might be more unusual [12]. Or a money gift
might be usual in one culture on New Year in China, while it would be inappropriate in
another culture.

Design Elements. They describe the phases of the gifting process or experience the
designers want to incorporate in the design [see 5, 6] (i.e., the preparation, representation
of the money).

The Gift. Money has the advantage to never not be a burdensome gift (when not liked
by the recipient), as an overabundance of one type of gift can be perceived useless by
recipients. Also [6] emphasized the usefulness of the gift as something that differentiated
digital files as gifts.
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TheDesign Factors. The design factors derived from our previous gifting study [8] and
compiles intimate and entertaining factors, to achieve a positive and personal experience
for the recipient.

Intimacy is Defined as the Conveyance of the Perceived Intimacy of the Relationship,
the Personal Affection and Meaning

• Personalization (Adapt the gift to the recipient/giver/shared qualities)
• Expression of Purpose (Show positive intent, convey purpose)
• Separation from the Commercial (Avoid commercial impressions)
• Joint Meeting/Activity (Add a meeting/activity)
• Crafting (Enable the giver’s invested time and effort)
• Memories (Create new and use old memories, remind of the giver)

Entertainment intends to make the gift enjoyable, special, and elicit stronger feelings.

• Storytelling (Add/tell a story with the gift)
• Surprise/Deception (Mislead recipient/add something unexpected)
• Virtual Reality (Impossible become possible such as meeting one another)
• Game Elements (Take inspiration from games)

The Interpretation/Experience. One of the main outcomes of gifts is a relationship
effect and in this way the framework follows [9] and [11].

4 Evaluation

To evaluate the framework, it was applied by the author workingwith other co-designers,
who had a professional or educational background, in seven design workshops (with 13
designers). The designers were given a design brief, the framework, and cards and
asked to develop innovative designs for digital money gifting the resulting ideas were
summarized in three prototypes that would best reflect the variety of ideas generated.
Afterwards they were implemented in form of basic interactive prototypes. These were
later tested with potential users.

4.1 Content Creation Workshops

The ideation was oriented around a brief that would fix the contextual factors of the
framework (occasion where a close friend experienced a relationship-break up/divorce,
and a gift is sent across distance to cheer them up a while later) and the phases of the
gifting experience (application context, preparation, opening, payment phase). Money
was also meant to be unbound to any store (such as in vouchers), leaving the recipient the
freedom to buy anything they would like to buy. The design factors were then presented
form of inspirational cards (see Fig. 2) in addition to the framework (see Fig. 1).
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Fig. 2. Inspirational cards were designed for the Workshop. The design factors were presented
on different color-coded cards, pink (left hand card), green (right hand card). (Color figure online)

The three prototypes created are presented below, each based on the design brief of
the workshop.

Reborn Game – Money Gift exchanged and spent in a Live Video Chat and Game.
The first prototype referred to as Reborn Game (Fig. 3) is a money gift that takes place
during an online video call between two friends. They play through two game levels pre-
viously personalized by the gift giver. GIFT OPENING: In the first level, the recipient
goes through a process of rebirth. The level presents previous memories of the recipient
from their lifetime before the divorce, which they can then symbolically take forward
or leave behind through selecting ‘take along’ or ‘let go’ for each memory (see Fig. 3,
left picture). Through this process they collect energy points that represent real money.
PAYMENT: The credit derived from the first gaming level is now spent in a second level,
where the game application is able to generate a matching gift for the recipient based
on their input. In this second theme the giver builds a new self (future identity) through
the creative personalization of an avatar and its environment. The system automatically
determines a gift. At the start of this process, the recipient can limit the product sugges-
tions based on their personal interests and preferences. If the system suggests something
the recipient did not like as much, he can go back to try another combination.

FictionalWedding –Gift a Better Place in theVirtual Reality. This second prototype
(Fig. 4) embeds money into a fictional, virtual reality story and world. In the future,
people will be part of a virtual reality network. They can send one another gifts in form
of fictional places to visit. In this scenario the recipient travels to aMartian community in
a parallel reality, that traditionally marry, divorce, and switch partners on a yearly basis.
GIFT OPENING: The recipient receives an invitation by a secret gift giver and travels to
the fictional place. He explores the world step by step to understand the underlying story
the gift tells. It consists of interactions with other locals that report of the merits of their
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Fig. 3. Prototype 1 (Reborn Game): In the first game level during the video call the recipient
collects energy points that represent the money (left). In the second level the recipient arranges a
future persona or avatar to receive an automatic gift proposition by the system (right).

local coupling traditions, and the recipient also takes part in their tradition on that day
by marrying another local Martian. The recipient also meets the masked gift giver who
hands over their monetary wedding gift, in form of the local currency. PAYMENT: The
Martian money can be spent in local stores the giver personalized with local products to
buy. If a fictional product ormemory is bought from the fictional world, the realmonetary
gift value in this real world would automatically be transferred to the recipient’s general
account or credit. So, he would end up with a fictional gift token and money that can be
freely spent. Alternatively, the Martian currency can be spent in any online shop in the
virtual reality network.

Fig. 4. Prototype 2 (virtual wedding): recipient experiences a better parallel reality, the giver
designed for them and their situation (left). The recipient can also fictionally buy certain self-
designed virtual gifts while the real monetary value ends up in their regular account (right).

GuardianAngel – Lighten theRecipientMoodwith FilteredMessages and aMoney
Gift over Time. The last prototype (Fig. 5) consists of a gifting system that is situated
in context of the daily messaging and wallet platforms of the gift recipient. The giver
can enter the guardian angel mode to protect their friend from any incoming messages
relating to the topic of divorce. The friend can set up filter words, personalize an avatar,
andwrite positivemessages throughout the time the recipient is shielded for. The positive
messages also overlay negative incoming messages. GIFT OPENING: In context of this
procedure, the giver also sends amonetary gift brought by the angel figure to the recipient.
PAYMENT: When the recipient pays with the money from that guardian angel folder,
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a message/commentary arrives adapted to the thing that they bought from that money
(i.e., ‘I will protect you from further bills of this kind in the future’).

Fig. 5. Prototype 3 (guardian angel): The guardian angel can filter out divorce-related messages
based on filter words chosen by the giver, and present positive messages and gifts instead (left).
During payment with the gift the guardian angel makes a comment on what the recipient bought
(right).

4.2 Participants

As much literature has focused on monetary gifts as potentially problematic and bound
to specific expectations in Western cultural contexts [1, 12] participants were all from a
German cultural background (nationality and place of birth). We were also interested in
younger participants who are digitally skilled, aged 18–40. All participants had experi-
enced digital gifts or digital monetary exchange i.e., through PayPal before (see Table 1).
They were recruited via convenience sampling.

Table 1. Participant: Gender, Age, and experience with digital money/gifts

Participant Gender Age Previous Usage of digital gifts/money

P1 F 24 Digital gift card

P2 F 26 Digital greeting cards

P3 F 22 Digital gift card from partner

P4 F 24 Digital gift card from friend

P5 M 28 Used PayPal for transactions

P6 F 34 Digital greeting cards, uses PayPal App

P7 F 23 Digital gift card

P8 F 38 Digital gift card from friend

P9 F 24 Digital gift cards from friends, Christmas and Birthday

P10 F 26 Digital gift card code via e-mail

(continued)
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Table 1. (continued)

Participant Gender Age Previous Usage of digital gifts/money

P11 M 25 Monetary birthday gift via E-mail from friend

P12 F 22 PayPal birthday gift from friends

P13 F 25 Digital gift card from parents

P14 M 27 Uses PayPal

P15 F 30 Gift card code via email from family member

P16 F 30 Gift through code via email

P17 F 19 Uses PayPal app

P18 M 30 Digital podcasts, e-books as gifts

P19 F 27 Digital gift card

P20 F 33 Digital voucher from friend, podcast service subscription

4.3 Procedure

Before each interview took place, participants received the information and participant
consent form. The interviews took place via video call through Microsoft Teams, while
the three prototypes were in form of an online PowerPoint file. The PowerPoint file
allowed basic animations and interactivity and could easily be opened by participants
online. Participants would share the window with the prototype when clicking through.
In-between each prototype the researcher asked questions and also shared Likert-type
questions in form of a presentation.

Participants were initially introduced to the fictional scenario in which the gifting
prototypes they viewed would take place (occasion: gift from a close friend after a
divorce situation, relationship: close friend that lives across distance). Participants were
asked to empathize with the recipient role in the prototypes and to imagine a real close
friend of theirs as the giver. Each gifting prototype was therefore personalized to the
viewer, as if they were the recipient by incorporating their name. The characters were
presented in a gender-neutral fashion so all participants could better relate to receiving
the prototype. Also, each time, the sequence in which the designed prototypes were
shown was alternated (i.e., 123, 312, 231…).

This study is part of a larger study, and the questions presented in the following, were
those analysed in this paper. In the beginning of the study and after each shown prototype
participants were presented the following Likert-type question (1–7, strongly disagree to
strongly agree). They were asked to relate it to the seen scenario while ignoring previous
scenarios. Based on their rating, follow-up questions were asked (first open-endedly,
then also probingly for potentially relevant design factors):

• Money gifts can be relationship-strengthening in close friendships
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For further differentiation they were also asked Likert-type with follow-up questions
about their perception of the wrapping and the perception of the money gift in context
of the wrapping:

• The way the money was given is relationship-strengthening in close friendships
• The monetary gift is relationship-strengthening in close friendships

At the end of the interview, they were also asked which prototype they would like to
best receive.

4.4 Analysis

A deductive content analysis [10] was conducted. First, a coding frame was established
based on the key design factors from the framework (see Table 2) The interviews were
transcribed and then analysed using NVivo. A second coder independently analysed half
of the interviews, and the codes were reconciled. The analysis focused on the mentioned
design factors that were seen as potentially relationship supporting (or weakening),
so there was a differentiation between positive and negative factors. Moreover, there
was a differentiation in positive factors between spontaneous and prompted mentioning
to weigh their relevance. The importance of a concept was determined by how many
different participants they were mentioned rather than their overall frequency.

Table 2. Coding frame with

Code Description Rule Example

Personalization There is an
adaptation/relation to the
recipient

Expression of
purpose

The gift expresses/ the
recipient becomes aware
of the purpose/ intention

Separation from the
commercial

The monetary aspect is
hidden

Joint
meeting/Activity

A design element that
involves a joint meeting
or activity, ranging from
a live to asynchronous or
implied meetings

This does not
mean an abstract
feeling of
togetherness
based on
non-related
design-elements

i.e.,“this virtual reality is
perhaps also an
expression that you
experience something
together…, my friend may
have thought about it and
has already run through it
mentally before
me.”(Prototype 2, P20):

(continued)
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Table 2. (continued)

Code Description Rule Example

Crafting A notable
involvement/preparation
by the giver

Memories Memories placed in the
gift, and what makes the
gift memorable

Game elements A playful element and
quality of the gift

Surprise/Deception The gift has design
elements that make the
gift more surprising

Virtual reality Perception of the virtual
reality and represented
fictional representations

Storytelling Involves story elements

5 Results

Initially, participants were neutral on the stance that monetary gifts can be relationship
strengthening in close friendships (Mean = 4). Their rating was best based on seeing
Prototype 1 (see Table 3). This also aligned with their most preferred prototype (10
participants liked to receive the ‘Reborn Game’ scenario in the final rating question
best).

Table 3. Participant ratings (Mean) on whether money gifts could be relationship strengthening
(prior to and based on seeing the respective prototype)

Prior to any prototypes Reborn game Virtual
wedding

Guardian angel

Relationship
strengthening

4 6 5 5

Joint Meeting/Activity: Nearly all participants spontaneously mentioned a potential
relationship-fostering effect of a personal meeting and shared activity as presented in
Prototype 1 which included a live video chat. The most common reasons mentioned was
the interaction, to share time together, and the communicative exchange.

“it promotes interaction, that’s why I find it relationship strengthening, friendship
is based on giving and taking, so interaction, communication.” (P12)
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Seven participants appreciated that the giver organized a personal meeting as part
of the gift. It depicted an interest to spend time online together and listening to their
personal difficulties. It also showed more care, knowing what happens to the recipient:

”because then I see the person is present and they are interested in what happens
to their gift and not that it is just thrown… ‘Do what you want’, but rather that
they are interested in me.” (P4)

The gift bound to be spent together in their meeting. Some participants felt the gift
was more connected to the giver in their memory in that way:

“Because somehow this makes it clear to the recipient in that moment that the
other has given you this... When he buys a book or he does something, at that
moment he would be more reminiscent of the person than if it is a gift card with
15 e and ’do what you want, and I don’t really know which product you got in
the end’.” (P6)

Memories: Half of the participants appreciated the memories as relationship-
strengthening. This was because it elicited a reflection about their relationship and its
intimacy of their relationship.

“That you go through these experiences together again and thus earn these points,
this friendship is emphasized by the gift of money... Because that’s just something
betweenme and the person and not betweenme and other people… that the person
just knows what is going on in my life, what maybe other people do not know...
This level of intimacy…And there you just seewithwhom you just have a stronger
bond or friendship and with whom not?” (P9)

Selecting the memories also showed effort, and personalization by the giver.

“he thought about it, he picked out fragments of memory that fit together with the
game and I notice he thought about it” (P12)

Expression of Purpose: Nearly half of the participants spontaneously noticed the
expressed intention or purpose of the gift as a relationship strengthening factor. For
instance, the guardian angel expressed care and thought about what the recipient would
need in that moment.

“because the person then simply supported me in the situation, showed me that I
am important to him, showed me that he knows me, that he knows what I need
now, what is good for me and what may not do me any good” (P10)

Personalization: Most participants had the opinion that personalization expresses effort
and thought and the giver’s considerations regarding the recipient.

“The person has thought about it, has taken time to write something personal that
applies to my situation, and I also find that very appreciative, also strengthening
the relationship.” (P16)
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Separation from the Commercial: The importance of this aspect mainly became
apparent in cases where money was not sufficiently hidden and registered by partic-
ipants. Yet, participants had quite different perceptions how to hide money. This became
especially clear in Prototype 3, where a money gift was brought by the guardian angel
in connection with filtering their messages. While some understood money positively
how it was brought to the recipient in a playful manner:

“Because simply through this guardian angel the money was indirectly mediated...
This is not so formal, but in a nice way, a very loving way shown ’here you have a
bit of what you can redeem or what you can spend’. It’s just not as formal.” (P9)

Others did not find the money well enough wrapped:

“money is sent, but there is nothing behind it... so the avatar has nothing to do with
the money.” (P1)

Crafting: Other participants also noticed the involved creations by the giver. The main
effect of crafting was for those participants that it showed effort, thoughtfulness, or also
something more personalized. In prototype 3, for instance the avatar of the guardian
angel could be personalized, and hand drawn.

“The Avatar... he just upgrades everything a bit... Because I just know that the
person has created something that really belongs only to me. This was really
just made for me and something no one else has in the world... it’s just such an
expression of affection, of friendship, that I don’t just not matter to the person.”
(P18)

Game Elements: Four participants also spontaneously noted the playful game-related
elements as somewhat distracting from the monetary gift, but also due to the action that
they need to do to collect it in the game level.

“… somehow with this playful surrounding I have the feeling I do not have such
a problem to accept the money... I think because I have the feeling that the focus
is not on the money, but on the game, because the person has put so much energy
and time and resources into it and because I just think I do something for it and
don’t get the money just like that” (P16)

Storytelling: To a few participants the story in prototype 2 indicated the giver’s effort
in how to present the gift.

“The fact that this money gift is embedded, that shows for me simply that someone
has made somuch effort not only to transfer money to my account. But to integrate
it so creatively into the story...And also, the thoughts, and that itwas just not enough
for the person to just transfer the money to the account, but to put one on top of
it” (P13)

Virtual Reality: A few participants described the virtual reality and its potential rela-
tionship effect. They perceived fictional interactions and processes in the virtual reality
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rather diversly. While for some participants noted more positively the thoughtfulness
and invested time as well as personal character of the self arranged virtual world. They
also expressed how this form of gift would be visually presenting the thought world of
the giver:

“in fact, somehow, did I perceive it as even closer than when a person somehow
gives a gift to a person directly… I think, because maybe then somehow this
personal world was created by the person, and you were let into this world and so
you were invited... She shares her own thoughts and allows you to participate in
her own thoughts and feelings, That then expresses a kind of trust” (P14)

Others were more deterred by a perceived impersonal character of the virtuality and
mentioned the artificiality of the prototype:

“the way is just too artificial for me... Yes, that’s just the way that the person is not
so close to me in this process.” (P9)

Surprise: Three participants also felt greater enjoyment and happiness by the way
money was hidden as or connected to suspense and surprise. In Prototype 1 for example
this participant found it surprising to receive amonetary gift in addition to anon-monetary
game activity:

“because it also triggered this surprise effect with me, there I now get 20 e from
my friend ... Simply because it just triggers in me this inner joy... Because you just
connect this relationship with something good“ (P18)

Specialness: Another factor noted in the prototypes was also their specialness, which
was a sign of effort and particularly appropriate for a close friendship:

“Because I think that’s something very special. And that’s something you don’t
get all the time… Because that shows to me that it is a close relationship. If
someone thinks of something so special for me, I wouldn’t expect that from a
normal friendship... I wouldn’t expect someone to put so much effort into the
money gift” (P13)

6 Discussion

In this paper we presented a framework to provide an overview of the most relevant
influential factors we see to be considered in the design of digital money gifts. It was
applied in the design of three prototypes. Particularly, we applied design factors from
the framework (i.e., the personalization, a shared activity). There has been little prior
research on the experience of digital money in regard to these gift-related design factors
and how it would affect people’s opinion of the receipt of pure money as a gift in its
wrapping.

Overall, participants had a positive understanding, that monetary gifts could
strengthen close friendships after experiencing the prototypes. It indicates that applying
the design factors to the money gift may enhance even pure money as a gift (it was not
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bound to any stores). This aligns with prior literature, describing how people earmarked
physical money in different ways [14]. Yet, we also add a differentiation to the influential
factors in the wrapping and find new digital forms.

A key insight of this study is the potential of our factors to reframe or enhance
money gifts. For instance, the shared meeting/activity and the presence by the giver
during the exchange and spending of the money showed more care in the gift and in
its effect, compared to leaving the recipient on their own spending the money. The
derived interpretation was the interest of the giver in the recipient and the gift. The
presence to which the exchange and spending of the money was bound also reframed
the money gift as a shared activity. The wrapping could also change the feeling about the
money gift when participants were possibly shy to receive money as a gift: for instance,
when embedded in a game and having to work for it, by collecting money like points in
Prototype 1. This could help address certain limitations observed in previous applications
contexts, where feelings of indebtedness could lead to negative experiences [13]. Yet,
some ways in which money was connected to the prototypes was perceived differently
by participants. For instance, in Prototype 3 participant views were more divided on its
effectiveness. This might need more detailed further research.

Other factors showed effort and thought such the act of wrapping the money itself
(i.e., through storytelling, through personalization). It is the specialness of the gift, the
particular, that participants further noticed as effortful (similar to previous research [3]).
This indicates the limits of current gifts which are very similar and there is no difference
between a close friend or an employer, except the type of store in the best case, and a
personal message.

At the same time, there is still some distancing element in spending time online,
especially when being alone, as some participants felt the overwhelming digitality and
fictionality of the virtual reality of the second prototype was somehow artificial. We
suggest in these cases to better connect the digital with the reality of the recipients, such
as real places or people that would be present.

7 Conclusion

In this paper we present a framework to support the design of digital money as a gift. We
explore the functioning particularly in context of close friendships. This work aims to
indicate further options of designing money not bound to certain stores and to enhance
its effect in closer personal relations across distance. The finding of this paper is the
indication that simple money can be presented and reframed in a manner to be positively
accepted and relationship-strengthening as a gift even in intimate friendship relations.
Yet, it is important how to apply those factors to the design. The results show that both,
the design of the payment phase, how themoney is usedwould also need to be considered
when applying these factors.We also found indications for potentially differentwrapping
needs in participants.
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Abstract. This paper aims to propose an effective method to locate valuable
reviews of mobile phones for older adults. After collecting the online reviews of
mobile phones for older adults from JD mall, we propose a three-step framework.
Firstly, Topic Modeling models and linguistic inquiry and word count (LIWC)
methods are employed to extract latent topics. Secondly, regression models are
used to examine the effect of variables obtained from the first step on the popularity
(number of replies) and usefulness (number of helpful counts). Thirdly, seven
machine learning models are adopted to predict the popularity and usefulness of
online reviews. The results indicate that although older adults are more interested
in the exterior, sound,money, and communication functions ofmobile phones, they
still care about the touch feel, work, and leisure functions. In addition, Random
Forest performs the best in predicting the popularity and usefulness of online
reviews. The findings can help e-commerce platforms and merchants identify the
needs of the targeted consumers, predict which reviews will get more attention,
and provide some early responses to some questions.

Keywords: Online review · Older adult ·Mobile phone

1 Introduction

Information and communication technologies (ICT) have shifted the social interactions
(Jara et al. 2015) and the fabric of economic life (Song et al. 2020). However, serious
inequalities in access to and use of ICT have appeared among the categories of persons in
one group (Park et al. 2015). For example, some of the publicmay have problemsmaking
use of the various digital devices. Scholars call this unequal disparity in ICT diffusion a
digital divide. Whereas the digital divide occurring in society can create and aggravate
economic as well as social inequalities. It has also been regarded as one of the most
important barriers to social inclusion and fostering a strong and creative economy (Park
et al. 2015). Thus, it is urgent to propose somemethods to solve the digital divide. Digital
divides are now understood to be complicated with several dimensional situations (Cruz
et al. 2017) like accessibility, affordability, reliability, speed, and utilization (Loo 2012).
More seriously, digital divides have been proved to exist in many countries (Szeles 2018)
and have become a global problem. Current findings of the influential factors mainly
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contain gender (Mumporeze and Prieler 2017; Potnis 2016), age (Ball et al. 2019; Hall
et al. 2015), economic development (Fuchs 2009), and education (Estacio et al. 2019).

On the other hand, the increasing number of older adults (aged 65+) makes the
age-based digital divide more serious. Older adults always discontinue adopting digital
communication technologies (Neves et al. 2018). For example, older people in Greece
and Bulgaria are more than 11 times less likely to be online than the overall population
(Niehaves and Plattfaut 2014). Additionally, a survey exploring computer and internet
experience among younger adults (n = 430, aged 18–28 years) and older adults (n =
251, aged 65–90 years) found the difference significant. The percentages of older people
showing experience with computers and the internet are 80% and 50%, respectively,
compared to 99% and 90% for the younger adults (Olson et al. 2011). Psychological
aging theory and processing-speed theory suggest that older adults may have some
cognitive limitations on using new technologies, which explains the lower proportion of
older adults with computer and internet experience.

Since only very few older adults are using the internet and the number of older adults
is rapidly growing, mobile phone designers and merchants can make more profits if the
future products can attract older adults. Besides, online reviews are regarded as a source
of information for decision-making because of the abundance and ready availability of
information. However, the sheer volume of online reviews makes it hard for consumers,
especially older adults who perceive more difficulties in reading reviews and obtaining
information compared to younger adults, to locate the useful ones. If merchants can
locate the online reviews, which will receive more attention from the public in advance,
they can increase older adults’ satisfaction by placing the useful ones in a prominent
place to help the public get better access to information and save time.

Thus, there are two main purposes of this paper. The first aim is to understand what
characteristics of the technology are applicable to older adults, and the second one is
to predict the popularity (number of replies) and usefulness (number of helpful counts)
of online reviews via machine learning models. A three-step research framework is
designed. Firstly, we crawl the online reviews of mobile phones from JD Mall (https://
www.jd.com/), and then construct the Topic Modeling models and linguistic inquiry and
word count (LIWC) to investigate what characteristics older adults prefer. Secondly,
regression models are employed to explore what characteristics obtained from the first
step can significantly affect the popularity (number of replies) and usefulness (number
of helpful counts) of online reviews. Thirdly, machine learning models are adopted
to predict the popularity and usefulness of online reviews based on their significantly
influential characteristics.

Our study deviates from previous studies in some aspects. The main contributions
are as follows.

Firstly, this paper provides a guideline for scholars on how to solve the age-digital
divide. By adopting Topic Modelling models and analyzing the data of online reviews,
this paper accurately obtains the characteristics of mobile phones older adults prefer.
Scholars can take advantage of the preference to continue their studies and avoid some
useless experiments. This can effectively save time and resources. Besides, because the
age-digital divide has not currently been solved, merchants struggle to explore what
product value customers want. What this paper finds can provide evidence for designers

https://www.jd.com/
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by clearly showing the contribution of comment information to the public attention, and
merchants can make use of the results to design the products.

Secondly, the findings of this paper argue that the cognitive limitations of older
adults on new technologies are decreasing. This provides an oppositive view to the
current theories which present that older adults are more likely to refuse to use new
technologies. Besides, the findings can also provide support to the work published by
Ghasemaghaei et al. (2019) that older adults do not always mean simpler IT products.
In some cases, they may perceive IT products with other features.

Thirdly, the results of this paper indicate that it can be possible to locate useful
online reviews in advance via machine learning models. For merchants, they can better
manage their time and effort in dealing with consumers’ responses based on the results
of predictive models. In addition, they can be alerted and take precautions measures
against negative consumer comments.

The paper is structured as follows: the following section shows the theoretical foun-
dation of this paper and some studies on how to solve the digital divide. Section 3 details
the research framework and the data information. A presentation of results follows. The
conclusion and some suggestions are drawn in Sect. 5. Finally, this paper summarizes
the limitations and the future work.

2 Literature Review

This section covers two parts. The first part is a summary of the previous studies on the
digital divide. The second part is to present the development of the model we use in this
article.

2.1 Studies About the Digital Divide

Just as we can see from section one, the digital divide has become a global problem,
and its development of it has strongly affected social and economic development. Thus,
it is urgent for scholars to think of some methods to change the status. However, by
summarizing the previous studies,we are surprised to find that there are only a few studies
on how to solve the problem, and the existing papers mainly focus on the following two
aspects.

On the one hand, scholars spent much time building models to evaluate the digital
divide. Pertrovic et al. (2012) proposed an innovative procedure for benchmarking the
digital divide. Classifying countries into hierarchical levels of their performance and
selecting the benchmarks for less successful ones are two main innovations. Cruz-Jesus
et al. (2012) addressed the European digital disparities by buildingmultivariate statistical
models and cluster analysis. Park et al. (2015) and Billon et al. (2010) also dedicated
to studying the digital divide between countries. But they took advantage of the similar
method used by Pertrovic et al. (2012) as well to categorize the countries into several
different groups and explained the specific appearance of the digital divide in each group.
Kiss et al. (2020) and Chang et al. (2012) both collected data by questionnaire, but the
first one took advantage of the cluster method, and the latter chose to use the analytic
hierarchy process (AHP).
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On the other hand, exploring the conditions where the digital divide may occur is
also one of the focuses. Except for the factors mentioned in section one, there are more
others. Reddick et al. (2020) conducted a survey to explore the influence of affordability
factors on the broadband digital divide. They found that geographical disparities play an
important role. Besides, the digital divide was not exclusively a rural/urban digital divide
but also appeared in an intra-city context. Jiang et al. (2019) paid attention to analyzing
the appearance of cancer survivors. They found that some patients had problems using
online patient-provider communication (OPPC), whichmeant that there were significant
digital divide barriers existing in the adoption and actual usage of OPPC.Duplaga (2017)
and Sachdeva et al. (2015) also found evidence of a digital divide among patients.

By reading the papers about the solutions to the digital divide, we find that the
existing research mainly focused on providing general suggestions for the governments.
Akca et al. (2007) and Huang and Cox (2014) proposed the design of web pages and
internet access could be a method. Loo and Ngan (2012) suggested that governments
should implement some measures to encourage the use of mobile phones and personal
computers. Similarly, Townsend et al. (2013) alsomentioned that a growing digital divide
would make it more dangerous, and increasing broadband usage would be necessary.

As a basis for summarizing the above papers, it was not difficult to find that there
were so many methods to evaluate the digital divide and the digital divide occurred in
various conditions. However, only a few scholars focused on providing evidence for
governments to make policies to solve the digital divide, but their suggestions were not
targeted. Thus, it was urgent to explore some new methods.

2.2 Researches on Online Reviews

Online reviews have become indispensable information sources that can provide useful
information to customers (Mudambi and Schuff 2010). Customers can obtain informa-
tion about the products that they want to buy before purchasing from either the review
content or the communicative interaction between the product review author and other
consumers (Cao 2020; Li and Huang 2020). Due to the sufficient information from the
online reviews, scholars have started to build some models to make some analyses on
them, aiming at obtaining the preference of customers. Wang et al. (2020) developed a
novel approach based on Bayesian statistics to explore the prior belief in online reviews
and solved the problem that review-hosting firms could not detect the helpfulness of
reviews. Choi et al. (2020) created an aging theory-based EDT algorithm to build the
groups of similar reviews and tracked their development. Finally, by using sentiment
analysis and evaluating time-evolving events, people could identify time-evolving prod-
uct opportunities. Linguistic issues, sentiment analysis, and content analysis were also
performed by Teso et al. (2018). Besides, they suggested that retailers could adapt the
offer to the gender of customers. In summary, online reviews obtainedmuch information,
and taking advantage of the information could bring more opportunities.

3 Research Framework

This section introduces our research model and methods for data collection, processing,
and measurement (Fig. 1). Before making some analyses, we plan to mine the online
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reviews of mobile phones for older adults from JD mall. LDA and NMFmethods can be
performed to reveal the latent dimensions that express the customer’s priorities. These
dimensions present what customers prefer while purchasing the products. Besides, the
results of LIWC can help us test the results obtained by the Topic Modelling models.
After that, this paper explores whether the characteristics obtained from the Topic Mod-
eling models can significantly affect the popularity and usefulness of online reviews.
Eventually, seven machine learning models are employed to predict the popularity and
usefulness of online reviews. To display the results, we divide the entire data into two
parts based on the median of the output features. For example, the median output (num-
ber of replies to online reviews) is 5, so this paper converts the number (>= 5) to 1
and the number (<5) to 0, representing 43.67% and 56.33%, respectively. The median
output (number of helpfulness) is 4, so this paper converts the number (>= 4) to 1 and
the number (<4) to 0, representing 38.19% and 61.81%, respectively.

Fig. 1. Research framework

A web crawler has been designed to obtain the online reviews of mobile phones
for elders from JingDong mall. Some data cleaning methods have been performed. We
mainly followed the steps suggested in (Tirunillai and Tellis 2014). In the first step, some
irrelevant characters and words, such as HTML, tags, URLs, and punctuation marks are
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eliminated due to their no information content about the product or the dimensions of
quality that we are interested in extracting. After that, the presence of characters (e. g.
“.”, “!”, “?”) is used to break the reviews into several sentences. Then we apply the part-
of-speech method to retain words that are adjectives, nouns, or adverbs. The above steps
are to collect the words with sufficient information about the product and its quality.
Finally, stop-words are also deleted, and function words are numbered to support the
following analysis. A total of 284527 comments have been collected after data cleaning.

Besides, seven popular machine learning models were chosen to predict the “useful-
ness” and “popularity” of online reviews, includingRandomForest, Logistic Regression,
Decision Tree, Naive Bayes, Neural Network, Support Vector Machine (SVM), and K-
Nearest Neighbor (KNN). Their performances were mainly measured by accuracy. The
confusion matrix is shown in Table 1. Besides, we also calculate AUC and draw ROC
curves to compare the results.

Table 1. Confusion matrix

Prediction value

Positive Negative

Real value Positive True positive (TP) False negative (FN)

Negative False positive (FP) True negative (TN)

Accuracy = TP + TN

TP + TN + FP + FN

4 Results

4.1 Results of Topic Modeling Models

Two different models (LDA & NMF) are employed to obtain what characteristics of
mobile phones older adults prefer, which can prove the robustness of the results. To foster
our understanding, we also divide the whole data into two groups based on the number
of stars. We only show the first nine topics summarized from the detailed information
to show the results clearly.

Table 2. Results of topic modeling model (LDA & NMF)

Data Data (Star > = 3) Data (Star < 3)

Topic NMF LDA NMF LDA NMF LDA

1 Function Battery Function Old Function Quality

(continued)
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Table 2. (continued)

Data Data (Star > = 3) Data (Star < 3)

Topic NMF LDA NMF LDA NMF LDA

2 Exterior Price Operation Battery Operation Sound

3 Feel Communication Feel Communication Feel Communication

4 Money Old Battery Money Exterior Operation

5 Sound Exterior Sound Exterior Sound Storage

6 Delivery Delivery Parent Sound Delivery Delivery

7 Parent Feel Delivery Signal Parent Function

8 Operation Parent Exterior Delivery Font Exterior

9 Quality Sound Money Function Quality Price

Table 2 shows the detailed information obtained from two topic modeling models
(LDA & NMF). There is nearly no difference between the results from the two models,
which means that it is reasonable to make some analysis on these topics. The results
indicate that older adults are still concerned more about the communication function,
exterior, touch feel, and sound of mobile phones. Besides, they are still concerned about
the work, leisure, and money of the products.

This paper considers using LIWC to get consumers’ attention from online reviews.
The results of this component can help us verify the conclusions obtained above. The
findings are shown in Fig. 2 support the results of Topic modeling. While among
these seven features, older adults pay more attention to the money, sound, exterior,
and communication function than the rest.

Fig. 2. Results of LIWC
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4.2 Results of Regression Models

Before employing these features obtained from Topic Modeling models to predict the
popularity and usefulness of online reviews, regression models are adopted to examine
whether these features have a significant effect.

As shown in Table 3, the average word count of the comment is 14.53, and the
variables (7–13) refer to consumers’ attention towards each aspect. According to the
correlation analysis results, there is no strong relationship between the independent
variables, which means the regression results are not affected by the multicollinearity
when predicting the popularity and usefulness of online reviews.

Table 3. Statistical description and correlation analysis of the variables

Mean 1 2 3 5 6 7 8 9 10 11 12 13

1 Star 3.52 1.00

2 Popularity 0.44 −0.77 1.00

3 Usefulness 0.38 −0.16 −0.07 1.00

5 Sentiment 0.79 0.11 0.04 −0.05 1.00

6 Word Count 14.53 0.00 −0.10 −0.06 0.10 1.00

7 Communication
Function

10.33 −0.03 0.04 0.01 −0.01 −0.03 1.00

8 Exterior 5.1 0.06 −0.04 −0.02 0.22 0.04 −0.12 1.00

9 Sound 9.04 −0.03 0.05 0.00 −0.01 −0.01 0.46 0.04 1.00

10 Touch Feel 0.83 −0.02 0.00 0.01 −0.03 −0.01 −0.03 −0.03 −0.05 1.00

11 Work 1.74 −0.01 0.01 −0.01 0.01 0.03 0.01 −0.07 −0.05 −0.01 1.00

12 Leisure 0.95 −0.01 0.00 0.01 0.01 0.01 0.04 −0.05 0.00 0.00 0.01 1.00

13 Money 4.47 0.00 0.02 0.00 0.05 −0.04 0.08 −0.13 −0.10 −0.03 0.04 0.07 1.00

In the regression models, three control variables are located, including star, senti-
ment, and word count. After examining the effect of control variables on the dependent
ones (column (1) in Tables 4 and 5), the effect of the seven independent variables is
tested (columns (2–8) in Tables 4 and 5). Before examining whether these variables can
significantly affect the popularity and usefulness of online reviews, the significance of
the models is tested first. In Tables 4 and 5, all the models are statistically significant
at a 0.01 level, and all the control variables are significantly related to the dependent
ones. When we predict the popularity of online reviews, we do find that only six inde-
pendent variables show a significant effect, including the exterior, sound, touch feel,
leisure, money, and communication functions. When we predict the usefulness of online
reviews, only sound, touch feel, work, and leisure show a significant effect. Accord-
ingly, we combine all the control variables and the significant independent variables to
construct machine learning models.
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Table 4. Results of predicting the popularity (number of replies) of online reviews

(1) (2) (3) (4) (5) (6) (7) (8)

Exterior −0.0010***

(0.0001)

Sound 0.0013***

(0.0001)

Touch feel −0.0008***

(0.0001)

Work 0.0001

(0.0001)

Leisure −0.0010***

(0.0001)

Money 0.0005***

(0.0001)

Communication
function

0.0007***

(0.0000)

Star −0.2445*** −0.2442*** −0.2242*** −0.2445*** −0.2445*** −0.2445*** −0.2445*** −0.2243***

(0.0004) (0.0004) (0.0004) (0.0004) (0.0004) (0.0004) (0.0004) (0.0004)

Sentiment 0.2190*** 0.2253*** 0.2191*** 0.2188*** 0.2190*** 0.2192*** 0.2183*** 0.2190***

(0.0018) (0.0019) (0.0018) (0.0018) (0.0018) (0.0018) (0.0018) (0.0018)

Word count −0.0016*** −0.0016*** −0.0016*** −0.0016*** −0.0016*** −0.0016*** −0.0016*** −0.0016***

(0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000)

_cons 1.1475*** 1.1469*** 1.1344*** 1.1485*** 1.1473*** 1.1484*** 1.1455*** 1.1399***

(0.0019) (0.0019) (0.0020) (0.0019) (0.0019) (0.0019) (0.0019) (0.0020)

R-square 0.6201 0.6204 0.621 0.6201 0.6201 0.6201 0.6202 0.6204

Prob > F 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Number of obs 284527 284527 284527 284527 284527 284527 284527 284527

Notes: N = 284527. * p < 0.10, ** p < 0.05, *** p < 0.01

4.3 Results of Machine Learning Models

Seven machine learning models, namely Random Forest, Logistic Regression, Decision
Tree, Naïve Bayes, Neural Network, SVM, and KNN, are employed in this part. Table 6
and Figs. 3 and 4 present that the accuracy values of all models are higher than 0.9,
suggesting that machine learning models can be well used to predict the popularity
of online reviews based on the number of stars, sentiment, and word counts of online
reviews. In addition, after combining the control variables with independent variables,
the performance of the majority of the machine learning models becomes better, except
for the SVM and KNN when predicting the popularity of online reviews.
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Table 5. Results of predicting the usefulness (number of helpful counts) of online reviews

(1) (2) (3) (4) (5) (6) (7) (8)

Exterior 0.0001

(0.0001)

Sound −0.0003***

(0.0001)

Touch feel 0.0007***

(0.0002)

Work −0.0011***

(0.0002)

Leisure 0.0006**

(0.0002)

Money −0.0000415

(0.0001)

Communication
function

5.73E-06

(0.0001)

Star −0.0498*** ‘−0.0498*** – 0.0499 −0.0498*** −0.0499*** −0.0498*** −0.0498*** −0.0498***

(0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006) (0.0006)

Sentiment −0.0400*** ’−0.0406*** −0.0400*** −0.0398*** −0.0398*** −0.0401*** −0.0399*** −0.0400***

(0.0029) (0.0029) (0.0029) (0.0029) (0.0029) (0.0029) (0.0029) (0.0029)

Word count −0.0009*** −0.0009*** −0.0009*** −0.0009*** −0.0009*** −0.0009*** −0.0009*** −0.0009***

(0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000)

_cons 0.6010*** 0.6011*** 0.6038*** 0.6002*** 0.6029*** 0.6005*** 0.6011*** 0.6009***

(0.0030) (0.0030) (0.0031) (0.0030) (0.0030) (0.0030) (0.0030) (0.0031)

R-square 0.0324 0.0324 0.0324 0.0324 0.0325 0.0324 0.0324 0.0324

Prob > F 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Number of obs 284527 284527 284527 284527 284527 284527 284527 284527

Notes: N = 284527. * p < 0.10, ** p < 0.05, *** p < 0.01

Table 6. Results of machine learning models on predicting the popularity of online reviews

Control variables Control variables +
independent variables

Difference

Accuracy AUC Accuracy AUC Accuracy AUC

Random forest 96.11% 96.07% 96.95% 96.94% 0.84% 0.87%

Logistic regression 92.83% 93.24% 92.94% 93.30% 0.11% 0.06%

Decision tree 96.06% 96.00% 96.39% 96.33% 0.33% 0.33%

Naive bayes 93.43% 94.03% 93.43% 94.03% 0.00% 0.00%

Neural network 94.10% 94.18% 94.40% 94.61% 0.30% 0.43%

SVM 92.48% 93.13% 92.40% 93.09% −0.08% −0.04%

KNN 94.58% 94.57% 90.76% 90.68% −3.82% −3.89%
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Fig. 3. Results of predicting the popularity of online reviews with control variables

Fig. 4. Results of predicting the popularity of online reviews with control variables and
independent variables

Table 7 and Figs. 5 and 6 focus on predicting the usefulness of online reviews via
seven machine learning models. The results indicate that there is a large difference in
the performance of machine learning models, with the Random Forest and Decision
Tree performing the best. In addition, after combining the control variables with the
independent variables to construct the machine learning models, we do find that for
Random Forest, Logistic Regression, Decision Tree, Naïve Bayes, Neural Network, and
KNN, the improvement is significant and positive. While for SVM, the effect is diverse.
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Table 7. Results of machine learning models on predicting the usefulness of online reviews

Control variables Control variables +
independent variables

Difference

Accuracy AUC Accuracy AUC Accuracy AUC

Random forest 77.01% 74.88% 78.56% 77.02% 1.55% 2.14%

Logistic regression 62.00% 50.14% 62.03% 50.25% 0.03% 0.11%

Decision tree 77.09% 75.09% 78.36% 76.91% 1.27% 1.82%

Naive bayes 51.20% 53.93% 53.37% 55.29% 2.17% 1.36%

Neural network 63.26% 53.45% 63.42% 54.44% 0.16% 0.99%

SVM 51.43% 50.09% 44.31% 49.53% –7.12% –0.56%

KNN 68.49% 66.12% 68.52% 66.25% 0.03% 0.13%

Fig. 5. Results of predicting the usefulness of online reviews with control variables

5 Discussions and Limitations

After conducting the Topic Modeling models, we obtain that the older adults not only
care about the exterior, communication function, touch feel, sound, and money of the
mobile phones but also pay attention to the leisure and work. Although the current
theories state that older adults have cognitive limitations on using new technologies,
what this paper obtains proposes an opposite view. Older adults’ requirement for the
multi-functions of mobile phones is rising. Traditional mobile phones, which can only
be used for phone calls, can no longer meet the requirements of older adults nowadays.
The findings also provide support to the work published by Ghasemaghaei et al. (2019).
Two possible reasons can be used to explain it. Firstly, economic development provides
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Fig. 6. Results of predicting the usefulness of online reviews with control variables and
independent variables

older adults more opportunities to access new technologies, which can contribute to
the reduction in their cognitive limitations. Secondly, public library constructions can
provide rich physical infrastructural resources and free training sessions for the public,
which can help reduce the digital divide (Manzuch and Maceviciute 2020). Older adults
have more free time to access the resources provided by libraries than younger ones,
suggesting that the age-based digital divide can be well reduced.

The main limitation of this paper is that the data collection in this paper is mainly
on smart mobile phones. Due to the lack of data about non-smart mobile phones, some
comparisons cannot bemade. Thismeans that this study cannot investigate whether there
is a significant difference in product value between smart mobile phones and non-smart
ones. The difference can be meaningful for increasing the sales of smart mobile phones.
To solve this problem, collecting more data is necessary. Making some comparisons
between phones with different product values can be beneficial for obtaining the effect
of the product value. Besides, designing some experiments to explore the influence
mechanism of these two variables while people purchase mobile phones can be useful.

6 Conclusion and Suggestions

The findings indicate that currently, although older adults pay more attention to mobile
phones’ exterior, money, sound, and communication function while purchasing mobile
phones, they are still concerned about the touch feel, week, and leisure. Besides, we do
find that machine learning models can be used to predict the popularity and usefulness
of online reviews accurately based on the number of stars, sentiment, and word counts.
After combining the independent variables, the performance of the majority of machine
learning models improves.

Some suggestions are made in this paper. Firstly, since the growing requirement of
older adults for the multi-functions of mobile phones, manufacturers should make some
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adjustments to their innovation plans and spend some resources on exploring ways to
improve the quality of leisure and work functions. Secondly, machine learning models
have been successfully adopted to predict the popularity and usefulness of online reviews.
Merchants can employ this method to locate useful comments in advance. If there are
some problems mentioned in these useful reviews, merchants can respond in a timely
manner.
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Abstract. In this paper, we describe an AI-driven platform, ALLURE, with an
embodied chatbot that teaches the user how to solve a Rubik’s Cube. Our AI
algorithm consists of macro-actions, which refer to a set of moves that are not
transparent or usable to users as a black box. Through the integration of explain-
able AI and conversational user interface designs, we created a novel AI-driven
visual user interface inspired by scaffolding design paradigms to engage users.
We conducted a set of initial usability testing with ten users, and usability find-
ings imply some important AI-driven user interface designs to engage users for
problem solving.

Keywords: Human-AI interaction · HAI · Chatbot · Conversational user
interface · CAI ·Multimodal interaction · Explainable artificial intelligence ·
XAI · Pathfinding · Human-computer interaction · HCI · AI

1 Introduction

Recent technological innovation, especially with the advancement in artificial intelli-
gence (AI), has changed how we live, work, and learn. The primary challenge is that
AI technology is still mainly a black box that cannot directly engage users, so having
explainable and trustworthy AI is critical to making a real impact. Integrating AI into
education is a promising way to transform today’s education [1] due to its capability
to uncover the most efficient ways of problem-solving. Drawing upon a knowledge
base grounded in large volumes of data, AI can adapt to its end user, thereby identify-
ing and improving student learning patterns [2]. Although AI-transformed education is
promising, we have only scratched the surface of this new phenomenon. There are many
unknowns concerning how AI is built into the learning system, and what AI-driven user
interface design can effectively engage learners to learn andwhy. Thus, we aremotivated
to create a novel design strategy through a scaffolding design paradigm that decodes the
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black box of AI through an AI-enabled platform called ALLURE with an embodied
chatbot (Fig. 1). Our goals are to not only guide users to use AI, but to also engage users
in learning by solving complicated problems, such as solving a Rubik’s Cube. Our use
case, the Rubik’s cube, has 4.3 × 1019 possible configurations, and each method for
solving has its own high-level step-by-step plan and algorithms for achieving that plan
[3]. While AI is often able to solve a Rubik’s cube and solve it in the most efficient way
[3], the complexity of the solutions often surpasses AI’s ability to explain these solutions
[4]. This problem-solving is facilitated by a multimodal chatbot design embedded in the
ALLURE platform with visualized scaffolds (Fig. 2, Fig. 3, and Fig. 4).

Fig. 1. AI-Enabled ALLURE platform snapshot.

In this paper, we will first conduct a brief literature review, and then explain our
user interface design. Following our usability study description and the preliminary
usability testing results, wewill provideAI-driven chatbot design implications and future
directions for this research.

2 Literature Review

The concept of scaffolding is rooted in works by Vygotsky on social constructivism [5],
especially his influential notion about the zone of proximal development [5]. Scaffold-
ing is defined as providing learners with instructional support to obtain knowledge/skills
or complete academic tasks that they otherwise cannot accomplish [6, 7]. Research has
indicated that scaffolding helps college students understand advanced concepts [8], solve
complex problems [9], and develop higher order thinking skills [10]. Specifically, scaf-
folding supports student learning by providing conceptual, strategic metacognitive, and
motivational support [6, 11]. Conceptual scaffolding provides students with guidance
on knowledge or concepts relevant to the tasks at hand [9], while strategic scaffolding,
usually in the form of questions and prompts, engages students to search for efficient
problem-solving strategies for those tasks [11]. Metacognitive scaffolding prompts stu-
dents to metacognitively monitor and control their problem-solving progress as they
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complete tasks [6, 12], and motivational scaffolding students’ interest and self-efficacy
in solving a problem [12]. Various types of scaffolding may tap into different aspects of
learning. For example, the meta-analysis on various types of scaffolding by Kim et al.
[12] indicates that conceptual scaffolding can improve student cognitive outcomes, but
it is inferior to strategic scaffolding and metacognitive scaffolding in this aspect. In addi-
tion, Kim et al. [11, 12] found that strategic scaffolding and metacognitive scaffolding
develop students’ higher order thinking skills. In this study, we focused on four types
of scaffolding--conceptual, motivational strategic, and metacognitive scaffolding--and
integrated them into our developed system. Namely, we used an embodied chatbot to
teach users how to solve a Rubik’s Cube on the ALLURE platform.

Chatbots are increasingly being used in educational settings to explain difficult con-
cepts, provide practice problems, and offer tailored feedback to learners [14]. They can
also help students monitor their progress and stay on top of their assignments when inte-
grated in learning management systems. As they develop, chatbots are expected to not
only adopt colloquial language and language patterns that are similar to humans [15],
but also offer praise and encouragement in response to users’ successful completion of
tasks. As such, chatbot instruction has been just as, if not more, effective than traditional
instructor training [16], and students often prefer learning with chatbots over other meth-
ods [14]. Since chatbots can be customized in aspects like pace and content, they are
accessible to students of various backgrounds, experience levels, and learning styles [14,
15]. Furthermore, students who interact with chatbots are generally more interested and
intrinsically motivated than those in traditional learning settings [17]. In this study, our
chatbot was primarily designed to provide users with scaffolding that engages users and
provide feedback for complicated problem-solving tasks, i.e., solving a Rubik’s Cube.

While current literature surveys the affordances of chatbots in academic environ-
ments, little research has focused on the use of chatbots for extra-curricular learning that
takes place outside of the classroom. To that point, most chatbots are intended to deliver
a set type or amount of content, usually through modules or step-by-step instruction.
What’s more, these chatbots tend to assume all learners are novices with the same level
of background knowledge and therefore require them to start at the same place and work
through the same content. Finally, existing chatbots combine multimodal elements like
text, images, video, and audio [18], but do not incorporate engaging AI that users can
interact with in real time. TheALLUREplatformfills these gaps in the literature by using
a chatbot to help users solve a Rubik’s cube. Unlike academic content that is required
by teachers for class credit or a grade, the content in the ALLURE platform relates to
an activity users choose to pursue in their leisure time. With an optional tutorial and
levels that are accessible in any order and at any time, the interface is also designed
for learners with varying degrees of background knowledge; Thus, we designed a set
of conceptual scaffoldings to support users on the ALLURE platform (Fig. 2). Plus,
while the chatbot on the ALLURE platform does offer step-by-step instruction with
motivational scaffolding, the goal is for users to gain foundational knowledge about the
Rubik’s cube that they can later apply when engaging with cubes outside of the platform
(Fig. 4). Finally, in addition to text and static images, the ALLURE platform implements
metacognitive scaffolding through highlighting and 3D movements to engage users, as
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well as arrows that initiate strategic scaffolding mechanisms to teach users how to solve
problems on a Rubik’s cube (Fig. 3 and Fig. 4).

Fig. 2. ALLURE platform tutorial design

Fig. 3. ALLURE platform macro-action and 3D model visualization designs
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Fig. 4. ALLURE platform arrow and highlighting visualization and chatbot design

3 Usability Study Design and Preliminary Results

Aconcurrentmixed-methods studywas conducted, with quantitative and qualitative data
being collected and analyzed separately to gain an integrated understanding of college
students’ perception of the effectiveness of the chatbot in our ALLURE system [19].
Quantitative research used a validated chatbot usability scale with a focus on inquiring
about students’ perception of their experience with the chatbot. Qualitative inquiries
included data collected by individual semi-structured interviews with the students, the
researchers’ observation notes, and students’ think-aloud protocol data.

Participants
A total of ten college students were recruited from our institution to participate in this
study. The participants’ demographics and their prior experience with the Rubik’s cube
varied. Five male students, four female students, and one student who chose not to
specify their gender, were included. Additionally, five participants rated themselves as
intermediate skill-level Rubik’s cube users, two rated themselves as skilled users, and
three rated themselves as beginners.

AI Platform Design and Scaffolding
Scaffoldings were provided via the chatbot for the participants to solve problems on a
Rubik’s cube. The problem in this study was solving a Rubik’s Cube white cross. To sup-
port the participants, four types of scaffolding were available: conceptual, motivational,
metacognitive and strategic [6, 11]. Specifically, conceptual scaffolding was given by
providing an explicit tutorial on solving problems via relevant “moves” on the Rubik’s
cube [12] (Fig. 2). These tutorials presented essential information the participants needed
to solve the problem. Using motivational scaffolding techniques, the embodied chatbot
would serve as a virtual tutor to motivate and engage users. Strategic scaffolding was
also provided via the function of macro actions (see Fig. 3). Macro actions showcased
the strategies that can be used to solve the problem, including identifying the problem,
representing the problem, and developing the solutions to the problem. Participants were
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able to interact withmacro actions, which informed the participants of efficient strategies
to solve the problem. Metacognitive scaffolding was delivered via arrows that recorded
the moves completed by the participants (see Fig. 4). By tracking the moves, the arrows
were expected to engage the participants in both metacognitive monitoring and control
to identify what they had completed and whether they were on the right track towards
solving the problem.

Data Collection
The instruments used to collect quantitative and qualitative data in this round of usability
testing sought to gauge users’ experience with chatbots and seek their perception of the
usability of the chatbot. Particularly, the Chatbot Usability Scale [20] was used to collect
quantitative data, while researcher observation notes and post-interview protocols were
used to collect qualitative data. The chatbot usability scale included five-point Likert-
type scale items with a focus on the participants’ perceived usefulness, perceived ease
of use, perceived ease for learning, satisfaction, effectiveness, and their experience with
the chatbot. For qualitative data, each interview was semi-structured with an interview
protocol provided and recorded for 45 to 60 min. Each interview was audio- or video-
recorded per the consent of the participants. The interview was transcribed using an
online transcription service, Otter.ai, and validated by three of the researchers with an
acceptable level of mutual agreement. Observation notes were taken by the research
team while observing the usability testing experience. Then, the researchers reviewed
their notes together to mitigate any disparities.

Data Analysis
Quantitative data was assessed using the descriptive statistics to determine the partici-
pants’ perception of their experiencewith the chatbot and also the usability of the chatbot.
For qualitative data, thematic analysis [19] was conducted to seek the participants’ per-
ceptions. In the end, the findings from two sources of data were integrated to evaluate
the effectiveness of the chatbot in scaffolding the participants’ problem solving on the
Rubik’s cube.

Results

Table 1. User survey results

Constructs Mean Standard deviation

Perceived usefulness 3.26 1.20

Perceived ease of use 3.7 1.19

Perceived ease of learning 4.27 0.91

User satisfaction 3.31 1.22

Chatbot effectiveness 3.85 1.20
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Overall, the participants reported a moderate-to-positive perception of the usability
of the ALLURE platform with an embodied chatbot (Table 1). Specifically, the mean
value for each subscale fell in the range between neutral (3) and agree (4). Participants
found it easy to use the chatbot for learning (M= 4.27, SD= 0.91), but their perception
of the usefulness and the ease of use for the chatbot as well as their satisfaction with the
chatbot remained at a moderate level, indicating room for user interface improvement.

4 Study Findings andAI-DrivenUser Interface Design Implications
for Problem-Solving Domains

Our preliminary usability study findings for the ALLURE platform and its embod-
ied chatbot design provide important design implications for AI, HCI, and education
researchers as well as user interface/user experience design practitioners who are inter-
ested in using the problem-solving domain to effectively engage users. Since we imple-
mented scaffolding design strategies for this project, this study contributes to the emerg-
ing human-AI interaction field through a novel theoretical lens. We highlight our design
implications in multiple ways:

(1) Using different types of scaffolding mechanisms for the user interface design, we
can holistically engage users in learning hard concepts. Then, through interacting
with AI algorithms, we can help users foster their own novel problem-solving
solutions at different phases of the learning processes through interacting with
the AI algorithms. For example, implementing conceptual scaffolding designs for
hints and key notions allows users, especially novice users, to be more engaged
and comfortable during the initial learning phase. This is critical for complicated
problem-solving, as initial cognitive engagement can be intimidating for those who
are not familiar with the problem. Our usability study implies that, through effective
conceptual scaffolding designs, users will gradually place trust in the AI system and
gain the confidence they need to prepare for the cognitively demanding problem-
solving task. When users begin the learning process and require more explicit hints
or guidance, metacognitive scaffolding can effectively bridge the gap between the
problem and the users. If users needmore directional guidance, strategic scaffolding
designs can provide additional hints to guide them towards problem-solvingwithout
providing direct solutions.

(2) Engaging and retaining users for complicated problem-solving is a challenge, and
thus motivational scaffolding strategies are critical. In our study, we implemented
a novel AI-driven chatbot that works in synchronization with the AI algorithm to
enable useful feedback when users require more information for their problem-
solving. Additionally, using more human-like conversations, such as “John, great
job!” and “Ah, don’t be frustrated, let’s try another alternative” further intrigues
and encourages users in problem-solving. Users are also more likely to feel less
embarrassed or judged with a chatbot than they might be with a human tutor,
especially when they are stuck. Therefore, our study established a solid use case
that begins to transparentize the black box of AI for complicated problem-solving,
while identifying novel scaffolding design strategies to engage users in that learning
process.
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(3) Explainable AI (XAI) and trustworthy user interfaces are also critical to bridge the
gap between AI and humans in educational settings. Our case study offers some
insightful XAI design implications for human-AI interactions in problem-solving.
First, user interface designs must establish trust in order to engage the user. In
our usability testing, users perceived that XAI algorithms efficiently explained the
solutions. For example, one user indicated that an algorithm that helped the user
solve a Rubik’s Cube in a more efficient way would be useful. One user stated,
“Yes, I saw one (Rubik’s Cube), like five years ago, and I was confused. Well, now
that I understand what the commands mean, yeah. I think the ALLURE program
gives me a good foundation.” Second, the ability of user interface designs to explain
the underlying rationale in an explicit and concise way will further in complicated
problem solving engage users. As an example, one of users said “[About the moves
and explanations]Oh, I likedhavingboth. I like that it explainedwhatwas happening
and then kind of broke it down to just that. Like the letters because then you got your
brain thinking like that. Just the shorthand of it.” Third, to make user engagement
most effective, user interface designers need to carefully pace each step to account
for user processing. In our case, a few users felt the learning process moved too
quickly, which prevented them from fully understanding the tasks. A user control
design thus needs to be in place, so users can personalize their problem-solving
process. Fourth, user feedback design plays a key role in retaining users during the
problem-solving process. We observed that users would get frustrated if they could
not elicit a human-like answer from our chatbot, since they expected the interface to
function similarly to a human tutor. Thus, we need “conversational user interfaces
to integrate” more advanced human-AI interaction, natural language processing,
machine learning and pedagogical design strategies to satisfy users’ needs.

5 Future Research

Based on the current usability findings, we plan to conduct a large, controlled user
experiment to empirically examine the effectiveness of our AI-driven platform along
with its embodied chatbot for optimal user engagement and problem-solving outcomes.
Overall, our study laid the foundation for human-AI interaction research on complicated
problem-solving. Our Rubik’s Cube use case offers inspiring insights to advancing this
emerging and exciting field.
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Abstract. To be more competitive in the mobile applications market, designing
the mobile applications that users tend to use is of great significance. Usabil-
ity plays an indispensable role in affecting usage intention. Therefore, mobile
applications usability evaluation is vital in the designing process. This report is
a systematic review of mobile applications usability evaluation by bibliometric
analysis. We used Scopus and Web of Science to search documents. Trend anal-
ysis, co-occurrence keywords analysis, co-authorship analysis, co-citation anal-
ysis, leading table, and word cloud were conducted to do the systematic review.
Research related to this topic has become popular in recent years. Mobile appli-
cations usability can be influenced by the user, environment, task/activity, and
technology, evaluated by different usability attributes from different perspectives,
and influence technology acceptance, adoption, retention, etc. [7] Lab experiments
andfield studywere frequently usedmobile applications usability evaluationmeth-
ods [5–7]. The subjective questionnaire, such as SUS (System Usability Scale)
[12] and USE (Usefulness, Satisfaction, Ease of use) questionnaire [17], were fre-
quently applied to investigate participants’ subjective feelings after using mobile
applications. Another subjective method is the heuristic evaluation [15]. Then,
objective metrics, such as task completion time, task completion rate, time spent
on the first use, and so on, were frequently used in mobile applications usability
evaluation [5, 6, 35]. In future work, we can find papers from more databases
and include more papers in the literature review. Next, differences in contexts,
users, and goals, should be considered in mobile applications usability evaluation.
Finally, security is a prominent factor in mobile applications development.

Keywords: Mobile applications · Usability · Evaluation · Bibliometric analysis

1 Introduction

Mobile devices are widely used in our daily life and lead to the rapid development
of mobile applications [1]. The commonly used mobile applications include mobile
commerce, mobile social media, mobile health, and so on [2]. From the perspective of
mobile application developers, designing the mobile application that people tend to use
is of great significance in the highly competitive market. Based on TAM3 (Technology
Acceptance Model 3), objective usability is one determinant of the perceived ease of
use and then influence the perceived usefulness and usage intention of technology [3].
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Therefore, usability has an indirect influence on the usage intention. To enhance the
usage intention, usability improvement is an effectiveway, and research related tomobile
applications usability evaluation has become popular.

Based on the definition by International Organization for Standardization, usability
is the ability that the system can enable a specific user to accomplish a specific goal under
a specific context [4]. Wei & Dong defined the mobile system usability as the ability
that the mobile system helps the user meet the intended goals under a specific context
[2]. Compared to the usability evaluation of other systems, the following issues should
be considered in the context of mobile applications due to the characteristic of mobile
devices [5–7]. The first issue is the small screen size [2, 5–7]. Because of the limited
size of the screen, what information should be displayed [2] and how to effectively
organize the information are essential in improving mobile applications usability. The
second issue is the mobile context [5, 6]. Mobile applications are frequently used in the
dynamic environment that contains many interactions between the user and the context
[5, 6]. For example, when using the mobile map app while driving, driver should pay
attention to both road condition and mobile map app. The third issue is the input method
[2, 5–7]. This issue is due to the small screen size [2, 5, 6]. Buttons on mobile devices
can’t be as large as other devices due to the screen size constraint. However, the small
button can increase the operation difficulty and errors, and lower the input speed and
efficiency [6]. The remaining issues include connectivity [5, 6], display resolution [5–7],
etc.

This report is a systematic review related to mobile applications usability evaluation
by bibliometric analysis. Scopus and Web of Science were applied to search litera-
ture. Three tools, including VOSviewer, CiteSpace, and MAXQDA, were used in this
report to do the bibliometric analysis. This part is the introduction, which comprises the
background information and topics were going to analyze. The second part shows the
procedure of searching related documents and search results. The third section is the
analyses results. The fourth section is the discussion. The fifth section is the conclusion,
which presents the main work in this report. The last section is the future work, which
points out possible directions for further research.

2 Procedure

In this report, documents related to mobile applications usability evaluation were ana-
lyzed. Scopus and Web of Science were used for searching papers. The published year
is between 2010 to 2021. There are three search terms, including mobile applications,
usability, and evaluation. Table 1 is the search results. Based on Table 1, more papers
can be found in Scopus.

Table 1. Table of databases and search results.

Topic Database Year Search terms Number of papers

Mobile applications
usability evaluation

Scopus 2010–2021 Mobile applications,
usability, evaluation

1174

Web of Science 292
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After searching papers, trend diagram was generated based on the number of doc-
uments per year. Next, co-occurrence keyword analysis, co-authorship analysis, and
co-citation analysis were performed in VOSviewer based on the search results. More-
over, CiteSpace is another effective tool for doing the co-citation analysis. Then, leading
authors and leading sources related tomobile applications usability evaluationwere sum-
marized based on the papers searched by Scopus. Finally, the word cloud was generated
by MAXQDA.

3 Results

3.1 Trend Analysis

Papers searched by two databases were analyzed. Figure 1 shows the number of docu-
ments per year. For the papers searched by Scopus, the number of published papers in
each year almost keeps increasing from 2010 to 2019, decreases in 2020, and increases
again in 2021. For the papers searched byWebof Science, the number of published papers
in each year decreases from 2010 to 2012, increases from 2013 to 2017, decreases in
2018 and 2020, and increases in 2019 and 2021. The almost increasing trend represents
the popularity of this topic in recent research.

Fig. 1. Trend diagram based on the number of documents per year from 2010 to 2021.

3.2 Co-occurrence Keywords Analysis

Papers searched above were used to do the co-occurrence keyword analysis. The min-
imum occurrence for each term was 20. Next, 342 terms were selected based on the
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papers searched by Scopus and 64 terms by Web of Science. Then, 205 terms based on
Scopus and 38 terms byWeb of Science were chosen as the most relevant terms. Figure 2
is the co-occurrence keyword diagram based on Scopus, and Fig. 3 is the co-occurrence
keyword diagram based on Web of Science.

Fig. 2. Co-occurrence keyword diagram based on Scopus.

Fig. 3. Co-occurrence keyword diagram based on Web of Science.
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Figure 2 and Fig. 3 are the co-occurrence keyword diagrams related to mobile appli-
cations usability evaluation. In the co-occurrence keyword diagram, the term circle size
is related to the occurrence times in these papers’ abstracts or titles [8]. The term circle
size will be large if this term appear frequently in the title or abstract of papers [8].
“Mobile application” has the most considerable circle size in Fig. 2 and Fig. 3, which
indicates this term is most frequently occurred in the abstract or title based on the docu-
ments searched by two databases. Next, the distance between two terms would be closer
if they frequently co-occurred [8]. For example, the distance between “mobile health”
and “diabete” in Fig. 2 and the distance between “effectiveness” and “satisfaction” in
Fig. 3 are close, which means they frequently co-occurred in papers. Then, terms with
the same color were divided into the same cluster, and the terms in the same cluster had
a similar research topic [8]. For instance, Fig. 2 has four clusters and Fig. 3 has three
clusters. In Fig. 2, there are many terms related tomobile health in the red cluster, such as
“mobile health”, “mhealth”, “diabete”, “patient”, “treatment”, and so on, which repre-
sent the main topic in this cluster. In Fig. 3, three terms are related to usability evaluation
attributes in the blue cluster, including “efficiency”, “effectiveness”, and “satisfaction”.

To be more clear about the importance of different terms, terms were ranked by
occurrence generated from VOSviewer. Table 2 shows the top terms searched by co-
occurrence keyword analysis based on two databases. The top terms based on the doc-
uments searched by Scopus are “Mobile application”, “Application”, “Paper”, “App”,
“System”, “Participant”, “Usability evaluation”, “Patient”, “Model”, and “Score”. The
top terms based on the documents searched byWeb of Science are “Mobile application”,
“Paper”, “App”, “Usability evaluation”, “Quality”, “Participant”, “Review”, “Mobile
device”, “Patient”, and “Problem”.

Table 2. Table of the top terms by co-occurrence keyword analysis in VOSviewer.

Scopus top occurrence term Occurrence WOS top occurrence term Occurrence

Mobile application 703 Mobile application 217

Application 645 Paper 115

Paper 421 App 98

App 421 Usability evaluation 71

System 368 Quality 63

Participant 278 Participant 62

Usability evaluation 254 Review 60

Patient 242 Mobile device 58

Model 190 Patient 51

Score 179 Problem 51
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3.3 Co-authorship Analysis

The papers searched above were used for the co-authorship analysis, and the analysis
was conducted by VOSviewer. The minimum number of documents was 3. Finally, 122
authors were selected based on Scopus, and 17 authors were selected based on Web of
Science. Figure 4 and Fig. 6 are the detail of the co-authorship diagrams, and Fig. 5
and Fig. 7 are the co-authorship diagrams. In the co-authorship diagram, the size of the
circle indicates the number of documents the author has [9]. For the papers searched by
Scopus, Hussain A has 41 papers with the largest circle in Fig. 5. For the papers searched
by Web of Science, Hussain A is also the leading author based on the circle size and the
number of documents. Total link strength in this part represents the sum of link strength
the author has [10]. Hussain A has the most significant total link strength in both papers
searched by Scopus and Web of Science.

Fig. 4. Detail of the co-authorship diagram based on Scopus.
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Fig. 5. Co-authorship diagram based on Scopus.

Fig. 6. Detail of the co-authorship diagram based on Web of Science.
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Fig. 7. Co-authorship diagram based on Web of Science.

3.4 Co-citation Analysis

Papers searched by Scopus were used. The minimum number of citations was 7, and
12 cited references were selected. Figure 8 is the co-citation diagram, and Fig. 9 is the
selected references. In Fig. 8, 12 cited references were divided into 7 clusters. From
Fig. 9, paper [6] has the enormous citations and total link strength, which indicates the
importance of this paper in this area. Since the information of one paper in Fig. 8 is not
adequate, we selected 11 papers (6 clusters) in Fig. 9 for further analysis.

The first cluster contains three papers which are related to SUS [11–13]. Brooke
developedSUS to conduct the effective usability evaluation in different contexts [12], and
conducted a review of SUS in 2013 [13]. There are ten statements in SUS and participants
are required to fill in the questionnaire based on their user experience immediately
after using a system in the experiment [12]. Bangor et al. investigated the relationship
between SUS score and usability by adding one statement in SUS [11]. The second
cluster contains three papers which focus on the usability evaluation model [5, 6, 14].
Paper [5] and [6] are reviews of mobile applications usability evaluation model, which
have discussed usability evaluation methods, usability evaluation attributes, and so on.
Seffah et al. proposed an integrated usability evaluationmodel by considering the existing
usability evaluation models [14]. The third cluster has two papers [7, 15]. Coursaris &
Kim conducted a review related to mobile applications usability evaluation based on
previous empirical studies [7]. Nielsen & Molich used heuristic evaluation to search for
usability problems in different user interfaces [15]. The remaining three clusters contain
one paper each [16–18]. Bangor et al. analyzed SUS based on empirical studies and
testified the effectiveness of SUS [16]. Lund proposed the USE questionnaire, which is
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also a subjective usability evaluation questionnaire [17]. Stoyanov et al. designedMARS
(Mobile App Rating Scale) to testify the usability of mobile health [18].

Fig. 8. Co-citation diagram based on Scopus.

Fig. 9. Selected papers in Fig. 8.
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Another effective tool is CiteSpace. In this part, papers searched by the second
database were used. Figure 10 is the co-citation diagram by CiteSpace. This figure is
part of the co-citation diagram. In Fig. 10, some nodesweremarkedwith the author name
and year, and some clusters weremarkedwith keywords. In this figure, several keywords,
“mobile applications”, “usability testing”, “digital psychiatry”, “health care evaluation
mechanisms”, “older adults”, “technology acceptance”, “software”, and “information
technology” were identified. Moreover, citation burst in CiteSpace is an effective way
to search essential papers on the given topic. As shown in Fig. 11, four important papers
related to mobile applications usability evaluation were found, and three of them [5,
7, 18] were identified in Fig. 9. The red line in Fig. 11 represents the paper that was
frequently cited during these years [19]. For instance, the paper written by Harrison et al.
[5] was frequently cited from 2016 to 2018.

Fig. 10. Co-citation diagram by Citespace based on Web of Science.
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Fig. 11. Citation bursts based on Web of Science.

3.5 Leading Table

The first leading table is the leading author table based on papers searched by Scopus.
This table is ranked by the number of papers that the author published between 2010–
2021. From Table 3, Hussain A has the most significant number of published papers
related to this topic from 2010 to 2021. The second leading table is the leading source
table based on papers searched by Scopus. In Table 3 and Table 4, we can get both the
leading information and the popular research topics for each leading author and source
based on keywords. From Table 4, research related to mobile health was popular.

Table 3. Leading author table.

Author (Scopus) Keywords Count

Hussain, A Mobile application, Usability, Evaluation, Usability
evaluation, Usability testing

41

Hashim, N.L Mobile application, Evaluation, Usability, Deaf, Deaf people 14

Mkpojiogu, E.O.C Mobile application, Mobile app, Perceived usability 12

Nathan, S.S Mobile application, Usability model, Deaf, Deaf people,
Usability evaluation model

11

Islam, M.N Usability, Mobile applications, Mobile computing, Mobile
application, Usability evaluation

10

3.6 Word Cloud

Content analysis was conducted by MAXQDA. Four papers from Fig. 9 [5–7, 14] and
two chapters related to mobile applications usability evaluation from the book [2, 20]
were selected. InMAXQDA, the minimal frequency of words was 50, and the number of
words in the imagewas 50. Theword cloudwas generated after removing some irrelevant
words and repetitions. In the word cloud, the size of the term represents the occurrence
of this term in the selected materials. In Fig. 12, the size of “usability” and “mobile” are
large, which means these two terms frequently appear in the above documents.
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Table 4. Leading source table.

Source Keywords Count

Lecture notes in computer science
including subseries lecture notes in
artificial intelligence and Lecture notes in
bioinformatics

Mobile applications, Human computer
interaction, Usability engineering, Mobile
computing, Usability evaluation

87

Jmir Mhealth and Uhealth Mobile applications, Human, Humans,
Mobile application, MHealth

63

Studies in Health Technology and
Informatics

Mobile applications, Mobile application,
Human, Humans, MHealth

61

ACM International Conference
Proceeding Series

Mobile applications, Mobile computing,
Usability evaluation, Usability
engineering, Mobile application

47

Advance in Intelligent Systems and
Computing

Mobile applications, Usability
engineering, Mobile computing, Usability,
Human engineering

29

Fig. 12. Word cloud generated by MAXQDA.

4 Discussion

4.1 Mobile Applications Usability

Based on the definition by ISO, if one or more than one of these three factors (user,
goal, and context) change, the usability of this system may be different [4]. Coursaris &
Kim proposed a mobile usability framework [7]. Their mobile usability framework
contains three layers. The first layer has four factors (user, environment, task/activity,
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and technology) that can influence mobile usability, the second layer includes several
usability attributes that can represent mobile usability from different perspectives, and
the third layer shows the effect of usability [7]. Some keywords identified by co-citation
analysis in Fig. 10 is related to the above framework. For example, “older adults” is
related to the user in the first layer, and “technology acceptance” is the effect of usability.

In the first layer, usability can be influenced by the above four factors. Users can be
divided into different clusters based on their age, gender, culture, etc. [7] When asking
different users to use the same system to complete the same task in the same context,
system usability might be varied. Therefore, user difference should be considered in
mobile applications usability evaluation to meet different groups’ requirements. For
example, some factors, such as visual acuity, hearing,memory, etc. should be emphasized
when designing for the elderly [21]. Next, the usability of a system may not be the same
due to the environment. Taking the mobile map app as an example, even though some
mobile map apps are easy to use in a static environment, their usability might change
when using in a dynamic environment, such as walking, driving, etc. Then, the task
or activity has an impact on usability. With the increment of difficulty or number of
tasks, the usability of mobile applications may be varied. Harrison et al. pointed out that
mobile application developers tend to add additional functions to achieve as many goals
as possible [5]. However, some redundant functions may have negative effects on the
original and primary goals [5]. Finally, technology is an essential factor that can influence
usability. In the framework proposed by Coursaris & Kim, technology contains device
type and interface [7]. Mobile devices include mobile phones, tablets, and wearable
devices [2, 22]. Kortum & Sorber found that the usability of phone applications is
better than tablet applications [23]. The main difference between the phone and the
tablet is the screen size. For the same mobile application, the tablet can display more
information than the phone on one page. However, the large amount of information will
lead to trouble in proper information selection and decreasing the usability. Additionally,
mobile application developers consider more in the necessity of functions due to the
limited screen size and capacity [23].

The second layer is the usability attributes. Table 5 shows the usability attributes in
previous papers. The first and the second row of Table 5 are usability attributes, and the
third and the last row of Table 5 are mobile applications usability attributes. Based on
Table 5, the frequently used mobile applications usability attributes are effectiveness,
efficiency, satisfaction, learnability, memorability, and error [4–6, 24]. Effectiveness
evaluates the ability of mobile applications that can enable users to accomplish specified
goals with completeness and accuracy [4–6]. Efficiency reflects the resources required
to achieve goals with speed and accuracy [4–6, 24]. Satisfaction is the user’s subjective
feeling after using a specific mobile application [4–6, 24]. Learnability requires the
mobile application should be easy to learn, and the user can achieve a specific level in
using this mobile application in the short term [5, 6, 24]. Memorability represents the
extent the user can use the mobile application after not using it for a given period [5, 6,
24]. Error can be calculated by the number of errors that occur in the usability testing,
and well-designed mobile applications should promise the low error while using them
[5, 6, 24].
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Table 5. Usability attributes in previous papers.

Paper Usability attributes

[4] Effectiveness, Efficiency, Satisfaction

[24] Learnability, Efficiency, Memorability, Errors, Satisfaction

[5] Effectiveness, Efficiency, Satisfaction, Learnability, Memorability, Errors, Cognitive
load

[6] Learnability, Efficiency, Memorability, Error, Satisfaction, Effectiveness, Simplicity,
Comprehensibility, Learning performance

The third layer is the effect of usability. Well-designed mobile applications can
promise users to accomplish taskswith accuracy, speed, and loweffort. Improvingmobile
applications usability can attract more users since people tend to use the easy operating
mobile applications. Based on the model related to technology acceptance, objective
usability is one factor that has an impact on perceived ease of use, and perceived ease of
use is one attribute that can influence perceived usefulness and usage intention [3, 25].
Therefore, the usability improvement can stimulate and keep customers’ usage intention
of mobile applications.

4.2 Mobile Applications Usability Evaluation Methods

Lab experiment and field study are two frequently used mobile applications usability
evaluation methods [5–7]. The difference between these two methods is the lab exper-
iment is conducted in the controlled context while the field study is conducted in a
real-world context [5, 6]. Moreover, it is easier to control and record the testing process
in the lab experiment than in the field study [6].

After completing the tasks, participants’ subjective feelings toward the usability of
the mobile application can be collected by questionnaire. SUS is an effective way to
do usability evaluation [12, 13] and is frequently used in mobile applications usability
evaluation [26–29]. It contains ten statements that participants can assess the system
usability fromdifferent perspectives and participants are required to grade each statement
to show their agreement immediately after completing all tasks [12]. Nevertheless, how
to use the final grade to interpret the usability is a question [11, 16]. Bangor et al.
added one statement related to the overall feeling of the product in SUS, investigated
the relationship between the SUS score and the overall feeling, and found they are
highly co-related [11, 16]. USE questionnaire, which can evaluate usability from three
perspectives, is another subjective usability evaluation questionnaire proposed by Lund
[17]. There are several statements in each perspective and participants are required to
grade each statement after using a product [17].

Another subjectivemethod is heuristic evaluation. Heuristic evaluation is an effective
and efficient way to do the software usability evaluation [30]. Participants can raise
usability problems based on different heuristics and their user experience. Nilsen &
Molich pointed out that five evaluators can find most of the usability problems based on
nine interface usability heuristics, and more usability problems can be identified as the
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number of evaluators increases [15]. They also proposed ten interface usability heuristics
in 1994, and the latest update was in 2020 [31]. However, usability heuristics proposed
by Nilsen focused mainly on desktop interfaces rather than mobile applications, which
should take the small screen size, inputmethods, and someother characteristics ofmobile
devices into consideration [32]. Therefore, Joyce & Lilley developed usability heuristics
for mobile applications based on previous literature and experts’ assessments [32]. Joyce
et al. have also testified the effectiveness of their usability heuristics in identifying
mobile applications usability problems [33]. Inostroza et al. have also contributed to the
development of mobile applications usability heuristics [34].

Mobile applications usability can be evaluated by some objective metrics. Different
metrics can evaluate mobile applications usability from different perspectives, such
as effectiveness, efficiency, learnability, memorability, error, and so on [5, 6, 35]. For
example, effectiveness is usually represented by the task completion rate, efficiency is
often evaluated by task completion time and task success rate, learnability is frequently
assessed by the time spent on achieving a specific level or the time spent on the first
trial, memorability can be evaluated by the time spent on the second use, and error can
be measured by the error frequency [5, 6, 35].

5 Conclusion

To be more competitive in the mobile applications market, research related to mobile
applications usability evaluation has become popular. Therefore, this report analyzed this
topic based on recent literature. From the trend analysis, the number of papers related
to mobile applications usability evaluation searched by Scopus keeps increasing from
2010 to 2021, except for 2020. The increasing number of papers represents the popular-
ity of this topic in recent years, customers’ demands for mobile applications with high
usability, and developers’ awareness of improving the usability of mobile applications.
Co-occurrence keyword analysis can indicate both the importance of each term and the
relationship between different terms [8]. Based on the co-occurrence keyword analysis,
some important termswere identified.What’smore, different termswith a close relation-
ship were also identified, such as mobile health and diabete. Co-authorship analysis and
co-citation analysis have a similar function as the co-occurrence keyword analysis. In
the co-authorship analysis, the importance of the author can be ranked by the number of
documents, citations, and total link strength. The relationship between different authors
can be assessed based on the distance and link in the co-authorship diagram. In this
report, Hussain A has the most significant number of documents and total link strength
in papers searched by both databases. Co-citation analysis was performed byVOSviewer
and CiteSpace. Both tools can identify the frequently cited references and the relation-
ship between different references. Additionally, citation burst generated by CiteSpace
can represent the frequently cited references in different periods. Based on co-citation
analysis, papers related to the usability evaluation model, SUS, USE questionnaire, and
usability heuristics were identified. Then, two leading tables were constructed based on
the number of documents the author had and the number of documents in each source.
Finally, word cloud generated by MAXQDA was based on the previously searched
materials, which shows the leading terms directly in the selected material.
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6 Future Work

This report is a literature review on mobile applications usability evaluation based on
bibliometric analysis methods. However, the papers analyzed in this report are lim-
ited since most are from the co-citation analysis based on two databases. Therefore,
more databases can be used to search papers and more papers can be included in the
review. Next, the mobile usability evaluation framework, including usability attributes
and usability evaluation methods, might be different due to the different users, contexts,
and goals. In future work, for mobile applications usability evaluation, the choice of
usability attributes, evaluationmethods, and evaluation heuristics, should be emphasized
based on these differences. Finally, the objective of this topic is to detect and improve the
usability problems that will influence technology acceptance during the design process.
However, some other factors can influence technology acceptance either. One promi-
nent factor related to mobile applications pointed out by Wei & Dong is security [2].
How to prevent security problems and recover immediately after encountering security
problems to avoid loss are of great significance in future work.
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Abstract. Background: In real-world scenarios humans perceive the world con-
textually, relying on previous information to modify their responses. During inter-
actions with a machine, missing contexts may decrease the accuracy of judge-
ments. In the realm of human-computer interactions (HCI), relatively easy tasks
as controls may not be relevant.

To evaluate the impact of stress we increased the cortisol level by the safe but
reliable procedure Cold Pressor Task. We used five stimuli represented by facial
expressions: ‘neutral’, ‘laughter’, ‘fear’, ‘pain’, and ‘pleasure’.

Aim: We intend to find out how the responses to stimuli are altered by stress
and statistically quantify the BVP (Blood Volume Pulse) signals.

Materials: 27 raters rated these five stimuli presented by 5 actors and 5
actresses, while BVP was being registered.

Methods: Each physiological response was a six-second time series after the
rater rated the stimulus. A nontrivial model includes lag dependencies on either
previous states or previous noise. The simplest models would be ARMA(p, q)
models with to-be-determined parameters ϕ1, . . . ϕp and θ1, . . . θq.

Inferences: In this study, we find that the wearables’ sampling for six seconds
cannot separate signal from noise significantly. Only one response was found to
be significantly affected by the condition of stress: the perception of fear.

Keywords: ARMA time series · ‘Wearables’ · BVP · Maximum likelihood
distributions · Bayesian likelihood · Emotion perception · Fear · Pain · Pleasure ·
Stress

1 Introduction

In real-world scenarios, humans estimate a large proportion of their perceived world
contextually and use previous information to adjust or modify their expectations and
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responses. During interactions with a machine, contexts may be missing and, therefore,
it is claimed, the accuracy of judgements decreases [6].

Furthermore,many applications using human-machine-interfaces rely on the premise
that ratings and responses are in concordance and, consequently, requesting a response
for a rating would not be necessary, since the signal can be directly obtained from the
sensors (installed, for example, in wearables) [2, 7].

However, in the realmof human-computer interactions (HCI), using relatively simple
tasks as controls may not be relevant; in the real world, ambiguous situations and stress
presumably negatively impact the measurable response.

To evaluate the impact of stress we have employed a procedure commonly used in
psychological experiments called Cold Pressor Task (see below). It reliably, but safely,
increases the cortisol level. The participants were not informed that stress will be induced
(so as to eliminate any possible bias) [4].

To evaluate the impact of possible ambiguity we used five stimuli present in human
faces: two of which are easily identified by the raters (‘neutral’ and the basic emotion
‘laughter’), one basic emotion that is often misinterpreted (‘fear’), as well two affective
states (‘pain’ and ‘pleasure’).

One of themain reasons for using the sensors for the communication between human
and machine is to create a short-cut and allow for multiple channels to detect the state
of the human responder or, alternatively, to categorize the response directly without
explicitly asking the human via interviews or questionnaires [9].

There are certain tasks that are automatic for humans,many ofwhich are visual-based
e.g., the gaze oriented towardsmoving target. [5] As stimuli, the use of facial expressions
is an ideal task since this is a process that is automatic and triggers a response. Indeed,
allocation of attention towards face or face-like stimuli is one of the automatic, fast
processes that develops from early childhood onwards [9].

In this study we aimed to test whether the condition of increased arousal affects
physiological responses, namely Blood Volume Pulse (BVP), to the displayed stimuli.

Previous articles have shown that for similar tasks the stationary measuring devices
(sampling rate of 256 Hz) are necessary for at least 5 s of exposition to the stimulus. [5]
Usually multiple sensor data are required (BVP, EDA, temperature) but the wearables
we used had a presumably insufficient sampling rate other than for BVP.

2 Materials and Methods

2.1 Data Collection

This sample consists of 27 students ( and ) aged 19–30 years. Some
of them (Nstress = 15) underwent a procedure called Cold Pressor Task which consists
of immersing a subject’s limb in ice water (2–4 °C) for 90 s. This procedure causes
an elevation of the stress hormone cortisol causing an increase of the sympathetic ner-
vous system activation. The sympathetic nervous system is functionally related with the
psychological concept of arousal. [4] Consequently, the participant responded under a
physiological state of high arousal (stress). The control group underwent the same pro-
cedure but the water was of room temperature so there was no effect on physiological
arousal.
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The participants were wearing E4 Empatica® (MIT) bracelets to collect data about
their physiological reaction during the procedure. In this study, we focus on the output
from the photoplethysmography (PPG) sensor with a sampling frequency of 64 Hz,
namely the Blood Volume Pulse (BVP). BVP is derived from a PPG process, which
uses the infrared light reflected by the skin to estimate blood vessel diameter. Diameter
changes of the peripheral blood vessels, which are regulated by the sympathetic neural
system, affect the amount of light reflected back to the photo-sensor; this changes the
amplitude of the signal, corresponding to sympathetic activation. Figure 1 shows ten
signals for one stimulus for one individual.

Fig. 1. Ten time-series of a stressed rater while assessing the stimulus ‘pain’ exhibited by five
actors and five actresses. Different time series are rendered with a different color. Unit of time
is 1

64 s. The first measurement is ‘immediately’ (i.e. within 1 ms) after the rater has pressed the
enter button that registers his/her rating of the stimulus; the last measurement is 384 pulses later.
(Color figure online)

The procedure consisted of presentation of visual stimuli. In total 50 stimuli were
displayed: five types of facial expressions representing emotions and affective states
(laugh, pain, pleasure, andpain), alongwith neutral. Each facial expressionwas displayed
by five actors and five actresses and each participant rated them on a scale A–C. For this
study, we only analysed the BPV signal, not the ratings.

2.2 Statistical Analyses

Some of the time series had extraordinary positive and negative values. These, further-
more, did notmeet the criterion ofweak stationarity. Theywere discarded.We also tested
whether the (rare) discarded time series were uniformly distributed across all stimuli and
whether the raters were control or stressed. We used the Bayesian approach to test for
significant differences. If n1 is the number of discarded time series for control raters (for
a given stimulus) and n2 the number of discarded time series for the stressed raters, then
the Bayesian likelihood of the probability s that the number of discards is greater for
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the controls is �(s) = �(n1+n2+2)
�(n1+1)�(n2+1) s

n1(1 − s)n2 where �(·) is the Gamma function.

[1] If the mode is close to s = 1
2 , and the HDI95% uncertainty interval [3] overlaps the

probability s = 1
2 , then there is no significant difference between the discarded time

series for control versus stressed.
We use this Bayesian method of computing the likelihood function �(s) [1] and

determining the uncertainty interval HDI95% [3] for numerous other comparisons below.
Distribution of peaks: we subtracted a Laplacian filter of each time series from the

time series to identify the peaks. First, we simply inventoried the number of peaks in
each signal for each stress. We estimated theML distribution for each signal from a suite
of three distributions: lognormal, Weibull and Gamma. We then used the log-likelihood
of the ML distribution of peaks for control and stressed and Wilks lambda to find the
probability that the control and stressed peaks were derived from the same statistical
population. Formally: if ln�C is the log-likelihood for the control, and ln�S is the log-
likelihood of the stressed, then Wilks lambda �Wilks = −2(ln�CS − (ln�S + ln�C)).
is χ2-distributed with df = dfS + dfC − dfCS degrees of freedom. (The index CS refers
to the data set formed by combining the data set for C with that for S.)

We constructed a matrix: the (ten) rows were the ratings by a participant of a specific
stimulus and in each row were the 384 sequential registrations by the wearable. We first
tested whether smoothing via Singular Value Decomposition (SVD) could be used to
eliminate noise. None of the scree plots of the squares of the singular values showed a
knee. In fact, the square of the first singular value never explained more than 20% of the
square of the Frobenius norm of the matrix.

We therefore used time series analysis to investigate the signal for each rating by
each individual for each stimulus—a total of
time series, minus the 32 discarded ones. We used an ARMA (p,q) time series model for
each time series. In an ARMA(p,q) model, the signal is modeled as yt = c + ϕ1yt−1 +
ϕ2yt−2 + · · · + ϕpyt−p + θ1wt−1 + θ2wt−2 + · · · + θqwt−q with both p > 0 and q > 0.
The functions wt−k are Gaussian white noise contributions with finite variance σ 2

w > 0.
[8] The p coefficients (amplitudes) ϕ1 · · · ϕp describe the contributions of the p past
values of the underlying signal and the q coefficients (amplitudes) θ1 · · · θq describe the
previous/lagged white noise contributions to the observed signal; c is a constant. We use
a software package (MATHEMATICA v12.4 from WOLFRAM Technology) to find a
fit for the maximum p and q (and their numerical estimators) using AICc (Akaike’s
Information Criterion, corrected for finite sample size) as the optimality criterion. We
also tested for weak stationarity.

Since we are interested in whether the time series of the raters depended on whether
they were controls or were stressed, we tallied all numbers of amplitudes p for each
stimulus, both for the stressed and for control. Because the largest number (by far) was
for p = 3 (see below), using a χ2-test for homogeneity is not meaningful, because we
will find the probability of homogeneity to be very low. Instead, we use a Bayesian
approach by comparing, for each p = 0 . . . p = 6 for each stimulus, the frequencies of
the stressed and the controls. We then use the machinery of computing the likelihood
function �(s) [1] and determining the uncertainty interval HDI95% [3].
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Fig. 2. A bar chart of fractions of time series that had to be discarded, prior to statistical analyses,
because of extremely large departures from the predominantly occurring amplitudes. We note that
these departures occurred more often when the raters were stressed, but the fractions were still
small. No time series needed to be discarded for the stimulus ‘Pain’. A Bayesian analysis of the
fractions ‘control’ versus those ‘stressed’ showed a significant difference only for ‘Laugh’ and
‘Fear’ (at 5% significance level).

Table 1. The results of the Wilks lambda test of whether the peaks for one stimulus versus that
of another stimulus is significantly (at 5% significance) different: control (light blue background)
versus stressed (light orange background) raters. The percentages are the fractions of the compared
stresses that were significantly different.

3 Results

Abar chart of the 32discarded time series is shown inFig. 2.Table 1 shows the fractions of
pairwise significant differences in peak distributions of stimuli. A tests for significance
(using Wilks lambda) of numbers of peaks control versus stress show that only one
pair (‘Fear’ control versus ‘Fear’ stress) is significantly different (results not shown).
Likewise, a test for a significant difference for intervals/gaps between peaks showed
no significant difference (results not shown). Per individual, the ML distributions of
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numbers of peaks as well as the modes of their distributions are most often Weibull
distributed, a few Gamma distributed and only one log-normally distributed (Fig. 3).

Fig. 3. The frequencies of peaks and modes for each individual for each stimulus, along with the
ML distributions of these peaks. The largest number of peaks is Weibull distributed, very few are
Gamma distributed, and only one is log-normally distributed. Most modes areWeibull distributed,
very few are Gamma distributed, and only one is log-normally distributed. No modes are greater
than 1.

Very rarelywas the observed signal dependent onmore than three previous signals (as
opposed to the noise component of the signal; Fig. 4). For all stimuli, the amplitudes ϕp

(p ≤ 3) are collinear and do not significantly differ between controls and stressed (Fig. 5).
For every p (the number of nonzero contributions ϕp to the AR part of the ARMA(p,q)
time series), there was no significant difference between control and stressed individuals
(Fig. 6).
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Fig. 4. The heat map of the frequencies of the coefficients ϕk k = 1 . . . p and θj j = 1 . . . q
in the ARMA(p,q) time series models for the signals supplied by the wearables’ data sets. The
numbers of coefficients for θ are randomly distributed, whereas those for ϕ are not. In fact, by
far the most ϕkk = 1 . . . p are for p = 3. There is no significant statistical difference between the
frequency distribution of coefficients for θ between ‘control’ and ‘stressed’; nor is there any for
the coefficients for ϕ. In this latter case, very, very many are p = 3.

These results show that the BVP signal for each individual provides no evidence that
inducing stress altered the distribution of peaks nor the distribution of the amplitudes ϕk
in the ARMA(p,q) time series, except for some features of ‘Fear’.
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4 Discussion

The data set we analyze here is large: there are 1350 time series with 384 data points
each. The measurement routine can be considered reliable, as only 32 of 1350 (2.4%)
time series had to be discarded. It is remarkable that the non-noise amplitudes ϕk in the
ARMA(p,q) time series are co-linear (Fig. 5). We cannot explain this and have found
no reference to such a relation in the literature. This linearity implies, for example, that
the amplitudes ϕ1 and ϕ2 are anti-correlated with each other and anti-correlated with ϕ3.
In other words, if a BVP signal (without noise) is strongly dependent on the previous
amplitude, then the dependence on the ‘pre-previous’ amplitude is strongly suppressed,
and by almost the same amount. Whether this effect depends on latencies in the blood
vessel dilation, we do not know (yet).

Fig. 5. A graph of the amplitudes ϕk k = 1 . . . 3 for all ARMA(3,q) time-series registered by
the wearables as the raters rated the stimuli showing ‘Pain’—color-coded according to whether
the raters were control or stressed. Not all time-series are rendered in this graph, because some
have been discarded, and some have ARMA(p,q) models with p > 3. Displayed are 110 ‘control’
time-series and 146 ‘stressed’ time-series. In this graph, for all ϕk k = 1 . . . p < 3 we observe
that ϕk = 0 ∀ 2 ≤ k < 3. These (few) ϕk can be seen as a short row of dots at ϕ3 = 0. (Color
figure online)

The primary goal of the study was to investigate whether the wearables can detect an
alteration in the time series, after the cortisol level is raised.We find no significant effect.
One possible explanation for this may be that 6.00 s (384 measurements) is too short for
the circulatory system to respond. Another possibility is that effects are only detectable
in a multivariate setting: we have not investigated a vector time series. In any case, the
univariate signal BVP provides no evidence for a significant difference between stimuli
for an individual (control versus stressed). Outside a laboratory setting, the decision to
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decrease the sampling frequency is probably motivated by extending battery life and
maintaining state tracking, which lasts longer than stimulus exposure.

The outcome regarding the distribution of the ML distributions is important for the
development of algorithms that will be applied in future computations. We expect most
ML distributions to be Weibull.

Fig. 6. The result of testing whether the amplitudes ϕk k = 1 . . . p of the ARMA(p,q) are sig-
nificantly different for the controls versus the stressed. The probability s is the probability that
amplitudes for a given p are more probable for the ‘controls’. For all six p, the HDI95% uncertainty
interval (s1, s2) overlaps the probability s = 1

2 , so there is no evidence of a significant difference
between the amplitudes ϕk k = 1 . . . p for ‘stressed’ versus ‘controls’. All modes are very close
to s = 1

2 . The short, red, vertical lines show the borders of the HDI95% interval. (Color figure
online)

We point out that in one case a significant difference was found, namely in case
of ‘Fear’. This is an important finding involving several research fields. In the field of
psycho-physiological research, there is an ongoing debate about the problem of fear
perception regarding categorization (positive vs. negative), and classification (labeling
the stimulus with a correct name). It is present in many sensory fields (visual-facial
perception, and acoustic-vocalization perception). Our study may resolve this problem
by providing support for involvement of an inner state (in our case stress) in ambiguous
stimuli perceptions.
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5 Conclusion

This paper shows that there are shortcomingswhen usingwearables related tomonitoring
stimuli data. Although their use is on the increase, it should be pointed out that, currently,
wearables are not precise laboratory devices; they have limitations due to short battery
life, sensitivity to movement artifacts (accelerations), and data gathering frequencies
incompatible with several physiological variations (such as blood vessel dilation). In
our case, the sampling rate only allowed us to use one sensor output, namely BVP.

It should be pointed out though that the proportion of discarded data is below 3%,
which is a very good result, indicating that the wearables could handle almost any
challenges posed by the wearer.

Usually, wearables are used in applications that last several minutes or more. While
we argue that the six-second period is insufficient, we have no conclusive evidence
other than the hint of a very small signal-to-noise ratio (Fig. 4). We point out that this
novel approach (using time series analyses) is one rigorous method of quantifying noise.
We have not found literature analyzing noise in wearables applications with such short
sampling times. The oftentimes used analysis deals with amplitudes of peaks; we point
out that perhaps too many (noise-related) artefacts are then included in the analyses.
If wearables are to be used as assistance to human-computer-interaction, the sampling
rate needs to increase, with sufficient battery-life, the wearables all the while remaining
sufficiently unobtrusive for the wearer. It should be further noted that the future use
of human-computer-interaction should also include rapidly changing signals, e.g., EEG,
combinedwith several signals fromwearables so as to generate amultivariate time series.
Thus, high-sampling rate wearables could supply valuable input about the individual´s
psychological state, such as stress-level, which will inform researchers about the central-
nervous system responsemeasures. There is an urgent need to develop themethods in the
near future since in many situations the state of the individual may be a life-threatening
one.
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Smart Community. D.Ř. is funded by theMinistry of Education, Youth and Sports, CzechRepublic
and the Institutional Support for Long-term Development of Research Organizations, Faculty of
Humanities, Charles University, Czech Republic (Grant COOPERATIO “Arts and Culture”).

Conflict of Interest. The Author(s) Declare no Competing Interests.

Ethics Statement. The Project Was Evaluated and Approved by the Ethical Committee of the
Faculty of Science, Charles University, as Part of Broader Project (7/2018). GDPR Regulations
Were Followed at All Times.

References

1. Bishop, C.M.: Pattern Recognition and Machine Learning. Springer, New York (2006)



Quantifying the Rating Performance of Ambiguous and Unambiguous 529

2. Gao, R., Islam, A., Gedeon, T., Hossain, M.: Identifying real and posed smiles from observers’
galvanic skin response andbloodvolumepulse. In:Yang,H., Pasupa,K., Leung,A.C.-S.,Kwok,
J.T., Chan, J.H., King, I. (eds.) ICONIP 2020. LNCS, vol. 12532, pp. 375–386. Springer, Cham
(2020). https://doi.org/10.1007/978-3-030-63830-6_32

3. Kruschke, J.K.: Doing Bayesian Data Analysis. A Tutorial with R, JAGS, and STAN. Elsevier,
San Diego (2015)

4. Lamotte, G., Boes, C.J., Low, P.A., Coon, E.A.: The expanding role of the cold pressor test:
a brief history. Clin. Auton. Res. 31(2), 153–155 (2021). https://doi.org/10.1007/s10286-021-
00796-4

5. Maaoui, C., Pruski, A.: Emotion recognition through physiological signals for human-machine
communication. Cutting Edge Rob. 11, 317–332 (2010)

6. Santos, L.R., Rosati, A.G.: The evolutionary roots of human decision making. Annu. Rev.
Psychol. 66, 321 (2015)

7. Sindhu, N., Jerritta, S., Anjali, R.: Emotion driven mood enhancing multimedia recommen-
dation system using physiological signal. In: IOP Conference Series: Materials Science and
Engineering, vol. 1070, no. 1, p. 012070. IOP Publishing, February 2021

8. Shumway, R.H., Stoffer, D.S.: Time Series Analysis and its Applications. With R Examples.
Springer, New York (2006). https://doi.org/10.1007/978-3-319-52452-8

9. Tcherkassof, A., Dupré, D.: The emotion-facial expression link: evidence from human and
automatic expression recognition. Psychol. Res. 85(8), 2954–2969 (2021)

https://doi.org/10.1007/978-3-030-63830-6_32
https://doi.org/10.1007/s10286-021-00796-4
https://doi.org/10.1007/978-3-319-52452-8


The Effect of Age on Mental Status of Air Traffic
Controllers During Intensive Simulation

Training

Zhenling Chen1, Jianping Zhang1(B), Hangshi Shan2, Yiyou Chen1, Peng Hu1,
and Xiaoqiang Tian1

1 The Second Research Institute of Civil Aviation Administration of China, Chengdu 610041,
China

zhangjp@caacsri.com
2 Shanghai New Jinshan Century Aviation & Development Co. Ltd., Shanghai 201506, China

Abstract. Air traffic controllers (ATCOs) are one kinds of key personnel for avi-
ation safety. They often accept training for learning new knowledge and skills
of advanced technologies related on aviation safety. The aim of this study was
to learn the age effect on the perception, mood and fatigue of ATCOs for learn-
ing. An investigation with 3 × 2 levels of two factors including load of training
and age on simulators was carried out at one training center in China. 234 effec-
tive questionnaires (78 person times) were collected and analyzed with statistical
methods. Results of Pearson correlation test showed that ATCOs’ perception had
correlativity with their mood and their fatigue. Results of repeated measure vari-
ance analysis showed that the accumulation of load of training led to ATCOs
perception decreased, mood worse, and fatigue increased very significantly. The
results also showed that the age effect was significant to ATCOs’ perception, mood
and fatigue, and the elder ATCOs were easier to feel perception decreased, mood
worse, and fatigue than the younger ones. These results indicated that it was more
difficult for elder ATCOs to learn new knowledge and skills. And the results pro-
mote to give more help to the elder ATCOs for their training on new knowledge
and skills.

Keywords: Air traffic controller · Age · Load · Perception · Mood · Fatigue

1 Introduction

Air traffic controllers (ATCOs) are key personnel for civil aviation safety. They are
responsible for preventing collisions between aircrafts, between aircraft and obstruc-
tions in the maneuvering area, as well as expediting and maintaining an orderly flow of
air traffic [1]. In order to improve the levels of aviation safety, the technology and instru-
ments related to the safety keep iterating and improving. Therefore, ATCOs often accept
trainings of new knowledge and skills related to the advance technology and instru-
ments for their duties. The civil aviation organization also emphasize the importance
of ATCOs training. For example, the Federal Aviation Administration of United States
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(FAA) has laid down regulations and professional institutions for ATCOs training, and
keeps improving the training instruments and course content [2, 3]. In China, the Civil
Aviation Administration has also set up rules and professional institutions for ATCOs
training, and keeps developing instruments and courses [4].

In order to enhance training effect, researchers and institutions often review and
evaluate the ATCO training. In January 2013, the FAA conducted a review of ATCO
training at the FAA Academy and evaluated the curriculum provision and the ability
to meet developmental ATC demands [5]. Brudnicki et al. (2006) provided an in-depth
overview of the training technologies utilized in the FAA Academy and on-site facility
training [6]. Redding and Seamster (1997) analyzed and summarized the application
of the cognitive task analysis in aviation settings for air traffic controller curriculum
redesign [7]. Bernhardt et al. (2019) tried to apply the electroencephalography to ATC
training to monitoring cognitive workload and engagement [3]. However, there are few
studies pay attention to natural characteristics of ATCOs, such as age. Many studies on
aging effect paid attention to learning and memory field. For example, Chiviacowsky
et al. (2008) found that age stereotypes effected motor learning in adults [9, 10]. Muffato
et al. (2019) found that the young adults gained better performance than the old adults
in spatial learning regardless of the learning methods and conditions [11, 12]. However,
studies of aging effect of ATCOs learning are still lacking. The aim of this paper is to
learn the aging effect on the perception, mood, and fatigue of ATCOs during training
for learning new knowledge and skills with a field investigation.

2 Method

2.1 Participants

ATCOs who accepted training at a training center in China during November in 2020
were recruited in this study. The training course included a new airspace structure and
a new series of control procedures containing new control instructions. The training
course were performed during day time from 9 am to 5 pm, and had a rest for lunch for
60 to 90 min. The ATCOs worked at a terminal control units and had rested for 2 days to
get enough rest before taking the training course. All the participants had certificates of
competency and III A health certificates. The general information of ATCO volunteers
was showed in Table 1.

Table 1. General information of ATCO volunteers in this study.

Gender Age N

Male ≤31, mean 28.7 43

>31, mean 33.9 35
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2.2 Questionnaires

Stanford Sleepiness Scale (SSS) was used in the present study. The SSS includes 7 items
describing the feeling of sleepiness with 7-point liker score. The SSS was widely used
for the investigations of ATCOs fatigue with a high reliability and validity [15].

The seven-item FMP scale developed by [13, 14] was used. It has been found to have
good reliability and validitywithATCOs in the previousworks. The scale has 7 items and
the participants were asked to indicate their current feelings on a 10-point scale ranging
from 10 to 100. The scale has three subscales, namely, the mood subscale (MS, 3 items,
e.g. “irritable”), the perception subscale (PS, 3 items, e.g. “able to concentrate”) and
the sleepiness subscale (SS, 1 item, e.g. “sleepy”). The Cronbach’s coefficients for the
two sub-scales were 0.74 and 0.86 for the emotion subscale and the perception subscale,
respectively.

2.3 Procedure

The ATCO volunteers were asked to fill in the questionnaire just before the training
course in the morning, in the middle of the course in the noon, and just after finishing the
course in the afternoon. NightyATCOswere recruited and eighty-five of them completed
the scales all three times as before, in the middle of and after their training.

To investigate the aging effect, we set two levels of age. Participants older than
31 were set as elder level and participants younger than or equals to 31 were set as
younger level. The training stage when participants complete questionnaires was also an
independent variable in our study, which has three levels: before training, in the middle
of training, after training.

The study protocol was approved by the Ethics Committee of the Second Research
Institute of Civil Aviation Administration of China. All ATCOs participating in the
investigation was provided with and signed an informed consent form. All relevant
ethical safeguards have been met with regard to subject protection.

3 Results and Discussion

3.1 Preliminarily Analysis

The Pearson correlation analysis was applied to the items of the both scales. The results
showed that the Pearson correlation of each SSS item and each item of the second
scale were very significant (all p < .001, 2-tailed), and the absolute value of correlation
coefficients were from .18 to .56. These results indicated that the measurement results
of two scales were related very significantly.

3.2 The Effect of Training Stage

The repeated measure analysis of variance with training stage as an independent variable
with 3 levelswere employed to thePSof the second scale. The results showeda significant
main effect (p < .001). The post-hoc analysis of the repeated measure data found that
the PS values in the middle of training (mean 70.9) and after training (mean 65.0) were
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very significant decreased compared with that before training (mean 80.0), respectively
(p < .001), and the PS values after training decreased significantly compared to that in
the middle of training (p = .011) (Fig. 1).
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Fig. 1. The difference of perception, mood, and fatigue on different training stages of ATCOs.

The influence of the training stage on the mood of ATCOs for learning was also
investigated. Similar to the PS, the repeated measure variance analysis was employed
to the MS of the second scale. The results showed a significant main effect (p < .001).
The post-hoc analysis discovered that the MS values in the middle of training (mean
77.9) and after training (74.4) decreased compared with that before training (mean 82.5)
significantly (p = .050) and very significantly (p = .001), respectively. But the changes
of the MS values between those in the middle of training and after training were not
significant (p = .141) (Fig. 1).

Then the influence of the training stage on the fatigue of ATCOs for learning was
investigated. The fatigue measurement of the two scales were very similar. The repeated
measure variance analysis discovered that the effect of the training loads to the ATCOs
fatigue was very significant within-subjects either with the SSS (p < .001) or the SS
of the second scale (p < .001). As for SSS, the multiple comparison analysis found
that the fatigue values in the middle of training (mean 2.7) and after training (mean
3.1) increased compared with that before training (2.2) very significantly (p = .003,
p < .001), respectively. The increase of fatigue values was also significant (p = .043)
from that in the middle of training to that after training. As for the SS of the second
scale, the multiple comparison analysis showed that the difference of fatigue values in
the middle of training (mean 36.9) and before training (21.5) was not significant (p =
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.220), and the fatigue values increased very significantly (p< .001) after training (mean
44.6) compared with that before training. The change between the values in the middle
of training and after training was not significant (p = .053).

The above analysis results indicated that perception and mood of the ATCO vol-
unteers decreased, and their fatigue increased significantly as time went by when they
accepted the training course for learning. The training course of the ATCOs contained an
extensive new airspace structure for control, a series control procedures and correspond-
ing instructions. Obviously, these training loads were heavy enough for the ATCOs to
make much effort to study and master the course contents. Therefore, when they com-
pleted a day’s training, their perception values and mood values decreased, and they also
became fatigue.

3.3 The Influence of Age

The ATCO volunteers were separated into age groups using age median as the cutoff
point. The younger group was below 31 years old and the elder group was over 31).

The repeated measure analysis of variance with age as an independent variable
employed to the PS of the second scale (Fig. 2). The results showed that the age effect
was significant (p = .032).
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Fig. 2. Age influence on the perception of ATCOs for learning.

The age influence on the mood of ATCOs for learning was also investigated. The
repeated measure variance analysis also employed to theMS of the second scale (Fig. 3).
The results showed that the age effect was significance (p = .027).



The Effect of Age on Mental Status of Air Traffic Controllers 535

Before Middle End

70

75

80

85
M

oo
d 

va
lu

e

Training stage

Younger group
Elder group

Fig. 3. Age influence on the mood of ATCOs for learning.

The repeated measure variance analysis employed to the SSS (Fig. 4) and the SS of
the second scale (Fig. 5). The age effect was very significant with the SSS (p = .007),
and significant with the SS of the second scale (p = .029).

Before Middle End

2.0

2.5

3.0

3.5

Fa
tig

ue
 v

al
ue

 (S
SS

)

Training stage

Younger group
Elder group

Fig. 4. Age influence on the fatigue of ATCOs for learning with the SSS.
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Fig. 5. Age influence on the fatigue of ATCOs for learning with the SS of the second scale.

During the learning for new knowledge and skills, the above results indicated that
the elder ATCOs had lower values of the perception and mood, and higher values of the
fatigue than the younger ones. These results illustrated that the elder ATCOs spent more
efforts than the younger ones.Recent studies have demonstrated that aging coincideswith
a decline in spatial learning, and age stereotypes also impede the learning of performance
and motor skills [7–12]. In the training course of this field investigation, the airspace
structure renewedwhich challenged the elderATCOs declined spatial learning compared
with the younger ones. The series of new control procedures and instructions challenged
the elder ATCOs age stereotypes including knowledge structure and memory.

4 Conclusion

In conclusion, the ATCOs are very important for ensuring aviation safety. In the face
of developing flight flow and advancing safety technologies, ATCOs must keep learn-
ing new knowledge and skills in the training institutions. The institutions and related
investigations paid most attention to the course design and instrument development, sel-
dom cared of the natural characteristics of ATCOs like age. In recent years, researchers
discovered that the age influence several aspects of learning for adults [7–12]. Civil
aviation air traffic control work requires ATCOs have clear airspace structure in minds
and have good memory for control procedures and instructions. In this paper, we primar-
ily demonstrated that the training stage, which is a possible indicator of training load,
influenced ATCOs perception, mood, and fatigue during their control training course for
learning with a field investigation. What’s more, our results, for the first time, provided
the evidences with the field investigation that the age influence on ATCOs perception,
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mood and fatigue for learning. The results of the study were only preliminary. Future
studies could use larger samples and more objective measurements.

The results indicate that in addition to training course design and organization of
teaching form, the characteristics of ATCOs such as age was an important fact to pay
attention to. Further explanations for elderATCOswill help them integrate the new things
into their knowledge structure and decrease the difficult to understand and successfully
master new knowledge and skills.
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Abstract. Asmodernization accelerates, various new technologies and newways
of operation proliferate, and the complexity of human-computer interaction sys-
tems continues to increase. The gradual complication of functions and tasks of
complex information systems places special training demands on the operator’s
operational capabilities. How to develop individualized training programs for dif-
ferent types of operators on the basis of identifying the differences in each ability
attribute has become an important issue to improve training efficiency and train
specialized and high-fit operator teams.

In this study, firstly, on the basis of analyzing the operational tasks of complex
information systems, a model of the competence indicator system for operators
of different seats in complex information systems is established. The weights of
the indicator system are evaluated by using the ANP model, and the weights of
the three operator alternatives are obtained, on the basis of which the characteris-
tics of the relative magnitude of change in the proportion of the three alternative
options are identified using the method of sensitivity analysis. The results of the
subjective clustering of the various characteristics show that the characteristics of
the magnitude of variation of these competencies can be finally classified into four
categories, namely, “experienced, knowledgeable, fixed, and cumulative compe-
tencies.” Finally, the proposed competency training program for operators of dif-
ferent levels and individual characteristics can be used as a reference for efficient
training of operating competencies of complex information systems.

Keywords: Capability system · ANP · Capability index system ·Weight
sensitivity analysis

1 Introduction

The establishment of the operator capacity indicator system, it is an important tool for
the comprehensive evaluation of the performance of the operational process; and the
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determination of the weights is the core of the comprehensive evaluation problem. The
Analytic Hierarchy Process (AHP) is a widely used method for determining weights.
However, The Analytic Hierarchy Process (AHP) method assumes that the evaluated
index system is a linear recursive hierarchy and that the various index systems are inde-
pendent of each other [1]. In some systems with a strong correlation between indicator
systems. For example, in the complex information system operator capability indicator
system involved in this study, the capability indicators are interwoven into a network.
They are both interdependent and constrained by each other. This is not only reflected in
the decomposition and convergence between the indicator levels but also in the mutual
dependence and support within the indicators of the same level. The Analytic Network
Process (ANP) proposed on the basis of AHP can better solve the problem of calcu-
lating weights when there is a strong connection between indicators, which is more in
line with the characteristics of “non-linear, open and dynamic” of complex information
system operator capability index system, and can take into account the dependency and
feedback between evaluation indicators, and can better solve the problem of calculating
weights when there is a strong connection between indicators.

A commonly used analysis tool is sensitivity analysis based on theweighting analysis
of the indicator system. Sensitivity analysis can be used to study the degree of influence
of changes in factors on the target and to analyze themagnitude of risk in decisionmaking
and can provide modelers and decision-makers with a method to determine the input and
output data and relevant parameters of the decision problem. It is more commonly used
in areas such as investment project evaluation and business management decisions [2].
For example, HanYapin [4] used vector entropy cosine, preference structure of weighted
summethod, andweight sensitivity analysis to solve themulti-objective decision-making
problem of PPP projects. In the study about the weight of the index system, Shi Hongwei
[3] conducted a sensitivity analysis on the ecological safety evaluation results of the
mining area. The study was able to identify the key factors affecting ecological safety in
mining areas, analyze the trend of ecological safety changes and predict ecological risks,
and propose scientific theoretical guidance for ecological construction and sustainable
development in mining areas. By analyzing the five criterion layers and the associated
pairwise comparison matrix, Yun Chen [5] et al. identified the most sensitive elements
of the matrix to help relevant decision-makers reduce uncertainty and perform more
effective measures in the spatial multicriteria decision-making process.

After analyzing the relevant literature, it is found that most of the studies use the
weight sensitivitymethod to obtain quantitativeweight sensitivity coefficient results after
modeling the study area and collecting subjective and objective data, and calculating
the weights. However, this research method is highly specific to the field under study,
and the results are difficult to be generalized to other related fields. In this study, the
operational competencies of operators of complex information systems are studied. In
order to identify the characteristics of each competency indicator of operators of complex
information systems using the theory of sensitivity analysis, a method of differentiating
the characteristics of competency attributes in combination with subjective analysis is
proposed. Unlike the previous approaches that only focus on the current research field
and rely on raw data and expert scoring, the extraction of competency characteristics in
this study has certain universal characteristics. It can be used as an idea for the application
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of related competency index systems and the formulation of operator training programs
to help identify the attributes of competency indicators in various related studies and can
be used as a reference for the formulation of subsequent competency training programs.

2 Research Process

This study is based on the competency index system of complex information systems
for electronic reconnaissance. First, the operator capability index system is established
by analyzing the operator’s operational tasks and mapping them to “task-competency.”
Using a combination of the subjective and objective scoring process, the weights of the
index system are obtained. The sensitivity theory is used to analyze the changing trend of
the alternatives after changing the weights of each index. Subjective clustering analysis
is conducted to extract the implied attribute characteristics of this capability index.

2.1 Operator Competence Index System Establishment

In order to ensure the completeness and relevance of the competency index system at the
same time, a large amount of relevant literature was firstly reviewed in the construction
process of the index system [6–23]. And through the bottom-up clustering process, 40
initial competency indicators covering the general competency indicators of operators
were formed to obtain the operator competency dictionary. The lexicon is a three-tier
structure, with the primary competencies being basic competency A1 and professional
competency A2. The secondary competencies are basic physiological competency B1,
basic cognitive competency B2, theoretical knowledge level B3, information acquisition
competency B4, information processing competency B5, task integration competency
B6, operational management competency B7, and collaborative competency B8. The
secondary competencies are subdivided into detailed competency indicator layers, which
constitute a three-tier structure of the competency lexicon. The detailed competency
indicator layers are subdivided into a three-layer structured competency dictionary.

Since the above-mentioned capability dictionary is a large and comprehensive capa-
bility indicator system, which contains a variety of fields and types of capability indi-
cators, including some capability indicators that do not fit the electronic reconnaissance
task process, or the description of certain capability indicators cannot fit the task con-
tent of radar electro-reconnaissance, so targeted word adjustment and reorganization are
needed. In order to accomplish the above adjustments in a targetedmanner, the task logic
of the complex information system involved in this study is sorted out, the important task
boards are extracted, and the task processes are split up article by article with appropriate
granularity. The competency words that can characterize each task process are selected
from the above competency dictionary and corresponded to each task content one by
one to achieve the purpose of being able to comprehensively describe the competency
indicators in the task process. Upon completion of the above task-competency index cor-
respondence, the competency indexes involved in this complex information system are
again integrated from the bottom up, clustered according to the categories they belong
to, and finally form the respective competency index system for each seat.
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The following is an example of a seat in a complex information system for electronic
reconnaissance to form a system of indicators. A good operator mainly demonstrates
the following capabilities: the amount of information in the situational chart is large and
multidimensional. The operator has to monitor the current situation in real-time and give
timely attention to any abnormalities that may appear in the situational chart at any time.
This requires good attention capabilities, including breadth of attention and sensitivity
of attention. As the basis of situational awareness, it is important to perceive situational
changes and grasp the overall situational situation in a timely manner. At the same
time, the operator needs to have good logical reasoning and evaluation decision-making
ability, to efficiently analyze, understand and judge the information obtained from the
situational chart and make reasonable decisions based on the judgment of the current
situation to ensure the smooth implementation of the task. In addition, the operator
needs to have a high level of system familiarity and system parameter control to be able
to quickly and accurately complete radar resource management, target-related settings,
and other operations in the situational chart system to ensure the efficient completion
of the mission. Since the operator needs to collaborate with other seat operators during
the mission to synchronize the current situation or collaborate to detect key targets, the
operator needs to have good command understanding and language expression ability
to ensure the smooth collaboration process and accuracy of message delivery.

The first-level competence indicators of active seat operators are divided into five
major categories, namely, theoretical knowledge level, information acquisition abil-
ity, information processing ability, system operation and management ability, and col-
laborative ability. There are 11 secondary competence indicators under them, and the
corresponding relationships are shown in Table 1.

Table 1. Capability index system

Tier 1 indicators Tier 2 indicators

Theoretical knowledge level Basic theoretical knowledge (K1)

Task performance experience (K2)

Information Acquisition Capability Breadth of attention (A1)

Sensitivity of attention (A2)

Information Processing Capability Logical reasoning ability (P1)

Decision-making judgment ability (P2)

System operation and management
capabilities

System familiarity (O1)

Parameter control level (O2)

Ability to control the timing of operation (O3)

Synergy Clarity of information presentation (S1)

Verbal ability (S2)
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2.2 ANP Model Establishment and Weight Determination

The ANP consists of two parts. The first part is called the control factor layer, which
includes the problem objective and decision criteria. All decision criteria are determined
to be independent of each other and governed only by the objective factors. The second
part is the network layer, which consists of all factors governed by the control layer, with
interdependence, mutual influence, and feedback among them.

Based on the above process of constructing the active capability indicator system
and the ANP hierarchy, the ANP model of the operator’s capability indicator system is
drawn separately in the yaanp software. The model drawn in the software is shown in
Fig. 1.

Fig. 1. Model built in yaanp software

In the “Solution Layer” of the ANP model, we set up three options: “Novice Opera-
tor”, “Initial Training Operator” and “Expert Operator”. The criteria for differentiating
the three types of operators are shown in Table 2, which can be adjusted according to
the actual usage scenarios.

Table 2. Different level of operator classification basis

Operator type Training level Flight time

Novice operator No training in electro-detection None

Initial training operator Trained in electro-surveillance but with little experience
in practical training

Less

Expert operator Trained in electro-detection and experienced in practical
training

More



544 Y. Jin et al.

Next, the two-by-two judgment matrix of the control layer indicator weights and the
calculated results are calculated using yaanp software, the two-by-two judgment matrix
of the network layer indicator weights, and the resulting final weights of each indicator.
Among other things, the theory of sensitivity analysis is used. In the case where the
scoring of indicator weights has been obtained, by artificially changing the proportion
of weights for each indicator and observing the change in the proportion occupied by
the three alternatives, in this case, several attributes of this capacity indicator can be
characterized.

2.3 Sensitivity Analysis

Using the sensitivity analysis function in the yaanp software, the change in the weights
of the three operators’ options is examined one by one after changing the weights of
each indicator. As there are a large number of competency indicators, this paper takes
the example of changing the operator’s weight for “information acquisition capability,”
as shown in Fig. 2. On the basis of the operator’s ANP competency system and its
competency system weights, subjectively change the indicator weight of “information
acquisition capability” from 0% to 100% and observe the change in the proportion of
the three alternative options. The ranking of the three categories of operators remains
unchanged due to the significant differences in their own abilities. It is always the case
that expert operators are larger than initial training operators and larger than novice
operators. Still, the relative selection ratios of the three produce a smaller change in
magnitude. The percentage of professional operators increased slightly, the percentage
of novice operators decreased slightly, and the percentage of initially trained operators
remained essentially unchanged. The implication behind the magnitude of the above rel-
ative choice is that as the importance of “access to information” increases, the advantages
of professional operators become more pronounced, while the disadvantages of novice
operators become more pronounced. At a ratio of 1 for all three groups, no particular
advantage or disadvantage is revealed for this ability of the initial training operators.

Fig. 2. The black lines represent expert operators; The orange line represents an operator who
has undergone initial training; The blue lines represent novice operators (Color figure online)
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3 Results Analysis

3.1 Sensitivity Clustering

In accordance with the above analysis process, we selected 9 competency indicators
corresponding to each of the three task processes from the total number of competency
indicators involved in this study, for a total of 27 indicators. We conducted a sensitivity
study on each of these competencies. The results of all sensitivity line graphs are shown
in Fig. 3.

Fig. 3. Capability sensitivity analysis chart

It can be found that the magnitudes of change of these line graphs present different
performance profiles. After subjective clustering of the different manifestations of the
magnitude of change, it is found that their magnitude of change characteristics can be
clustered into four types. These four types of competencies are named “Experiential
Competencies,” “Knowledge Competencies,” “Fixation Competencies,” and “Accumu-
lative Competencies” based on the difference in the magnitude of change of these com-
petencies and the difference in the meaning behind them “and” cumulative ability. The
following is an explanation of each of them.

3.2 Interpretation of Clustering Results

Experience-Based Ability. For this type of competency, the magnitude of the sensitiv-
ity change can be abstracted as the sample shown in Fig. 4. This is shown by the fact that
as the weight of a competence indicator is artificially increased, the proportion of choices
of novice operators remains essentially constant. At the same time, the proportion of
choices of expert operators increases, and the proportion of choices of initially trained
operators decreases.

The reason for this change is that this type of competency requires a certain basic
knowledge background, which novice operators do not have at all. Therefore, the propor-
tion of novice operators selected remains essentially the same as the indicator weights
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increase. However, for the initially trained operators with a certain degree of knowledge
background and the expert operators with a rich knowledge background, the advantages
of the expert operators are magnified and reflected after the corresponding index weights
are increased. The gap between them and the remaining two types of operators gradually
widens. This indicates that such abilities can be accumulated and improved after initial
training, and the effect of improvement becomes more and more obvious after getting
professional training.

Competencies that show such trends in the current analysis include operational tim-
ing control ability; operational timing control ability; task execution experience; task
execution experience; level of theoretical knowledge; information processing ability;
and level of theoretical knowledge (each metric also includes differences across task
contexts that are not detailed here). An analysis of these capabilities shows that they do
require some background knowledge of radar electro-surveillance, and with the gradual
improvement of mission experience and the gradual increase of mission operation time,
strong professionalism will become the core advantage to be reflected. Therefore, these
capabilities are named as “experience-based capabilities.”

Fig. 4. The black lines represent expert operators; The orange line represents an operator who
has undergone initial training; The blue lines represent novice operators (Color figure online)

Knowledge-Based Capabilities. For this type of competency, the magnitude of the
sensitivity change can be abstracted into the sample shown in Fig. 5. This is shown
by the fact that as the weight of a competence indicator is artificially increased, the
selection percentage of novice operators remains essentially constant, while the selection
percentage of expert operators decreases and the selection percentage of initially trained
operators increases. The decrease in the selection ratio of expert operators does not
mean that the expert operators have become less competent, but rather that the sum of
the ratios of competence of expert, novice, and initial training operators in the analysis
is 1. Since the increase in such competence after initial training is very significant, the
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ratio of expert operators decreases slightly in relative terms to maintain the overall sum
of the selection ratios of the three options at 1.

The reason for the above change is that this type of competency also requires a cer-
tain basic background in electro-sleuthing, which novice operators do not have at all.
Therefore the proportion of growth with indicator weights remains largely unchanged.
However, unlike the above-mentioned “experience-based competencies,” the proportion
of initially trained operators increases significantly after the weighting of the corre-
sponding indicators increases, while the advantage of expert operators is not obvious.
This means that this ability can be improved significantly after initial training but not
significantly after long-term training.

Capabilities in the current analysis that exhibit such trends include the level of param-
eter control, level of parameter control; system familiarity; application of communication
principles; and application of communication principles (individual metrics also include
differences with different task contexts that are not detailed here). After analyzing these
capabilities, it can be found that they all require some background in radar electro-
surveillance. Still, they are all expressed in the proficiency of operating systems and
some capabilities involving the basic theoretical knowledge of radar electro-surveillance,
which are limited and fixed, and therefore can be mastered by ordinary operators after
some training. This type of capability is named “Knowledge-based capabilities.”

Fig. 5. The black lines represent expert operators; the orange line represents an operator who has
undergone initial training; the blue lines represent novice operators (Color figure online)

Curing Type Capability. For this type of competency, the magnitude of sensitivity
change can be abstracted as the sample shown in Fig. 6. This is shown by the fact
that as the weight of a competence indicator is artificially increased, the proportion of
novice operators’ choices increases. At the same time, the difference in competencies
between expert operators and initially trained operators gradually decreases, and the
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gap in competencies between the three decreases. The decrease in the selection ratio
of expert operators does not mean that the expert operators become less competent,
but rather that the sum of the competence ratios of expert, novice, and initial training
operators in the analysis is 1. Since the increase in such competence after initial training
is very significant, the ratio of expert operators decreases slightly in order to keep the
overall sum of the selection ratios of the three options at 1.

The reason for the above change is that this type of ability is inherent to novice
operators and can be performed to some extent without training, which is reflected in
the graph by the increase in the percentage of novice operators selected. However, after
initial and specialized training, the competencies of initial training operators and expert
operators do not increase significantly but remain basically at the same level as before.
Thus, the difference in competence between the three gradually decreases as the indicator
ratio rises.

Capabilities that exhibit such trends in the current analysis include information
processing capability, information processing capability, and information acquisition
capability (individual metrics also include differences across task contexts that are not
detailed here). An analysis of these capabilities reveals that they do not require a technical
background in radar electro-detection and that people with normal vision can complete
tasks such as multi-target tracking and specific information search as required. This is
related to the individual’s breadth of vision, the ability to focus attention, and other basic
qualities. The magnitude of improvement after training is not obvious and can only be
maintained within the level of ability that one can achieve. Therefore, this type of ability
is named “Curing type capability.”

Fig. 6. The black lines represent expert operators; The orange line represents an operator who
has undergone initial training; The blue lines represent novice operators (Color figure online)

Cumulative Capabilities. For this type of competency, the magnitude of its sensitivity
change can be abstracted as the sample shown in Fig. 7. This is shown by the fact that
as the weight of a competence indicator is artificially increased, the selection ratio of
initially trained operators remains basically the same, while the selection ratio of expert
operators rises and that of novice operators falls, and the competence gap between the
three gradually enlarges.
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The reason for the above changes is that the gap between the competencies of all three
types of operators gradually widens after initial and specialized training. It indicates that
this ability can be sufficient to distinguish the difference in ability between different
operators and that the ability can be significantly improved after training as well as
professional training.

The competencies that show such trends in the current analysis include the level
of theoretical knowledge; and access to information (individual indicators also include
differenceswith different task contexts, which are not detailed here). An analysis of these
capabilities reveals that although there is an overlap between the fixed and knowledge-
based capabilities, there are differences in task context that lead to such performance.
For example, the task process of “point-track trajectory processing” relies heavily on
task experience, and the longer the flight time, the more likely it is that one will develop
suitable information acquisition habits and a theoretical knowledge base, which becomes
an important influencing factor for the difference between new and experienced pilots.
Therefore, this type of capability is named “Cumulative capabilities.”

Fig. 7. The black lines represent expert operators; The orange line represents an operator who
has undergone initial training; The blue lines represent novice operators (Color figure online)

3.3 Training Program Determination

After the above analysis, it can be found that different competency indicators will reflect
different changes in the process of training. When training, it should be organized ratio-
nally, considered, and laid out in advance in order to obtain the highest possible training
effect with limited training resources.

Curing type capability is a capability that the operator already has and is related to the
operator’s personal qualities, which are not obvious after training. Therefore, sufficient
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attention should be paid to this type of capability during the initial operator selection
process, and operators with significant advantages should be focused on it.

Experience-based, knowledge-based, and Cumulative capabilities can be gradually
improved through later training. For Knowledge-based capabilities, as the foundation
of the other types of capabilities and the type of capabilities with obvious short-term
training effects, we should make more efforts at the beginning of the training and follow
up the learning situation of the training cases to carry out personalized checking and
remediation of certain knowledge points that are not mastered well.

For both experienced and Cumulative capabilities, since both involve the signifi-
cant advantages of expert personnel, expert opinions should be actively adopted in the
initial training process to enhance training efficiency and avoid the training resource con-
sumption caused by a large number of meaningless exploration trials error processes for
novice operators. In particular, for Cumulative capabilities, the development of efficient
operating habits of individuals with different operators may be involved in the current
system capabilities, so attention should be given to such capability characteristics after
a certain degree of training to provide suggestions for the development of individualized
system design and development adapted to unique operating characteristics that will
contribute to the overall task performance.
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Abstract. This study investigated the effects of different instructions on the sub-
jective flow state and physiological responses induced by a mental arithmetic task.
Eighteen male undergraduate students were asked to perform a mental arithmetic
(MA) task for 15 min. They were given the following two conditions under which
they performed: “self-paced (SELF)” and “Always domore calculations than in the
previous line (FLOW).” Electrocardiograms (ECG)were recorded during the rest-
ing (REST) and the MA tasks. Low-frequency components (LF), high-frequency
components (HF), and the LF/HF ratio of heart rate variability (HRV)were derived
fromECGs. Skin gas from the back of the neck and left palmwasmonitored during
the REST and the MA task. A flow-state scale was adopted to evaluate partici-
pants’ flow state during the task. NASA–Task Load Index (NASA-TLX) was used
to assess subjective mental workload. Results indicated that there were no signif-
icant differences in flow scores. The Pattern 1 response, in which the heart rate
increased during the MA task, was observed under the FLOW condition. The
results of HRV indices indicated that the LF and HF decreases were significantly
decreased for the MA task during both conditions. There was no significant main
interactionwith conditions and blocks (resting period, task periods) found in phys-
iological responses except for the LF/HF and skin gas. Therefore, although it was
not possible to not induce the flow state by the task instructions, it was suggested
that the heart rate responses induced by instructions might be more susceptible
than other indices.

Keywords: Flow state · Heart rate · Skin gas ·Mental arithmetic task

1 Introduction

The flow theory, which was proposed by Csikszentmihalyi, has been increasingly
employed to improve workplace productivity and motivation [1–3]. Flow is a state of
being fully absorbed in a certain activity, so the sense of time and the self-consciousness
of the ego are lost. Subjective assessments such as the flow state scale (FSS) [4] have
been used frequently to measure the flow state. Although subjective scales such as FSS
have been able to evaluate the overall state of flow regardless of task duration, they
cannot monitor the flow state continuously and in real time.
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Several previous studies have reported that physiological signals in the brain wave
activity and cardiac activity are useful in quantitatively evaluating the flow state. Katahira
examined experimentally the electrocardiogram (EEG) activities when the flow was
evoked, and it was suggested that the theta activity in the frontal area was associated
with the flowstate [5]. Regarding cardiac activity, deManzano et al. [6] demonstrated that
the R-R interval decreases and the LF/HF increases in the heart rate variability (HRV)
might be related to an increased flow in an experiment targeting professional piano
players. Previous studies have indicated that there was a significant inverted U-shaped
relationship between the LF and the flow state during stress situations [7–9]; thus, these
results also suggest that the flow state may be associated with moderate sympathetic
activation. However, there are only a few studies examining was little research on the
effects of flow state on the ANS activity.

A previous study of ours focused on the effects of task characteristics on HR and
HRV by instructing them to perform the sensory intake task “without any hurry” and
“as precisely as possible” [10]. The sensory intake/rejection hypothesis suggests that
physiological responses such as the heart rate change depends on task characteristics
[11]. Therefore, this study investigated the effects of different instructions on the flow
state and physiological responses during a mental arithmetic (MA) task as a sensory
rejection task.

2 Method

2.1 Participants

Eighteen healthy undergraduate students (mean age: 21.9 ± 0.28 years) participated in
the study. Three participants were excluded from the analysis due to failure in Electrocar-
diogram (ECG) recording and frequent arrhythmia. Therefore, data from 15 participants
were analyzed. This study was approved by the Ethics Committee of the University of
Occupational and Environmental Health, Japan.

2.2 Procedure

Upon the arrival of the participants to the laboratory, after obtaining their informed
consent, ECG electrodes and skin-gas sensors were attached. First, during the resting
period (REST), participants were asked to watch a video of a forest scene (Fig. 1) on a
49-inch LED display in a sitting position. A previous study suggested that there were
no differences between baseline and the VIDEO conditions regarding HR and HRV
responses [12, 13]. Therefore, we applied physiological data in REST as a baseline.
After resting for 5 min, the participants were asked to perform a mental arithmetic task
for 15 min. The subjective flow state and mental workload assessments were conducted
after the task.
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Fig. 1. Forest scene in the video [13]

2.3 Task

The Uchida–Kraepelin performance test [14] was used as the mental arithmetic task.
The participants were required to perform calculations on the pre-printed paper for
15 min. This paper contains in 15 lines of random, single-digit, and horizontally aligned
numbers. In this task, participants were asked to start a new line regardless of their
current progress in a certain line. All participants were administered to two conditions
in which they performed under the different instructions, that is, “self-paced (SELF)”
and “Always do more calculations than that of the previous line (FLOW).” The order of
the tasks was counterbalanced.

2.4 Physiological Measurement

The ECGs from lead II were recorded during the tasks and the rest period. The HF, LF,
LF/HF ratio, coefficient of variation of RR intervals (CV-RR), and HR were obtained.

This study monitored skin gas, which is a remarkable biomarker, for evaluating
psychological states such as mental stress [15]. No studies have reported the relationship
between the skin gas and the flow state, to the best of our knowledge. An overview of the
experimental apparatus is shown in Fig. 2. An odor-measuring monitor (OMX-ADM,
Shinyei Technology Co., Ltd) with a good response to ammonia was used for skin gas
measurements, which were taken at two sites on the back of the neck and the back
of the hand. Before the start of the experiment, the laboratory was ventilated until the
acclimatization began. For cleaning and calibration, activated carbon was attached to the
air intake of the odor-measuring monitor, which was cleaned and calibrated for several
minutes. The collection portion of the experimental apparatus was then attached to the
subject’s measurement site and the end of the tube was attached to the odor-measuring
monitor. After the above preparations were completed, the measurements of the odor
monitors were started, measurements were confirmed to be stable, and the experiment
was initiated.Theodor intensitywasmonitoredusing anodormonitor. In this experiment,
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the odor intensity from the left palm of more than half of the participants exceeded the
upper response. Thus, this study used the odor intensity from the back of the neck.

Fig. 2. Schematic diagram of the experimental method of skin gas measurement

2.5 Subjective Assessment

Subjective mental workload (MWL) scores were obtained using the National Aero-
nautics and Space Administration Task Load Index (NASA-TLX). This index contains
the following six subscales: mental demand, physical demand, temporal demand, per-
formance, effort, and frustration. The weighted mean (Adaptive Weighted Workload:
AWWL) of these six subscales was calculated; it is a weighted average score of the six
subscales calculated using the weighting coefficients defined by the rank order of the
raw scores without the paired comparisons [16].

Flow scores were assessed by the flow state scale (FSS) [4]. It consists of the follow-
ing nine items as follows: “challenge–skill balance,” “action-awareness merging,” “clear
goals,” “unambiguous feedback,” “concentration on task,” “sense of control,” “loss of
self-consciousness,” “transformation of time,” and “autotelic experience.” However, we
used four items, that is, Clear Goals (CG), Challenge–Skill Balance (CS), Unambiguous
Feedback (UF), and Transformation of Time (TT) to verify “entering a flow state.” Each
itemwas rated on a 7-point scale ranging from “very strongly disagree” to “very strongly
agree.” The total scores for the four items were calculated. Participants answered ques-
tions on time perception during the task on a visual analog scale ranging from 0 (“feeling
very short”) to 100 (“felt very long”).
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2.6 Statistical Analysis

Averaged data during resting and the task were used to analyze the effects of instructions
on physiological indices. The task periods were divided into three blocks (one block for
5min) to evaluate the change.All physiological indiceswere standardized among the four
blocks of each condition (REST, TASK-1, TASK-2, and TASK-3) for each participant.
Two-way repeated-measures analysis of variance with task conditions (2) × blocks (4)
was used to analyze the differences between factors and interactions with task conditions
and blocks. Degrees of freedom were applied using the Greenhouse–Geisser correction.
Post-hoc analysis using the Bonferroni correction was conducted. Paired t-tests were
applied to test the differences in MWL scores between the SELF and FAST conditions.

3 Results

3.1 Subjective Scores

In the FSS results FSS, there were no significant differences in any subscale and total
score. Furthermore, although the time perception score was<50 in the FAST condition,
no significant difference was observed between task conditions.

The NASA-TLX score showed that TDwas significantly higher in the FLOW condi-
tion than in the SELF condition (Fig. 3). However, there were no significant differences
in the average workload scores.
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Fig. 3. Changes in the flow state score and time perception score
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Fig. 4. Changes in NASA-TLX scores

3.2 Physiological Indices

The changes in the HR andHRV indices are shown in Figs. 4, 5, 6, 7 and 8. The HR in the
TASK-3 in the SELF condition was significantly greater than that in the REST condition
(p < 0.05). Furthermore, in the FLOW condition, the HR in all TASK blocks was
significantly greater than that in the REST condition (p< 0.01). In the HRV indices, the
results of the SELF condition showed that the LF in REST was significantly lower than
that in some TASK blocks (TASK-1, p< 0.05; TASK-3, p< 0.05). The HF in the REST
was significantly higher than that in the TASK-3 (p < 0.05). In contrast, in the FLOW
condition, the LF during REST was significantly smaller in all TASK blocks (TASK-1,
p < 0.01; TASK-2, p < 0.01; TASK-3, p < 0.05). The HR in REST was significantly
greater than that in some TASK blocks (TASK-1 and TASK-2: p< 0.05). No significant
main effects were observed for LF/HF ratio. Although no significant interaction between
the task condition and block for LF, HF, and HR, a significant interaction was observed
for LF/HF (p < 0.05). The skin gas results are shown in Fig. 9. Although there were no
significant main effects, a significant interaction between the condition and block was
observed (p < 0.05).
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4 Discussion

The FSS results in this study suggest that the flow state might not be affected by the
instructions. The TD score in the NASA-TLX was significantly higher in the FLOW
condition, so the participants might have felt time pressure rather than “entering a flow
state.” As for the physiological indices, our results showed that the Pattern 1 response
[16], including an increased HR during the MA task, was clearly confirmed. The HR in
TASK-1 increased significantly only in the FLOW condition compared to the baseline
(REST). These results are consistent with those of previous studies [17, 18]. However,
an increase in the heart rate during the first 5 min after the starting task (TASK-1) may
suggest a relationship between the flow state and enhancement of cardiac sympathetic
nervous system activity. Although there was no significant difference between the REST
and TASK blocks in both conditions, this result implies that the LF/HF does not reflect
an index of the SNS activity but the balance between the SNS and PNS activity [19].
The LF and HF decreased significantly decreased in the MA task under both conditions.
These results indicate that the inhibition of the parasympathetic nervous system activity
was induced not by the content of the instruction, but by the task. Thus, the HR was
affected more by task instructions than HRV parameters. In contrast, compared to the
results of HR and HRV, there was no significant difference between the resting and task
periods in skin gas. In monotonous tasks, such as the U-K test, a higher mental workload
might be required to observe more gas emissions.
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5 Conclusion

This study confirmed that theflowstate during themental taskmight not be affectedby the
content of instructions. However, the Pattern 1 response, where the heart rate increased
during the MA task, was observed clearly when instructions to evoke the flow state
was given. Further studies are necessary to investigate and clarify these physiological
responses by comparing them in an experimental design.
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Abstract. Augmented Reality Space Informatics System (ARSIS) 5.0
is a prototypal system designed to help astronauts on Extravehicular
Activity (EVA), per the 2022 NASA SUITS (National Aeronautics and
Space Administration) (Spacesuit User Interface Technologies for Stu-
dents) Challenge. ARSIS employs a Ground Station and a HoloLens 2
application that cohesively collaborate to improve autonomy, efficiency,
and efficacy of communication between Mission Control and an astro-
naut on the moon.

The core of the ARSIS system is in its interactive menu navigation.
These menus are implementations of the mixed reality toolkit that have
redundant interaction control methods employing hand tracking, eye
tracking, and voice commands. A few examples of the interactive menus
within the ARSIS system include procedures, biometrics, a geology sam-
pling tool and field notes.

The Mini Map is a persistent dismissible panel that displays real-
time environmental information, as well as waypoints and beacons set
by mission control. This overlay can be expanded into an interactive
panel (Mega Map) allowing the user to resize, zoom, set waypoints, and
ultimately guide an RC assistant all utilizing hand tracking control meth-
ods. Utilizing the Mega Map, the HoloLens 2 user will be able to select
destinations in the environment for an RC car, which utilizes self-driving
to reach the selected destination. The user receives visual feedback in the
HMD via static images and video feed.

Information overload is avoided by utilizing Arm-Retained Menus
which are virtual informational overlays rendered over the user’s fore-
arms for easy visibility and access. ARMs provide additional access to
commonly used features and functions such as Navigation, Emergency,
Tools, and System Access. The Navigation ARM is located on the back of
the left hand and provides quick access to the Mega Map as well as func-
tionalities related to the Map Navigation Beacons. The Emergency ARM
is located on the back of the user’s right hand and provides quick access
to Biometrics and LunaSAR system functionalities. The Tools ARM is
located on the left palm and provides access to various tools. Included is
the Record Path tool which allows the user to record their physical path
of movement through an environment visualized as an AR annotation as
well as the measurement tool which allows the user to place points to

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Kurosu et al. (Eds.): HCII 2022, LNCS 13516, pp. 563–580, 2022.
https://doi.org/10.1007/978-3-031-17615-9_40
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measure distance.
Mission Control is equipped with the Ground Station which includes

virtual reality (VR) and desktop software portals affording Mission Con-
trol three major functionalities. The HoloLens 2 HMD records topolog-
ical data about the user’s surroundings and transmits that data to the
Ground Station. Utilizing point cloud matching, a low-resolution ver-
sion of the environment is rendered. This function provides the Ground
Station users the ability to better understand the immediate environ-
ment. Future plans include implementing cloud anchors to increase the
accuracy of this simulated environment to combat the problem of drift
over time. This function supports the primary purpose of the Ground
Station to provide Telestration to the HoloLens 2 user. The Ground Sta-
tion user has the ability to create icons or paths, which are placed in
the HoloLens 2 field of view via augmented reality (AR) annotation.
Annotations are placed in accordance with the topology received by the
Ground Station ensuring they are properly rendered in the HoloLens 2
user’s real-world environment. The Ground Station is also capable of
adding or removing Navigational Beacons as well as procedures at run
time to allow for flexible problem solving and communication. Topology
reconstruction, Telestration, and Mission Updates can all be performed
in real-time with minimal latency affording improved effectiveness and
efficiency between Mission Control and an Astronaut on EVA.

Keywords: Augmented reality · Extended reality · Virtual reality ·
Telestration · Bio-metrics

Terms

AR: Augmented Reality
ARMs: Arm Retained Menus
ARSIS: Augmented Reality Space Informatics System
CRUD: Create, Read, Update, Delete

EVA: Extravehicular Activity
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HMD: Head Mounted Display
HUD: Heads-up Display

MRTK: Mixed Reality Toolkit
NASA: National Aeronautics and Space Administration

LunarSAR: Lunar Search and Rescue
RC: Remote Controlled

SLAP: Situational and Locational Awareness Package
SUITS: Spacesuit User Interface Technologies for Students

UI: User Interface
VR: Virtual Reality
XR: Extended Reality
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1 Introduction and Background

We are a team of students and faculty at Boise State University that engage
in the annual NASA SUITS challenge from the NASA Microgravity University
challenges. The challenge focuses on XR technologies for use on Extravehicular
Activities (EVAs).Recently, the focus of the challenge shifted to lunar excursions
and research efforts.

Our project, ARSIS, is a prototypal system to answer this challenge. ARSIS
uses an Augmented Reality HMD, a VR HMD, and a desktop computer. It was
built primarily in the Unity Game Engine with the MRTK2 and Photon plugins.
ARSIS is on its fifth iteration, or ARSIS 5.0.

The XR HMD is the primary device. We are currently developing on a
Microsoft Hololens 2. This device is worn by the astronaut, and is the main
window into the functionality of ARSIS. The XR HMD is used to display con-
textual information to the astronaut, to interact with the system, and to send
information back to Mission Control.

The VR HMD and the desktop environment are the portals for Mission Con-
trol. We are currently developing with an Oculus Quest 2. Mission control uses
the portals to see a VR mesh representing the astronaut’s environment, gain cur-
rent information about the astronaut and mission, and to send mission-relevant
visual data to the astronaut via their AR HMD.

1.1 Design Requirements (based on NASA’s 2021-2022 Challenge
Description)

Accepting the challenge NASA gives us comes with an outline of things they
expect to see each year. This includes 2 sections; primary and secondary. Pri-
mary objectives is the area they expect all groups to develop UI towards, while
secondary objectives is for returning teams, like us, to have an opportunity to
do extra work that NASA is hoping to see, however is not required.

Primary Objectives. Per participation requirements, all teams are expected
to develop UI encompassing, Navigation, Terrain Sensing, EVA System State,
and User Interface and Controls. For navigation the requirements specifically
outline a resource that will safely direct the AR device through planned and
unplanned terrain, including long range and short range distances. The UI must
also include a way to familiarize itself with its surroundings in order to chart data
correctly and keep the user safe through Terrain Sensing. Teams must introduce
new ways of collaboration between the system and the suit’s telemetry stream.
And finally NASA asks the teams to display a User Interface and Controls that
the astronaut can navigate with functions that will be useful to the user for their
EVA missions.

Secondary Objectives. A heavy emphasis is placed on tele-robotics, and inclu-
sion of a robotic assistant aid, for returning teams this year. NASA challenges
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returning teams to implement the use of an auxiliary device. In addition, periph-
eral devices are recommended to provide functions in data collection and device
functionality. Lastly, NASA recommended implementation of geology research
through data recognition or sampling in order to assist in the large scope of
lunar research.

2 UI Navigation

The ARSIS 5.0 UI takes advantage of Microsoft’s Mixed Reality Tool Kit. MRTK
is a Unity-based tool that provides the developer with an impressive range of
features and components that allow the developer to rapidly prototype cross-
platform mixed reality content for any headset capable of it. MRTK recognizes
a multitude of inputs. These include eye tracking, voice commands, and hand
tracking. This will provide the user with multiple redundant input methods to
navigate our UI.

2.1 Voice Commands

Voice commands are one of the main inputs we use for ARSIS 5.0. Each of our
UI menus and included buttons can be called to just by using your voice. Each
UI element is designed to display the command intended to trigger that element.
For example, if the user see’s the close button, it will say “close”.

2.2 Gaze and Voice

As mentioned above, each UI element is designed with the trigger word displayed.
ARSIS 5.0 uses gaze tracking as a form of confirmation to the user when using
voice input. When a user wants to close a menu with their voice, they need to
look at the close button before they it can be executed.

2.3 Hand Gestures

Hand gestures are an essential input method to ARSIS 5.0. MRTK has multiple
recognized gestures to help the user navigate. This includes pinch and hold,
double pinch and hold, flat palm, tap, and tap and hold. MRTK also uses physics
based interactions with UI elements such as buttons, scroll menus, and models.

2.4 Eye-Tracking

Eye tracking is intended to allow users to select UI elements with just their
eyes. We experimented with this functionality in previous iterations of ARSIS,
however eye tracking was found to be tedious which increased the difficulty of
navigating the UI drastically.
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3 Informational Displays

The interfaces in ARSIS 5.0 leverage the HoloLens’ ability to display and rep-
resent data and information through a tactile and visual appearance ability to
implement user interfaces which are used in redundancy, promote efficiency, and
allow ease of use. These interfaces appear virtually and can be anchored to loca-
tions in real space to provide useful contexts for the AR participant.

3.1 Arm Retained Menus (ARMS)

We are developing ARMs as a user interface that leverage the unique ability
of the HoloLens to track hand and wrist locations to anchor user interfaces
in an accessible and easily identifiable location. ARMs aid the user in avoid-
ing information overload and clutter by storing information into distinguishable
areas. The Navigation ARM will contain access points to our Mini-Map and
Mega-Map interfaces and navigation beacon controls. The Emergency ARM will
contain quick access to Biometrics and LunarSAR (Lunar Search and Rescue)
system functionalities. The Tools ARM will provide access to the record path
tool, built-in measurement tools, and field notes access (Fig. 1).

3.2 Mini-Map

The MiniMap is a widget anchored on the user’s screen space that changes and
updates in real-time with environmental information, and includes information
about waypoints and beacons set by mission control. This provides a visual
indicator of the user in physical space and enables ease of use when navigating
by providing visual cues to movement.

Fig. 1. Information display
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3.3 Mega-Map

The MegaMap is a manipulatable interface that occupies virtual space for use
in navigation and communication. This interface provides a tactile interface for
resizing, zooming, setting waypoints, and guiding an RC assistant with hand
tracking control methods. When accompanied with annotations provided by
telestration, the MegaMap improves collaboration between users.

3.4 Lunar Search and Rescue (LunarSAR)

LunarSAR is a module that enables users to register and record their location
so that the AR participant can calculate the proper heading and bearing to the
downed crew member(s).

4 Lighting in Harsh Enviroments

We have tested ARSIS in a wide range of harsh environments from desert sand
dunes to frozen lakes in both high and low lighting scenarios. While the HoloLens
2 is a surprisingly robust piece of hardware that handles various environments
with relative ease, it struggles to the point of non-functionality in low light
conditions due to the depth sensor’s inability to function adequately in darkness.
In low light situations, the Windows 10 Holographic operating system overrides
the ARSIS software to display a warning regarding being unable to spatially
map out your surroundings (Fig. 2).

Fig. 2. Windows 10 holographic operating system
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4.1 Low Light

In testing, we found that environments with low light conditions are not ideal for
the HoloLens 2. Its ability to receive meshes from the depth sensor are faltered
due to the inadequate lighting. Without proper illumination, the HoloLens 2 will
just refuse to work along with all of its core functionalities such as articulated
hand tracking and mesh gathering.

Rover Equipped with Floodlights. As a returning team of the SUITS chal-
lenge, we were given an a secondary goal of implementing an RC robotic assistant
that can be controlled via the HoloLens 2. We plan to mount diffused lighting
on the assistant too aid the user in providing adequate illumination. This heavy
lighting should allow the user to see any obstacles that may be in the users way.

HMD Mounted Lights. The solution we came up with involved zip tying five
LED pen lights to the HoloLens 2. In testing, we found that the HMD mounted
lights work very well. It allowed us to see our hands and effectively capture
meshes. In some instances, the intense light reflecting off surfaces can mess with
your meshes and tracking if situated in a small space or corner. The solution we
plan to implement in the near future would be diffusing the HMD lights to cover
an area rather than using a direct beam.

4.2 High Light

Low light however is not the only environmental concern for the HoloLens 2. In
testing, our team has found that intense lighting situations can prove to be just
as disastrous in the HoloLens 2 as low light scenarios if not worse due to the
fact that Windows 10 Holographic operating system has no form of warning for
when the lighting is too intense as it does for low light. A consistent issue that
we faced in our tests at Bruneau Sand Dunes and the frozen Cascade lake is that
the intense sunlight coupled with the relatively reflective ice and sand surfaces
led to the waveguide holograms in the HoloLens 2 viewport being completely
washed out. Many virtual objects simply aren’t bright enough to be overlayed
on top of the bright sunlight.

Photochromic Tint/film from Holotint to Block Light. Our solution to
this issue is relatively simple, however has proven to be quite effective in our early
testing. We have chosen to apply a photochromic film to the HoloLens 2 which
acts as sunglasses for the device by blocking out the harshest sun rays allowing
the user to clearly see the virtual objects being displayed in their viewport. This
tint can be added or removed from the display of the HoloLens 2 for usage in
both high and low light environments allowing us to employ ARSIS in more
diverse conditions.
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5 Features

5.1 Interactive Menus

The core of ARSIS 5.0 is its interactive menus. The interactive menus are per-
sistent augmented reality windows that display text, images, and interactive
buttons. The menus are accessed through voice commands or via a persistent
hand menu. There are four primary menus in ARSIS: procedures, biometrics,
and field notes.

5.2 Procedures

The procedures menu displays a list of recorded procedures using CRUD (create,
read, update, delete) guidelines. The astronaut can select any of these procedures
to display. Once selected, the astronaut can see images and text describing each
step of the procedure. The user can navigate hands-free via voice commands.
Additionally the user can navigate via touch controls if desired.

5.3 Biometrics

ARSIS is a prototypal tool for spacewalks, thus it contains a spacesuit integrity
menu. The biometrics menu displays all metrics of interest concerning a space-
suit. It additionally provides information over whether their measurements are
currently in the acceptable and safe range. Biometrics out of the acceptable
range (or close to it) will display in red. Otherwise they will display in green.
ARSIS’s menu currently uses simulated data from a telemetry stream, rather
than a functioning suit.

5.4 Field Notes

The field notes menu presents a series of prompts concerning a geology sample.
The astronaut can click through these prompts to record notes of the sample’s
structure, color, and other characteristics. At the end of the questionnaire, the
astronaut can record a voice recording and take a picture. All of this data is
saved to the device and is accessible to view at a later time.

5.5 Spacial Awareness

One of the primary goals of ARSIS is to aid astronauts in navigation. A priority
of this objective is to allow the astronaut to see their location in relation to the
mission at all times. To this end, a Situational and Locational Awareness Package
(SLAP) was created. SLAP has several tools for helping the astronaut traverse
terrain, navigate to locations, and send locational information to mission con-
trol. The parts of SLAP are: map, minimap, beacons, telestration, notifications,
breadcrumb trail.
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Map. This is a map of the mission location. It includes as much detailed infor-
mation as can be provided in an image file. The astronaut’s current position is
recorded on the map, as well as the position of all current beacons.

Mini-Map. A smaller, more contextual map sits persistently in the astronaut’s
field of view. This map shows the astronauts current position, facing, and relative
distance to all active beacons. The minimap can be disabled and re-enabled via
voice command.

Beacons. Beacons represent a location relevant to the current mission. They
are displayed as colored orbs that float in augmented reality. On the minimap,
they are represented via a direction arrow and a distance.

Telestration. A spatial mesh of the environmental topography is gathered from
the Augmented Reality (AR) Head Mounted Display (HMD) and transferred to
mission control over a wifi network. A map is then built from this data, and
displayed in 3D for mission control in a desktop or Virtual Reality environment.
Mission Control can see the environmental topography as well as the AR HMD
user’s location. In either one of these portals, Mission Control can create text,
icons, and lines to transmit to the astronaut. This essentially allows mission
control to ’draw’ on the astronaut’s environment.

Notifications. If an event occurs that could cause later issues if not immediately
resolved, a notification appears in the astronaut’s field of view. This notification
can be accompanied by a sound effect or a visual effect, depending on its urgency.

Breadcrumb Trail. This is a tool that allows the HMD user to record their
location as they travel, allowing efficient backtracking.

5.6 Misc

Camera Streaming for Remote Controlled Vehicles One of the considerations of
this challenge is implementing RC vehicles. We have figured out how to stream
webcam data over a network and display it in ARSIS, proving that we can
provide this data wherever we have a wifi connection.
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6 Testing Results (Human in the Loop Testing
in Variable Environments)

6.1 High Light Test of ARSIS and VR Ground Station in a Sandy
Environment

After the enlightening lessons learned from testing our software at the Bruneau
Sand Dune, we sought out other extreme scenarios to test the limitations of
our solution and found the perfect challenge in snowmobiling across the frozen
lake Cascade. We attempted a few methods to try shielding the Quest 2 from
the sun enough to allow for positional controller tracking with some moderate
success ultimately deciding that we need to run the VR Ground Station from
indoors moving forward until we can implement effective hand tracking controls
which should work effectively in high light environments. We knew that highlight
washing out the HoloLens 2 viewport was a definitive issue based on our test-
ing at Bruneau sand dunes, however this was our first opportunity to attempt
utilizing the HoloLens at a relatively high speed. For this test the VR Ground
Station mapped out a rough path to follow and the ARSIS user attempted to
follow that path while driving a snowmobile. While the HoloLens 2 performed
relatively well at low speeds, as soon as we began to encroach 10 - 15 mi per hour
on the snowmobile the HoloLens began to lose positional tracking. Additionally
it appeared to begin mixing up the spatial mesh understanding placing parts of
the virtual scene far beneath the surface of the snow and ice. While rebooting
ARSIS fixed this issue, it does not provide an effective solution at high rates of
movement and fast acceleration which is something we will need to keep in mind
moving forward with this project (Fig. 3).

6.2 High Speed and Reflectively Test of ARSIS and Ground Station
on Snow.

Throughout the course of developing ARSIS, we had heavily tested our system
throughout a variety of indoor spaces and even some outdoor locations such as
backyards, however we needed to find a place to test the absolute limitations
of our solution. This entailed performing a test of our VR Ground Station run-
ning on the Quest 2 and ARSIS running on the HoloLens 2 at Bruneau Sand
Dunes which provided the perfect opportunity to test the lighting limitations.
Prior to testing we were unaware of any potential issues, however we rapidly
encountered some important limitations. The VR Ground Station proved to be
nearly infunctional due to an inability to track the controllers. Oculus uses IR
lights in their Oculus Touch controllers to track their respective positions from
the HMD. Unfortunately the sun was so bright that the light reflecting off the
surface of the sand dune was enough to completely wash out those IR lights lead-
ing to no positional tracking in the Quest 2. From a software standpoint, the
VR ground station worked flawlessly, however without being able to track con-
troller positions, our telestration tools proved to be incredibly difficult to effec-
tively utilize. ARSIS also operated flawlessly from a software standpoint, but we
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Fig. 3. Sand dune test 2

quickly encountered some serious limitations to the hardware itself. Specifically,
the sunlight beaming down and reflecting off the sand completely washed out the
waveguide display making it incredibly difficult to see any of the virtual objects
being placed in the environment by the VR Ground Station (Fig. 4).

6.3 Testing ARSIS on the Quest 2 with Ground Station on Quest
2 to Test the Limitation of Oculus Passthrough and Various
Hardware Options

Since Oculus released their passthrough API for the Quest in late July of 2021,
our development team has been heavily experimenting with its obvious limita-
tions as well as its surprising use cases. One such demonstration we’ve assembled
is a version of ARSIS, originally built for the HoloLens 2, running in the Quest 2
using passthrough as well as a version of our VR Ground Station that has Oculus
passthrough enabled instead of a virtual skybox. This proved to work surpris-
ingly well with absolutely all of the functionality we’d built for the HoloLens 2
working flawlessly in the Quest 2 with the exception of mesh gathering from the
real world environment due to the lack of a depth sensor on the Quest 2 and
some materials needing to be modified to accurately display over the Oculus
passthrough layer. The VR Ground Station worked so well in passthrough on
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Fig. 4. Snowmobile test

the Quest 2 that we are now making that a core feature in our primary VR
Ground Station project. The ability to visually bring the ARSIS user’s environ-
ment into your real world space is incredibly useful for giving informed guidance
to the ARSIS user (Fig. 5).

Fig. 5. Hardware options

7 Testing Results (Human in the Loop Testing
in Controlled Environments)

Prior to testing ARSIS 5.0, the principal investigator provided guidance on how
to wear the HoloLens 2. The principal investigator demonstrated the proper way
of viewing the interface in the HoloLens 2 HUD. In order to gain accurate data
during testing it was important to ensure all participants wore the HoloLens
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2 correctly and could view the user interface in the correct manner. Using the
Hololens Device Portal, the principal investigator has the ability to view what
the participant sees while experiencing ARSIS 5.0. The HoloLens Device Portal
is described in the next section (Figs. 6 and 7).

Fig. 6. UI test transfer

Fig. 7. UI field note

7.1 HoloLens Device Portal

Using the HoloLens Device Portal, the principal investigator has the ability to
see how participants view the interface. If participants were unable to view the
ARSIS 5.0 interface accurately, the Hololens 2 was adjusted accordingly to fit the
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participant correctly. The Mixed Reality Portal allowed the principal investigator
to view the experience through the eyes of the participant. Additionally, the
HoloLens Device Portal provided a way to record the experience thus providing
information for quantitative analysis. In order to gain accurate data on the
usability and function of the ARSIS 5.0 user interface, participants experienced
the application in a controlled environment.The environment used for testing was
an open room with limited furniture. Lighting in the environment was limited
to low light therefore testing the effectiveness of the interface in a low light
environment. The testing environment has limited distractions thus providing
an ample space to test the application without interruptions.

7.2 Participants

For testing purposes, participants with moderate experience in extended reality
or virtual environments were recruited for testing. All participants were accus-
tomed to wearable HUDs and had experienced immersive environments prior
to testing the ARSIS 5.0 application on the Hololens 2. All participants tested
are adults and were over the age of 18 at the moment of testing. Gender data
and accessibility data was not gathered for this test. However, in future testing,
additional information may provide insight on demographic characteristics and
user testing correlation to the ARSIS 5.0 interface. In total, seven participants
were tested for this part of the study (Fig. 8).

7.3 User Testing Procedures

Participants were provided a series of directions to follow while experiencing the
application.

7.4 Controlled Environment Test Results

All participants successfully followed the tasks asked of them. Additionally, all
participants were able to operate the user interface as predicted. When testing
the voice commands, all participants successfully operated the voice interface.
Finally, all participants were able to locate and document the field object and
provide a summary in the field notes. Gathered qualitative data is listed below
in Fig. 12 (Fig. 9).

8 Limitations

It is important to note the limitations of the HITL tests that may have impacted
the user testing results. The limitations for variable environment tests include
For the controlled testing procedures, additional information over participant
characteristics may provide insight on data patterns in response to the ARSIS 5.0
interface. Since data was not gathered on certain participant characteristics such
as accessibility needs or gender, it is possible that future tests may benefit from
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Fig. 8. ARSIS 5.0 test scenario

more detailed participant demographic information. Additionally, due to current
time constraints, seven participants was the maximum number of participants
tested for the first controlled testing experience on the ARSIS 5.0 interface.
It would be beneficial to test a larger number of participants in the future in
order to gain more detailed data. Finally, the controlled environment testing
focused solely on testing the interface from the HoloLens 2 point of view. Thus,
participants tested in the position of astronauts in the field. However, ARSIS 5.0
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Fig. 9. Controlled results

additionally functions as an application usable from the Ground Station point of
view. Participants in the controlled environment test were not granted the ability
to experience the application from the Ground Station interface. Future tests
may benefit by testing both collaborative interfaces in the ARSIS 5.0 interface.

9 Future Plans

One massive update to our system we are currently working on is building an
ERA (Extravehicular Robotic Assistant) to assist the ARSIS user on EVA’s.
Commands will be delivered to the assistant from the VR Ground Station or
ARSIS allowing both mission control and an astronaut on EVA to pilot the
ERA. The robotic assistant will be equipped with a suite of lighting, cameras
and sensors to illuminate and capture the environment for transcription to the
VR Ground Station and the ARSIS system. Currently this takes the form of
a simple webcam feeding data back to our software portals, however we plan
to experiment with 360 footage, automated hazard detection, point clouds and
mesh generation all of which will be used to more effectively inform the VR
Ground Station as well as the ARSIS user.

Currently, in ARSIS, we are using MRTK V2 to handle our input methods
such as hand and eye tracking. Microsoft has announced plans to release MRTK
V3 to the community in the near future at which point we will begin upgrading
our systems to fully leverage the new toolkits as it’s released.

Hand tracking has proven to be an absolutely incredible input method for
the Quest 2 in our initial experimentation, and we’re elated to implement it
at a deeper level throughout our project. However, hand tracking on the Quest
2 does have its limitations and our team recently learned about UltraLeap’s
Gemini hand tracking system which can be implemented into the Quest 2 via
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the Ultraleap Stereo IR 170 depth sensor. This could allow for significantly
increased accuracy and refresh rate of hand tracking allowing us to move away
from the need for controllers entirely.

9.1 Additional Testing

Additional testing is planned to test a larger control group on the interface
functionality and response. Three added testing dates are planned over the next
three months in order to gain data on the interface and provide time to improve
the experience. Final testing for the ARSIS 5.0 iteration will commence at the
Johnson Space Center in Houston, Texas.

In addition to testing more participants, other areas of functionality are
planned as an included portion in future tests. Testing the ground station inter-
face is planned as a future user experience test. Incorporating the robotic assis-
tant to the ARSIS 5.0 interface additionally provides new testing opportunities
for future user experience testing.

10 Conclusion

This year has allowed for many new developments to our XR solution as we strive
to achieve NASA’s requests and beyond. The capabilities provided by ARSIS
improves situational awareness and more effectively equips astronauts for the
unpredictable environments they will face while helping mission control maintain
a clear understanding of what is transpiring during a mission via telepresence
so that they can more effectively guide and communicate with the astronaut.
ARSIS has been a working project for our team for the last 5 years and as we
grow more in our prototype we look forward to seeing it’s implementation in real
lunar research.
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Abstract. In order to solve the problem that the fatigue indicators of both EEG
and ECG are not in the same evaluation dimension in the study of driver fatigue
state under different emotions, this paper introduces the conceptual formula of
the Fatigue and Sleepiness Indicator for conducting the processing of fatigue
indicators in the late data, and normalizes the data of several types of different
evaluation dimensions to get the data in the same evaluation dimension, which
facilitates the integration of EEG and ECG data. In this paper, (α + θ)/β was used
as the EEG fatigue index, and LF/HF was used as the ECG fatigue index; the
EEG fatigue index and ECG fatigue index were processed using the conceptual
formula of the Fatigue and Sleepiness Indicator to obtain the EEG and ECG
exertional fatigue values. Finally, the data were fused using principal component
analysis to obtain the integrated fatigue index, i.e., the Fatigue and Sleepiness
Indicator. The comparison of the values of the degree of fatigue showed that in the
two kinds of brain load driving tasks, the emergence of emotions that distinguish
the envisaged will increase the driver’s brain load, thus increasing the degree of
fatigue of the driver, the performance of the degree of fatigue of the driver in the
usual scenario without emotional fluctuation state is between the pleasant emotion
and sad emotion, the fatigue of the driver in the pleasant emotion is the lowest, and
the effect of the happy group on the degree of fatigue in the fatigue driving stage
is significantly higher than the effect of the sad group on the degree of fatigue.
By this study, differences in driver fatigue performance under different emotions
were obtained, and the applicability of the conceptual formula of fatigue degree
in the fusion of EEG and ECG data was tested.

Keywords: Fatigue and Sleepiness Indicator · EEG · ECG · Fatigued driving ·
Mood

1 Introduction

As the most common problem in human-computer interaction, fatigue has the most
extensive impact on production life, and devices such as EEG and ECG can monitor
human fatigue, brain load and other states, and then decode human state information
to achieve dynamic work task allocation, adjustment or provide fatigue and overload
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warning, effectively improving the friendliness, safety and work efficiency of human-
computer interaction. For example,Ker-JiunWang et al. used aBCI biosensing algorithm
to translate the “feeling of missing someone” into perceptible images and tactile sensa-
tions that were communicated remotely to a friend, providing immediate telepathy and
a sense of calmness, and improving the friendliness of human-computer interaction [1].

Based on this, this paper used EEG and ECG to monitor the fatigue state of drivers
in different emotional states in two brain load scenarios, recorded the EEG and ECG
changes data of several drivers in the whole process of simulated driving, and extracted
from them the EEG fatigue index - the power spectral density ratio of α, θ and β waves
(α + θ)/β, the ECG fatigue index - the ratio of low frequency variation to high frequency
variation in the N-N interval LF/HF. Then the data in different evaluation dimensions
were sorted and fused using the concept formula of the Fatigue and Sleepiness Indicator
to obtain the comprehensive fatigue indicator – the Fatigue and Sleepiness Indicator
(FSI), and the fatigue state laws of drivers in different emotional states were found
through the comparison of driver fatigue degree, and some practical suggestions were
given according to these laws.

2 Background of the Study

2.1 Bioelectrical Signal Generation Mechanisms

Electrical signals such as EEG and ECG are essentially bioelectrical signals, which are
changes in potential activity and polarity that occur in organs, tissues and cells. When
the cell membrane of the tissue cell in question is subjected to a specific stimulus,
its permeability to tiny ions such as Na+1, Cl−1, Ca+2, K+1, etc. changes, and special
channels on it open, causing ions on both sides of the membrane to flow in a certain
direction, and the resting potential is periodically disrupted and reestablished, during
which the cell membrane with the changed potential produces a periodic local potential
difference with the neighboring cell membrane that is still in the resting state. It is
transmitted along the axon to the axon terminal, where the synaptic vesicles in the
axon terminal are released into the synaptic gap and then captured by the postsynaptic
membrane, thus altering the excitability of the next neuron. A detectable bioelectric
signal is formed when the firing activity of some neuronal cells is synchronized and the
electric field activity they form is consistent and the amount of energy accumulated in
the signal exceeds a certain domain value [2].

2.2 EEG Signal Analysis

EEG signal analysis methods can be broadly classified into five categories, namely, time
domain analysis, frequency domain analysis, time/frequency domain analysis, artificial
neural network (ANN) analysis and nonlinear dynamics analysis [3].

Among them, the frequency domain analysis methods include power spectrum esti-
mation, coherence analysis, bispectrum analysis, etc. The commonly used one is power
spectrum analysis, which can be divided into two major categories: the first category
is the classical power spectrum calculation methods, including the direct method and
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the indirect method, the direct method is to calculate the power spectrum of the sig-
nal directly by using the square of the magnitude of the transform coefficient of the
Fourier transform of the EEG signal, and the indirect method is to first estimate the
self-intercorrelation function of the EEG signal, and then find the power spectrum of the
signal; the second category is modern power spectrum calculation methods, including
power spectrum calculation based on AR model, ARMA model, MA model, MUSIC
algorithm and eigenvectors [4].

Since EEG signals are more concise and intuitive in the frequency domain, many
scholars use frequency domain analysis for signal processing. For example, Yabing Zhu
et al. extracted the rhythm signals in the EEG signal, selected the energy values of δ, θ, α
and β waves as the characteristic values of fatigue driving, and used the ratio of the sum
of the energy values of δ and θwaves to the energy value of βwaves as the fatigue index,
and found that the fatigue index increased gradually as the subject’s fatigue increased.
The fatigue indexwas found to increase gradually with the increase of the fatigue level of
the subject [5]; Tianjiao Liu et al. extracted the three frequency bands of α, β and θwaves
in the EEG signal, and fitted the EEG signal fitting index (θ + α)/β with the subjective
fatigue level of the subject, and the two were positively correlated, thus verifying that the
brain electrical activity signal fitting index (θ + α)/β can make real-time estimation of
the fatigue state of the driver [6]; Aftanas L I et al. used Fourier transform to map the raw
EEG signal to theta, alpha and beta bands and derived the power spectral density of each
electrode as EEG features on the basis of power spectrum [7]; Nie D et al. used video
stimulation in the delta band (1–4 Hz), theta band (4–8 Hz), the alpha frequency band
(8–13 Hz), beta frequency band (13–30 Hz) and gamma frequency band (36–44 Hz)
using fast Fourier transform and combined with linear dynamics and other methods to
identify emotions and fit emotion curves using stream learning [8]; Reza Khosrowabadi
et al. filtered the raw EEG signal to 4 Hz –13 Hz and then extracted the EEG features of
the corresponding brain regions using kernel density estimation and Gaussian mixture
model, respectively [9].

2.3 ECG Signal Analysis

Typical ECG indicators include heart rate and heart rate variability. Unlike heart rate
analysis, which studies the number of heart beats, heart rate variability analysis analyzes
the differences and patterns of consecutive cycles of heart beats to find out the differences
in heart beat cycles and thus discover some physiological or psychological changes in
the human body, so heart rate variability analysis is more valuable for research [10].

The main methods of heart rate variability (HRV) analysis include time domain
analysis, frequency domain analysis and nonlinear (chaotic) kinetic analysis [11].

Among them, the frequency domain analysis method can extract and analyze the
R-R interval as components of different frequency bands with accurate data, high sensi-
tivity, and quantitative decomposition analysis, which can accurately evaluate the esti-
mated sympathetic and vagal nerve activity levels [12]. For example, Yushu Yang et al.
found that four ECG indicators have a certain correlation with fatigue level by conduct-
ing virtual driving experiments, which can be used to quantify the fatigue level [13];
PIOTROWSKI et al. used heart rate variability analysis for drowsiness state classifica-
tion and drowsiness check state detection, the most important parameter from the point
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of view of drowsiness classification came from the different frequency bands that would
be extracted from the R-R interval [14]; Muhammad et al. achieved fatigue state classi-
fication by extracting HRV features from ECG signals of subjects and using radial basis
function neural network for fatigue detection based on microcontroller unit [15]; Khalil
et al. proposed a fast ECG classification method based on extreme learning machine
(ELM) algorithm to classify frequency rhythms in heartbeat with 97.55% classification
accuracy [16]; Murugan et al. filtered ECG data and extracted 13 statistically significant
features, afterwhich they used three classifiers (SVM,KNNandEnsemble)were trained,
SVM and KNN achieved high classification accuracy, Ensemble performed poorly and
needs further optimization and improvement [17].

2.4 Emotion Elicitation

Since there are different explanatory theories for the mechanism of emotion generation,
there are various criteria for classifying emotions. In daily life, we are accustomed to the
simplest method of classifying emotions, which divides emotions into three categories:
positive emotions, neutral emotions and negative emotions. What is widely adopted
now is the two-dimensional emotion model proposed by Lange, which maps different
emotions into a two-dimensional space, in which the horizontal axis represents the
degree of pleasure of emotion and the vertical axis represents the degree of excitement
of emotion, and emotions are no longer presented in discrete states such as happy and
calm, but become a continuous state [18].

Emotion elicitation is the achievement of a specific emotional state by a subject
through a specific external environmental stimulus or an internal response of the body,
and the commonly used materials for emotion elicitation are text, pictures, videos, etc.
Among them, when using text and pictures for emotion elicitation, the experimental
conditions are simple and easy to achieve but the elicitation intensity is limited and the
elicitation time is longer. The use of video can stimulate the subject to enter a specific
emotional state quickly, which is easy to implement and has a shorter elicitation time
[19]. In addition, there is another type of emotion elicitation called the self-evoked
approach, which measures subjects’ spontaneous emotions, however, it is difficult to
determine the timing and content of emotions at this time, and therefore, this approach
is not common in emotion elicitation.

At the same time, researchers have encountered some problems in studying emotions
based on different emotion-evoking experiments because the evaluation criteria are not
uniform. For this reason, Soleymani M built a multimodal database for emotion recog-
nition using emotion video clips as well as label-consistent experiments [20]; Koelstra S
constructed a database for emotion recognition (DEAP) using music clips as stimuli and
processed it for statistical analysis and other purposes to ensure the validity of emotion
elicitation in this dataset [21].

2.5 Fatigue Driving Detection

Fatigue driving detection methods can be roughly divided into four categories, which are
based on subjective assessment, physiological parameters, driving behavior characteris-
tics and information fusion detection technology, of which, the common one is fatigue
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detection technology based on physiological parameters, which can be further divided
into detection based on EEG signal, EMG signal, ECG signal, pulse beat, etc. Because
it is directly connected to the human body through the instrument and collects human
bio-signals in real time, it can more accurately reflect the fatigue state of the human
body [22]. For example, Artanto D et al. invented a device to detect early drowsiness
in drivers, which can attach a myoelectric signal acquisition device to the skin around
the eyelids, which can detect the closing of the eyes and face without hurting the eyes,
and designed the ESP8266 system based on this method, which was finally used for the
purpose of detecting fatigue [23]; Brandt T et al. fused information from the monotonic-
ity judgment of the road with the detection of the driver’s face and eye state to discern
whether the driver was fatigued, achieving a better detection of the driver’s fatigue level
[24].

2.6 Fatigue and Sleepiness Indicator (FSI)

The fatigue indicators obtained from the analysis of many different signals in the detec-
tion of driving fatigue based on physiological parameters are different, and although
some indicators are formally ratios without units, the meanings they represent are still
not in the same evaluation dimension, such as EEG (θ + α)/β and ECG LF/HF, for
which the concept of FSI is proposed in this paper to incorporate these different signals
reflecting fatigue status into the same fatigue state evaluation dimension.

FSI =
∣
∣
∣
∣

Driving status indicator − Awake indicator

Awake indicator − Fatigue state indicator

∣
∣
∣
∣

(1)

Taking the EEG fatigue index as an example, the specific establishment process is:
firstly, to make multiple measurements of EEG features on subjects in the awake or
fatigue state; secondly, to perform signal processing on a fatigue-related index (e.g.,
power spectral density ratio (α + θ)/β) of these features and find the mean value of the
largest (smallest) few values; this mean value is used as its standard value of fatigue
(wakefulness), and the data of this indicator during normal driving are subjected to the
operation of the conceptual formula of the FSI to obtain data that are between 0 and 1.
The closer the fatigue is to 0, the more sober it is, and the closer the fatigue is to 1, the
more fatigued it is, and the closer it is to the standard value of its own fatigue.

The introduction of the concept of the FSI in this study has three benefits.

1. Since there are small differences in the values of EEG, ECG and other characteristics
of each individual, the FSI can provide a uniform standard for different drivers to
compare based on their own fatigue level, which somewhat counteracts the draw-
backs of experimental studieswith differences in the absolute values of physiological
signals in different populations.

2. The FSI can normalize multiple physiological signal data, transforming several
data in different evaluation dimensions into data in the same evaluation dimension,
simplifying the fusion processing of experimental data.

3. The concept of the FSI allows scholars in different fields to have a simple, intuitive
and quick understanding of fatigue levels.
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3 Experiments on Typical Driving Tasks

3.1 Purpose of the Experiment

During the execution of the driving tasks under different emotions, the EEG and ECG
devices were used to track and record the driver’s EEG and ECG signals, and then to
investigate the difference in the change of fatigue state during the driver’s driving task
under different emotions.

3.2 Experimental Equipment

BD-C-1 wireless EEG acquisition and analysis system, BD-C-2 wireless ECG acqui-
sition and analysis system, driving simulator, timer, medical alcohol, alcohol cotton
balls, wet wipes, audio playback equipment, emotion evoking video, light source with
infinitely dimmable light, illuminance meter, marker (to record the position of the light
source), tape (to prevent electrodes from falling off), etc.

3.3 Experimental Subjects

Eighteen BIT students aged 20–24 years (16 males, 2 females).

• No sleep problems such as poor sleep, insomnia, etc.
• Absence of heart diseases such as arrhythmia and heart attacks.
• Emotional richness.
• Honesty, integrity and responsibility.
• Understanding of traffic signs and driving rules and driving experience.
• No events that caused dramatic mood swings in the month prior to the experiment.
• No other psycho-stimulating beverages such as coffee within twenty-four hours prior
to the experiment.

• Seven to eight hours of sleep were ensured prior to the experiment.
• No food or strenuous activity within one hour prior to the experiment.

Subjects were asked preliminarily about what trigger conditions would elicit happy
and sad emotions, and the selection of emotion-evoking audio and video was based on
the relevant situations obtained from the questioning, and they were trained to use the
driving equipment.

3.4 Construction of a Typical Driving Task Scenario

This experiment was completed using UC win Road 8.1 to build two virtual scenarios
of typical driving tasks, a low-load high-speed scenario and a high-load town scenario.
In this paper, the experimental task was adjusted in order to shorten the length of the
experiment, so that the subjects showed a high level of fatigue within 90 min, which
is somewhat different from the actual driving process in the same time driver fatigue
performance.
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Fig. 1. High-speed road scene

High-speed road scenario (shown in Fig. 1): the scene is sparse, the road scene is
single and spacious, the whole process is two-way three lanes and the road is closed, the
driver’s operational task is small, the brain load is also small, the overall driving task is
one and a half hours.

Town road scenario (shown in Fig. 2): the scenario has dense traffic flow, multiple
road scenes, including sidewalks, jaywalking pedestrians, haphazardly parked trucks,
etc., two lanes in both directions, the road is not closed, the driver has a large operational
task and a large brain load, and the overall driving task is one and a half hours.

Fig. 2. Town road scene

In addition to the above virtual scene construction, the entire experimental cycle of
the laboratory temperature and humidity to maintain consistent, do not produce signifi-
cant fluctuations, indoor curtains are all drawn, try to avoid the interference of external
environmental light, relying on fluorescent lamps (to provide the basic needs of indoor
brightness) and stepless dimming of the light source (to adjust the light at the driver) to
control the indoor brightness, so that there is no significant difference in light intensity
and irradiation direction at the driver for each experiment conducted.
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3.5 Experimental Procedure

Before the start of the formal experiment, the experimental subjects were explained the
specific experimental procedure and the precautions to be taken, and they were allowed
to enter the simulated driving equipment and adjust the seat position angle, etc. [25].

Emotion Elicitation. Three representative emotions were selected for this experiment,
namely pleasure, usual (calm) and sadness. After a preliminary survey of the subjects,
we found that the subjects were all emotionally rich and easy to perform emotional
elicitation, so we played the corresponding videos for about fifteen to thirty minutes,
depending on the changes in the subjects’ emotional states.

Completion of the Fatigue Subjective Rating Scale. There was a waiting period of
three to five minutes after the end of the emotional elicitation, which was used mainly
for the relative calming of emotions and the completion of the subjective fatigue rating
scale. This subjective assessment scale of fatigue is derived from theStanfordDrowsiness
Scale, which is a subjective fatigue assessment tool commonly used in fatigue driving
studies (Table 1).

Table 1. Fatigue subjective rating scale

Level of fatigue Fatigue level (score)

Very refreshed and physically energetic 1

Mental levels are high but not at their peak, allowing for concentration 2

Clear thinking, mentally relaxed, able to respond in a more timely but
less responsive manner

3

A little weary and a little relaxed 4

Full of tiredness, no longer mentally awake, especially lax 5

Begin to feel drowsy, dizzy, and just want to end the current state or lie
down to rest

6

Entering a light sleep 7

Conducting Driving Simulations. Timing was started and the subject was made to
perform a simulated driving for one and a half hours, during which the subject was not
allowed to make significant body part movements, such as swinging, twisting, etc., and
the subject was given a reminder that the experiment was nearing completion with fifteen
minutes remaining until the experiment was completed.

Completion of the Fatigue Subjective Rating Scale Again. The timing was stopped,
the subjective evaluation of fatigue was performed again, and the collection device was
turned off and the data collection device was removed.

Data Collection. Collecting and backing up the collected EEG and ECG data, the
experiment was completed.
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The above process need to be carried out three times in six scenarios: happy low
load, happy high load, normal high load, normal low load, sad low load, sad high load,
and each subject also had to be collected the most values of EEG and ECG indexes for
their waking state and fatigue state several times, the waking state measurement time
was usually one hour just after waking up in the morning, the fatigue state measurement
time was usually the time when you were extremely fatigued after a day of work or when
you felt very fatigued by yourself, and the data was saved after collection to prepare for
later data processing.

Fig. 3. Research framework diagram

The research framework for the entire experimental cycle is shown in Fig. 3.

4 Data Analysis

4.1 EEG and ECG Data Processing

The EEG data collected by the EEG device would get the data series of theta wave, low
alpha wave, high alpha wave, low beta wave and high beta wave after the pre-processing
of the TGAM module, and since the TGAM module can filter the interference such as
the Electrooculographic signals, noise and 50/60 Hz AC during the experiment, the anti-
interference ability was strong, so these data series obtained could be directly analyzed
by power spectrum to find the power spectrum density [26].
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Fig. 4. Flow chart for solving power spectral density using AR model estimation method

In this paper, the power spectral density of EEG signals was calculated using the
Burg method based on the AR model estimation method, and the calculation flow is
shown in Fig. 4.

The power spectral density of θwave, low αwave, high αwave, low βwave, and high
β wave could be obtained by the above calculation process, and let α = (low α + high
α)/2 and β = (low β + high β)/2 [27]. The power spectral density ratio (α + θ)/β, which
was commonly used in domestic research, was chosen as the index of EEG equipment
to evaluate driver fatigue, and an average value was taken for every five minutes to
represent its integrated level in five minutes.

The ECG data collected by the ECG device could directly output the LF, HF, LF/HF
and other indicators commonly used in domestic driving fatigue research through the
BD-C-2 wireless ECG acquisition and analysis system, and LF/HF was selected as the
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indicator for evaluating driver fatigue by the ECG device, and an average value was
taken for every five minutes to represent its integrated level in five minutes.

4.2 Data Fusion

The above two types of data were processed using the concept formula of FSI to obtain
EEGFSI andECGFSI, respectively, and the newdata obtainedwere subjected to Pearson
correlation tests with the subjective fatigue evaluation scores, which resulted in the data
tables shown in Table 2 and Table 3.

From the table, it can be seen that EEG FSI and ECG FSI have significant correlation
with subjective fatigue evaluation scores, and both can be used as indicators to evaluate
driver fatigue degree. However, the two indicators have their own emphasis, and due to
the subject’s own differences and many other external environmental factors, the ECG
and EEG data measured during the experiment may have different fluctuations, there-
fore, establishing a comprehensive fatigue evaluation index - the Fatigue and Sleepiness
Indicator (FSI) based on EEG FSI and ECG FSI can eliminate some interfering factors
and reflect the fatigue degree of the subjects more accurately, and also facilitate the
comparison of the data.

Table 2. Table of EEG correlation data

Subjective evaluation score EEG FSI

Subjective evaluation score Pearson correlation 1 0.990**

Sig. (two-tailed) 0.000

Number of cases 36 36

EEG FSI Pearson Correlation 0.990** 1

Sig. (two-tailed) 0.000

Number of cases 36 36
**At the 0.01 level (two-tailed), the correlation was significant.

Table 3. Table of ECG correlation data

Subjective evaluation score ECG FSI

Subjective evaluation score Pearson Correlation 1 0.985**

Sig. (two-tailed) 0.000

Number of cases 36 36

ECG FSI Pearson Correlation 0.985** 1

Sig. (two-tailed) 0.000

Number of cases 36 36
**At the 0.01 level (two-tailed), the correlation was significant.

In this paper, Pearson correlation coefficient was used to calculate the correlation
coefficient betweenEEGFSI andECGFSI, and the correlation degree of the twowasvery
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significant and the change trend was the same, so the principal component analysis could
be used to select the comprehensive fatigue index. Through the results of total variance
decomposition of principal components, as shown in Table 4, it can be concluded that the
cumulative contribution rate of principal elements has reached more than 90%, which
can meet the requirements of principal element feature extraction.

Table 4. Total variance explained

Initial eigenvalue Extraction of the sum of squares of
loads

Ingredients Aggregate Percentage
variance

Cumulative
%

Aggregate Percentage
variance

Cumulative
%

1 1.997 99.850 99.850 1.997 99.850 99.850

2 0.003 0.150 100.00

In turn, its component matrix can be found, and the eigenvector values of the
principal elements are obtained as uEEG = 1.413 and uECG = 0.002, and then
the composite index = 1.413 × EEG FSI + 0.002 × ECG FSI (1.415 ≥ the com-
posite index ≥ 0), considering the practical meaning of strain, here let FSI =
the composite index/1.415 (1 ≥ FSI ≥ 0), we can get the subject’s FSIs, as shown
in Fig. 5 and Fig. 6.

5 Discussion

Under the condition of uniform brain load variables, it can be seen from Fig. 5 and Fig. 6
that the fatigue state pattern of drivers in different emotional states in the early stage is

Fig. 5. Graph of driver fatigue state changes under different typical emotional scenarios (low
load)
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not obvious, but the later it is, the fatigue state of drivers under pleasant emotional scenes
are lower than that of normal and sad emotional load scenes, and the time of substantial
change of exertion is also delayed to some extent, and the fatigue state of drivers under
normal emotional scenes is between the pleasant and sad emotional load scenes, which
is different from the emergence of emotions envisaged before the experiment that will
increase the brain load of drivers.

Fig. 6. Graph of driver fatigue state changes under different typical emotional scenarios (high
load)

First of all, the sharp changes of fatigue in the low load scenario were concentrated
between 60–65min, i.e., in this time period, the fatigue level of the subjects had a greater
change, while the sharp changes of fatigue in the high load scenario were concentrated
between 50–55 min, and the comparison of the time periods of concentrated changes
of fatigue showed that different brain load scenarios had a greater effect on the changes
of fatigue level of the subjects. This indicates that the experiment is very reasonable
in dividing the different brain load scenarios. In the two different brain load scenarios,
the change pattern of driver fatigue under different typical emotions showed the same
change pattern, which also increased the credibility of the experimental conclusion to a
certain extent.

Secondly, before the sharp change of exertional fatigue, the exertional fatigue of the
sad group in the low load scenario was 2%–4% higher than the normal group as a whole,
the exertional fatigue of the sad group in the high load scenario was 3%–5% higher
than the normal group as a whole, while the exertional fatigue of the normal group in
the low load scenario was 2%–5% higher than the happy group as a whole, and the
exertional fatigue of the normal group in the high load scenario was 1%–5% higher than
the happy group as a whole, that is, the difference between different emotional groups in
the high load scenario The gap between different emotional groups of high load scenes
is roughly comparable to the gap between different emotional groups of load scenes,
and the gap between different emotional groups of the same scenes is between 2%–5%,
which indicates that at the early stage of driving tasks, the influence of emotions on
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the degree of driver fatigue is limited, and there is only a small fine-tuning of normal
performance; after a sharp change in the degree of exertional fatigue, the degree of
exertional fatigue of the low load scenes sad group is 1%–4% higher than the normal
group as a whole, and the high load scenes sad group The fatigue level was 2%–5%
higher than that of the normal group, while the fatigue level of the normal group was
5%–9% higher than that of the happy group, and the fatigue level of the normal group
was 3%–7% higher than that of the happy group, i.e., the difference between different
emotional groups in the same scene was larger, and the effect of the happy group on
fatigue level was significantly higher than that of the sad group on fatigue level.

Finally, in the time period of 75–80 min, the fatigue level tended to decrease more or
less, and the decrease was concentrated in the range of 2%–4%, which may be related
to the fact that we gave the subjects a voice reminder that the experiment was about to
end at 75 min, but the change in fatigue level in this 75–80 min was relatively small,
and after 80 min, the fatigue level of more than 90% of the subjects This suggests that
the effect of the voice reminder was limited. We speculate that the voice reminders may
have made the subjects aware that the experimental task was coming to an end and their
brains were slightly awake, but the subsequent 15 min of driving time was still relatively
long and the subjects returned to the fatigue driving stage again.

Based on the above experiments, this paper gives the following recommendations.

1. According to the performance of driver fatigue in different brain-load scenarios, it is
recommended that drivers should try to stagger their trips when performing driving
tasks, avoid moments of heavy traffic flow, and if they need to drive vehicles at times
of heavy traffic flow, they should minimize the time spent driving and take timely
rest.

2. Based on the manifestation of the driver’s fatigue state in different emotional sce-
narios, the driver is advised to reduce driving behaviour during adverse emotions or
to take a longer period of time after the onset of adverse emotions before engaging
in driving activities.

3. The superimposition of high-load scenarios and sadness can make drivers in the
midst of driving activities more likely to approach a state of exhaustion after a day’s
work, so try to avoid high brain-load driving activities while in a sad mood.

4. The experiment in this paper made a time of voice reminder to the driver in the last
fifteen minutes towards the end of the experiment, and the driver’s fatigue was some-
what relieved after the voice reminder, but the relief was still limited. Therefore, for
drivers, appropriate voice stimulation (e.g., a full task end countdown in navigation)
can be helpful for drivers in a fatigued state, but it is still important to schedule time
for rest.

6 Conclusion

In this paper, the fatigue states of drivers under different typical emotions were collected
and analyzed using EEG and ECG equipment, and the power spectral density ratios (α +
θ)/β and LF/HF were processed separately using the conceptual formula of the Fatigue
and Sleepiness Indicator (FSI), and the data of two different evaluation dimensions



A Study of Driver Fatigue States in Multiple Scenarios 595

were processed into the data of the same evaluation dimension, which simplified the
subsequent data fusion process and provided a new idea for the fusion of multiple
different criteria data in fatigue research, and finally we got the conclusion that drivers
in pleasant emotions performed better than usual emotions and sad emotions in both
brain-load driving tasks in terms of fatigue, and the effect of pleasant emotions on driver
fatigue was significantly higher than that of sad emotions.

Due to the conditions, there are certain limitations in this paper, such as the research
content of this paper is based on young school students aged 20–24 with insufficient
driving experience, so truck drivers, taxi drivers and other long-term driving activities
are not very applicable to this study; there are certain gaps between the constructed
virtual scene and the real scene, such as the noise outside the window, the angle change
of outdoor light, the task volume setting, etc., which cannot be fully restored, and because
the time of fatigue change is generally long, this paper adjusted the experimental task in
order to shorten the length of the experiment, so that the subjects showed a high degree
of fatigue within 90 min, which is somewhat different from the fatigue performance of
the same time in the actual driving process.
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Abstract. The aesthetics of the element layout in the human-computer interface
(HCI) play a positive role in the understandability, learnability, and operation
efficiency.However, whether and inwhat aspects the aesthetics of interface layouts
could promote visual working memory (VWM) has not been explored clearly. An
interface with an easy-to-remember layout can provide a better user experience
with a reduction in cognitive load, especially serving the increasing aging users.
It was found that the website interfaces with higher subjective aesthetic rating
scores are easier to be remembered. In addition to the subjective scoring, which the
evaluator group greatly influences, plenty of studies have proposed mathematical
calculation models to calculate the aesthetics of the interface layout by proposing
multiple factors that affect the visual perception and their calculation formulas.
This paper aims to investigate whether the memorability of interface element
layout is affected by its aesthetics through objective evaluation. The influence of
various visual features in the objective evaluation system is explored which can
be used as an indicator to reduce the memory cost and improve user experiments
when designers make layout arrangements.

Keywords: Visual working memory · Human-Computer Interface (HCI) ·
Aesthetics evaluation · Interface layout design

1 Introduction

The human-computer interface (HCI) is the medium that enables the transfer of infor-
mation between man and machine. The interface layout refers to the arrangement of
elements in an interface following functional and aesthetic requirements and constraints
for the enhanced efficiency and experience of human-machine interaction [1].

Visual aesthetics of interface hadbeen shown to critically affect a variety of constructs
such as perceived acceptability, learnability, and productivity [2–4]. Tullis [2] proved that
the worst layout arrangement required 128 percent that much time to retrieve features
than the best. Aspillage [3] applied visual aesthetics to schooling, showing that a more
visually appealing interface design leads to improved concentration and comprehen-
sion of course content. Grabinger [4] discovered that the organization of visual interest
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which is related to the aesthetic affected reading fluency and learning expenses, suggest-
ing monotony, unbalanced, and bareness are unfavorable. However, these studies have
focused on the final outcome of the interaction and less on the cognitive processes that
underpin the interaction process. Contrasting perceived aesthetics without usage, Tuch
et al. [5] indicated that post-use perceived aesthetics has a stronger impact on usability
which indicates that aesthetics continue to influence usability during the using process.
Using an interface is dependent on a diverse range of cognitive processes, including
attention, memory, and logic. This paper speculates that interface aesthetics are bene-
ficial for the cognitive processes leading to a reduction in cognitive load, which may
contribute to the ease of use improved in the aforementioned findings.

A lot of investigations on the effect of visual aesthetics on cognitive activity have
focused on the. Working memory. Numerous research that has focused on images have
examined the parameters that influence the memorability of images and demonstrated
its neural correlates to the population response magnitude variation that emerges in the
high-level visual cortex [6]. In the case of interface, recent research has shown that web
interfaces with better subjective beauty scores are more likely to be remembered [7].
However, this finding relied heavily on the interface’s content, which is not the domain
of the design for some interfaces. In terms of interface elements layout without semantic
information, it can be postulated that aesthetics have an influence on its memorability,
analogous to images as visual stimuli. Miura [8] proposed a gamified application tomea-
sure interface layouts’ memory difficulty for a wide range of ages clarifying the relations
between age and the volume of visuospatial memory and suggesting that minimizing
its memory difficulty could lessen the cognitive strain on users, especially the older
and juvenile populations. Based on previous studies, this article investigates whether
aesthetics influence the working memory of interface elements’ layout.

With the growth of Kansei engineering, there has been an emergence of research on
the aesthetics of interfaces, which can be classified as subjective and objective. Although
subjective evaluations can reflect a person’s perception of beauty, they are highly depen-
dent on the group of evaluators which has low stability of results [9]. In contrast, objec-
tive evaluation has received increasing attention from interface design researchers due
to its quantifiability and stability. These studies extract multiple factors that affect visual
aesthetic perception and quantification methods. Ngo et al. [1] proposed 14 layout fea-
tures and their calculation formulas quantified each of the components and the overall
aesthetic degree, which are the measure of balance (BM), the measure of equilibrium
(EM), the measure of symmetry (SYM), the measure of sequence (SQM), the measure
of cohesion(CM), the measure of unity(UM), the measure of proportion (PM), measure
of simplicity (SMM), the measure of density (DM), the measure of regularity (RM), the
measure of economy (ECM), the measure of homogeneity (HM), the measure of rhythm
(RHM) and the measure of order and complexity (OM). Zhou et al. [10] explored the
superiority of each aesthetic variable using a grey correlation method in an effort to
determine the interface’s overall aesthetic degree. There is no uniform position now on
the calculation of the overall beauty value, as there is no reference value against which
to compare the advantages of each aesthetic factor, which has not produced a broadly
approved approach in current studies.
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Instead of one specific overall aesthetics value, the indicators in these assessment
modelswhich cover diverse aspects of visual aesthetics are in linewith the purpose of this
research to reveal how aesthetics influences working memory in cognitive processes by
examining the various parts of visual aesthetics perception. Therefore, for the aesthetics
scores of interface layout, this study employs the methodology from objective aesthetics
evaluation research which is achieved in two main steps: extraction of the layout infor-
mation and calculation of aesthetic values. The approach for extracting layout data is
depicted in Fig. 1. We abstract the functional partition as the smallest rectangle that can
contain its internal elements in black (R:0, G:0, B:0) and the background is shown in
gray (R:128, G:128, B:128). The top left corner of the interface’s general framework is
designated as the starting point. From the starting point, the positive X-axis extends to
the right and the positive Y-axis extends downward. Each rectangle is positioned accord-
ing to the interface’s overall frame by four parameters: the X-coordinate, Y-coordinate,
height H, and width W of the starting point.

Fig. 1. Original Interface(www.lib.seu.edu.cn)

Fig. 2. Simplified Interface

For the calculation step, we choose 13 aesthetic indicators with OM excluded from
the 14 aesthetic indicators proposed by Ngo to conduct a thorough evaluation. The OM

http://www.lib.seu.edu.cn
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referring to the overall aesthetic value was removed because its calculation is unclear as
the contribution of each aesthetic indicator to it was ambiguous.

Working memory is a form of information storage in the cognitive system and
refers to the temporary storage of information for current information processing, lasting
between 5 and 60 s [11]. In contrast to the storage of information for later information
processing, also known as long-term memory, working memory occurs more frequently
for the usage of the interface, particularly for the initial use of the interface. Lindgaard
et al. [12] demonstrated that aesthetic judgments are formed steadily within a relatively
brief period of time following the appearance of the object, usually 50ms–500ms, which
precedes the end of working memory. Therefore, the aesthetics of the interface layout as
perceived by the observer may have an impact on the memory effect in the time dimen-
sion. For the measurement of the visual working memory, we applied the widely-used
change detection task named change-detection paradigm, in which participants have to
identify whether the stimulus has changed in the second presentation compared to the
first presentation.

All in all, the aim of this research was to ascertain whether the aesthetics of inter-
face layout has an influence on its visual working memory. Specifically, 13 aesthetics
indicators from the objective evaluation model are selected to measure the various parts
of the layout aesthetics and the memorability of interface layout is measured through
the memory test. The relationship between aesthetics and working memory is examined,
which could be used to offer a reduction in memory difficulty while relieving the cog-
nitive load of the interface and may explain the impact of aesthetics on usability stated
in earlier work.

2 Pilot Experiment

As the most salient feature of working memory, limited capacity has a substantial influ-
ence on the difficulty of memory. The amount of information in memory, however, was
not the focus of this investigation. Therefore, we kept the number of elements in all
stimuli identical to avoid overriding the effect of aesthetic factors. To avoid ceiling and
floor effects, the optimum number of elements was chosen from 5 to 9 which is the
consensus VWM capacity agreed upon by the majority of studies [13].

2.1 Methods

Stimulus. 35 web interfaces with 7 interfaces for each quantity type were collected
and kept at a consistent size of 1920 × 1080 pixels. The interfaces were simplified in
Photoshop 2021 (Adobe Photoshop, 22.5.6, Adobe, US.) until only layout information
remained.

Participants. Twenty participants were enrolled to take part in the pilot experiment,
with 10 male and 10 female students at Southeast University whose ages range from 19
to 26 years old(M=23.352, SD=1.02). All the participants were right-handed and had
normal and correct-to-normal visual acuity, and were volunteered to participate in the
experiment with signed consent forms.
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Procedure. The pilot experiment is carried out in the form of the change detection
paradigm same as the formal experiment. Participants were asked to memorize the
lay-out of the interface (memory array) and make judgments about whether the layout
changed when it reappeared (test array) again. Fifty percent of the interface remained
the same when presented again, while others showed a clearly recognizable change of
one element’s position with consistent movement distance.

Trials began with the presentation of a black fixation cross (0.4° × 0.4°, 1,000 ms),
followed by the presentation of a memory array (7° × 11°) for 3000 ms. After a delay
period (1,000ms), the test display appeared. The test display remained on the screen until
the participants made a keypress. The participants were asked to press the left control
key with their left index finger if they detected a change and to press the right control key
on the number keypad with their right index finger if they did not detect any change. The
two keys were labeled with the words “Different” and “Same”, respectively. The order
in which all stimuli were presented was randomized. Prior to the experiment, there will
be exercises that provide correct and incorrect feedback, which does not appear in the
formal experiment. Participants were encouraged to respond accurately and immediately
and the memory performance measures included accuracy and reaction time.

Fig. 3. Experiment stimuli and task sequence.

Apparatus. The experiment was programmed using E-prime3.0(Psychology Soft-ware
Tools, Pittsburgh, PA)and displayed on a 24-in widescreen monitor with a re-fresh rate
of 100 Hz. The viewing distance was 58 cm from the monitor. In order to control for the
effect of different levels of arousal on the memory effect, all subjects were subjected to
the experiment in the same time period and in the same laboratory environment.

Table 1. Average and standard deviation of the accuracy of each category
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2.2 Result

The memory scores of each category of interfaces including the accuracy and reaction
time were collected, excluding extreme data (M-3SD<Xi<M+ 3SD). The mean and
standard deviation of the accuracy are shown in Table 1. It can be seen that the standard
deviation of the memorability of the two types of interfaces with 5 and 9 elements is
significantly smaller than that of the other three types of images.

2.3 Conclusion

From the mean values, it can be seen that the amount of information memorized could
strongly influence the difficulty of remembering it, with more information making it
more difficult. It can be surmised from the standard deviation that when there are too
much or too few elements, there may be a ceiling or floor effect that the effect of other
factors on memory especially aesthetics in this research may be overrode and difficult
to be detected. Therefore, in the formal experiment, the interfaces with the number of
elements of 7 were chosen for the formal experiment with the largest standard deviation
of memorability. At this point, the quantity component does not fully dictate the ease of
memorization, and there is scope for it to be influenced by other factors.

3 Experiment

3.1 Method

Stimulus. 16 simplified interfaces that all have a number elements of 7 were prepared.
These stimuli were not present in the previous pilot experiment.

Participants. Twenty participants were enrolled to take part in the formal experiment,
with 10 male and 10 female students at Southeast University whose ages range from
21 to 29 years old(M = 24.21, SD = 1.45). All the participants were right-handed and
had normal and correct-to-normal visual acuity, and were volunteered to participate
in the experiment with signed consent forms. Subjects who participated in the formal
experiment had not taken part in the pilot experiment.

Procedure & Apparatus. The procedure and apparatus keep consistent with the pilot
experiment.

3.2 Result

Aesthetics degree. The 13 aesthetic degrees of the layout of the interface is objectively
evaluated based on the most widely used objective evaluation model proposed by Ngo,
which includes balance (BM), equilibrium (EM), symmetry (SYM), sequence (SQM),
cohesion(CM), unity(UM), proportion (PM), simplicity (SMM), density (DM), regular-
ity (RM), economy (ECM), homogeneity (HM) and rhythm (RHM), are calculated by
MATLAB (Mathwork, Natick, MA).
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Table 2. The aesthetic scores of 16 stimulus

Table 3. The memory performance of 16 stimuli

Memory score.Table 3 shows thememory performance including accuracy and reaction
time with the extreme data (m-3sd < Xi < m + 3SD) is removed and the average is
calculated.

Correlation analysis. It can be seen from Table 2 that all of the 12 aesthetic factors
are continuous values, with the exception of the SQM factor, which is a discontinuous
number. To examine the correlation between aesthetics andmemory, a one-way ANOVA
was used to compare SQM and memory correctness, while the other components were
each analyzed to a unary linear regression analysis with memory accuracy.

The one-way ANOVA on the 3 different levels of SQM showed a significant effect
on memory accuracy [F(3, 12) = 27.967, p < 0.05]. The result of the unary linear
regression is shown in Table 4. It finds out that the p-value of SYM, SMM, CM, and
RM are lower than 0.05, indicating that these three indicators have a significant effect
on memory. In contrast, the other 8 measures’ p-values are higher than 0.05.

The unary linear regression equation for these four indicators with the accuracy score
are: y = −0.036x + 1.702 (SYM); y = 0.089x + 0.89 (CM); y = −0.789x + 9.003
(SMM); y = 0.276x + 1.779 (RM). Figure 4 depicts the residual plots. As can be seen,
the regression equations’ predictive quality is dependable.

Excluding the seven factors that did not have a strong effect, a multiple linear regres-
sion of SYM, CM, SMM, and RM on memory accuracy was conducted to investigate
the extent to which these three metric factors had an effect on memory. However, the
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Table 4. R2 and p-Value of unary linear regression for the aesthetics indicators andmemory score

Fig. 4. Plots of Residuals. (a) refers to SYM; (b) refers to CM; (c) refers to SMM; (d) refers to
RM

results showed that there was multicollinearity between SYM, CM, SMM, and RM (VIF
> 10), suggesting a correlation between the four aesthetic factors.

3.3 Conclusion

Based on the results of the above analysis, it can be concluded that SYM, SQM, CM,
SMM, and RM have a strong correlation with memory; EM, PM, and HM have a gener-
ally not strong enough correlation with memory; while BM, UM, DM, ECM, and RHM
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show no correlation with memory in this study. Accordingly, symmetry, sequence, sim-
plicity, and regularity that constitute the aesthetics of an interface are likely to influence
the difficulty of remembering the interface layout. In interface layout design, these
aspects can be used to enhance aesthetics while achieving a reduction in memory diffi-
culty and hence a reduction in cognitive load and better service to users.Whendeveloping
the interface layout, make the elements more symmetrical, organize them in size order
from left to right and top to bottom, and align the edges of the elements, especially
the start points, as much as possible to make them easier to be remembered and reduce
cognitive workload.

4 Discussion

This paper explores whether the aesthetics of the human-machine interface layout has an
influential effect on its memory. Based on the objective evaluation model of aesthetics,
the correlation between 13 aspects of aesthetics and working memory was explored,
revealing a significant effect of symmetry, sequence, cohesion, simplicity, and regu-
larity on memory among them, while balance, equilibrium, unity, proportion, density,
economy, homogeneity, and rhythm were not tested for its effect on memory in this
study.

Based on the aesthetic factors which showed a significant effect on memory in this
finding, and the fact that the main factors influencing working memory include the
memorizer’s level of arousal, the difficulty of the blocks of memorized content, and
the depth of cognitive processing [13], this paper makes the following three hypotheses
about why aesthetics has a facilitating effect onmemory. First of all, it is probable that the
generation of aesthetics influences the individuals’ state of arousal andmotivates them to
perform thememory task. Subjects preferred interfaceswith a higher score of proportion,
simplicity, and homogeneity because theyweremore visually pleasant. This is consistent
with prior research showing thatmore visually appealing interfacesmight boost students’
enthusiasm for learning. Albeit less important to balance, equilibrium, proportion, and
homogeneity factors showed influence onworkingmemory in this research, this could be
due to the fact that the effect of these factors on the degree of arousal is rather weak, but
this does not mean that there is no influence. Secondly, some of the aesthetic factors had
a significant effect on blocking, to the extent that they facilitated memory. Symmetry,
cohesion, simplicity, and regularity which showed a significant effect on memory in the
results, and the economy, which did not show a significant correlation, are all consistent
with the principle of similarity in the Gestalt block principles [13]. The unity, density,
homogeneity, and rhythm principle, on the other hand, did not show an effect in this
study but is consistent with the proximity principle of the remaining Gestalt principles.
The construction of chunks enables the combination of multiple pieces of information
into a single memory unit, considerably reducing the difficulty of remembering while
also enhancingmemory capacity. Finally, this article speculates that another aspect of the
aesthetic component has a major effect on cognitive processing. The sequence factor, for
example, which corresponds to the order of human visual processing, can be positioned
in such a way that helps individuals to acquire information more quickly and easily.

These findings can be used to improve the VWM of HCI through a practical layout
design from the five layout aspects, which are proven to have a significant effect on
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memory performance, thereby reducing the cognitive load. It is known that the shorter
the time required to memorize the interface layout, the lower the user’s learning cost, the
shorter the time for searching for targets and operations, and the improved efficiency and
experience. Studying the influencing factors of the memorability of interface layout is of
great help in reducing the interface’s memory cost and optimizing the user’s experience.

This paper examines the role of aesthetics in facilitating the memory component
of the cognitive process. It can be hypothesized that the enhancement of usability by
aesthetics may stem from its contribution to cognitive processes. The pursuit of aesthet-
ics, the reduction of memory difficulty, and the enhancement of usability are consistent.
Form and function can remain united without contradiction [14]. The ultimate objective
of aesthetics and functions remains the same to offer a better user experience.

A limitation of this study is the small sample size, which may have led to the lack of
independence between some of the beauty factors in the analysis. At the same time, due
to the indeterminacy of the independence and relevance between the aesthetic indicators,
it is hard to analyze the interaction effect of multiple indicators on memory effect, which
needs further research. Future research could invest in larger samples and participants
and the relationship may be analyzed using multivariate statistical approaches.
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Abstract. It is anticipated that automobiles will become fully autonomous at
some time in the future. To achieve this outcome, designers and manufacturers
are introducing new automated driving aids incrementally which should improve
the safety and efficiency of surface transportation, but could potentially increase
the complexity of driving. As more automation is added, both for driving (i.e.,
adaptive cruise control) and non-driving (i.e. entertainment console) purposes,
the location of displays and controls will become increasingly important to ensure
rapid and accurate responses to time-critical events.One factor that has been shown
to affect response latency and accuracy in many task settings is stimulus-response
(S-R) compatibility: when stimulus and response locations are spatially congruent,
response times are lower that when the spatial locations are incongruent. This S-R
compatibility effect has been demonstrated even when stimulus location is not
relevant to the task, known as the Simon Effect. In the present experiment, we
investigated the Simon Effect using a dynamic driving task known as the Lane
Change Test (LCT).We found partial support for a Simon effect that was modified
by the position of the vehicle on the road.

Keywords: Simon Effect · S-R compatibility · Driving

1 Introduction

Norman (1988) observed that the introduction of early automation in automobiles
resulted in the standardization of several aspects of car design, for example, the left-
right position of the driver in the vehicle, the left-right position of the vehicle on the
road, and driving controls such as steering wheel, clutch, brake and accelerator. The
benefits of standardization to driving, according to Norman, was that “…Once you have
learned to drive one car, you feel justifiably confident that you can drive any car, any place
in the world… (p202) [1].” Today’s automobiles are being equipped withmore advanced
automation systems for driving (e.g. adaptive cruise control) and non-driving (e.g. enter-
tainment systems) purposes. Currently, the locations of displays and controls for these
systems are determined by the manufacturer and it is possible that one’s confidence in
the ability to drive any car any place in the world may be diminishing.

Early design decisions evolved over time, and explanations for these decision rely
mostly on folklore [2, 3]. For example, early automobile manufacturers such as the Ford
Motor Company in the U.S. placed the driver on the left side of the vehicle closest to the
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center of the road so that drivers could determine the amount of space between oncoming
vehicles and passengers could enter/exit the vehicle on the curb side of the road. Modern
vehicle technologies are aimed at automating the driving task itself, with the ultimate
goal creating fully autonomous vehicles.Until that goal is achieved, however, automation
is being implemented incrementally, meaning that until fully autonomous vehicles are
achieved, the driver is faced with additional information displays and controls regarding
these automated subsystems.

Driving is essentially a spatial perceptual-motor task, in which the driver controls the
direction and speed of the vehicle as it moves through space. With increased autonomy,
however, the driver is burdened with detecting, understanding and remembering the
current state of the vehicle, and its automation. In effect, the driver’s task is becoming
more like that of an airline pilot, who inputs information regarding the direction, speed
and altitude of their aircraft, supervises the automated systems and ensures that they are
performing as the pilot intended.

For driving, the semi-autonomous systems require additional controls for setting
the states of these systems, and responding to system failures. One design solution
currently used in most automobiles is to place controls directly on the steering wheel,
although the exact location for each function varies somewhat by manufacturer. There
are some reports in the human factors literature on driver preference for steering-wheel-
mounted controls. Mossey (2013), for example, reported that drivers from several user
groups preferred non-essential radio-related controls on the left side of the steering
wheel, and driving–related cruise controls on the right side [4]. The rationale behind
the drivers’ preferences were not determined. This arrangement is consistent with some
current automotive designs (e.g., Honda) although other manufactures (e.g., Buick) use
an opposite arrangement.

1.1 Simon Effect and S-R Compatibility

Control-display location has been shown to affect human performance in other task
domains. One principle related to button placement, that should affect driving perfor-
mance is stimulus-response (S-R) compatibility, in which response times to stimuli that
vary in location are faster when the location of the response corresponds to the location
of the stimulus. That is, response times to stimuli located on the right are faster when the
response button is also located on the right, compared with response times to right-side
stimuli that are made with a response button on the left side. This effect also occurs
when the stimulus location is irrelevant to the task. Even if location of the stimulus is
unrelated to the task, known as the Simon effect [5]. For example, responses to the color
of a stimulus is faster when the response location corresponds to the location of the
stimulus. In general compatibility effects are determined by a spatial referent, often this
is relative to the individual respondent, but also other referents may interact with the
human spatial referent.

A common explanation for S-R compatibility and Simon effect is Kornblum et al.’s
dual process model that emphasizes dimensional overlap between the stimulus and
response locations, regardless of whether the overlap is task relevant [6]. Essentially,
a stimulus produces automatic activation of a spatially corresponding response. If this
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response is identical to the correct response, activation occurs, but when they are dif-
ferent, response conflict can delay the response. Correspondence is related to a spatial
frame of reference. In the simplest case, the observer serves as their own spatial referent
and correspondence can mean whether the stimulus and response locations are to the left
or right of the participant. It has been shown repeatedly that multiple frames of reference
can determine the amount of facilitation or interference.

Because S-R compatibility and Simon effects are determined by spatial referents,
identifying these referents and designing for them becomes important. Reference points
and their salience can be external objects, location codes, or combinations of them [7].
For example, when wrists were crossed in a standard S-R compatibility task by placing
the participant’s left hand on the right button and the right hand on the left button there
was little difference in the compatibility effect compared to when wrists were uncrossed
[8]. Additionally, Nicoletti et al., (1982) found the same pattern of compatibility effects
when both the stimuli and response options were placed to the left or right side of the
body midline. It was more important that the stimuli and response options were spatially
located relative to the task than when they were physically located with regard to the
person [9].

1.2 Simon Effect in Driving

Multiple frames of reference and S-R compatibility have been studied in the context of
driving. Bayliss (2007) measured response times to images of automobile turn signals,
when the location of the turn indicator light was either more lateral than the headlight,
indicating compatibility with the location of the observer and the approaching automo-
bile, or closer to the center of the car relative to the approaching automobile [10]. In the
latter case, the signal was compatible with respect to the observer, but incompatible with
respect to the approaching vehicle. In two experiments, Bayliss showed that participants
responded more slowly and less accurately to turn indicators located to the inside of
headlights than when the turn indicators were on the outside of the headlights. This was
explained by conflicting location codes. For a left response on an inside turn indicator,
the code is left with respect to the car but has a right code with respect to the headlight.
For a turn indicator on the outside of the headlight the code is left with respect to the
car and the headlight. The inside placed turn indicator creates a conflict between the left
and right codes and it takes longer for the brain to sort out which is the correct response
for the task.

Xiong and Proctor (2015) investigated the effects of multiple frames of reference on
the compatibility effect for response buttons positioned on the steering wheel using a
Simon task. These authors hypothesized that left and right buttons on the steering wheel
could be compatible or incompatible depending on the frame of reference. The buttons
would be spatially compatible with the steering wheel and driver, but in some cases
incompatible relative to the location of an infotainment display located in the center of
the vehicle but to the right/left of the steering wheel based on whether the driver was
positioned on the left (as in the U.S.) or right side (as in many European countries)
of the vehicle. In the initial experiment, the infotainment center was not present and
participants responded to the pitch of a tone that could be presented to the left or right
side of the steering wheel. The left-right button attached to the steering wheel could be
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therefore congruent with the tone (e.g., tone presented from the left speaker responded
with the left button) or incongruent with the tone (e.g., tone presented from left speaker is
responded with the right button). A compatibility effect was obtained, in that congruent
responseswere on the average 10–13ms faster than incongruent responses. In subsequent
experiments, the location of an infotainment display located in the center of the vehicle,
modified the size of the compatibility effect based on the position of the steering wheel
and participant.

1.3 Purpose

Xiong and Proctor therefore showed S-R compatibility effects in that when the location
of the response was incongruent with the stimulus location, reaction times were elevated,
suggesting that designers should consider spatial compatibility relative to these frames
of reference when laying out displays and controls. Note, however, that in both Bayliss
and Xiong and Proctor, performance was measured in stationary vehicles, meaning
the outside environment was unchanging and the participant was not actually engaged
in driving. Therefore, the salience of these inside frames of reference may have been
elevated compared to when the driver is allocating most of their attentional resources
to controlling the vehicle as it moves through space. Moreover, with a dynamic driving
task, position of buttons on wheel will change slightly based on current rotation of
the steering wheel. That is, right/left turns will add a vertical dimension to the relative
location of the steering wheel buttons (e.g., turning to the left places the left button lower
vertically and right button higher vertically). Therefore, in the present experiment, we
measured response times in a Simon task to high and low pitch toneswith compatible and
incompatible response buttons located on the drivers steeringwheel,while the participant
was driving, using a simple driving simulation known as the Lane Change Test (LCT)
[12].

2 Method

2.1 Participants

Fourteen undergraduate students participated, 11 males and 3 females, all but one being
right handed. Participants were licensed drivers in the State of California between the
ages of 20 and 33 years (M= 26.6, SD= 3.5). All participants had normal or corrected-
to- normal vision and reported no known hearing deficits. Participants received payment
for two hours of participation in the form of a $20 electronic gift cards.

2.2 Apparatus and Stimuli

The experiment was run in a sound attenuated room having a large screen on which the
driving simulation was projected. Participants sat at a small desk placed in front of the
projector 1.4m from the screen. On the deskwas aG27Logitech Force-FeedbackRacing
Wheel and pedal system; only the steering wheel was used in the experiment, however.
Two response buttons were mounted on the steering wheel at roughly the 10-o’clock
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and 2-o’clock positions, thus enabling the participant to rest their left and right thumbs
on the buttons while gripping and turning the steering wheel. The auditory stimuli were
200-Hz and 500-Hz sine waves at 60 dB A-weighted and 200 ms in duration. The tones
were presented through loudspeakers located behind the projector screen, on the left and
right edges of the projected LCT image (approximately ± 30° from the center of the
screen).

The Lane Change Test (LCT) was projected on the screen from an adjacent con-
trol room. The LCT is an otherwise empty, 3-lane highway 18 km long (see Fig. 1).
Participants drive the highway at 60 km/hr with speed controlled by the software, thus
requiring 3min to complete a track. Road signs were located on each side of the highway
roughly every 150 km; these instructed the participants to change lanes. Participantswere
instructed to respond to lane change instructions as quickly and efficiently as possible.
Each track of the LCT contains 18 lane change signs with 6 instructing a change to each
of the 3 lanes, meaning that the vehicle occupied each lane the same amount of time on
each track. Performance on the LCT is measured by the mean lane deviation (MDev)
the average distance between the vehicle’s path and a normative optimal path. MDev
has been shown to measure capture aspects of driving performance including detection,
maneuver quality, and lane keeping ability [12].

Fig. 1. Screen shot of the Lane Change Test (LCT) with road sign instructing move to left lane

2.3 Experimental Design

The experimental design was a 2 (Button Location: left vs. right) X 2 (Congruency:
congruent vs. incongruent response)within-subjects design,with the dependent variables
MDev and response time to the tone stimulus. In addition, baseline conditions of the
LCT with no tone task, and the tone discrimination task without driving were also run.
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2.4 Procedure

Each participant completed two one-hour sessions over two days. On the first day, par-
ticipants completed 3 practice trials of the LCT. This was followed by the baseline LCT
with no responses to the tones required, and then practice driving the LCT and respond-
ing to the target tone stimulus. Five experimental trials were then run in which the LCT
was driven while simultaneously responding to tones that were played through one of
the loudspeakers. The researcher designated one of the tones (200 Hz or 500 Hz) as the
target tone for each participant and the participant was instructed to respond to the target
tone using one of the two buttons on the steering wheel. On the first day of testing, the
participant was assigned either the left or right button as the required response, and on
the second day, the opposite button was assigned. On both days, the participant’s target
tone frequency did not change. Participants were instructed not to respond to the non-
target tones, a go-no-go task. Participants completed 5 tracks for each button condition.
Within a track, 54 tones were presented, 27 target tones, with half of the target tones spa-
tially congruent (emitting from the same side as the response button) and half spatially
incongruent (emitting from the opposite side). Auditory tones were presented at random
intervals with the restriction that they did not occur while the driver was changing lanes.
Participants were instructed to give equal weight to both the driving and tone response
tasks.
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Fig. 2. Mean response times as a function of Button Location and Congruency.

One the second day of testing, participants also completed a brief tone response
baseline task, consisting of 20 target tones (10 congruent) and 20 non-target tones that
were presented when the participant was not driving. This was followed by practice with
the LCT while using the opposite response button, and then 5 experimental trials.

3 Results

The mean reaction time for each participant was computed and a two way repeated
measures analysis of variance was performed with the factors Button Location (left vs.
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right) and Congruency (congruent vs. incongruent). For response times, the main effects
of Button Location and Congruency were non-significant (ps > .28), but the two-way
interaction was significant (F(1,13) = 6.97; p = .02). As shown in Fig. 2, a significant
Simon Effect of 22 ms was found for right button presses (t(14) = 2.64; p = .02).
For the left button condition, incongruent responses were on average 15 ms faster than
congruent responses although this difference was non-significant (p = .20) Of course,
for this analysis, congruency was based on the relative positions of the steering wheel
button and tones. As previously discussed, however, it is possible that congruency for
driving could be influenced by spatial referents external to the vehicle. For the simple
LCT, one possible referent is the highway itself, as other vehicles, road signs other
than lane change instructions or road intersections were not present. Therefore, we ran
separate two-way ANOVAs for response times when the vehicle was in the left, center
and right lanes to determine the influence of lane positions.
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Fig. 3. Mean response times as a function of Button Location and Congruency when the Vehicle
was in the right lane. Image on right shows driver’s view from right lane.

Response times are shown in Fig. 3 for the vehicle in the right lane. A significant
main effect of Congruency was obtained (F(1,13) = 6.54; p = .02) but the main effect
of Button Location and the interaction was non-significant (ps > .29). For right lane
driving, incongruent response times were on the average 21 ms higher than congruent
responses. As shown in Fig. 3, differences in response times between congruent and
incongruent conditions are slightly larger for right buttons.
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Figure 4 shows response times when the vehicle was in the center lane. Here, all
effects were non-significant (ps > .27). As shown in the Fig. 4, response times were
roughly equivalent for both congruency conditions and button locations. Figure 5 shows
response timeswhen the vehiclewas in the left lane. Here, the interaction betweenButton
Location andCongruencywas significant (F(1,13)= 11.53; p= .005) but allmain effects
were non-significant (ps> .35) As shown in Fig. 5, response times increased 24ms on the
average for incongruent right button conditions, which was marginally significant (t(13)
= 1.99; p = .07). However for left buttons, response times for incongruent conditions
significantly decreased 35 ms on the average (t(13) = 3.51; p = .002).
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Fig. 5. Mean response times as a function of Button Location and Congruency when the vehicle
was in the left lane. Image on the right shows driver’s view from the left lane.

4 Discussion

Caution should be taken regarding the findings here because the small sample size and
number of trials wasmuch lower compared with those typically used in S-R- compatibil-
ity and Simon-effect experiments [11]. Nevertheless, it appears that response times in a
dynamic driving task can by influenced by spatial referents outside the vehicle, although
the magnitude and direction of the effect is unclear. For the right lane, the suggestion of
a greater Simon effect for right buttons is consistent with Xiang and Proctor, as the left
button would be incompatible with the road referent. On the other hand, when the left
button is used while driving in the left lane should produce the greatest Simon Effect,
yet incongruent responses were in fact faster than congruent responses.

In this experiment, the external driving view was quite sparse, consisting only of
the 3-lane highway and road signs. Moreover, the internal referents were limited to that
of the steering wheel, as the driving platform consisted of a steering wheel on a small
table. Therefore, internal spatial referents were limited to the steering wheel and driver,
and external spatial referents were limited to the highway itself. At best, these findings
suggest that S_R compatibility and Simon effects should be investigated further in a
dynamic driving environment and with both internal and external spatial referents.
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Abstract. The main challenges of using electroencephalogram (EEG)
signals to make eye-tracking (ET) predictions are the differences in dis-
tributional patterns between benchmark data and real-world data and
the noise resulting from the unintended interference of brain signals from
multiple sources. Increasing the robustness of machine learning models in
predicting eye-tracking position from EEG data is therefore integral for
both research and consumer use. In medical research, the usage of more
complicated data collection methods to test for simpler tasks has been
explored to address this very issue. In this study, we propose a fine-grain
data approach for EEG-ET data collection in order to create more robust
benchmarking. We train machine learning models utilizing both coarse-
grain and fine-grain data and compare their accuracies when tested on
data of similar/different distributional patterns in order to determine
how susceptible EEG-ET benchmarks are to differences in distributional
data. We apply a covariate distributional shift to test for this suscep-
tibility. Results showed that models trained on fine-grain, vector-based
data were less susceptible to distributional shifts than models trained on
coarse-grain, binary-classified data.

Keywords: HCI Theories and Methods · Machine learning · Covariate
distributional shift · RBF SVC · Linear SVC · Random forest ·
XGBoost · Gradient boost · Ada boost · Decision tree · Gaussian NB

1 Introduction

1.1 Problem Statement

Eye-tracking (ET) is the process of predicting a subject’s point of gaze or
robustly detecting the relative motion of the eye to the head [28]. Electroen-
cephalography (EEG) signals are brain signals that correspond to various states
from the scalp surface area, encoding neurophysiological markers, and are char-
acterized by their high temporal resolution and minimal restrictions [27].

Recently, predicting eye-tracking data using EEG has received increasing
interest because of the recent hardware and software technological advancements
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and its versatile applications in different fields [10,37,38]. For instance, EEG-
ET data can be used to identify shopping motives relatively early in the search
process [11], to detect workload strain in truck drivers [36], and to assess the
diagnosis of many neurological diseases such as Autism Spectrum Disorder and
Alzheimer’s [12–14].

With the broad array of EEG-ET data applications, accuracy and efficiency
are of utmost importance. The collection of both EEG and ET data, however,
involves challenges such as finding invariant representation of inter-and intra-
subject differences as well as noise resulting from the unintended interference of
brain signals from multiple sources [16]. Increasing the robustness of machine
learning models in making accurate eye-tracking predictions from EEG data is
therefore integral for both research and consumer use.

1.2 Literature Review

EEG is a type of highly individualized time-series data [17,23,29,47]. Machine
Learning approaches perform adequately on computer vision, bioinfomatics,
medical image analysis and usually have potential in EEG analysis as well
[15,22,31,34]. Machine Learning and Deep Learning methods have been imple-
mented in EEG classification research with promising results [44–46,48]. Recent
works in this area have focused on determining what machine learning models
are more capable of predicting eye position from EEG signals. In that pur-
suit, [44] has shown that Riemannian geometry and tensor-based classifica-
tion methods have reached state-of-the-art performances in multiple EEG-based
machine learning applications. Previous work has also been done in collecting
large datasets that combine EEG and ET data. A good example is the multi-
modal neurophysiological dataset collected by [43] and EEGEyeNet [10]. Finally,
other work has been done to eliminate the noise associated with EEG data col-
lection automatically, such as [39,40]. Also, [41] showed the potential of using
machine learning for noise elimination. Soon after, Zhang et al. collected EEGde-
noiseNet, a dataset suitable to train machine learning models in noise elimination
[42]. These benchmarks include ocular artifacts; thus, they apply to EEG data
collected simultaneously with eye-tracking data.

While much work has been done to improve the accuracy of ET-based EEG
applications, there is a lack of previous work that focuses on examining the effects
of data collection methods on eye position prediction accuracies. In particular,
we are interested in comparing coarse-grain and fine-grain data collection tech-
niques for simultaneously collecting EEG and eye-tracking data. In other fields
of medical research, fine-grain data collection methods have been explored with
great success [7,30]. That is using more complicated data collection methods
to test for less complicated tasks. Often, systems developed in “lab conditions”
only work in controlled environments, causing difficulties when utilized in uncon-
trolled conditions [8,9]. With consumer EEG-ET applications becoming increas-
ingly prevalent, the importance of assessing whether finer-grain data collection
methods improve upon the accuracy and robustness of EEG-ET machine learn-
ing classifiers is magnified. To narrow down this assessment, this study focuses on
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the effects of training machine learning models on fine- versus coarse-grain EEG
data in predicting the binary direction (left or right) of eye-tracking position.

1.3 Purpose of Study

Previously, benchmarks for left-right eye-tracking predictions were established
utilizing data from binary-classified data collection methods [10]. In this study,
we train machine learning models for left-right eye-tracking classification using
data from a vector-based collection framework. We then compare the results to
the models trained by Kastrati et al. and determine whether finer-grain data is
beneficial to the robustness of EEG-ET machine learning models. Robustness is
determined by the accuracy after a covariate distributional shift. This attempts
to mimic realistic data with varying distributional patterns. The purpose of
this study is to verify whether machine learning models trained using vector-
based, fine-grain eye-tracking data obtain higher accuracies in left-right gaze
classification than models trained using binary-based, coarse-grain eye-tracking
data after a covariate shift is applied.

2 Data

In our experiments, we used the EEGEyeNet dataset [10]. The EEGEyeNet
dataset gathers EEG and eye-tracking data from 356 (190 female and 166 male)
healthy subjects of varying ages (18–80). Data were collected for 3 different
experimental tasks according to the Declaration of Helsinki Principles. The tasks
are Pro- and Antisaccade, Large Grid, and Visual Symbol Search. The recording
setup was similar across all experimental tasks. EEG data were recorded using
a 128-channel EEG Geodesic Hydrocel system at a sampling rate 500 Hz. Eye
position was simultaneously recorded using an infrared video-based ET EyeLink
1000 Plus also at a sampling rate 500 Hz. Between trials, the eye-tracking device
would be reset with a 9-point grid. Subjects were situated 68 cm away from a
24-inch monitor with a resolution of 800× 600 pixels. In this study, we directly
use data from the pro-antisaccade paradigm and manipulate data from the large
grid paradigm to use for the analysis.

2.1 Pro-Antisaccade Task

In this task, each trial starts with a central square on which the participants
were asked to focus for a randomized period that doesn’t exceed 3.5 s. Then,
a dot appears horizontally to the left or the right of this central square, as
shown in Fig. 1. Subjects were asked to perform a saccade towards the opposite
side of the cue and then look back to the center of the screen after 1 s. Thus,
gaze positions in pro-antisaccade were restricted to the horizontal axis and were
binary-classified either left or right (relative to the dot at the screen’s center).
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Fig. 1. Schematic for the location of the cues on the screen in the pro-antisaccade
paradigm [10]

2.2 Large Grid Task

For this task, subjects were asked to stare at a blank screen and focus on the
appearing dots. A set of well-distributed dots in 25 positions would then appear
one at a time for 1.5 to 1.8 s, as shown in Fig. 2. The center dot would appear
three times for a total of 27 trials per block. Subjects perform 5 blocks and
repeat the procedure 6 times for a total of 810 trials per subject. Thus, large
grid’s framework enabled fine-grain EEG-ET data collection as gaze positions
were encoded using both angle and amplitude.

3 Experiment Design

The learning objective of the machine learning models trained in our experiment
was to use EEG brain signals to predict the direction of a subject’s gaze along
the horizontal axis (whether they are looking to the left or the right). Although
predictions for this task using the same dataset were made by [10], they were per-
formed exclusively using data from the prosaccade trials of the pro-antisaccade
task for both training and testing.

In this paper, we train 8 machine learning models on both the pro-antisaccade
and large grid data and perform a covariate distributional shift by comparing
their performance based on the accuracy when tested on data from a different
experimental task. As per the author’s recommendation, we used the minimally

Fig. 2. Schematic for the location of the dots on the screen in the large grid paradigm
[10]
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preprocessed EEG data. To split the data, data from 70% of the participants
were assigned to the training set, data from 15% of the participants was assigned
to the cross-validation set, and 15% for the testing. No single participant’s data
was shared among different sets; each participant’s data is entirely assigned to
one set.

3.1 Data Processing

Given the classification nature of our learning problem, data from the large
grid paradigm, encoded as Angle and Amplitude, should be translated and
labeled into the expected format for training left-right classification models. The
expected format for our labels, or data in the algorithm we used, was a lookup
table with the subject ID to identify unique participants and 1 or 0 to encode
left or right.

Angle to Direction: The angle value for each training set will be used as an
indication of the gaze direction. Given that the angle values in the dataset range
from −π to π, the translation logic is only concerned about the values in this
range; angles with absolute values larger than π are ignored because they are
not represented in the dataset. To perform the transformation from angle to left
and right, the adopted convention for conversion is that for angle α, |α| ≤ π/2
will be assigned the right direction; |α| > π/2 will be assigned the left direction.
As shown in Appendix A, the logic for this transformation has been confirmed
by the dataset authors and is shown in Fig. 3.

Amplitude and ID: Given the role of ID in properly splitting the data, the
subject ID will be kept and used the same as in the original format. We plan
on adding amplitude later to the translated left-right values to determine if
weighting data points increases or decreases accuracy.

The processing code implementing the logic above can be found here.

3.2 Models Training

Experiments were conducted for 4 different combinations of training and testing
datasets: models trained on pro-antisaccade data and tested on pro-antisaccade
data, models trained on pro-antisaccade data and tested on large grid data, mod-
els trained on large grid data and tested on large grid data, and models trained
on large grid data and tested on pro-antisaccade data. The EEGEyeNet code
was used as an interface for feature extraction and running the machine learn-
ing models on the extracted features. Since our task is a classification problem,
regression machine learning models were excluded from running this task. The
included models are the Decision Tree, Random Forest, XGBoost, Radial Basis
Function kernel SVC, Gradient Boost, Gaussian Naive Bayes, AdaBoost, and
Linear Support Vector Classification (SVC). Data processing was done using the
NumPy library and the model implementations were installed from the SKlearn

https://github.com/brianxiang123/EEGETCovariateDistributionalShift
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Fig. 3. Illustration of angle α. P1 represents the initial gazing position of the eye and
P2 represents the end gazing position of the eye. The line between them represents the
movement of the eye.

library [4]. Specifications regarding the test environment, actual runtime of the
models, and total space occupied by the dataset are provided in Appendix B.

4 Models

4.1 Machine Learning Models

In this study, machine learning models operate on features extracted from the
data rather than the data itself. Feature extraction has been applied in two steps.
First, [10] applied a band-pass filter in frequencies in the range [8–13 HZ] on the
acquired signals through all trials. This choice of frequencies is based on [3] sug-
gestions. Following the filtering step, the Hilbert transform was applied, resulting
in a complex time series from which targeted features were extracted for learning
models. Since we are considering a classification problem, we experimented with
classification-only models (Linear SVC) and models that can be applied to both
classification and regression problems, such as ensemble classifiers.

SVCs: SVC isan abbreviation for Support Vector Classifier. These are machine
learning algorithms that are commonly used for supervised classification prob-
lems and sometimes regression problems, which are called Support Vector
Regression. The classification decision relies on finding the best hyperplanes in
the feature space. These planes are, then, used to differentiate the predictions’
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classes based on their orientation to the planes. A simple example in a 2d fea-
ture space might be a line that distinguishes two groups and classifies predictions
based on whether the point in the 2d feature space lies to the left or the right of
the plane. In our paper, we will be using Linear SVC and RBF. These algorithms
still perform well after several decades since they were first implemented in this
field [1,2]

Ensemble Classifiers: Ensemble (or voting) classifier is a machine learning
classification algorithm that trains with different classification models and makes
predictions through ensembling their predictions to make a stronger classifica-
tion. These algorithms have been the gold standard for several EEG-based clas-
sification experiments [45]. In our study, we used Random Forest, XGBoost,
GradientBoost, and AdaBoost.

Naive Bayes and Decision Tree Classifier: Naive Bayes (NB) Classifier is
the statistical Bayesian classifier [6]. It assumes that all variables are mutually
correlated and contribute to some decree towards classification. It is based on
the Bayesian theorem and is commonly used with high dimensional inputs. On
the other hand, a decision tree is not a statistically based one; rather, it is a
data mining induction technique that recursively partitions the dataset using a
depth-first greedy algorithm till all the data gets classified to a particular class.
Both NB and the decision tree are relatively fast and well suited to large data.
Furthermore, they can deal with noisy data, which makes them well suited for
EEG classification applications [5].

4.2 Deep Learning Models

Deep learning is a subfield of machine learning algorithms in which compu-
tational models learn features from hierarchical representations of input data
through successive non-linear transformations [47]. Deep learning methods, espe-
cially Convolutional Neural Network (CNN), performed well in several previous
EEG band power (feature) based research [45]. Still, these methods have not
demonstrated convincing and consistent improvements [44]. Given so and their
high run time, they are excluded from analysis in this paper.

5 Results

We trained the machine learning models using the two datasets (pro-antisaccade
and “translated” large grid), tested each of them on data from the two datasets,
and compared the results. Thus, we had 4 combinations of training and testing
datasets: pro-antisaccade - pro-antisaccade (PA-PA), large grid - large grid (LG-
LG), pro-antisaccade - large grid (PA-LG), and large grid - pro-antisaccade (LG-
PA). PA-PA is essentially a recreation of the work of [10] and LG-LG compares
whether training and testing on large grid will obtain higher accuracies than
that of PA-PA.
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Table 1. Left-right task trained and tested on the pro-antisaccade data

Model Accuracy (%) Standard deviation Mean Run time (s)

XGBoost [25] 97.9 1.11E−16 0.062

GradientBoost [18] 97.4 3.8E−4 0.016

RandomForest [24] 96.5 5.15E−4 0.121

AdaBoost [18] 96.3 1.11E−16 0.142

DecisionTree [21] 96.2 1.11E−16 0.012

LinearSVC [19] 92.0 1.55E−4 0.007

RBF SVC [26] 89.4 N/A 1.864

GaussianNB [20] 87.7 1.11E−16 0.012

Comparing PA-LG and LG-PA is the main objective of the paper since it will
give insight into whether models trained on fine-grain data (the vector-based eye
tracking large grid data) will be more accurate when tested against unfamiliar
data from the pro-antisaccade experiment, or vice versa.

Results regarding accuracies, standard deviation for accuracies, and mean
run time for each algorithm in all combinations are provided in Tables 1, 2, 3,
and 4. Some of the standard deviations could not be calculated because some
of the models did not converge. A summary table of the results is presented in
Table 5.

5.1 Comparison of PA-PA, LG-LG, PA-LG and LG-PA

PA-PA vs LG-LG. Looking at Tables 1 and 2, we can see that in all 8 models,
the prediction accuracies for models trained and tested on pro-antisaccade data
were greater than those trained and tested on large grid data. The average differ-
ence in accuracy, as shown in Table 5, was around 1.8%. Despite this difference,
the accuracies of models trained and tested on large grid remained relatively
high; all the tested models except GaussianNB and RBG SVC, have accuracies
that are higher than or equal to 92%. On another note, data in Table 1 resembles
results found by [10], proving the reproducibility of their work.

Table 2. Left-right task trained and tested on the large grid data

Model Accuracy (%) Standard deviation Mean Run time (s)

GradientBoost 95.6 3.6E−4 0.013

XGBoost 95.5 1.11E−16 0.082

RandomForest 94.6 1.55E−3 0.081

AdaBoost 93.5 N/A 0.086

DecisionTree 92.0 N/A 0.009

LinearSVC 92.0 2.94E−4 0.006

RBF SVC 88.9 N/A 1.071

GaussianNB 87.2 N/A 0.013
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Table 3. Left-right task trained on pro-antisaccade and tested on large grid

Model Accuracy (%) Standard deviation Mean Run time (s)

XGBoost 93.4 1.11E−16 0.054

GradientBoost 92.1 3.8E−4 0.019

LinearSVC 91.4 1.55E−4 0.005

RandomForest 91.2 5.15E−4 0.071

AdaBoost 91 1.11E−16 0.080

RBF SVC 87.2 N/A 1.043

GaussianNB 85.4 1.11E−16 0.009

DecisionTree 88.4 1.11E−16 0.007

PA-LG Vs LG-PA. Comparing Tables 3 and 4, we see that except for RBF
SVC and GaussianNB, models trained on large grid data have higher accura-
cies when tested on pro-antisaccade data compared to the reverse. As shown in
Table 5, the average improvement in accuracy is around 1.9%. This result aligns
with the hypothesis that in general, models trained on finer-grain data will per-
form better when covariate shifts are applied, specifically in terms of varying
data complexity. It also aligns with previous work regarding the influence of
higher complexity EEG data on machine learning [33].

Implications of LG-PA > PA-LG in General. Although previous eye-
tracking classifiers report higher accuracies (95.5%±4.6%), their models assume
distributionally similar data [35]. The models trained on large grid in this study,
on the other hand, retain accuracy even after a distributional shift. This means
that regardless of distributional patterns, large grid trained models are able
to identify similarity traits in eye-tracking data. Therefore, in general, models
trained on vector-based data, rather than binary-classified data, are more adapt-
able to day-to-day EEG-ET data collection.

Table 4. Left-right task trained on large grid and tested on pro-antisaccade

Model Accuracy (%) Standard deviation Mean Run time (s)

XGBoost 96.5 1.11E−16 0.050

GradientBoost 96.0 6.07E−4 0.0123

AdaBoost 95.0 N/A 0.138

RandomForest 95.0 3.57E−4 0.085

DecisionTree 91.9 N/A 0.006

LinearSVC 90.8 1.66E−4 0.006

RBF SVC 86.3 1.11E−16 1.892

GaussianNB 83.7 N/A 0.013
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6 Discussion

This paper utilizes the benchmark data from the EEGEyeNet dataset and 8
machine learning models to create left-right classifiers trained on both coarse-
grain and fine-grain data. The accuracies of the models are then tested and
compared using two different testing sets of different distributional complexity.
In this way, the effects of a covariate distributional shift on the performance of
the machine learning models are observed. This provides useful insights into the
experimental models and the nature of the data.

6.1 Models Trained on Pro-Antisaccade

As expected from the results of [10], making left-right predictions using data
from the pro-antisaccade paradigm is highly accurate. This is shown by Table 5
as the average accuracy of the models trained using pro-antisaccade data are
94.2% and 90%. Although these models are accurate, there is a lack of consis-
tency because the average dropped 4.2% after covariate shifting. This means that
models trained on pro-antisaccade data are susceptible to distributional shifts.
All of the classifiers dropped in accuracy. DecisionTree, RandomForest, XGBoost
GradientBoost, and AdaBoost were the most susceptible, dropping in accuracy
by 7.8%, 5.3%, 4.5% 5.3%, and 5.3% respectively. RBF SVC, GuassianNB, and
LinearSVC were the least susceptible, dropping in accuracy by 2.2%, 2.3%, and
0.6% respectively.

6.2 Models Trained on Large Grid

As shown in the results, making left-right classification predictions using data
from the large grid paradigm has similarly high accuracies as the predictions

Table 5. Accuracy of machine learning models on left-right classification. PA-PA
indicates trained on pro-antisaccade and tested on pro-antisaccade, LG-LG indicates
trained on large grid, tested on large grid, PA-LG indicates trained on pro-antisaccade,
tested on large grid, LG-PA indicates trained on large grid, tested on pro-antisaccade.

Models PA-PA (%) LG-LG (%) PA-LG (%) LG-PA (%)

XGBoost 97.9 95.5 93.4 96.5

GradientBoost 97.4 95.6 92.1 96.0

RandomForest 96.5 94.6 91.2 95.0

AdaBoost 96.3 93.5 91.0 95.0

DecisionTree 96.2 92.0 88.4 91.9

LinearSVC 92.0 92.0 91.4 90.8

RBF SVC 89.4 88.9 87.2 86.3

GaussianNB 87.7 87.2 85.4 83.7

Average 94.2 92.4 90.0 91.9
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made by models trained on pro-antisaccade data. The performance of these
machine learning models is, however, more consistent as shown by comparatively
minimal decrease in accuracy after covariate shifting. While the acccuracy of
models trained on pro-antisaccade data dropped by 4.2% on average after covari-
ate shifting, classifiers trained using large grid data dropped in accuracy only by
0.5%. In fact, some of the classifiers increased in accuracy when tested on data
from a different, simpler distributional pattern. DecisionTree, RBF SVC, Gaus-
sianNB, and LinearSVC decreased in accuracy by 0.1%, 2.6%, 3.5%, and 1.2%
respectively. RandomForest, XGBoost, GradientBoost, and AdaBoost increased
in accuracy by 0.4%, 1%, 0.4%, and 1.5% respectively.

6.3 Comparison of the Models and the Best Model for EEG-ET
Classification

DecisionTree was the most susceptible classifier when trained on coarse-grain
data and did not really change in accuracy when trained on fine-grain data.
RandomForest, XGBoost, GradientBoost, and AdaBoost were all high suscepti-
ble machine learning models when trained on course-grain data. They were all,
however, the best performing when trained on fine-grain data. This suggests that
data distribution and representation is most important for DecisionTree, Ran-
domForest, XGBoost, GradientBoost, and AdaBoost. Out of these 5 classifiers
XGBoost and GradientBoost performed the best, having high accuracies as well
as performing the best after covariate shifting.

As shown in Table 5, RBF SVC, GaussianNB, and LinearSVC dropped in
accuracy a somewhat consistent amount between PA-LG and LG-PA. This shows
that regardless of coarse-grain and fine-grain data, these classifiers will drop in
accuracy after a covariate shift is applied. Out of these classifiers, LinearSVC
was the least susceptible to distributional shifts.

To summarize the results, the most consistent classifier, regardless of coarse-
grain and fine-grain data, is LinearSVC whereas the best performing classifiers,
after covariate distributional shifting, are XGBoost and GradientBoost, but
specifically when trained on fine-grain data. Since the benchmark results of this
classification task were already relatively accurate, the variation in performance
was not very large. For a benchmark with less accurate results, the variation can
only increase, magnifying the results found in this study. These results portray
the importance of fine- versus coarse-grain data as well as the types of machine
learning models that should be used for EEG-ET classification given a dataset
of some consistent/random distributional complexity. We encourage future EEG
and eye-tracking research to keep fine- versus coarse-grain data in mind as well
as in general, be conducted utilizing fine-grain data collection methods to more
accurately emulate real-world stimuli.

6.4 Future Recommendations and Improvements

To further advance the work provided in this study, three steps are highlighted
for future exploration.
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Although deep learning models were excluded due to inconsistent results [44],
the main reason was due to restraints in time and resources. As deep learning
models, especially CNN, have shown promising results in regards to EEG-ET
classification, it is important to thoroughly explore the effects of fine- versus
coarse-grain data on the robustness of such models.

Additionally, the angle value is currently the only indicator used to deter-
mine whether the saccade is towards the left or the right. The amplitude was
completely ignored in data processing. The amplitude could be incorporated by
using it as a weighting/scaling factor to indicate the left-right extension and solve
this as a regression problem. Based on the predictions made by the regression
value, we can then classify it as either left or right utilizing finer-grain data.

Furthermore, a testing set was not properly compiled as a dataset made
up of both fine-grain and coarse-grain data, in other words a dataset of purely
unfamiliar data, was not used. An idea to make this paper more comprehensive
would be to pool both complex and simple data into one dataset and then
train/test the machine learning models on that. This would confirm whether it
is better to train a machine learning model using coarse-grain, binary-classified
data or fine-grain, vector-based data to classify EEG-ET data after a covariate
distributional shift is applied.

It is also worth mentioning that our results are derived from training only
8 machine learning models for the specific application of EEG-ET gaze classifi-
cation; thus, further investigation may be needed to confirm whether the trend
will persist for other applications of machine and deep learning models.

7 Conclusion

The motivation behind this work was to check whether training machine learning
models on finer-grain data leads to more robust models. Our results indicated
that when tested on data of similar data-collection complexity, prediction accu-
racy does not increase. On the other hand, models trained on the fine-grain,
vector-based eye-tracking data performed better in general than those trained
on the coarse-grain, binary-classified data after a covariate shift is applied. This
suggests that training models on vector-based, fine-grain data is more reliable
for building practical, day-to-day Human-Computer Interfaces as opposed to
binary-classified, coarse-grain data.
Author contributions. Brian Xiang and Abdelrahman Abdelmonsef–The two
authors contributed equally to the paper

8 Appendix

8.1 Appendix A

After emailing Ard Kastrati, Ard verified that for angle α in radians:
α = 0 is right
α = π

2 is down
α = π is left
α = −π

2 is up
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8.2 Appendix B

The models were trained and tested on this environment settings:
OS: Mac 12.2.1
Cuda: 9.0, Cudnn: v7.03
Python: 3.9.0
cleverhans: 2.1.0
Keras: 2.2.4
tensorflow-gpu: 1.9.0
numpy: 1.22.1
keras: 2.2.4
scikit-learn 1.0.2
scipy 1.8.0
The total space occupied by the dataset on the device is 69.0574 GB, and the

total time for training and testing was 3 min on average.
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Abstract. Integrated system validation (ISV) is an important part of Human Fac-
tors Engineering Review of a nuclear power plant (NPP) employed to evaluate
whether the design of function systems of NPPs support safe operations of oper-
ators. Workload evaluation of NPPs operators for ISV remains a problem due
to a lack of objective indices and low creditability of subjective ratings. This
study aims to establish one workload evaluation model based on physiological
and activity indices. An ISV experiment of digitalized main control room was
conducted on Yangjiang NPP Full-Scope Simulator. A task scenario of Diverse
Human Interface Panel (DHP) and Severe Accident Panel (SAP) was selected
from real NPPs task scenarios. Four operators participated in this experiment and
finished the task scenario. Physiological and activity data were collected during
the experiment and 14 indices were calculated. Task complexity were analyzed
using VACP (Visual, Auditory, Cognitive and Psychomotor) theory. The result
correlation analysis between task complexity and physiological & activity indices
showed a significant positive relation with all p-value < 0.05. Finally, a work-
load evaluation model is constructed. This model can be used in ISV to evaluate
the task complexity and workload during human reliability analysis based on the
physiological response of NPPs operators.

Keywords: Workload evaluation · Nuclear power plant · Physiological indices ·
Integrated System Validation (ISV) · Task complexity (TC)

1 Introduction

Nuclear power plants (NPPs) are safety critical systems. To ensure system safety and
human health, human factors engineering review (HFER) is needed in the design, con-
struction and operation of NPPs. Integrated system validation (ISV) is the key step of
HFER before NPPs put into practice. ISV is employed to evaluate whether the design of
the integrated system can satisfy performance requirements or support safe operations
of NPPs. ISV is based on the operator performance under high simulation operation con-
ditions to verify whether the system is safe and reliable. Workload was recommended
by some standards like NUREG-0711 [1] as one of important indices in ISV. However,

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Kurosu et al. (Eds.): HCII 2022, LNCS 13516, pp. 633–648, 2022.
https://doi.org/10.1007/978-3-031-17615-9_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17615-9_45&domain=pdf
https://doi.org/10.1007/978-3-031-17615-9_45


634 X. Zhang et al.

researches and surveys on the ISV in-operation NPPs in China found that workload
evaluation of operators in NPPs were conducted using subjective ratings, and little phys-
iological data or other objective indices were collected or used, resulting in a lack of
objectivity in the evaluation results.

High workload is one of the main causes of human error. Researches showed that
workload can be used to judge whether the system is safe, the operator perform at a high
level of performance, and whether it is necessary to improve and optimize the function
and design of the system [2]. Regulations and standards in the nuclear industry have
specific requirements on the evaluation of workload, both during the analysis stage and
validation stage [3–6]. Usually, workload is classified as mental workload and phys-
ical workload. Mental load is understood as a kind of mental stress and burden [7],
while physical load is understood as physiological stress. According to this definition,
task scenarios of ISV experiments consist mainly of mental activities, such as obser-
vation, analysis, judgment, and decision-making. Therefore, no detailed distinction is
made between mental workload and physical workload in this study, and they are all
collectively referred to workload.

Methods of workload evaluation are mainly classified into three categories: subjec-
tive ratings, performance measures, and physiological measures [8]. Among subjective
ratings, NASA-TLX (NASATask Load Index) is most widely used [9–11]. Its scales can
well reflect workload changes, and they are positively related to task complexity and task
difficulty [12, 13]. However, in practical applications of ISV, the reliability and validity
of NASA-TLX can be impaired by the arbitrariness of the raters. Performance measures
mainly evaluate personnel performance during task execution. Some indices have cer-
tain universality, such as operating time, accuracy, and operating frequency. Some are
closely related to tasks, such as completion status of NPPs operating procedures. The
performance data collected in ISV experiments are generally rough indicators, such as
task completion status, and cannot be analyzed in detail. As numerous physiological
indicators such as eye movement, heart rate, and EEG can reflect changes in workload
and were commonly used in NPPs, shipping, aerospace and other fields [13–15], this
study will collect multiple physiological indices for analysis in the experiment.

With the development of measurement techniques, more continuous and objective
measurements were used to evaluate mental workload [16]. Among those measure-
ments, neurological and physiological indices were shown to have a great potential for
assessing workload in complex tasks [17]. Moreover, comprehensive evaluation models
were established to predict workload based on multiple indicators. A mental workload
model was established using three kinds of indicators: physiological indexes (heart rate
and heart rate variability), subjective indicators (NASA-TLX) and performance indexes
(response time and accuracy rate) [18]. Cluster data processing (GMDH) integrates mul-
tiple physiological indicators into an arithmetic model to obtain a total mental workload
[8, 14, 19]. Walter et al. [20] and Borghetti, giametta & rusnock [21] established a math-
ematical model using machine learning based on EEG data to evaluate the changes of
mental workload.

This study conducted an ISV on Yangjiang NPP Full-Scope Simulator. A task sce-
nario of Diversity HSI Panel (DHP) and Severe Accident Panel (SAP) was selected
from real NPPs task scenarios. Four operators of different positions participated in this
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experiment and finished the task scenario. Physiological and activity data were collected
during the experiment and 14 physiological & activity indices were calculated. Finally,
a workload evaluation model was established to objectively and comprehensively reflect
the workload of NPP operators in ISV. Factor analysis method was used to integrate all
physiological indices into a synthesized index. The physiological indices include the eye
activities (pupil dilation, blink rate, blink duration, fixation duration) and cardiac activ-
ities (heart rate, heart rate variability). The task complexity of task units was calculated
as the benchmark for evaluating the model.

2 Experimental Design of Integrated System Validation

This section clarifies all aspects of the ISV experiment, including purposes, partici-
pants, procedure, apparatus and task scenarios. During the experiment, physiological
data including cardiorespiratory indices and activity indices were collected. Moreover,
there were audio/video recordings for behavior analysis, which are not included in this
paper.

2.1 Purposes

This ISV experiment was conducted on digitalized main control room (MCR) DHP and
SAP in accident condition scenarios. The main purpose was to collect physiological
data and explore correlation between physiological response and deduced workload
(illustrated in Sect. 2), and develop a workload evaluation model based on physiological
indices.

2.2 Participants and Procedure

Participantswith relevant qualificationswere recruited, such as licensed operators, super-
visors and safety engineers. Specifically, theywere required to a) understand information
on MCR human-system interfaces, controllers and instruments; b) be familiar with the
interfaces and able to operate all the systems and equipment correctly; c) be able to
smoothly follow the operation procedures; and d) can react to alarms correctly and
timely.

The recruited participants were operators of Yangjiang NPP and they satisfied all the
requirements listed above. There were 4 of them, insisting of one operator for primary
loop systems, one operator for secondary loop systems, one unit supervisor and one
safety engineer. Their personal information was collected before experiments. Their
conversations and behaviors were recorded throughout the experiment. And after the
experiment, they were interviewed. This paper only describes and analyzes data that are
relevant to the research topic.

2.3 Apparatus

The ISV experiment took place in Yangjiang NPP and NPP Full-Scope Simulator was
used as the experiment platform, which captures the dynamic and integrated features
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of real MCR systems under accident conditions, thus satisfying the need to evaluate
and validate system functions of DHP and SAP panels of MCR. Figure 1 shows the
experiment site.

Fig. 1. Experiment site

BioHarness telemetry & logging system (Fig. 2) of BIOPAC Systems Inc. were used
to collect physiological data. BioHarness combines chest belt with sensors so that it
can monitor, record and analyze a variety of physiological parameters including ECG
(electrocardiogram), breathing, acceleration and inclination. Data of all the participants
were collected simultaneously during the experiment.

Fig. 2. Bioharness telemetry & logging system (from Bioharness manual book)
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2.4 Task Scenarios

The task scenario was a Small-Break LOCA (Loss of Coolant Accident) combined with
a failure in the Reactor Protection Monitoring System (RPMS) which was selected from
the real task scenarios of NPPs to cover operations of DHP and SAP panels of MCR.
The task scenario comprised two stages: a) initial condition, when the power plant
ran normally in full power, and b) accident condition, when there Small-Break LOCA
(break flowat 80t/h) in the primary loop systems. Both the conditions have corresponding
operation procedures, which the participants were required to follow.

Performance of the participants included important personnel operations, manually
trigger protection actions, system monitoring, and reactions according to operation pro-
cedures. Important personnel actions included five specific operations: a) AD-SG, which
means that operator successfully adjusted SG; b) SD-VLOCA, which means that oper-
ator discovered leak; c) SM-30, which means that operator promptly shut down the
main pump within 30 min; d) MSS, which means that operator successfully adjusted
CHARGE FLOWCONTROLVALVE; and e) RRA-MS, which means operator connect
Residual Heat Removal system.

For the task scenario in this experiment, participants on different positions performed
different tasks. Task in this paper is defined as all the operations required by one operation
procedure. Each task is composed of several task units, which are defined as modules
divided from a task according to its operation procedure in order to complete sub-
goals. A task unit consists of many steps, and each step consists of meta-operations.
Meta-operations are defined as measurable minimum operations whose start and end
are clearly known. Through the task decomposition, theoretical workload evaluations
of higher-order task components such as task units can be synthesized with those of
meta-operations, which can be deduced from VACP scales easily.

2.5 Data Collection

Physiological data collected in the experiment mainly include:

(1) Heart rate difference (HRD), Heart rate was got from ECG data with sampling rate
of 250 Hz, and heart rate difference was the difference of heart rates between task
performing and resting;
(2) Heart rate variability (HRV), which measures ECG dynamic complexity and in
BioHarness’s case, standard deviation of R-R intervals (SDNN);
(3) Breathing rate (BR), detected by pressure sensors on the chest belt. The stabilization
of the initial breathing rate requires a breathing cycle of 15–45 s;
(4) Breathing wave amplitude (BWA) measured with the same sensors as BR. Outlier
processing should be performed when analyzing data because outliers may appear due
to posture changing, speaking or coughing during data collection;
(5)Walk step count (WSC), which is the cumulative number of steps the operator walked
during the task;
(6) Peak acceleration (PA), which is the maximum absolute value of three-axis acceler-
ation magnitude achieved during previous one-second period. Three-axis acceleration
consists of vertical, lateral and sagittal accelerations;
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(7) Activity level (AL), unit of velocity magnitude units (VMU). During walking or
running, AL is larger than 0.2 VMU or 0.8 VMU. AL can be calculated with the Formula
1

AL =
√
x2 + y2 + z2 (1)

where x, y and z are mean acceleration of the three axes with sampling frequency of 100
Hz;

(8) Inclination, which measures the degree of forward or backward tilt degree of the
operator, ranging from −180° to 180°, where 0° means the operator is standing or
sitting upright, and ±180° is when the operator is upside down. The absolute value of
the slope is used during data analysis;
(9) Physiological intensity (PI), which is the intensity value obtained according to the
grade score corresponding to HR. When HR is less than 50% of the maximum HR, PI
value is 0. When HR is greater than 50% of the maximum HR, PI increases by 1 for
each 5% increase of HR over 50% of maximum HR. PI values are numeric and have no
units;
(10) Physiological load (PL), which is defined as the cumulative index of cardiac output
based on PI, which can better reflect the overall effort level of the operator in a specific
training phase;
(11) Mechanical intensity (MI), which is a graded intensity value corresponding to
acceleration peak value (APV). When APV is less than 0.5g, MI is 0. And when APV
is greater than 0.5g, MI increases by 1 for every 0.05g increase of APV over 0.5g;
(12) Mechanical load (ML), which is defined as the cumulative index of kinetic output
based on MI. ML is a measure of the overall amount of exercise;
(13) Training intensity (TI), which is defined as the average of PI and MI;
(14) Training load (TL), which is defined as the average of PL and ML.

3 Task Complexity

3.1 TC Method

In terms of workload analysis, many researchers have proposed analytical methods for
task complexity or workload based on VACP (Visual, Auditory, Cognitive and Psy-
chomotor) [22] theory. VACP method originated from the U.S. air force combat mission
and was widely studied and applied at the end of the 20th century [23, 24]. Some
researchers believe that task complexity is a task attribute that increases information
diversity, changes rate and load [25]. Therefore, task complexity (TC) was defined as
the sum of VACP’s four resources required to complete a task in nuclear power plants
[26, 27]. In this study, TC method (showed as formula 2) was adopted to calculate the
complexity of each task unit of the task scenario. It is assumed that the physiological
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and activity measurements recorded during task performance would be correlated with
task complexity.

TC =
NS∑
ns=1

NO∑
no=1

NR∑
nr=1

Cns,no,nr (2)

In the formula, NR represents the number of resource types for the meta-operation,
NO represents the number of meta-operations in the step, and NS represents the number
of steps required for the task unit that requires the most resources. Cns,no,nr represents
the required level of resource(nr) in the meta-operation(no) of the step(ns).

3.2 Meta-operations

Meta-operations and their scores were modified from the work of Wang [28] and
evaluated by experts. The results were used in [29] and were shown in Table 1.

3.3 Analysis Procedure

TC analysis is divided into the following five steps:

(1) Decompose the tasks of each operator into task units according to the procedures and
videos. Based on the analysis of the procedures for the initial and accident conditions, and
the videos recorded on-site, this study identified task units for each task through sub-goal
recognition. For each task unit, its content, start time and end time were recorded;

Table 1. VACP scores for meta-operations (from [29])

ID Meta-operations Resources V A C P Sum

A Interpreting procedures V&C 5.9 – 5.3 – 11.2

B Locating indicators V 5 – – – 5

C Checking conditions/status V 4 – – – 4

D Reading parameters/status V 5.9 – – – 5.9

E Decision making and diagnosing (single
decision)

C – – 4.6 4.6

F Decision making and diagnosing (multiple
decisions)

C – – .8 6.8

G Calculating C – – 7 7

H Pressing a button C&P – – 1 2.2 3.2

I Turning a knob C&P – – 1 5.8 6.8

J Selecting a procedure branch C&P – – 1.2 2.2 3.4

K Listening to verbal directions A – 4.9 – – 4.9

L Transmitting verbal messages A&P – 1 – 1 2

M Locating/identifying alarms by sound A&C – 4.2 3.7 – 7.9
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(2) Decompose the task units according to the procedures. Each task unit of the operator
within a certain period of time is decomposed specifically to steps;
(3) Decompose the steps into meta-operations according to the video. Meta-operations
have clear start and end times, as videowas employed for their identification. Also, meta-
operations cannot be further decomposed, therefore each meta-operation was checked
for this feature. Meta-operations list summarized in the Table 1 served as reference for
the decomposition;
(4) Score themeta-operations concerningVACP resources. All themeta-operations iden-
tified were included in the list summarized in Table 1, so the scores in the table were
straightly followed;
(5) Synthesize scores of meta-operations to get scores for steps, task units and the whole
task.

Calculation of an Example. In order to explain the calculation steps more clearly, the
“accident diagnosis” task of the primary loop systems operator is used as an example of
calculation. The accident diagnosis procedure guide is shown in Fig. 3. The “accident
diagnosis” was the 10th task of the primary loop systems operator. According to the
procedures and video analysis, the taskwas decomposed into 8 specific steps, whichwere
broken down into specific meta-operations. Then score of the whole task was obtained
by summing all the meta-operations scores (according to scores of meta-operations in
Table 1). Table 2 illustrates the 8 steps of 10th task and their meta-operations, and the
scores for the meta-operations.

Table 2. Accident diagnosis scores

Step No Step Contents Meta-operation V A C P Sum Total score

1 At least one of the
three radioactivity
alarms rings

A 5.9 0 5.3 0 11.2 109.2

F 0 0 6.8 0 6.8

2 PRCP > 138bar.g B 5 0 0 0 5

D 5.9 0 0 0 5.9

E 0 0 4.6 0 4.6

3 The pressure of one
SG is lower than the
other two

B
D
F

5
5.9
0

0
0
0

0
0
6.8

0
0
0

5
5.9
6.8

4 The pressure of SG
is at least higher
than the pressure of
NI

B 5 0 0 0 5

D 5.9 0 0 0 5.9

E 0 0 4.6 0 4.6

5 At least one SG
pressure < =
40bar.g

C 4 0 0 0 4

(continued)
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Table 2. (continued)

Step No Step Contents Meta-operation V A C P Sum Total score

F 0 0 6.8 0 6.8

6 Three Pressurizers’
Depressurization,
Pipelines are closed

C 4 0 0 0 4

F 0 0 6.8 0 6.8

7 Containment
pressure > 1.2bar.g

B 5 0 0 0 5

D 5.9 0 0 0 5.9

E 0 0 4.6 0 4.6

8 SBLOCA occurs,
unit supervisor
approves K4

J 0 0 1.2 2.2 3.4

L 0 1 0 1 2

Following this example showed in Table 2, all tasks were analyzed for their workload
scores. There are total 120 task units (3.82± 3.64) decomposed from the task scenario.
As for the number of task units for four operators, NI has 33 (6.29 ± 4.70) units, CI get
30 (4.33 ± 3.18) units while unit supervisor and safety engineer have to manipulate 31
(2.39 ± 2.22) and 26 (1.81 ± 1.50) task units respectively.

Fig. 3. Accident diagnosis procedure.

4 Workload Evaluation Model

4.1 Factor Analysis Method

Factor analysis (FA)methodwas used to establish theworkload evaluationmodel. Firstly,
correlation analysis between average task complexity and physiological data was con-
ducted to get the suitable indices for building the model. Then, principal components
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analysis was used to classify closely related variables into one factor. Factors were
selected based on the cumulative variance contribution rate. Furthermore, factor weights
of the model were based on variance contribution rate. Lastly, SPSS was used for all
data analysis.

4.2 Correlation Analysis

The correlation between physiological response and task complexity was analyzed in
order to screen significantly related variables. The physiological data collected in this
studywere processed according to the start and end time of each task unit. Task complex-
ity is represented by the average task complexity of one task unit. The results showed
that Activity Level, Heart Rate Change, Training Intensity, Training Load, Physiological
Load, Physiological Intensity, Breathing Rate, Walk Step Count, Mechanical Intensity
and Mechanical Load had significant positive correlations with the average task com-
plexity; breathing wave amplitude (BWA), HRV, and Inclination had significant negative
correlations with the average task complexity. Table 3 shows the Spearman coefficients
and p values for all the significant correlations.

4.3 Principal Component Analysis

Thirteen physiological indices in Table 3 were used for principal component analysis.
Firstly, the 13 physiological indices were standardized, then KMO test and Bartlett test
were performed. MSA statistic of KMO was 0.758, which was greater than 0.6; and

Table 3. Variables related with average workload

Physiological factors Spearman ρ p-value

Activity Level 0.483 <0.001*

Heart Rate Change 0.398 <0.001*

Training Intensity 0.341 <0.001*

Training Load 0.332 <0.001*

Physiological Load 0.327 <0.001*

Physiological Intensity 0.314 <0.001*

Breathing Rate 0.256 0.005

Walk step Count 0.242 0.008

Mechanical Intensity 0.182 0.047

Mechanical Load 0.179 0.050

Breathing Wave Amplitude –0.463 <0.001*

Heart RATE VARIABILITY –0.417 <0.001*

Inclination -0.243 0.007
* Significant at the level of 0.05
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Bartlett correlation test produced a significant result with χ2 = 1773.268 and p <

0.001. The results showed that the data were suitable for factor analysis.
The eigenvalues of the factors extracted by the principal component method and

the corresponding variance contribution rate and cumulative variance contribution rate
were calculated. The eigenvalue of factor 1 is 6.069 and the variance contribution rate is
46.687%; while for factor 2 the eigenvalue is 1.977 and the variance contribution rate is
15.210%; for factor 3 and factor 4, the eigenvalue and the variance contribution is 1.245,
9.580% (factor 3) and 1.209, 9.301% (factor 4) respectively. The cumulative variance
contribution rate of these four factors reaches 80.777%, which indicates that these four
factors can explain the variance of the original indices above 80%.

Table 4 shows the component matrix after rotation with an absolute value of the
hidden value less than 0.6. As can be seen from the table, factor 1 mainly relates to
“physiological intensity”, “training load”, “physiological load”, “heart rate change”,
and “heart rate variability”. From the aspect of practical meanings, training load is the
average of physiological load and mechanical load, physiological load is the accumula-
tion of physiological intensity, and physiological intensity is the intensity value obtained
according to the grade score corresponding to heart rate. Heart rate changes and heart
rate variability are evaluation indices of cardiac activity. In conclusion, factor 1 mainly
reflects the state of heart activity. Factor 2 is associated with “training intensity”, “me-
chanical load”, “mechanical intensity”, “walking steps” and “activity level”. In detail,
training intensity is the average of mechanical intensity and physiological intensity.
Mechanical load is the accumulative of mechanical intensity, and mechanical intensity
is a graded intensity value corresponding to acceleration peak value. Walking steps and
activity level are indicators of physical activity. Consequently, factor 2 mainly reflects

Table 4. Rotated Component Matrix (Hide the Absolute Value < 0.6)

Variables Factor 1 Factor 2 Factor 3 Factor 4

Physiological Intensity 0.901 – – –

Training Load 0.890 – – –

Physiological Load 0.870 – – –

Heart Rate Change 0.861 – – –

Heart Rate Variability –0.686 – – –

Mechanical Intensity – 0.931 – –

Mechanical Load – 0.929 – –

Training Intensity – 0.859 – –

Walk Step Count – 0.707 – –

Activity Level – 0.630 – –

Breathing Wave Amplitude – – – 0.823 –

Breathing Rate – – 0.719 –

Inclination – – – 0.899
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the state of physical activity. As for factor 3, it mainly involves “breathing wave ampli-
tude” and “breathing rate”, which are indicators of respiratory activity. Therefore, factor
3 represents the state of respiratory activity. Lastly, factor 4 interrelates with “slope”,
which is an assessment index of Inclination in physical activity.

5 Workload Evaluation Model

The corresponding scoring coefficients of the four factors on each index variable were
calculated as the weights of the four factors in bellowing formulas. In the Formula 3,
X1, X2, …, X12, X13 represent the 13 standardized indices, and F1, F2, F3, F4 represent
the four factors.

F1 = 0.271X1 − 0.258X2 + · · · − 0.086X12 + 0.233X13

F2 = −0.027X1 + 0.118X2 + · · · + 0.303X12 − 0.046X13

F3 = −0.159X1 + 0.134X2 + · · · − 0.079X12 + 0.052X13 (3)

F4 = −0.142X1 + 0.014X2 + · · · 0.094X12 + 0.020X13

Taking the variance contribution rate of each factor as the weight, the evaluation model
was obtained from the linear combination of four factors.

F = 0.3801F1 + 0.3582F2 + 0.1428F3 + 0.1189F4 (4)

Finally, the evaluation model was verified by the correlation analysis of the model
value and average TC. First, normality test (Ryan-Joiner) was performed on the model
value and average TC, and the two data failed the normality test (p < 0.010). Therefore,
Spearman correlation analysis was employed and the results showed that Spearman ρ =
0.376 and p< 0.001, indicating that themodel value had a significant positive correlation
with the average TC. The validity of the workload evaluation model was proved.

6 Discussion

In the proposedmodel, four factors contribute to 80.777% cumulative variance and these
factors represent the state of cardiac activity, physical activity, respiratory activity and
physical posture.

The first factor contains physiological intensity, training load, physiological load,
heart rate change, and heart rate variability. Cardiac activities were the most commonly
used physiological measure of mental workload [30] and it was proved that heart activi-
ties are significantly correlated to workload. For instance, Jorna [31] reviewed heart rate
as an index for workload and DeWaard [32] showed that these differential measures are
indicative of workload. In this study, the heart rate variability decreased as the workload
increased, and the other five metrics showed a negative correlation. These findings were
consistent with previous studies [7, 32].
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Factor 2 is associated with training intensity, mechanical load, mechanical intensity,
walking steps and activity level. As training intensity, mechanical intensity and mechan-
ical load is indicative of acceleration peak value, and walking steps and activity level
corresponds to the physical activity, factor 2 mainly reflects the state of physical work-
load. The correlation analysis showed a positive correlation between these factors and
workload. When the task complexity increases, the operators need to monitor, assess
and response more information and instructions, and they have more physical workload
to finish the task.

Breathing wave amplitude and breathing rate form the factor 3. It is studied that
respiratory rate is the most useful of the respiratory measures for the measurement of
mental workload [33]. In this study, breathingwave amplitude decreased as theworkload
increased and breathing rate increased when the workload raised. The increase in res-
piration rate may have been a direct result of the increased metabolic demands required
to perform the task [30]. The positive correlation between breathing rate and workload
is consistent with previous studies [34, 35].

Inclination represents the tilt degree of the operators during the simulation process.
In the correlation analysis, Spearman’s ρ for inclination is –0.243 and p-value is 0.007
(see Table 3), which indicates that although p-value reveals a significant correlation, the
Spearman coefficient value indicate that inclination cannot strongly explain workload.

For further application, considering the simplicity of construction and the practical
significance of the indices, physiological intensity and mechanical intensity may be
enough for operator workload evaluation in practice.

7 Conclusion

Workload evaluation of NPPs operators for ISV is essential to assess operators’ working
situation, however, it remains a problem due to a lack of objective indices and low cred-
itability of subjective ratings. This study summarized the workload evaluation issues in
ISV of NPPs, conducted a field experiment for task scenarios under normal and accident
conditions, and collected a variety of physiological data based on field investigations,
relevant guidelines and standards, and literature research. The task scenarios in ISVwere
decomposed into tasks, task units, steps and meta-operations, and the TC were calcu-
lated based on VACP theory. The correlations between physiological responses and TC
were studied: there were significant positive correlation between average workload and
physiological indices including heart rate change, respiration rate, walking steps, activity
level, physiological intensity, physiological load, mechanical intensity, mechanical load,
training intensity, and training load. In addition, there were significant negative corre-
lations between average workload and indices including heart rate variability, breathing
wave amplitude, and slope. Aworkload evaluationmodel was established based on phys-
iological indices, which provided a quantitative and objective basis for human factors
engineers to evaluate operator workload in NPPs.

A major limitation of the study lies in the limited size of the collected data set
as conduction of ISV experiments requires the coordination of time, site, equipment,
operators and instructors. This research result still needs more task scenarios and more
operator experiments for subsequent verification. Moreover, though the correlations
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between physiological indices and workload are significant, the Spearman coefficient
values don’t show strong correlation among them. Despite these limitations, we believe
that by means of the proposed model we can calculate the workload of NPP operators
for given input values of physiological intensity and mechanical intensity. This function
enables us to:

(1) Predict performance of nuclear power plant operators: The proposed model can
predict the workload of operators, and workload can reflect the future performance
of the operators based on their limitations and capabilities. The quantitative results
can provide criteria to project overall performance of operators.

(2) Judge whether the system is safe: Based on TC theory and experimental results,
operators workload can be obtained based on TC theory and physiological indices.
If operators always get high scores based on the proposed model, then the system is
unsafe because higher workload causes more human errors. Therefore, the model
enables to support identification of a safe or unsafe system.

(3) Improve and optimize better function and design of the system: As the proposed
model is composed of four factors, stakeholders can tell which factors contribute
the most to the whole workload according to the values, and hence improve and
optimize the system’s characteristics that is correlated with that factor.

The proposed model provides quantitative results of workload, and we expect that
this model can be used in the evaluation and design of nuclear power plants and give
other researchers more inspiration.
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