
Chapter 21
Motion Capture 3D Sign Language Resources

Zdeněk Krňoul, Pavel Jedlička, Miloš Železný, and Luděk Müller

Abstract The new 3D motion capture data corpus expands the portfolio of exist-
ing language resources by a corpus of 18 hours of Czech sign language. This helps
alleviate the current problem, which is a critical lack of quality data necessary for
research and subsequent deployment of machine learning techniques in this area.
We currently provide the largest collection of annotated sign language recordings
acquired by state-of-the-art 3D human body recording technology for the successful
future deployment of communication technologies, especially machine translation
and sign language synthesis.

1 Overview and Objectives of the Pilot Project

Sign language (SL) is a natural means of communication for deaf people. About 70
million people use SL as their first language and there are more than 100 different di-
alects used around the world. Although significant progress has been made in recent
years in the field of languagemachine learning techniques, the field of SL processing
struggles with a critical lack of quality data needed for the successful application of
these techniques. SL resources are scarce – they consist of small SL corpora usually
designed for a specific domain such as linguistics or computer science. There are
some motion capture datasets for American Sign Language (ASL) and French Sign
Language (Lu and Huenerfauth 2010; Naert et al. 2017) with a total recorded time
of motion of up to 60 minutes. The situation is even worse for “small” languages.

The 3D reconstruction of human body motion using images and depth cameras
is a common approach for capturing the movement of the human body (MMPose
Contributors 2020). Current large SL datasets are mostly based on 2D RGB videos
(Vaezi Joze and Koller 2019; Zelinka and Kanis 2020). The main goal of our project
is to deliver a large 3D motion dataset collected using high precision optical marker-
based motion capture and to extend the existing ELG portfolio of language resources
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by Czech sign language (CSE) data. For comparison SIGNUM, one of the largest
video-based SL datasets, contains approximately 55 hours of SL recordings (Koller
et al. 2015) and one of the largest 3D motion capture datasets contains only 60 min-
utes of SL recordings (Naert et al. 2017).

Motion capture technology guarantees precise recording of the signer’s move-
ments in 3D space at the cost of a more complex preparation phase compared to
standard video recording. Optical marker-based motion capture has become the in-
dustry standard for capturing movement of the human body. In Jedlička et al. (2020),
we collected the first 3D motion capture dataset for CSE, covering the weather fore-
cast domain. It has a rather limited size and contains recordings of one signer only.

Our contribution can be summarised as follows:

• Proof of concept of large-scale motion capture recording of multiple SL speak-
ers;

• Provide 3D motion capture data to cover wider domains, grammatical context
and more signers. We perform proper data post-processing, annotate glosses,
and develop tools for data extraction from the collected dataset;

• The largest SL motion capture dataset consisting of recordings of continuous
SL phrases and a vocabulary of six native SL speakers from carefully selected
domains, in total more than 18 hours;

• Tools that allow searching for individual glosses, phrases, or small movement
sub-units (e. g., given hand shape/action) in the dataset.

2 Methodology and Experiment

A new recording procedure for a large amount of 3D motion capturing of SL was in-
vestigated to ensure sufficient diversity of SL speakers, grammar, and sign contexts.
This makes the new language resource more versatile and useful in many different
research fields such as further linguistic and SL motion analyses. The integral part
of the experiment is data processing.

In Jedlička et al. (2020), the experimental recording setup with VICON 18 cam-
eras was used as proof of the intended concept. The negative aspect of this setup
was its high complexity; the setup was very time demanding and not suitable for
large-scale data and multiple speakers.

The new procedure simplifies the process by dividing the setup into two separate
parts: large-scale body movement and small-scale, highly detailed finger movement
are recorded with two separate motion capture camera setups, each of which uses a
reduced number of capture cameras and is adjusted slightly for different speakers.
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2.1 Recording Setup

We used our laboratory equipment, i. e., the VICON motion capture system with
eight cameras. We extended it with a standard color video camera for a reference
video. The frame rate was 100 frames per second (fps) for the motion capture and
25 fps for the reference video. The VICON system records movement using passive
retro-reflexive markers attached to the human body. Movement is modeled as a set
of movements of the rigid parts connected by the skeleton; the marks are placed on
the poles of the rotation axis of the main skeleton joints. Each body part is defined
by at least four markers, except fingertips, see Figure 1.

Fig. 1 Visualisation of SL body marker setup (left) and SL hand-shape marker setup (right)

The SL body marker setup is based on marker positions defined by the VICON
three-finger standard. It uses a total of 43 markers for tracking upper body, head,
arms, and palms movement. A simple hand pose is provided at the same time and
incorporates tracking of thumb, index, and little fingertips. Moreover, this setup in-
cludes face tracking providing a non-manual component of SL, that is reduced to
seven facial markers. The SL hand-shape marker setup is designed for detailed hand-
shapes recording. Each hand-shape is recorded separately. Data is recorded for the
right hand only. The movement starts from the relaxed hand-shape, then changes
to the given hand-shape and back to the relaxed hand-shape. For both setups, data
capturing was supervised by CSE linguists.

2.2 Data Annotation

An essential step is the annotation of captured SL utterances. We use time-synchron-
ised reference video, the ELAN tool (Figure 2) and SL experts. The annotation of a
sign is done by giving the information of the sign’s meaning (gloss), and the right
and the left hand-shape. If the sign consists of more than one defined hand-shape, the
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hand-shapes are annotated as a set of hand-shapes. Both the activities are very labo-
rious and time-consuming. To successfully complete this task, we involved several
trained annotators who worked in parallel.

2.3 Data Post-processing

Post-processing consists of data-cleaning, whole-body motion reconstruction, and
data-solving. Data-cleaning removes noise and fills gaps in the raw 3D data caused
by frequent mutual occlusions of markers during signing, and other noise caused by
the environment. Motion reconstruction and data-solving recalculate marker posi-
tions into the movement of the skeletal model.

The data of both setups was post-processed. We reconstructed small gaps by the
interpolation standard technique as long as the trajectory was simple enough. Note,
that the recording speed is 100 fps, which is fast enough to contain minimal changes
in trajectory between frames. We used semi-automatic 3D reconstruction of marker
trajectories and labeling, and manual cleaning of swaps and gaps. For the body parts
defined by at least four markers, filling in the trajectories of the marker is well au-
tomatised because at least three points are enough to define the missing position.

The body marker setup uses only one marker per fingertip and some larger gaps
caused by more complex self-occlusions of body parts can obscure three or more
markers in one rigid segment. Post-processing in those cases is more complicated
and gaps must be filled in manually.

The full SL body movement is achieved as a composition of the body movement
and corresponding data of the hand-shapes setup. For this purpose, the annotation
of hand-shapes provides us temporal segmentation of the recordings. Thus the fin-
gertip motion segments can provide information about dynamic changes during the
performance of a particular SL hand-shape in a particular data frame.

The middle part of a given segment is always completed according to the hand-
shape(s) assigned by the annotation. We captured full fingers motion only for the
transition of the given hand-shape from and to the neutral hand-shape. Thus, for the
other frames of the segment, the nearest hand pose with the smallest reconstruction

Fig. 2 Example of annotation
work in ELAN, specifically
designed software for the
analysis of sign languages,
and gestures
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error can be used. We consider only those frames that have an alignment error below
a given threshold. The remaining frames will have gaps in the final trajectories.

We solved the above problem as point-set alignment via Procrustes analysis that
arises especially in tasks like 3D point cloud data registration. The rigid transforma-
tion of two sets of points on top of each other minimises the total distance in 3D
between the corresponding markers (Arun et al. 1987). Since the data is noisy, it
minimises the least-squares error:

err =

N∑
i=1

||RM i
f + t−M i

rf ||, (1)

where Mf and Mrf are current and reference frame(s) respectively as a set of 3D
points with known correspondences, R is the rotation matrix and t the translation
vector. We define N = 7 as three fingertips (thumb, index, little finger), two wrist
markers, and two knuckles of the index and little fingers. We aligned just the rotation
and translation because the 3D transformation preserves the shape and size (same
hand-shape and SL speaker). For the left hand, we mirrored the reference frame(s).

The last step is data-solving. It is a process of reconstruction of the 3D motion
of the skeleton from the marker trajectories. For this purpose, we use the VICON
software. The skeleton is well defined to directly control the SL avatar animation or
handle animation retargeting.

2.4 Dataset Parameters

We limited the linguistic domain to two specific fields to reduce the number of unique
signs. Weather forecasts and animal descriptions from the zoological garden domain
were selected by CSE linguists. We were also given a list of all hand-shapes which
occur in these domains. The dataset is collected from six SL speakers, who differ in
their body size, age, and gender.

3 Conclusions and Results of the Pilot Project

SLs are not sufficiently supported through technologies and have only fragmented,
weak, or no support at all. Our ELG pilot project offers a new SL resource designed
for the development of language technologies (LTs) and multilingual services for
Czech. The results contribute to the establishment of the Digital Single Market as
one of ELG’s objectives. In contrast to the all-in-one recording setup, the bodymove-
ment is recorded separately from the highly detailed recording of hand poses. This
separation reduces the camera setup complexity and the complexity of data during
post-processing, which makes SL recording more flexible and adjustments for new
SL speakers or data easier.
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The project delivered a professionally created SL dataset via state-of-the-art 3D
motion capture technology. The project provides data for the wider research com-
munity through ELG. We have recorded 18 hours of sign language and recorded six
different speakers for two different domains.

We assume our results will be beneficial for other applications such as next gen-
eration SL synthesis that uses a 3D animated avatar for natural human movement
reproduction or SL analysis or gesture recognition and classification in general.
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