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Abstract. In recent years, Dengue incidents have become a big issue in the public
health sector in Bangladesh. This study mainly attempts to investigate the associ-
ation among different weather parameters and the number of Dengue incidents in
monthly frequency. The weather data has been collected from Bangladesh Mete-
orological Department and several Dengue incidents have been collected from
the Institute of Epidemiology, Disease Control and Research (IEDCR), finally,
the merged dataset has been used in this study. We found the Rainfall, Minimum
Air Temperature, and Month have the highest association with Dengue incidents.
Increasing the value of these variables increases the chance of Dengue incidents.
After performing K-Means Clustering, we found 4 number of weather clusters
with different numbers of Dengue incidents. Dengue incidents perform 431.23 on
an average with 7.96 on an average value of Month, 32.22 on an average value
of Maximum Temperature, 25.04 on an average value of Minimum Temperature,
84.84 on an average value of Humidity, and 49.94 on an average value of Rainfall.

Keywords: Dengue incident · K-means clustering · Weather data of
Bangladesh · EDA · Anova test

1 Introduction

Dengue fever is the most widespread, lethal, and symbol mosquito-borne viral disease
in Bangladesh [1]. It is a climate-sensitive disease spread by the bite of female Aedes
mosquitos infectedwith Flaviviridae dengue virus serotypes [2–4]. According to a recent
study, approximately 390 million dengue cases are reported globally each year. Dengue
virus distribution and burden are primarily concentrated in tropical as well as subtropical
regions [5, 6]. The triggering factors for dengue dynamics are said to be influenced
by 3 central risk factors including biological, sociological, along environmental [7].
The environmental aspect, specifically meteorological variables, was examined in this
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study to better understand the association with dengue epidemics. Aedesalbopictus and
Aedesaegypti transmit the five-dengue virus serotypes, which are highly sensitive to
environmental factors. Temperature, rainfall, as well as humidity, can all have an impact
on dengue epidemiology by increasing mosquito development, population growth rate,
and virus reproduction [8, 9]. Infestation usually starts during the monsoon season,
when the humidity along with temperature conditions are ideal for the development of
the mosquito embryo.

Bangladesh appears to be a suitable habitat for the primary dengue vector and its
increased spread. The primary cause of this disease in Bangladesh has been identified as
environmental effects (average rainfall, humidity, and temperature) as well as inappro-
priate urbanization [10]. In recent years, the country’s rising atmospheric temperature
has likely contributed to the development of mosquito larvae and pupa habitats, partic-
ularly in the cities of Dhaka and Chattogram, leading to an increase in the frequency of
dengue contagion.

Although the association between dengue incidence as well as weather patterns has
been extensively considered, little attention has been paid to determining the threshold
properties of weather variability on dengue spread. To reduce dengue risk effectively,
a suitable alert system for dengue incidents based on the threshold effect of weather
variables is required. The goal of this study is to investigate the nonlinear relationships
between weather variables as well as dengue incidence in Bangladesh. To meet the
research objectives, the study’s specific objectives have been defined as follows:

• To investigate the relationship betweenmeteorological variables as well as the number
of dengue cases atmonthly scale; and

• To develop an algorithm for predicting dengue incidence based on meteorological
parameters.

The rest of the paper is structured as follows. Section 2 states the literation review.
The proposed methodology is discussed in Sect. 3. Section 4 dictates the experimental
setup and result. Finally, we conclude the paper in Sect. 5.

2 Literature Review

A lot of research has been done on the relation between dengue and meteorological data
in China. In [11], The authors investigated the relationship between dengue occurrence
and potential risk factors to progress a predicting model for dengue control along with
prevention in Guangzhou, China. The authors [12] predicted that a time series analysis
of Mosquito Density and Meteorological Factors on Dengue Fever Epidemics would be
conducted. In Zhongshan, a time-series regression tree model was used to estimate the
hierarchical relationship between reported autochthonous DF cases and potential risk
factors such as DF surveillance system timeliness like median time interval between
symptom onset date and diagnosis date, mosquito density, imported cases, and mete-
orological factors, China from 2001 to 2013 in [13]. The authors proposed in [14] to
investigate individual risk factors for dengue virus infection in Guangdong Province and
to provide a scientific foundation for future DF prevention and control. The authors [15]
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used boosted regression trees (BRT) to investigate the delayed effect of meteorological
factors, as well as the relationships between five climatic variables and the risk for DF,
from 2005 to 2011, to control the best timing as well as a strategy for familiarizing such
protective actions.

In Bangladesh, the impact of meteorological factors on dengue mosquitoes is not
researched. That is why; we tried to explore the relationship between the dengue and
meteorological data of Bangladesh.

3 Methodology

Figure 1 demonstrates the detailed block diagram of the proposed methodology. We
utilized two datasets including the dengue and weather datasets in the merge. Then we
did the preprocessing, EDA, standardization, and k-means clustering part.

Fig. 1. Block diagram of proposed methodology.

3.1 Data Description

The dataset was collected from the BangladeshMeteorological Department and Institute
of Epidemiology, Disease Control and Research (IEDCR). The dataset is grouped into
two parts containing the dengue dataset from IEDCR and the weather dataset from
Bangladesh Meteorological Department. There are 7 columns including year, month,
minimum average air temperature, maximum average air temperature, humidity, rainfall,
and several dengue patients and 135 rows. The dataset contains the record from 2008 to
2019.

3.2 Merging and Preprocessing

We merged both datasets for analyzing our experiment. The first step is the data pre-
processing. For the experimental setup, we used the python programming language. In
this step, we import all necessary libraries and the proposed dataset.
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3.3 Exploratory Data Analysis (EDA)

Exploratory Data Analysis (EDA) is a process to explore the unseen insights from the
data. Through EDA, we can extract various information from the data set including null
values, outliers, the relation among the dataset, etc. which helps make various decisions
as well as in selecting the machine-learning model. EDA is done through various types
of statistical methods, data visualization, etc.

Descriptive Statistics
Table 1 displays the descriptive statistics of the variables. We found RAINFALL and
DENGUE have the highest Standard Deviations that means the most variability of these
variables. On the other hand, MAX has the lowest variability that means the Tropical
weather condition of Bangladesh.

Table 1. Descriptive statistics of dataset

Year Month Min Max Humidity Rainfall Dengue

Count 13 134 134 134 134 134 134

Mean 2013 6.42 20.94 30.84 80.11 27.84 211.58

Std 3.23 3.49 4.83 2.85 5.25 98.39 451.21

Min 2008 1 10.59 23.52 67.54 0 0

25% 2010 3 16.40 29.27 77.18 0.547 0

50% 2013 6 22.93 31.98 80.09 6.00 36

75% 2016 9 25.27 32.67 84.77 12.77 187

Max 2019 12 26.48 35.76 88.38 689.16 3087

Range and Outliers of the Variables
Figure 2 shows the visualizing of the Box Plot. We found DENGUE has the largest
range among other variables. At the same time, DENGUE and RAINFALL show some
outliers. Especially DENGUE contains most of the extreme values. MIN, MAX, and
HUMIDITY variables have the lowest range without any outliers.

Fig. 2. Box plot of the dataset
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Correlation Checking
Table 2 shows the weak correlation with DENGUE incidents and weather parameter
variables, but performing the Hypothesis test for association checking using Pearson’s
correlation shows the statistically significant relationship with the given variables. This
result shows DENGUE incidents have the highest relationship with RAINFALL.

Table 2. Pearson’s correlation

Variable 1 Variable 2 Pearson’s correlation Result Decision

MIN Dengue 0.3013 stat = 0.301, p = 0.000403 Dependent

MAX Dengue 0.1778 stat = 0.178, p = 0.039837 Dependent

Humidity Dengue 0.2753 stat = 0.275, p = 0.001281 Dependent

Rainfall Dengue 0.3686 stat = 0.369, p = 0.000012 Dependent

Monthly Dengue & Weather Parameter Pivot Table
Table 3 shows the MONTH-wise Median value of MAX, MIN, RAINFALL, HUMID-
ITY, and DENGUE.

Table 3. The month-wise median value of dengue and weather parameters

Median value

Month Dengue Humidity Max Min Rainfall

1 3.0 78.743318 24.944470 12.248925 0.030415

2 1.5 71.853008 28.915002 14.943736 0.438776

3 2.0 70.321659 32.391073 19.581158 0.771429

4 0.0 75.647619 33.902323 22.782796 2.713333

5 8.0 78.580927 33.821106 24.189299 8.815668

6 28.0 84.183810 32.930571 25.457972 16.608571

7 171.0 86.428571 31.914706 25.465268 17.993548

8 346.0 86.494009 32.157235 25.560893 14.363134

9 334.0 85.295238 32.556765 25.294470 9.651429

10 184.0 82.778802 32.106728 23.334911 6.281106

11 36.0 78.782857 30.070476 18.194654 0.379048

12 11.0 80.924424 26.389862 14.305625 0.025806

Most Dengue Incident by Month
Figure 3 describes the monthly median DENGUE incidents. It shows August and
September are the most DENGUE incidental months. We can say that dengue broke
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Fig. 3. Monthly DENGUGE incidents (median)

out more in August, September, October, and November of the year. First 4 months of
the year, the number of dengue patients is less.

Figure 4 clearly describes that Dengue incidence increase with the increasing value
of Humidity. Most of the Dengue incidents occur within the Humidity range of 80 and
above.

Fig. 4. Time series plot of dengue versus humidity

Figure 5 clearly describes thatmost of theDengue incidents occurwhen theminimum
temperature cross 22 °C.

Figure 6 describes that the number of Dengue incidence has increased over the year
and in 2018 the highest dengue incidents occurred in Bangladesh. The second highest
Dengue incidents occurred in 2016.

ANOVA Test
To test the difference of weather parameters in each month, we performed an ANOVA
test. Table 4 shows the test result. As per the test result of each separate variable, we found
that Null Hypothesis is Rejected for each test. DENGUE incidents, MIN temperature,
MAX temperature, and HUMIDITY aren’t the same in each month.
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Fig. 5. Time series plot of dengue versus minimum air temperature

Fig. 6. Time series plot of dengue versus year

Table 4. ANOVA test result

Variable Hypothesis Result Decision

Dengue Are the Dengue incidents
same in every Month?

stat = 4.601, p = 0.000 Null Hypothesis
REJECTED

Min Is the MIN temperature the
same in every Month?

stat = 124.502, p = 0.000 Null Hypothesis
REJECTED

Max Is the MAX temperature the
same in every Month?

stat = 567.597, p = 0.000 Null Hypothesis
REJECTED

Humidity Is the HUMIDITY same in
every Month?

stat = 55.193, p = 0.000 Null Hypothesis
REJECTED
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3.4 Standardization

Min-Max Normalizer scales using the maximum and minimum values of this variable,
so that all data moves within a certain range to the normalized state. In this method each
data is subtracted from its minimum value (of that variable), the subtraction is divided
by the range. This is how each data is scaled.

Range: Range is the difference between the maximum and minimum values of a
variable.

Xnew = Xi − min(X )

max(X ) − min(X )
(1)

K-means Clustering Algorithm
Figure 7 showsK-Means Clustering schematic view. It divides the unmarked dataset into
dissimilar clusters. In this case, K denotes the number of pre-defined clusters that must
be formed during the process; for example, if K is equal to 3, there will be 3 clusters; for
K is equal to 4, there will be 4 clusters, and so on [16]. It enables us to cluster the data
into various groups and provides a suitable method for discovering the group categories
in the unmarked dataset but without training. It is a centroid-based model, with each
cluster having its centroid. This algorithm’s main goal is to lessen the sum of distances
between data points along with their conforming clusters.

In short, this model starts with an unlabeled dataset, splits it into k clusters, and then
recaps the process until it does not discovery the best clusters. In this algorithm, the k’s
value should be prearranged.

Fig. 7. K-means algorithm

The main task of the k-means clustering model is as follows.

– Iteratively determines the optimal value for K centre points or centroids.
– Appoints all data point to the nearest k-center. A cluster is formed by data points that
are close to a specific k-center.
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The Working Procedure of the K-Means Algorithm

– To determine the number of clusters, choose the number K.
– Choose a random set of K centroids.
– Designates all data point to the centroid that is nearest to it, which will form the
predefined K clusters.

– Estimate the variance and move the cluster centroid.
– Repeat the 3 step, reassigning all data point to the cluster’s current closest centroid.
– If any reassignment occurs, proceed to 4 number step; otherwise, proceed to complete.
– The model is finished.

In K-means clustering, we utilize Euclidean distance [17] to calculate the distance
between any 2 data points shown in Eq. 2.

d(x, x′) =
√
(x1 − x′

1)
2 + · · · + (xn − x′

n)
2 (2)

4 Result and Discussion

The performance of the K-means clustering technique is predicated on the extremely
efficient clusters that it produces. However, identifying the ideal number of clusters is
a tough task. There are numerous methods for obtaining the best number of clusters,
but we utilize the elbow method here because it is the most appropriate method for
estimating the number of clusters or the value of K.

4.1 Elbow Method

The Elbow method is one of the most widely used methods for determining the optimal
number of clusters. This technique makes use of the WCSS value idea. Within Cluster
Sumof Squares (WCSS), we get the total variationswithin a cluster. The equationWCSS
is shown in 3 containing 3 clusters.

WCSS =
∑

Pi in Cluster1(PiC1)
2 +

∑
Pi in Cluster2(PiC2)

2 +
∑

Pi in Cluster3(PiC3)
2

+
∑

Pi in Cluster4(PiC4)
2 (3)

In the above equation of WCSS,∑
Pi in Cluster1(PiC1)

2 is the sum of the squares of the distances between all data
point and its center within a cluster1 and the same for other three term.

The elbow method employs the following steps to determine the optimal value of
clusters:

– It does K-means clustering on a prearranged dataset for several K values.
– Computes the value of WCSS for each point of K.
– Draws a line connecting the designed WCSS values as well as the number of clusters
K.
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– If a point on the scheme look like an arm, that point is considered the most like value
of K

The Fig. 8 shows that when the value of K drops from 1 to 2, the sum of squared
distance decreases from 40 to 28. After that, after going down from 2 to 3, this value
has come down from 28 to 18. Again after going down from 3 to 4, this value has come
down from 28 to 10. So we will take the value of K as 4 optimal values.

Fig. 8. Elbow method of optimal number of K

The clustering result has described inTable 5. It shows4 clusters. They are- 0, 1, 2, and
3. In the 1st Cluster, an average 155 number of Dengue incidents occur when on average
theMaximum Temperature is 28.15, Minimum Temperature is 16.50, Humidity is 79.98
and Rainfall is 1.457. In the 2nd Cluster, an average 15.71 number of Dengue incidents
occur when on average the Maximum Temperature is 33.24, Minimum Temperature is
22.3, Humidity is 75.01 and Rainfall is 25.72.

In the 3rd Cluster, an average 12.08 number of Dengue incidents occur when on
average the Maximum Temperature is 26.90, Minimum Temperature is 13.56, Humid-
ity is 75.98 and Rainfall is 3.27. In the 4th Cluster, an average 431.23 number of
Dengue incidents occur when on average theMaximumTemperature is 32.22,Minimum
Temperature is 24.04, Humidity is 84.84 and Rainfall is 49.94.

Table 5. Clustering result

Cluster mean

Cluster Month Max Min Humidity Rainfall Dengue

0 11.500000 28.152681 16.503607 79.987957 1.457495 155.000000

1 3.968750 33.244019 22.354495 75.019204 25.724617 15.718750

2 1.500000 26.903963 13.569695 75.989150 3.274906 12.083333

3 7.946429 32.229173 25.041458 84.846397 49.942636 431.232143
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5 Conclusion

Dengue incidents in Bangladesh have increased over the years. After performing
Exploratory Data Analysis, it was found that dengue incidents increase every July to
October and mostly it becomes extreme in August and September. Dengue Incidents
have a relationship among the Minimum Air Temperature, Humidity & Rainfall. The
clustering result shows four numbers of clusters with different values of the variables.
The most extreme cluster shows on an average 431 dengue incidents with 7.96 on an
average value of Month, 32.22 on the average value of Maximum Temperature, 25.04
on an average value of Minimum Temperature, 84.84 on an average value of Humidity,
and 49.94 on an average value of Rainfall. Other clusters show 155, 15, and 12 Dengue
incidents accordingly. The more environmental variable including sunshine, sosquito
control program, and air quality could be helpful to identify the association of dengue
incidents. We will try to include more variables and observations to expand our research
findings. Time series forecasting using statistical models and artificial neural networks
could be included to forecast dengue incidents based on an exogenous environmental
variables.
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