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Abstract. Multi-label emotion prediction, which aims to predict emo-
tion labels from text, attracts increasing attention recently. It is ubiq-
uitous that emotion labels are highly correlated in this task. Existing
state-of-the-art models solve multi-label emotion prediction in sequence-
to-sequence (Seq2Seq) manner, while such label correlations are merely
leveraged in decoding side. In this work, we propose an emotion predic-
tion framework to jointly generate emotion labels and template sentences
via Seq2Seq language model. On the one hand, our template-based natu-
ral language generation method makes better use of generative language
model compared with generating label sequences in the prior Seq2Seq-
based generative classification model. On the other hand, we introduce
the Correlation-based Label Prompts (CLP) through soft prompt learn-
ing and contrastive learning, which enables our model to further consider
emotion label correlations in encoding side. To demonstrate the effec-
tiveness of our prompt-based generative multi-label emotion prediction
model, we perform experiments on the GoEmotions and SemEval 2018
datasets, achieving competitive results, outperforming 7 baselines w.r.t.
3 evaluation metrics. In-depth analyses show the generation manner is
much more impressive compared with generating label sequences and our
model is particularly effective in label correlation modeling.

Keywords: Emotion prediction · Text generation · Prompt learning ·
Contrastive learning

1 Introduction

Emotion prediction refers to automatically identify all the possible emotions
expressed by individual in a piece of text [1,2], which has been applied to real-
world applications, such as stock prediction [3], AI chat robots [4,5], etc. Since
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Fig. 1. Illustration of the label correlation issue in multi-label emotion prediction.

an instance may often simultaneously involve multiple emotion labels, most rel-
evant works solve this task as multi-label classification problem, a.k.a., multi-
label emotion prediction [6,7]. A widely adopted approach in tackling multi-label
emotion prediction is the binary relevance (BR) [8], which merely considers each
emotion label as an independent binary problem.

Nevertheless, correlations do exist in emotion expressions [9]. Intuitively,
emotions in the same polarity own strong correlations. As can be exemplified
in Fig. 1, the negative emotion “disgust” is more likely to co-exist with “anger”
rather than the positive emotion “love”. However, the correlations between
predicted emotions are ignored in BR, which significantly benefits the overall
predictions. Thus, the classifier chain (CC) [10] is proposed, which integrates
label correlation information along a chain of classifiers. Very recent state-of-
the-art works solve multi-label emotion classification in a sequence-to-sequence
(Seq2Seq) manner (i.e., one decoding position for one emotion label), achieving
considerable improvements [9,11–13]. Nevertheless, clear limitations can still be
witnessed in those methods. First, the correlations between emotion labels are
merely involved in decoding side and not considered in encoding side. Besides,
the Seq2Seq architecture’s inherent advantage, i.e., sequential language genera-
tion, is not respected in existing label sequence generation work. These hamper
Seq2Seq from giving its most for multi-label emotion prediction.

Motivated by the recent progress on language generation together with large
pre-trained language models (PLM) [14,15], in this work, we consider modeling
the multi-label emotion prediction as a natural sentence generation problem.
As shown in Fig. 2, based on a pre-trained Seq2Seq architecture, we generate
a template-based natural sentence from which all the possible emotion labels
will be yielded. Compared with existing multi-label emotion prediction works,
we advance in two aspects. First of all, instead of generating a label sequence
in prior Seq2Seq-based method, the text-to-text scheme naturally helps take
full advantage of the power of the current generative PLM, e.g., BART [16],
T5 [15]. Secondly, inspired by the success of soft prompt tuning [17], we introduce
Correlation-based Label Prompts (CLP) to incorporate label correlation in the
encoding side of our model.

We firstly introduce label prompts that aim to learn “label-like” representa-
tions similar to soft prompts [17], which helps our model better predict emotion
labels by taking label information in prompts as references. Then, to involve label
correlations in label prompts, we propose an extended contrastive loss to incor-
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porate label correlations during label prompts learning stage and thus obtain
CLP. During the contrastive learning, two label representations are forced to be
pulled closer according to the two label co-exist frequency in corpus-level scope,
and two never co-existed label’s prompts would be pushed further. It is note-
worthy that the polarity of emotions is not involved in contrastive learning. In
this way, we extend the advantages of generative Seq2Seq model and meanwhile
enhance the label correlation learning at the encoding side.

We conduct experiments on GoEmotions [1] and SemEval 2018 [2] datasets.
Results show that our method achieves competitive performances on both two
datasets, in terms of both the settings with and without using PLM. Compared
with the current best-performing Seq2Seq models, our model consistently out-
performs them on all metrics. Besides, our proposed contrastive loss is proved to
be effective in label correlations learning. Our contributions can be summarized
as follows:

– We propose transforming the multi-label emotion prediction into a natural
language generation paradigm that considers label correlations and make full
use of the existing generative PLM.

– We utilize label prompts to capture label information that helps our model
better predict emotion labels.

– We propose an extended contrastive loss to obtain Correlation-based Label
Prompts, which makes our model be aware of correlations modeling in encod-
ing side.

– Experiments show that our proposed methods are effective and achieve com-
petitive results on two widely-used datasets.1

2 Related Work

Emotion Prediction. Emotion prediction is an important branch of senti-
ment analysis and opinion mining in natural language processing (NLP) com-
munity [18–22]. Early works employ emotion lexicons for emotion multi-label
classification [7,23]. This method constructs emotion lexicons to tackle emotion
classification tasks, while most lexicons cover few domains, which restricts its
performances on the short informal text like tweets. Besides, words may convey
different emotions in different context [24], which results in mismatch problems
with this approach. With the presence of the Transformer-based pre-trained lan-
guage models, e.g., BERT [25], have been successfully employed in multi-label
emotion classification task [1,26].

Similar to our work, Fei et al. (2020) [9] and Huang et al. (2021) [11] tackle
multi-label classification problem in Seq2Seq manner. Fei et al. (2020) propose
a Latent Memory Network based on the encoder-decoder framework that views
multi-label classification as a label sequence generation problem. Huang et al.
(2021) propose an LSTM-based Seq2Seq framework Seq2Emo to handle emo-
tion classification and consider emotion correlations implicitly in decoding stage.
1 Code is available at https://github.com/yychai74/Generative-MultiEmo.

https://github.com/yychai74/Generative-MultiEmo
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Fig. 2. The overall framework. The hidden representations of CLP are not used in
decoder. Particularly, the Label Correlation Contrastive Learning only depends on the
co-existence of labels and the distribution of emotions learned by CLP correctly reflects
the correlations among emotions with different polarities (cf. Sect. 5.3).

Different from these works, our goal is to generate a natural language sentence
rather than a label sequence, which makes full use of generative PLM.

Prompt Learning. Recently, prompt learning has become a new way to make
use of the masked language model (MLM) [27,28]. Through designing a dis-
crete prompt for specific downstream work, the MLMs can be fine-tuned to
solve various tasks by simply changing prompts, which does not require model
reconstructions. Besides, soft prompt (i.e., continuous prompts) [17] is utilized in
prompt-tuning where only the prompt parameters need to be trained. Inspired
by these works, we introduce label prompts into our framework. The prompts
are the same length as the label category size and trained with our model jointly.
The prompts would learn label representations during training step, and then
our model can take label prompts as references to better predict emotion labels.

Contrastive Learning. Contrastive learning aims to pull “positive” examples
together and push “negative” examples apart, which has been widely adopted
in the computer vision area [29]. Recently, supervised contrastive learning has
been employed to tackle many NLP tasks. Suresh and Ong (2021) [30] introduce
a weighted contrastive loss to help model better classify indistinguishable labels
in fine-grained classification tasks. In this paper, we propose an extended con-
trastive loss that aims to incorporate emotion label correlations into the label
prompts training stage.
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3 Framework

3.1 Task Formulation

In our work, we solve multi-label emotion prediction task in a generative manner.
Given a sentence X, we aim to generate a template-based natural sentence Y
that contains all predicted emotion labels with our model. If the model generates
a sentence with wrong templates or emotions that are beyond the label set, the
predictions would be abandoned.

We utilized a template sentence T, “The emotion ai is expressed in this sen-
tence.” to construct the target sentences, where ai is the label the instance X
possesses. For multi-labeled instances, we first transfer labels into multiple sen-
tences with template T, then we concatenate them with a pre-defined separation
token [SSEP] in the order of labels to obtain the target sequence Y .

3.2 Encoder

Given an input sentence X, we obtain its token embedding matrix En through
the internal embedding lookup matrix of PLM, where En ∈ R

n×d, d denotes the
hidden dimension of the encoder and n is the tokenized length of sentence X.
Then we concatenate label prompts Pl with En:

E = Concat(Pl,En) (1)
where Pl ∈ R

l×d and l denotes the size of emotion categories2 of the dataset.
The label prompts are trained jointly to learn emotion label representations

and the label correlations would be incorporated into label prompts with the
usage of our proposed contrastive loss. Then the vectorized word representations
are fed into an encoder to obtain the context-sensitive representation:

Henc = Encoder(E) (2)
where Henc ∈ R

(l+n)×d. With the help of self-attention mechanism [31], the
correlation-based label information is naturally integrated into the hidden rep-
resentations of the sentence X.

3.3 Decoder

At the inference stage, the hidden representations obtained from the encoder are
fed to the decoder via cross-attention layers. Noteworthily, we do not feed the
label prompts to the decoder as in Fig. 2, which will be discussed in Sect. 5.5.

The decoder generates template-based natural sentences in an auto-regressive
manner. At the c-th time step, the hidden representations and previous outputs
y<c are applied to compute the decoder outputs:

Hdec
c = Decoder(Henc

l: , y<c) (3)

2 We do not use the tokenized label token size in this work, so as to ensure that the
model focuses label prompts on label level rather than token level.
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where l is the size of emotion categories and Henc
l: denotes the hidden represen-

tations with label prompts peeled. To obtain the probability for the next token
in the vocabulary set, the softmax function is utilized:

P (yc|y<c,Henc
l: ) = Softmax(W THdec

c + b) (4)
W ∈ R

d×|V| maps decoder outputs Hdec
c to a logit vector which can be used

to compute probability distribution over vocabulary set, and |V| represents the
vocabulary set size of PLM. W and b are all learnable parameters.

3.4 Training

Label Correlation Contrastive Loss. The Supervised Contrastive Loss
(SCL) makes the representations of samples belonging to the same class stay
closer [32,33]. For an instance xi, the positive set among batch B is given by
P = {p|yp = yi, p �= i}, where yi is the label of xi. Let I denotes the indexes of
examples in training batch B, then the Supervised Contrastive Loss over batch
B is defined as:

LSCL
B =

k∑

i=1

−1
|P|

∑

p∈P
log

exp(hi · hp/τ)∑
b∈I,b �=i exp(hi · hb/τ)

(5)

where k is batch size, hi is the representation vector of xi obtained from an
encoder and τ is temperature hyper-parameter.

However, the SCL brings representations of samples in the same class closer
together, which is inconsistent with our goal of label correlations modeling. In
this case, we extend the aforementioned contrastive loss to enhance label prompts
learning with the awareness of label correlations. We aim to train two label
representations closer if the two label co-exists with a higher probability. Our
proposed supervised Label Correlation Contrastive Loss (LCCL) is defined as:

LLCCL
B =

l∑

i=1

−1
|P|

∑

p∈P
log

exp(ei · ep/τ)∑
p∈P exp(ei · ep/τ) +

∑
n∈N exp(ei · en/τ) + ε

(6)

In Eq. 6, l is the label category size of the dataset, ei denotes the normalised label
prompt of label ai

3. The positive set P contains the indexes of co-existed labels
with label ai in training batch B, and the negative set N contains the indexes of
labels that never co-existed with ai in the overall train set. The hyper-parameter
ε is to ensure label prompts can be correctly trained when N = ∅.

Here, unlike Suresh and Ong’s work [30] that introduces extra weights, we
model different label correlations in LCCL implicitly since two label embeddings
are pushed closer based on their co-exist frequency. In this case, label correlations
are incorporated into label prompts learning so that our model can better handle
multi-label emotion prediction task with the help of the CLP.

3 The label prompt index are aligned with the emotion label order in corresponding
dataset.
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Generative Loss. The cross-entropy loss between the output sentence and the
target template sentence is used to optimize the PLM:

LCE = −∑m
c=1 log P (yc|y<c,Henc

c ) (7)
where m denotes the length of target sentence.

Finally, the overall generative framework is optimized using the combination
of cross-entropy loss and our proposed LCCL:

L = (1 − α)LCE + αLLCCL (8)
where α is a hyper-parameter to balance the two parts of the loss function.

Table 1. Data statistics. Emo. is the numbers of emotion categories. Multi. denotes
the percentage of multi-labeled sentences. Avg.Len. is the average length of sentences.

Dataset Train Dev Test Emo. Multi. Avg.Len.

GoEmotions 43,410 5,426 5,427 28 16.2% 12.82

SemEval 2018 6,838 886 3,259 11 86.1% 16.04

4 Experiments

Dataset. We conduct our experiments on GoEmotions [1] and Semeval 2018
Task 1 [2] datasets. The details of the two datasets are shown in Table 1. Par-
ticularly, we utilize neutral to generate template-based sentences for those non-
labeled instances in Semeval 2018 dataset, and all predictions that include neu-
tral are restored to original label in the evaluation stage.

Baselines and Metrics. Since GoEmotions is a newly released dataset, we
include Seq2Emo results reported by Huang et al. (2021) [11] and BERT
results reported by Demszky et al. (2020) [1]. Seq2Emo is a Seq2Seq model
to tackle multi-label classification problem, and label correlations are leveraged
in decoding stage. Additionally, Huang et al. report results of BR and CC with
their implementations, which are also included for comparison. For SemEval 2018
dataset, we compare our model with following baselines: NTUA-SLP [7] trains
a two-layer LSTM network where a large amount of external emotion lexicons
are used. DATN [6] employs dual attention mechanism to encode tweets into
features. Zhou et al. (2020) [26] introduce an emotion network (EmNet) that
can alleviate the domain mismatch and emotion ambiguity problems of using
external lexicons, and we obtain BERT and EmNet+BERT results from this
paper. We include SGM results from [11] additionally. Besides, Seq2Emo also
reports results on SemEval 2018 dataset. We follow former works [2,11,26], using
Micro F1 (MiF), Macro F1 (MaF) scores, and Jaccard Index (Jacc) to measure
the model performances. The results are averaged over 5 runs.

Experiment Setting. We adopt T5-base [15] from Huggingface Transformers4

as the backbone framework. Besides, we also employ T5-large for further com-
parison and all the BERT mentioned in baselines are base version. The learning
4 https://huggingface.co/.

https://huggingface.co/
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rate is set to 4e−5, the batch size is set to 16 and our model is trained for 20
epochs where early stopping strategy is utilized. The hyper-parameter α and
ε are set to 0.1 and 0.01 respectively. The temperature parameter of LCCL is
found to be 0.3 for GoEmotions and 0.07 for SemEval 2018. Label prompts are
randomly initialized and the dimensions are the same as the hidden size of T5.
The beam sizes are set to 3 for GoEmotions and 2 for SemEval 2018.

5 Results and Analysis

5.1 Main Results

The results on GoEmotions are shown in Table 2. The first observation we
can find is that our proposed model surpasses all baselines on three metrics,
and T5large makes further progress. Compared with the state-of-the-art model
Seq2Emo with BERT encoder, our model gains 1.03 more scores on Micro F1
and much more consistent improvement on Macro F1 (+4.48 scores), Jaccard
Index (+5.11 scores). This proves the significance of our proposed generative
multi-label prediction model.

Table 2. Results on GoEmotions
dataset. Best results except T5large

are shown in bold and the results of
T5large are underlined. † and ‡ means
the result is significant with p < 0.01
and p < 0.05 compared with T5base

respectively. ∗ denotes results obtained
by our implementations.

Model MiF MaF Jacc

BERT – 46.00 –

BR 58.21 45.38 52.76

CC 58.38 43.92 55.61

Seq2Emo 59.57 47.28 53.79

Seq2Emo+BERT∗ 59.96 49.04 54.45

T5base 60.52 51.43 59.08

T5base+CLP 60.99‡ 53.52† 59.56‡
T5large+CLP 61.32† 53.78† 59.73†

Table 3. Results on SemEval 2018 dataset.
The notations are the same with the left
table.

Model MiF MaF Jacc

SGM 55.11 – 45.14

NTUA-SLP 70.10 52.80 58.80

DATN – 54.40 58.30

BERT 70.10 53.00 58.00

Seq2Emo 70.02 51.92 58.67

Seq2Emo+BERT∗ 70.52 53.48 59.03

EmNet+BERT 71.60 56.50 59.60

T5base 70.95 55.62 60.24

T5base+CLP 71.34‡ 55.84 60.80‡
T5large+CLP 71.86† 57.39† 61.41†

Table 4. Generation using different templates on GoEmotions.

Templates MiF MaF Jacc

The emotion ai is expressed in this sentence 60.99 53.52 59.56

It expressed emotion ai 60.61 52.75 59.25

It is clear that the emotion ai is expressed in this sentence. 60.66 52.49 59.16

No template, directly output labels 60.40 52.05 58.81
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Fig. 3. Visualization of the label prompts on GoEmotions, where orange, green and
gray colors correspond with positive, negative and ambiguous emotions respectively.
(Color figure online)

As for SemEval 2018 dataset, we show our results in Table 3. Our model
achieves state-of-the-art performance on Jaccard Index score and slightly lower
but competitive results compared with EmNet. One possible reason is that the
SemEval 2018 dataset has fewer training data so that label prompts cannot
learn heuristic label representations during training. In this case, CLP does not
bring that great improvements as the GoEmotions dataset. Particularly, T5large
achieves the state-of-the-art results, verifying the potential of generative multi-
label emotion prediction.

We conduct paired t-tests and ablation studies to validate the contributions
of CLP to our framework, and the results are shown in Table 2 and Table 3.
We can notice that the CLP brings significant performance increases on both
datasets, which verifies the effectiveness of CLP in multi-label emotion predic-
tion. Besides, even the T5base outperforms the BERT-based Seq2Emo on two
datasets. Further, CLP brings 4.1% Macro F1 score improvement on the more
fine-grained GoEmotions dataset, indicating our model can better predict emo-
tion labels that less occur in the dataset with the help of label information
contained in the CLP.

5.2 Effect of Natural Language Template

To further analyze the effect of templates to our model, we train our model using
different templates, and the results are shown in Table 4. We can observe that
different templates make differences in the performance of our model, which is
consistent with findings of Liu et al. (2021) [14] and Gao et al. (2021) [28]. Addi-
tionally, we also train our model to generate label sequences as SGM and achieve
the worst performances on GoEmotions dataset, which verifies the advantage of
natural language generation compared with generating label sequences.
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5.3 Effectiveness of Contrastive Learning

We perform visualization of the CLP and non-LCCL-used pure label prompts
learned on GoEmotions using t-SNE to disclose the effectiveness of contrastive
learning. As seen in Fig. 3, we scatter each learned label representation with
corresponding color based on the sentiment polarity provided in [1] officially.
It is obvious that label representations trained with LCCL own stronger label
correlations. The emotions in Fig. 3(a) scatter randomly, whereas the positive
and negative emotions cluster with emotions in the same polarity in Fig. 3(b),
which is consistent with the intuitive conclusion mentioned in Sect. 1. Besides,
ambiguous emotions and neutral fall in reasonable places in Fig. 3(b), e.g., real-
ization is closer to positive emotions whereas curiosity stays closer to negative
emotions.

5.4 Predictions on Different Emotion Label Numbers

We further investigate the predictions of our model for sentences with different
numbers of labels, as shown in Table 5. First, the performance on single-labeled
sentences is improved, which verifies the helpfulness of the CLP in providing
emotion label information during prediction. Then, the CLP enhances the ability
of multi-label emotion prediction of our model, indicating that label correlations
are highly considered in our model.

Table 5. Jaccard Index score of T5base and T5base+CLP on sentences with different
numbers of labels.

GoEmotions SemEval 2018

Number of Labels: 1 2 ≥ 3 1 2 3 ≥ 4

T5base 61.84 42.72 34.28 34.70 66.55 66.21 52.33

T5base+CLP 62.54 43.68 34.43 35.41 67.26 66.58 53.52

5.5 Should CLP Be Used in Decoder?

Table 6. Results with using CLP in
decoder.

MiF MaF Jacc

GoEmotions 60.99 53.52 59.56

w. CLP 60.69 51.93 59.11

SemEval 2018 71.34 55.84 60.80

w. CLP 70.75 55.69 60.14

After obtaining the hidden representa-
tions from encoder, only the encoded
token representations are used in decoder
via cross-attention layer. One may natu-
rally ask the follow question: If the CLP
are used in decoder, how does the perfor-
mance become? We evaluate such hypoth-
esis using the experiment shown in Table 6
and find that the results get hurt for both
datasets. Despite the CLP are learning
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“label-like” representations [17], they are not any true token embeddings in T5
(i.e., not actual tokens in the vocabulary set of T5 ) and thus do not contain any
text meaning. In this case, using CLP that do not own practical text meaning
has an adverse effect on text-to-text based generation in T5. Therefore, the CLP
should not be used in the decoder.

6 Conclusion

In this work, we propose a generative framework to tackle multi-label emo-
tion prediction, where we introduce Correlation-based Label Prompts (CLP) via
prompt learning and contrastive learning. Experimental results on two datasets
show that our model outperforms 7 baselines on two datasets significantly and
further experiments prove the advantage of template-based language generation
compared with generating label sequence. Besides, our model is identified that
label correlations are effectively incorporated in the encoding side, which helps
our model predict multi-labeled sentences more efficaciously.
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