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Preface

This book includes extended and revised versions of a set of selected papers from the 10th
International Conference on Smart Cities and Green ICT Systems (SMARTGREENS
2021) and the 7th International Conference onVehicle Technology and Intelligent Trans-
port Systems (VEHITS 2021), held during April 28–30, 2021, as web-based events, due
to the COVID-19 pandemic.

SMARTGREENS 2021 received 32 paper submissions from 14 countries, of which
28% were included in this book.

VEHITS 2021 received 108 paper submissions from 34 countries, of which 11%
were included in this book.

The papers were selected by the event chairs and their selection was based on a num-
ber of criteria that included the classifications and comments provided by the Program
Committeemembers, the session chairs’ assessment, and also the program chairs’ global
view of all papers included in the technical program. The authors of selected papers were
then invited to submit a revised and extended version of their papers having at least 30%
innovative material.

The purpose of the 10th International Conference on Smart Cities and Green ICT
Systems (SMARTGREENS 2021) was to bring together researchers, designers, devel-
opers, and practitioners interested in the advances and applications in this field of smart
cities, green information and communication technologies, sustainability, and energy
aware systems and technologies.

The purpose of the 7th International Conference on Vehicle Technology and Intel-
ligent Transport Systems (VEHITS) was to bring together engineers, researchers, and
practitioners interested in the advances and applications in this field. VEHITS focuses
on innovative applications, tools, and platforms in all technology areas, such as signal
processing, wireless communications, informatics, and electronics, related to different
kinds of vehicles, including cars, off-road vehicles, trains, ships, underwater vehicles,
or flying machines, and the intelligent transportation systems that connect and manage
large numbers of vehicles, not only in the context of smart cities but also in many other
application domains.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research on smart cities, green ICT systems, vehicle technology,
and intelligent transport systems including

– frameworks and services for energy-efficient smart cities and smart buildings under
different climatic conditions andhazards such as strong rainfall or public safety threats,
and

– intelligent and connected vehicles in combination with data analytics involving deep
learning technologies, communication technologies, and others.
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Designing Air Quality Monitoring Systems
in Smart Cities

Andrea Marini1(B), Patrizia Mariani2, Massimiliano Proietti1, Alberto Garinei1,2,
Stefania Proietti2, Paolo Sdringola3, Lorenzo Menculini1, and Marcello Marconi1,2

1 Idea-Re S.R.L., Perugia, Italy
amarini@idea-re.eu

2 Department of Engineering Sciences, Guglielmo Marconi University, Rome, Italy
3 ENEA Italian National Agency for New Technologies, Energy and Sustainable Economic

Development, Rome, Italy

Abstract. Handling pollution issues is one of the main challenges that cities
have to face nowadays. The reason is twofold. On the one hand the urban areas
are the main sources of emission of pollutants, which indeed are mainly related
with anthropogenic factors. On the other hand, cities, being the areas with higher
densities of inhabitants, are the areas where the impact of pollution on human
health is more important. The main effects of high values of pollutants on human
health regard respiratory apparatus, cardiovascular system and neurological sys-
tem. Evidence shows that there are connections between the spread of viruses and
environmental pollution. Thus, urban monitoring of pollutants is crucial, since it
is the preliminary and necessary step to elaborate and then perform actions aimed
at reducing pollution in order to safeguard citizens’ health.

This study proposes amethod to design a low-cost urban air qualitymonitoring
system that canbe implemented in any small-to-medium-sized smart city.We focus
on the monitoring of atmospheric particulate matter (PM10 and PM2.5) since this
is one of the main sources of pollution and it is the one with strongest impact on
human health. The proposed method uses a combination of the AHPmulti-criteria
decision-making technique and of a cellular automatonmodel for the identification
of the most suitable positions for the monitoring sensors. Furthermore, the data
infrastructure architecture of the monitoring system is defined.

Keywords: Air quality · Urban monitoring · LoRaWAN · Sensors · AHP ·
Cellular automata · ODL · Smart city

1 Introduction

The improvement of economic, industrial and demographic conditions has led to better
quality of life for human beings. However, such a development has also had some major
drawbacks on the environment, most notably a deterioration of air quality. The latter
is deeply affected by anthropogenic factors: traffic, industrial processes and domestic
heating are among the main sources of air pollution [1].

© Springer Nature Switzerland AG 2022
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Four factors can be identified as the main air pollutants, as stated by the World
Health Organization (WHO). They are particulate matter (PM10 or PM2.5), sulfur diox-
ide (SO2), nitrogen dioxide (NO2) and ozone (O3). When the concentration of these
pollutants reaches high values, human health is put at risk and the emergence of clin-
ical problems, such as respiratory, cardiovascular or neurological pathologies can be
witnessed [2]. Moreover, the balance of ecosystems is at stake [3].

In 2016, the WHO has reported that 91% of the global population was living in
places with air quality levels below the minimum threshold indicated in the guidelines.
Moreover, 4.2 million people died worldwide in the same year due to air pollution. It
has been argued that reducing particulate matter from 70 to 20 μg per cubic meter can
cause a 15% reduction in mortality, together with a lower incidence of diseases [4].

The effects of pollution on the respiratory system were investigated in [5]: the find-
ings indicated that ozone and particulate matter play an important role in the onset
of cardiopulmonary diseases, with children being the most sensitive to such pollution-
induced effects. Indeed, a greater amount of respiratory tract dysfunctions was found in
children with long-term exposure to high pollution in a study conducted in India, com-
paring 265 children from two cities [6]. Moreover, the role of pollutants – especially
particulate matter - in contributing to the spread of viruses has been established. For
example, during days of Asian dust storms a higher concentration of the Avian Influenza
Virus was found in the air; it is known that in such periods the concentrations of PM10
and PM2.5 are also increased. Thus, dust storms play an important role in transporting
viruses at long-range [7].

In the wake of the SARS-CoV-2 virus spreading – which caused the Covid-19 pan-
demic – a number of studies evaluated the contribution of high levels of pollution in
spreading the disease, together with their consequences on the degree of severity of the
disease and on its mortality rate. Covid-19, which is in many respects similar to the
severe acute respiratory syndrome (SARS) of 2002, had its outbreak in Wuhan, China
in December 2019 and subsequently spread throughout the world. Italy recorded its first
cases of infections in February 2020 in the Lombardy andVeneto regions, in the northern
part of the country.

A correlation was hypothesized in March between air pollution and the spread of the
SARS-Cov-2 virus, with an important position paper written by experts of the Italian
Society of Environmental Medicine (SIMA) and other researchers from Italian uni-
versities [8]. By analyzing daily concentrations of PM10 and daily recorded cases of
Covid-19 in each Italian province, the authors found a significant relationship between
high concentrations of PM10 exceeding the thresholds, in the period February 10th -
February 29th 2020, and the number of COVID-19 cases up to March 3rd, taking into
consideration a typical latency time of 14 days for the diagnosis of the disease. Shortly
afterwards, SIMA also claimed to have found SARS-CoV-2 in particulate matter by
having extracted its RNA [9]. This was the outcome of three weeks of data collection
(February 21st–March 13th 2020), resulting in 34 samples of PM10.

Samples were collected in industrial sites in the Bergamo province. A confirmation
of the results came from 12 samples for the three genes E, N, RdRP used as molecu-
lar markers. As stated by the European Public Health Alliance, people living in cities
having high concentrations of pollutants turn out to be more exposed to Covid-19 and
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associated risks. This was first hypothesized according to statements made by the Euro-
pean Respiratory Society (ERS), asserting that chronic lung and heart diseases caused
by long-term exposure to low quality of air reduce the ability to fight lung infections,
including also Covid-19.

A study on SARS data also supported this hypothesis [10]. According to this study,
people living in areas with moderately high pollution index show an 84% higher chance
of dying as compared to people living in regions with a lower index. Differences as
small as one microgram in the PM2.5 average concentration have been proved to be
able to increase the mortality rate of Covid-19 by 11% in the long term [11, 12]. Such
conclusion was reached by comparing the level of particulate matter in 3089 American
counties and deaths due to Covid-19 up to June 18th, 2020, examining several variables,
among which: weather, population size, hospital beds, socioeconomic and behavioral
conditions. Moreover, an Italian study [13] addressed the role of chronic exposure to
air pollutants: by considering the values of NO2, PM2.5 and PM10 recorded in Italy in
the last four years, northern Italy was seen to have been continuously exposed to high
levels of atmospheric pollution, and a correlation was found between pollution data and
Covid-19 cases for 71 provinces.

It appears therefore evident how the monitoring of air pollution plays a fundamental
role in improving wellness and human health. In order to assess levels of pollution and,
when appropriate, propose solutions to avoid a negative impact on the environment and
human health, it is often crucial to monitor air quality through data collection [14]. The
measurement points should be chosen so that the area’s air quality is well represented.
To this end, it is also crucial to identify source points such as industrial sites [15].

In [16] it was spelled out how to find the locations of two air quality monitoring
stations in urban and rural areas by employing two techniques. These are the Analytic
Hierarchy Process (AHP) and Elimination Et Choix Traduisant la Realité III (ELECTRE
III). Seven criteriawere considered tomake this possible: pollution levels, security, avail-
ability of electricity, collaborations, staff support, easy access, distance. Remarkably,
both the AHP and ELECTRE III method have identified the same positions.

In [17] the area under investigation was split into a grid, where each cell corresponds
to a possible location for the air quality monitoring network sensor. Following the AHP
method, a pairwise comparison fuzzy matrix was filled in and a score was then assigned
to each location with respect to the following criteria: air quality, location sensitivity,
cost, population sensitivity and population density. The optimal sensor locations were
defined through the values derived from the FuzzyAnalyticalHierarchy Process (FAHP),
in addition to considering the representativeness of the given area. The FAHP method
was also employed to assess the atmospheric environmental quality in five different
cities in China [18]. The results obtained with an index system turned out to be better
than using the standard air pollution index.

A mathematical model able to simulate environmental phenomena varying over
space and time is given by the Cellular Automaton. In [19], the pollution flow was
modelled and simulated using a Cellular Automaton over an area of 3x3 km. They
considered a variable number of sensors, and the status of each cell was updated by
considering pollution levels and wind action. In [20] the propagation of air pollution
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was modelled with Cellular Automata and considering three factors: gravity, diffusion
and wind transport.

Another interesting direction was taken in [21] where Cellular Automata were com-
bined with Artificial Neural Networks to assess the methane atmospheric dispersion in
2D. More in detail, Cellular Automata were employed to make space-time simulations,
while Neural Networks for making predictions.

In this work, following our previous research [22], we define the design of an urban
monitoring system for air quality that can be adopted in smart cities. To do this we
focus on two points: 1) engage the typical stakeholders of a smart city as government,
suppliers, experts, scientists, entrepreneurs and citizens; 2) develop a data infrastructure
architecture that can interconnect, manage sensing and control systems such air-quality
monitoring [23].

The goal is to improve the assessment of atmospheric pollution levels, enabling those
who are in charge of ensuring good air quality to take suitable actions and thus limit
the spread of Covid-19 and other diseases. Our methodology considers the main anthro-
pogenic sources of air pollution and can be applied to a smart city by taking into account
its specific urban structure; moreover, themethod benefits from the direct involvement of
citizens, who participate in the process by answering specific questions that help identi-
fying the most relevant sources of air pollution. The system takes into account the needs
of a smart city about leveraging information from control and monitoring infrastructures
[24].

2 Theoretical Background

In this section, we briefly review the main technical tools employed in this paper to
locate sensors for monitoring the smart city air quality. More in detail, we introduce first
the Analytic Hierarchy Process (AHP), then Cellular Automata (CA) and Opera-tional
Data Layers, which are crucial for preparing the ground for a smart city.

The AHP is a technique useful when dealing with complex decision processes, de-
veloped by T. L. Saaty in the 1970’s. See [25] or [26] for reviews of the AHP method. In
this paper, AHP is employed to define the initial positions of the sensors. As we will see
in the following, we aim at creating a LoRaWAN network where six sensors are placed
in six different positions, chosen among twelve different possibilities by means of AHP.
The initial configuration for the sensors is then refined using Cellular Autom-ata (CA),
defining a probability of transition to a different position given the level of pollution in
the neighbourhood of the sensors.

TheoperationalDataLayer (ODL)basedonNoSQLdatabases provides aflexible and
scalable solution for high volume unstructured data collected by smart city monitoring
and control systems.

2.1 Analytic Hierarchy Process

As we said before, AHP is a multi-criteria decision-making technique. Its strength relies
on the fact that most decision problems can be broken down in smaller components
which, in turn, can be analyzed independently.
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In particular, in AHP every decision problem can be modelled as a hierarchy, made
of three levels:

• the goal, that is the objective driving the decision problem;
• the alternatives, namely the different options available for the final decision;
• the criteria, namely the standards by which the alternatives are evaluated with respect
to the goal.

For some problems it might be necessary to define also sub-criteria, adding layers of
complexity. The basic structure of the AHP method is, of course, unchanged. The three
levels above (or more, if we define sub-criteria associated with each criterion) define the
hierarchy of any AHP problem. Let us now show why such a structured framework is
useful when analyzing decision problems.

We define a set of pairwise comparison matrices for the criteria (and sub-criteria,
if present) and alternatives. Specifically, assume that we have n alternatives for a given
goal. We define the matrix of pairwise comparison among the alternatives with respect
to a given criterion as

A = {
aij

}
, (1)

where i, j = 1, . . . , n.Here, aij tells us how the i-th object (alternative in this case) com-
pares to the j-th object according to a given criterion. For example, if the i-th alternative
is as important as the j-th alternative for a given criterion we will have aij = 1, while if
the i-th alternative is more important than the j-th alternative we will have aij > 1. The
same procedure is carried out at the level of criteria. This means that in AHP we should
fill in a pairwise comparison matrix for the criteria as well. The dimension of such a
matrix is, of course, equal to the total number of criteria.

To have consistent judgments, the following rule, known as multiplicative consis-
tency, should be respected when filling in a pairwise comparison matrix:

aik = aij ajk , (2)

for any i, j, k = 1, ..n. The last equation, in turn, implies that aij = 1/aji for any
i, j = 1, 2, ..n. This last condition is simply telling us that any pairwise comparison
matrix should be reciprocal, as we would expect when making comparisons between
pairs.

So far, we have not said anything about what scale we should adopt to make pairwise
comparisons. In other words, one obvious question is: what values can the aij’s take on?
The first and most widely used scale is the Saaty’s 1 − 9 scale, see Table 1.

Once a pairwise comparison matrix is given, according to the AHP method we
should compute the priority vector, i.e. the vector whose components are the priorities
associated with the different alternatives. The priority (or weight) vector, which we call
w, is found by solving the following eigenvalue equation,

A • w = λmaxw (3)

whereλmax is the largest of the eigenvalues ofA. In fact, it can be shown that if thematrix
A is consistent, it has only one non-zero eigenvalue which is equal to n, the dimension
of A.
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Table 1. The fundamental scale for pairwise comparison (from [22]).

Intensity of importance Definition

1 Equal importance

2 Weak importance

3 Moderate importance

4 Moderate plus importance

5 Strong importance

6 Strong plus importance

7 Very strong importance

8 Very, very strong importance

9 Extreme importance

Given that it is, in general, very hard to have consistent matrices, various indices
assessing consistency have been proposed. For instance, the Consistency Index (C.I .),
defined as

C.I . = λmax − n

n − 1
, (4)

measures how much λmax differs from n. It is somewhat accepted that if the C.I . is less
than 10%of the Random Inconsistency (R.I .) for a randommatrix of the same dimension
(), the original pairwise comparisonmatrix is considered sufficiently consistent (Table 2).

Table 2. Random Inconsistency index for matrices of different dimensions (from [22]).

n R.I . n R.I .

1 0.00 6 1.24

2 0.00 7 1.32

3 0.58 8 1.41

4 0.90 9 1.45

5 1.12 10 1.49

How do we compute the weights in Eq. (3)? We can, of course, apply standard
methods in linear algebra. However, any standard procedure is not free of inconsistency
inAHP (for instance a right-eigenvector is not a left-eigenvector). In the literature, several
other (equivalent, in the case of consistent matrices) methods have been proposed. One
of the most widely used methods relies on the fact that, for nearly consistent matrices,
the discrepancy from a fully consistent matrix is log-normal distributed. In that case, the
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weights are computed from the pairwise comparison matrix in the following manner,

wi =
(∏

j
aij

)1/n

. (5)

Finally, from local priorities we should compute the global priorities, taking into
account the weights of all criteria [27]. If we denote by lij the local priority (weight) of
the alternative i with respect to the alternative j and by wj the weight of the j-th criterion,
we find that the global priority for the i-th alternative is

pi = �n
j=1wjlij (6)

It is possible to normalize the pi such that �n
i=1pi = 1.

We now move on to describing some basic features of cellular automata.

2.2 Cellular Automata

A cellular automaton [28] is a discrete model of computation firstly introduced by J. von
Neumann in 1947 and then further sharpened by others, most notably by J. H. Conway
in his “Game of Life” in 1968.

In brief, Cellular Automata (CA) consist of a regular grid of cells, each initialized in
some state, such as on and off. The grid can be of any dimension. In other words, we can
think of a cellular automaton as a d-dimensional lattice of bits (or even a more general
finite set of variables). An initial state (say at time t = 0) is given by assigning a state
to each cell. The state is then updated (say advancing t by 1) according to some fixed
rules which determine a new state for the system. More precisely, the update of a given
cell state is obtained by considering the state of the neighboring cells. It is customary to
have the same rules for each of the cells, and these rules stay the same over time.

The neighborhood of a cell consists of the set of its adjacent cells. The two most
common types of neighborhoods are the von Neumann and Moore ones. The former is
made of the four orthogonally adjacent cells, for a total of five cells including the original
one, while the latter includes the von Neuman plus the diagonally adjacent cells, for a
total of nine cells including the original cell. In this paper, we will focus on the Moore
neighborhood, as we explain in Sect. 3.

One of the reasons for which CA are fascinating systems and have found applications
in areas like physics or biology is that they often provide a fertile frameworkwhere highly
complex behaviors emerge from very simple systems.

Jumping a little ahead (see Sect. 3), we use CA to better refine the initial position
assigned to each sensor. The rule for updating whether a cell should contain a sensor
or not is given in terms of transition probabilities, determined starting from the level
of pollution of the Moore-neighboring cell. We give a thorough explanation on how to
carry this out in the next section.

2.3 Operational Data Layers

The data generated by smart city services are produced continuously, in large quantities
and unstructured formats. Databases are often inadequate to store these data due to the
model connection, slow processing speed and costs of storage expansion [29].



10 A. Marini et al.

The term NoSQL (Not Just SQL) refers to database technologies that are not bound
to obey stringent relational model constraints. NoSQL databases are highly scalable,
essentially because they do not display the typical properties of the relational models,
such as ACID transactions.

There exist different types of NoSQL databases: key-value, column-oriented, graph,
document:

• Key-Values Stores: these databases store data in pairs (key, value) within simple and
independent tables. Only the keys represent a searchable parameter within a database.

• Documents Database: they store and manage data through documents, generally in
standard data exchange formats such as JSON, BSON, XML. The number and type
of attributes can change from line to line within a document. Both keys and values
are searchable parameters within a database.

• Column Stores: data is stored in columns where each row identifies a specific record.
• Graph Databases: in this framework, relational tables are replaced by graph structures
where the nodes represent specific entities, and the edges are the relations between
the nodes. Properties are generally expressed by pairs (key, value). The peculiarity of
these databases relies on the connections between entities.

A solution based on Operational Data Layer (ODL) is studied in this paper. An ODL
is an architectural scheme that integrates and organizes data of an organization residing
in different systems. It also makes the data available to applications for data analytics,
artificial intelligence, visualization, and so on. The ODL provides Data-As-Service by
collecting data from different organization sources and organizing them in one place so
that they can be used, through API for example, without the need for changes every time
a new feature has to be added.

3 Results

3.1 Sensor Positioning Through AHP and Cellular Automata

We apply our considerations to the town of Santa Maria degli Angeli (43°03′32′′N
12°34′41′′E), a part of the Municipality of Assisi (Italy), which has 8470 inhabitants.
It represents one of the most visited destinations in the region, especially because of
the presence of many important religious sites. The area has undergone important urban
developments in recent years. It is now equipped with the services needed for residential
settlement and, moreover, with industrial activities. Industrial activities are located in the
south-west region, while a foundry is located in a populated area. Industrial activities,
along with traffic and home heating, are the main sources of pollution, see Fig. 1.

The initial configuration of the sensor network for monitoring the air quality is found
by means of the AHP method. The goal, namely the objective, of the AHP corresponds
to finding the most appropriate locations for the sensors. The criteria for determining
the positions are home heating, road traffic and presence of industrial activities. The
alternatives, namely the potential sensor positions, are shown Fig. 2. See also Fig. 3 for
the full AHP problem structure. The positions for the sensors are twelve in total, and
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Fig. 1. View of the study area (from [22]).

Fig. 2. Potential positions of the air quality monitoring sensors in the study area (from [22]).

Fig. 3. AHP hierarchy for the selection of sensor positions for the case study (from [22]).
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have been chosen to lie on the barycentric points of the urban sectors. The latter are
determined by considering the road network structure of the given area, see Fig. 2.

In AHP, usually, pairwise comparison matrices and the resulting priorities are pro-
vided by individuals or group of people. In the present study, we opted for a mixed
approach. We set up a participatory process, where citizens were engaged through a set
of questionnaires in order to determine the relative weights of criteria, along with more
objective methods to evaluate the optimal sensor positions.

In the questionnaire, we asked citizens to indicate what, among traffic, home heating
and industrial activities, would be the main source of pollution in the given area. Also,
citizens were asked to fill in pairwise comparison matrices among criteria using the
Saaty’s 1–9 to scale, according to standard AHP method. The questionnaires, of course,
were kept anonymous and distributed to a heterogeneous set of people, living in the area,
of different age and gender.

We collected 38 questionnaires, 19 from males and 19 from females who had lived
in the area for more than 10 years. Eventually, we found that 25 of the 38 questionnaires
pointed out industrial activities as the main source of pollution, 13 were more inclined
to think that traffic is the main source of pollution and 0 indicated home heating as
the main cause for pollution. We then used the geometric mean to aggregate the results
of the questionnaires. When non integer weights come out of the geometric mean, we
approximate to the closest integer number. It was found that industrial activities have
very, very strong importance (value 8 in the Saaty’s scale) as compared to home heating
and strong importance (5) compared to traffic. On the other hand, road traffic has a
very strong importance (7) with respect to home heating (Table 3). Given the pairwise
comparison matrix given in Table 3, the corresponding priority eigenvector is found to
be a three-dimensional vector with components: 0.0544 (home heating), 0.2331 (road
traffic) and 0.7125 (industrial activities). The C.I. (Consistency Index defined above) is
computed to be 0.12, more than 10% larger than the corresponding R.I. index. However,
given that it comes from a group decision process, it can still be considered acceptable,
and no review of the judgements is needed. This is essentially due to the fact that, in the
case of group decisions, three conditions should be met: symmetry, linear homogeneity
and concordance. The geometric mean allows to have all conditions verified.

The comparison among the twelve alternatives, as for the home heating criterion,
was carried out by considering the number of people living in a given area (alternative):
having more people results, in general, to a more substantial use of home heating. For
example, in sector B live more people than in sector L. The number of people living in
each sector was compared with that of the other sectors and pairwise comparisons were
made on this basis, giving weights in the fundamental scale. As for the road traffic, the
analysis was performed taking into account how each sector is enclosed by the main
roads. Again, a pairwise comparison matrix for the alternatives was filled in using the
fundamental scale of AHP.

In order to evaluate each of the twelve alternatives as regards the presence of indus-
trial activities, we took into account the average distances separating each sector from
the foundry and from the industrial area found in the south-west of the town. As for the
two previously considered criteria, the values to be included in the matrix were defined
objectively. Then, we calculated the eigenvector of each matrix and obtained weights
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Table 3. Matrix of pairwise comparisons of the criteria (from [22]).

Home heating Traffic Industrial activities

Home heating 1 1/7 1/8

Traffic 7 1 1/5

Industrial activities 8 5 1

for each alternative, connected to each criterion, with ensuing normalization. The con-
sistency of the matrices was checked, and all matrices turned out to be consistent; in
particular, the Consistency Indices (C.I.) were 0.1071, 0.099 and 0.1028, all below the
10% threshold for the Random Inconsistency (R.I.) value.

As the last step of the AHP method, hierarchical reconstruction was performed. For
each of the twelve alternatives, the products of local weights and weights of relative
criteria (see Table 4) were added. The six alternatives with the highest global weights
were dubbed F, G, H, J, K and L, and they specify the initial configuration of the
LoRaWAN network.

Table 4. Results of AHP for the localization of monitoring sensors (from [22]).

Sector Home heating (0.0544) Traffic (0.2331) Industrial activities
(0.7125)

Global weights

A 0.1710 0.0214 0.0141 0.0244

B 0.3174 0.0149 0.0114 0.0288

C 0.1315 0.0546 0.0434 0.0508

D 0.0364 0.0434 0.0114 0.0202

E 0.0251 0.0159 0.0411 0.0344

F 0.0800 0.0346 0.1290 0.1043

G 0.1034 0.2832 0.2008 0.2147

H 0.0156 0.0271 0.1515 0.1151

I 0.0482 0.0546 0.0674 0.0634

J 0.0431 0.0689 0.2008 0.1614

K 0.0156 0.1685 0.1017 0.1126

L 0.0127 0.2128 0.0275 0.0698

The present work is characterized by the use of cellular automata to establish the
actual position of the sensors for air quality monitoring. The automata are employed
to optimize the configuration produced by the AHP method, in view of finding refined
configurations that maximize the coverage of polluted areas. In order to do so, one
first defines the grid that should be superimposed to the study area, by specifying the
dimensions of the grid cells. For the case study under examination, we chose an 11 × 8
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gridwith cellsmeasuring 200×200m.Each cell is accompanied by twofold information:
the two variables record the presence or absence of a sensor and the level of pollution in
the given cell, respectively. The first variable is determined from the outputs of the AHP
method, while the second from the citizens’ answers in the questionnaires. The initial
state of the cellular automaton is specified by such information (Fig. 4). Then, transition
rules are assigned, employing Moore’s neighborhood (which included eight cells plus
one); these rules guide the system dynamics. The configuration at a certain step gives the
set of positions of the sensors in the grid, and at each iteration a sensor can either move
to one of the cells in its neighborhood or remain in its current position. The procedure
for determining whether and how the sensor moves is of stochastic nature and follows
these rules:

1. For the current sensor position and for all the other possible configurations at the
following step (that is, the eight cells in the neighborhood), calculate the coefficient
k of polluted areas coverage: this coefficient is given by the weighted sum of polluted
cells falling in the Moore neighborhood of the considered cell, with weights chosen
so that they decrease exponentially with distance from the central cell (that is, the
actual position of the sensor). The matrix of weights is:

⎡

⎣
0.24 0.37 0.24
0.37 1 0.37
0.24 0.37 0.24

⎤

⎦ (7)

2. Using the previously calculated coefficients of polluted areas coverage, and denoting
them as ki for a certain displacement i of a given sensor, a corresponding probability
pi is assigned to the displacement through the formula:

pi = eki
∑

i e
ki

(8)

3. Then, one determines the future position of the sensor by extracting it randomly
among the nine possibilities, each having a probability pi of being selected.

The new sensor configuration determined in this way must then be compared to the
previous one, so that it can be established whether the associated overall coverage of
polluted areas has improved. The overall coverage is computed by taking the sum of
the polluted areas coverage coefficients associated to each sensor, with the addition of
negative penalties whenever a pair of sensors lie in adjacent cells or in the same cell.
The rule for accepting a new configuration is that the global coverage must increase,
otherwise the configuration is rejected. In the case under study, the final positions of the
sensors determined by following this rule turned out to be different from the ones in the
initial state; the resulting configuration, ensuring a wider coverage of polluted areas, is
shown in Fig. 4.



Designing Air Quality Monitoring Systems in Smart Cities 15

Fig. 4. Evolution of sensor positions from the initial state (a) to the final configuration (b) through
the cellular automaton (from [22]).

3.2 Smart City Monitoring System and Control Architecture

In smart cities, monitoring and control systems must be interconnected and should gen-
erate databases so that the information extracted from them can be used to manage
infrastructures and services efficiently and in real-time. In this respect, also personal
devices should be part of the same sensing system: this is crucial to improve interactions
between services and citizens.

The design of a monitoring system for a smart city must include the development
of a data infrastructure that can integrate the various types of sensors and actuators, and
which can add new monitoring systems as they become available.

The architecture designed and developed for the collection,management and analysis
of data generated by monitoring and control systems of a smart city is shown in Fig. 5.

Fig. 5. Data architecture for smart cities monitoring and control systems.
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Salient features of the architecture are the following:

• The devices that contain the sensors and/or actuators require the presence of edge-
intelligence units for data processing (such as the execution of inference algorithms)
before being sent to the database.

• Communication between devices equipped with sensors/actuators and data storage
servers can take place both in synchronous and asynchronous mode. Asynchronous
communication is, in fact, preferable given the heterogeneity of the devices and the
tasks assigned to them.

• The ODL is based on a NoSQL database (in this case MongoDB). It has the speed,
scalability and flexibility suitable for managing monitoring systems and the devices
connected to them.

• The ODL communicates (both synchronously and asynchronously) with the vari-
ous data processing services (such as AI algorithms and data visualization dash-
boards). This approach allows for more flexibility, scalability and resilience of the
infrastructure.

As already mentioned, in a smart city, citizens can be integral part of monitoring
systems thanks to the use of their devices. Data infrastructures of a smart city must
know how to handle the possibility that a device is part of multiple monitoring systems.
To meet this need, we developed a model where the measurements made by a sensor
at a certain time (or changes of state of an actuator) are recorded in the database as an
event. The time series of measurements of a monitoring system is made up of a set of
events. The same event can belong to multiple projects.

An event pool contains the events produced by the various systems, which are
recorded within a database collection (event collection). In Fig. 6 we show how the
logic just described works (Fig. 7).

Fig. 6. Data model logic.
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See the following diagram representing part of the model just described.

Fig. 7. Part of database schema.

This diagram describes essentially three documents:

• projectDocument: this document describes the project (i.e. the monitoring or control
system) and contains the information associated with it.

• deviceDocument: it describes the sensor or actuator employed (deviceType)
• eventDocument: it describes an event interpreted as a sensor reading or an actuator
status’ change (eventType). Data (readings/status) are stored in the eventData sub-
document. The information on the projects (eventProject) and the device that generated
it (deviceId) are linked to projectDocument and deviceDocument, respectively.

4 Conclusions

The focus of this paper has been the definition of a designmethod for an air quality urban
monitoring system allowing the assessment of pollution levels deriving from different
sources. We aimed at solving the following issues:

• identification of themost suitable positions for themonitoring sensorswithin the study
area;

• definition of the data infrastructure architecture.

The first point has been tackled by using a combination of the AHP multi-criteria
decision-making technique and of a cellular automaton model. The choice of using the
AHP as a first step is related to the nature of the problem, which involves different
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alternatives, namely the possible positions for the sensors, to be assessed with respect
to multiple criteria, i.e. the various sources of pollution.

The decision-making process involved the assessment of the citizens of the consid-
ered area: through questionnaires citizens were asked to fill in the pairwise comparison
matrices among the criteria, in order to determine the impact on air quality of the three
main sources of pollution. The results of the group decision led to the following scale:
industrial activities (0.7125), traffic (0.2331) and home heating (0.0544). Then, for each
criterium, the pairwise comparison matrix among the twelve sensor position alternatives
was built using the available data and considering the specific features of each urban
sector: number of inhabitants, exposure to very busy roads and average distance from
industrial activities.

The final global weights obtained through the hierarchical reconstruction allow to
determine the order of preference of the alternatives. The six sectors with highest weights
(F, G, H, J, K and L) are the ones where, according to the AHP model employed, the
LoRaWAN sensors for urban monitoring of atmospheric particulate matter (PM10 and
PM2.5) should be placed. However, a further optimization of the sensors’ positioning
configuration was carried out, aiming at maximizing the global coverage of polluted
areas. This refinementwas implemented by defining a suitable cellular automatonmodel.
A grid over the urban area was drawn and a set of dynamical rules for the evolution
of the state (presence/absence of sensor) of the cells were defined. After letting the
system evolve according to this model, the positions of the sensors initialized in the
configuration determined by theAHPmethodwere corrected ensuring a greater coverage
of the polluted area. The final configuration achieved in this way is shown in Fig. 4b.

Finally, we provided a method for designing data architectures based on NoSQL
database (like MongoDB). This architecture can manage data collected from different
types of devices, including citizens smartphones. The logic behind the architecture allows
to gather, store, and analyze data that can be used in different projects at the same time.

Acknowledgements. We would like to thank the Municipality of Assisi for their collaboration.
The study presented in this paper is part of the PLANET project financed to Idea-re S.r.l. by
Regione Veneto (IT) POR FESR 2014–2020 Asse I Azione 1.1.1.

References

1. Samad, A., Vogt, U.: Investigation of urban air quality by performing mobile measurements
using a bicycle (MOBAIR). Urban Clim. 33, 100650 (2020)

2. Ghorani-Azam, A., Riahi-Zanjani, B., Balali-Mood, M.: Effects of air pollution on human
health and practical measures for prevention in Iran. J. Res. Med. Sci. 21(1), 65 (2016)

3. DeMarco, A., et al.: Impacts of air pollution on human and ecosystem health, and implications
for the national emission ceilings directive: insights from Italy. Environ. Int. 125, 320–333
(2019)

4. WHOwebsite. https://www.who.int/news-room/fact-sheets/detail/ambient-(outdoor)-air-qua
lity-and-health. Accessed 15 Sept 2021

5. Kurt, O.K., Zhang, J., Pinkerton, K.E.: Pulmonary health effects of air pollution. Curr. Opin.
Pulm. Med. 22(2), 138 (2016)

https://www.who.int/news-room/fact-sheets/detail/ambient-(outdoor)-air-quality-and-health


Designing Air Quality Monitoring Systems in Smart Cities 19

6. De, S.: Long-term ambient air pollution exposure and respiratory impedance in children: a
cross-sectional study. Respir. Med. 170, 105795 (2020)

7. Chen, P.S., et al.: Ambient influenza and avian influenza virus during dust storm days and
background days. Environ. Health Perspect. 118(9), 1211–1216 (2010)

8. Setti, L., et al.: Position Paper: Relazione circa l’effetto dell’inquinamento da particolato
atmosferico e la diffusione di virus nella popolazione (2020). SIMA website. https://www.
simaonlus.it/wpsima/wp-content/uploads/2020/03/COVID19_Position-Paper_Relazione-
circa-l%E2%80%99effetto-dell%E2%80%99inquinamento-da-particolato-atmosferico-e-
la-diffusione-di-virus-nella-popolazione.pdf. Accessed 15 Sept 2021

9. Setti, L., et al.: SARS-Cov-2RNA found on particulate matter of Bergamo in Northern Italy:
first evidence. Environ. Re., 109754 (2020)

10. Cui, Y., et al.: Air pollution and case fatality of SARS in the People’s Republic of China: an
ecologic study. Environ. Health 2(1), 1–5 (2003)

11. Wu, X., Nethery, R. C., Sabath, M.B., Braun, D., Dominici, F.: Air pollution and COVID-19
mortality in the United States: strengths and limitations of an ecological regression analysis.
Sci. Adv 6(45), eabd4049 (2020)

12. Wu, X., Nethery, R.C., Sabath, B.M., Braun, D., Dominici, F.: Exposure to air pollution and
COVID-19 mortality in the United States. MedRxiv (2020)

13. Fattorini, D., Regoli, F.: Role of the chronic air pollution levels in the Covid-19 outbreak risk
in Italy. Environ. Pollut., 114732 (2020)

14. Kainuma, Y., Shiozawa, K., Okamoto, S.I.: Study of the optimal allocation of ambient air
monitoring stations. Atmos. Environ. Part B. Urban Atmos. 24(3), 395–406 (1990)

15. Kibble, A., Harrison, R.: Point sources of air pollution. Occup. Med. 55(6), 425–431 (2005)
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Abstract. The population in cities has increased, which causes problems when
offering services to their citizens. As a way to overcome these issues, information
and technology are used to transform a city into smarter. Thousands of gigabytes
are created every day and much of this data is used to create products and ser-
vices. Hence with a vastly amount of data available, a framework is needed to
assist organizations in order to understand the flow of data necessary to provide
services and products to citizens. Data lifecycles are used for this purpose. How-
ever, the literature points out some limitations in the modelling of this framework,
and in previous work, these authors started to identify necessary requirements to
improve modelling of a data lifecycle [1]. In this work, the authors will provide
some insights on data lifecycle modelling limitations, and detail how modelling
requirements were identified with aid of a data taxonomy. Furthermore, five smart
city frameworks will be analyzed using requirements identified in this study as
a reference, as well as a new illustrative use case that uses sensitive information
will be presented.

Keywords: Data lifecycle · Data lifecycle requirements · Data lifecycle
modelling · Smart city framework

1 Introduction

According to a UN report, the world population will reach 9.7 billion by the year 2050
[2]. It is also stated that by 2050, the percentage of the population living in urban areas
will be 68%, which will bring about more challenges to managing cities [3]. In addition
to population growth, it has been observed the migration of people from rural areas to
cities with the aim of improving their living standards [4]. Several authors have identified
factors that lead to rural migration as climate variation, better access to basic services,
better infrastructure, and an opportunity to find a better livelihood [5, 6].

The overpopulation in cities has been causing serious problems in infrastructure,
transport, pollution, housing, health system [6–8].

Information and communication technology have begun to be used with intention of
overcoming these problems, thus the concept of a smart city has appeared, therefore the
objective of smart cities is to use technology to improve citizens’ lives using resources
wisely [9–11].
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However, the advance of technology is bringing other challenges to the cities. Data
management is considered one of the biggest challenges, and this occurs at all stages of a
lifecycle [12–14]. Big data and IoT make smart cities possible, however, they also bring
more difficulties to manage data, as data is collected from various sources (sensors,
smart meters, smartphones, CCTV cameras, etc.), which increases complexity when
integrating and managing data [12, 13, 15, 16].

Due to the type of data that is collected to make a city smart, other important issues
are being raised, for instance, quality, privacy, and security of data [12, 14, 17–23]. On
the other hand, privacy and security are factors that concern not only cities but also
their citizens, as they have their data collected, processed, and stored. These are relevant
factors thatmake usage of a data lifecycle essential in order to provide bettermanagement
of data in a smart city as a data lifecycle is used to guarantee the collection of data for
a specific use likewise preparing data for relevant users meeting the requirements for
quality and security [24].

2 Objectives of this Paper

This work aims to analyze data lifecycles, focusing on their modeling, identifying their
limitations, and thus identifying points of improvement through the identification of
requirements. Subsequently, five smart city frameworks are analyzed according to iden-
tified requirements. An illustrative use case is presented to show the use and importance
of requirements in modeling a data lifecycle.

3 Issues of Data Lifecycle Modelling

The advance of technology has led to the emergence of new devices like smartphones,
smart meters, sensors andwith the Internet of Things (IoT) and Big Data, the evolvement
in data management has happened in order to adapt to requirements in this new scenario
[12–14]. Therefore, it is paramount that there are enhancements in theway data lifecycles
are modelled too [25].

As mentioned previously, a data lifecycle is used to guarantee the collection and
processing of data necessary for a specific use, however, available lifecycles are mod-
eled from a high abstraction point of view, and they do not represent the reality of
data management available nowadays [14, 26]. Therefore, some studies have stressed a
requirement for the evolution of the modeling framework [25].

There are several issues in data lifecycles modeling identified in the literature [26–
28]. Data lifecycles consist of blocks of phases/activities linked to each other and several
authors state that this type of representation is not sufficient to demonstrate data pro-
cessing that occurs nowadays, as these models do not show the transformation of data
during its collection, processing, and deletion. Another problem identified is the lack
of involvement of stakeholders during data processing. Furthermore, most data lifecy-
cles indicate in their models that data collection only occurs at beginning of a process
[26–29].

A smart city is a complex ecosystem, therefore an improvement in data lifecycle
modeling is a necessary advance to assist to understand this ecosystem, assist with
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stakeholder communication, and also to assist to maintain necessary alignment between
objectives and services [25, 30]. Table 1 shows issues identified in the literature.

Table 1. Data lifecycle limitations [1].

4 Data Lifecycle Modelling Requirements

In this session, the requirements that authors identified in a previous work [1] during a
literature review (see Appendix A) will be revised. The lack of a formal specification
in the modeling of this framework was also identified and problems caused by this
are presented by Cox and Tam (2018). The intention of using these requirements is to
improve how data is modeled thus targeting researchers and practitioners’ needs. The
requirements are presented below.

1. Phase - it is the steps used and necessary to transform data into a specific outcome.
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2. Activities - they are the processes that make up the phases to prepare data.
3. Data input - data that will be used in a phase or activity.
4. Data output - data produced at end of each phase or activity.
5. Role - actors responsible for conducting phases and/or activities.
6. Pre and post requirement (phase quality) - these requirements are used to control the

quality of data, that is, to check if outcomes of phases and activities were carried out
successfully, or if they need to be processed again.

7. Relationship between phases – data life is composed of phases and activities, so it is
necessary to know the relationship between them and thus process data in the correct
order of phases or activities.

8. Variation driver - this requirement is composed of important components related to
data such as regulations, lifespan, category, and sensitivity. There is a need to process
data differently, so it is essential to know the category and sensitivity of data in order
to process it properly and in compliance with regulations.

5 Development of a Taxonomy

To show how data influences activities of a lifecycle and to identify modelling require-
ments, this study thought it was paramount to understand different categories of data,
therefore a data taxonomy (Fig. 1) was developed. The development of taxonomy
followed the methodology suggested by Nickerson [31]. The identification of new
objects was done with the assistance of literature (see Appendix B) using coding and
categorization of data using the inductive approach proposed by Thomas [32].

Data is being considered the most valuable asset in an organization, therefore it is
necessary to protect it accordingly, as some type of data is protected by law, regulation,
e.g. protected health Information (PHI), personal cardholder information (PCI), personal
identifiable information (PII) or intellectual property (IP) and failure of doing so can have
significant consequences to business, loss of customer trust, damage to organization’s
reputation, financial penalties, just to mention a few [33–40]. To improve the modelling
of a lifecycle, it is necessary to understand the necessity of models variations and the
reasons for that. The need for life cycle variation was identified in order to respect
processing requirements of different types of data, however, this is not considered by
several studies and data life cycles. Due to the need to treat data as an asset, it is necessary
to process it taking into account particularities of the types of data.

Up to date specifications identified are: data principles were identified as influencing
variation drivers, which determine variations in phases and activities of a data lifecycle.
Data principles are principles that guide the usage of data, and in this case specifically,
smart cities [41–44]. Some of the principles used by cities are listed as transparency,
trust, responsibility, privacy, reusability, governance. The principles influence variation
drivers, which in turn are composed of:

• Data category - Based on data taxonomy presented previously.
• Data sensitivity - Based on data taxonomy presented previously.
• Regulations - These are regulations that must be obeyed to process data, failure to
comply with them may result in fines to organizations. The general data protection
regulation is an example of regulation [45].
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And the variation driver determines necessary variations in models.

Fig. 1. Smart city data specification taxonomy.

6 Analysis of Smart Cities Frameworks

Enterprise Architecture (EA) is a blueprint that shows the business and IT and their rela-
tionships in an organization. It is used to reduce organizational complexity and to assist
communication between stakeholders [46]. Several models of enterprise architectures
can be found in the literature, and these models can be specific or generic [47]. This
blueprint is also used to model smart cities.

In this section, we will analyze five frameworks based on requirements identified
in the previous section and using concept centric approach proposed by Webster and
Watson [48]. The selected frameworks are: smart city framework, big data architecture
for smart cities (BASIS), Barcelona smart city IT architecture, Rotterdam Smart city
architecture, and the smart city platform. The frameworks are presented and analyzed
below.

The Smart City Framework [49] was developed by Cisco and aims to provide a
process to assist key stakeholders and city/community participants to identify the objec-
tives of a city and stakeholders’ roles. Moreover, to acknowledge how a city operates
and understand the role of ICT in the operation of a city. Using this framework, cities
can follow a standard “catalog” system that facilitates activities necessary for the easy
implementation and management of a smart city. The framework has four layers, city
objectives, city indicators, city components, and city content. City Objectives is the first
layer and is located at the bottom of the framework. The purpose of this layer is to pro-
vide a link between the city’s goals and its projects and initiatives in order to improve the
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social, environmental, and economic pillars of a city. The second layer contains city indi-
cators, which are used to measure and benchmark a city according to objectives defined
in the previous layer. The penultimate layer details city components, where physical
components of a city such as utilities, transportation, real estate, and city services are
detailed. The fourth and last layer is composed of best practices and policy examples,
where objectives defined in the first layer are mapped with best practices and policies.
The layers are linked from the bottom up and also have a connection between layer four
and the first layer, thus promoting a logical flow.

BASIS [50] was created with intention of meeting challenges found to integrate,
process, and analyze vast amounts of data. Themain features of the framework are: focus
on the use of BigData technologies, has design principles such as open data, hasmultiple
abstraction layers, takes into consideration data security, privacy, and trust concerns,
includes data lifecycle management, is service oriented, and client independent.

The framework has three abstraction layers, conceptual, technological, and infras-
tructural. Conceptual and technological layers have sublayers such as high volume and
variety data, data extraction and loading mechanisms, big data storage, background jobs
for big data flow, data output mechanisms, big data analytics, data services and appli-
cations, and administration, monitoring, and security. In the first layer, components that
are necessary for the extraction of big data, its analysis, and availability are represented.

The technological layer details technologies used to extract, process, andmake use of
big data. Infrastructural layer presents technological infrastructure, that is, the hardware
part of a solution, which describes storage clusters, job executive nodes, web servers,
and development machines.

Barcelona Smart City Architecture [22] was developed by Barcelona City Council
and Municipal Institute of Informatics with the purpose of defining an architecture
with basic principles to define strategies and policies. The architecture has three layers,
information sources, middleware, and smart city applications.

The information sources layer is located at bottom of the architecture and shows
different sources from which data is collected. The middleware layer defines processes,
analytics, and semantics required to transform raw data collected from the information
layer and send it to the smart city applications layer. The applications that provide
services to the city are found in this layer.

Rotterdam Smart city architecture [51] is composed of 7 layers: users, applications,
intelligence, data, communication, sensors, and objects. The aim of this architecture
is to align the physical city and at the same time, project it into the digital world.
Using this platform, it is also possible to see the origin of demand for information,
as well as where data comes from. Furthermore, architecture shows the flow of data,
communication, and governance, ownership, and security in both directions (bottom
and up) passing through all layers. The Intelligence layer is where services used in
the data marketplace are found, which is in the layer below. The services are sharing,
fusion, import, export, interpretation, and statistics. A standardized connection is being
developed in conjunction with EU-Project Espresso in order to facilitate data in and out
of datahub.

The Smart City Platform [51] was developed by the Technical Committee for the
Normalization on Intelligent cities in the standard UNE 178104 as a reference. The
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platform has five layers, support, intelligent services, interoperability, knowledge, and
acquisition/interconnection layers.

The objective of this standard is to define components, capabilities, and requirements
necessary for a city’s comprehensive platform, thus aiming to facilitate services to citi-
zens, and also to increase efficiency and integration in the environment. The platform’s
goal is to provide a comprehensive view of a city. The standard describes the functional
and technological views and metrics of a comprehensive platform. The support layer, as
the name states, aims to support other features such as auditing, monitoring, security,
and so on. In the knowledge layer, data is received from acquisition and interoperability
layers to support data processing.

Table 2. Analysis of smart city frameworks.

7 Illustrative Use Case

Several kinds of researches in the medical field use patient data to develop medications
and also to understand certain factors. However, these data are sensitive, so they need to
be handed in an appropriate way, that is, they must be collected, used, anonymized, and
deleted according to existing regulations. Data need to be anonymized before sending to
be used in research tomake it impossible to identify patients. Data lifecycle requirements
applied to this use case can be seen below (Table 3).
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Table 3. Use case data lifecycle requirements.

Variation driver:

– regulations: as personal data is collected, there are specific regulations that an
organization needs to be in compliance with.

– lifespan: an organization has decided to keep data for 20 years.
– category and sensitivity: data collected in this service is classified as sensitive.
– Relationship between phases: Phases are conducted in sequential order (Plan, Collect,
Storage, Use, Anonymize, Share, Delete).

– Pre and Post requirements: Inputs and outputs are verified before and after each phase
and activity in order to check if quality requirements have been met

– Role: doctors, researchers, system users.

8 Discussion

As mentioned earlier, there are variations in modeling smart cities frameworks and this
can be seen in the analysis of frameworks in the previous section, as they have a wide
variety in their modeling.

Table 2 shows that none of the frameworks has all the data lifecycle requirements
identified in this study.

The smart city platform and BASIS identify different types of data processing as real
time processing, batch processing, low or high velocity.
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Smart cities collect data from various sources and are composed of several
stakeholders, however not all frameworks analyzed presented stakeholders involved.

Security is taken into account by Barcelona, Rotterdam, and Smart city platform,
however, this aspect is more detailed in BASIS, wherein administration, monitoring, and
security sublayer mentioned access control, permissions, privacy preservation, and so
on.

Most frameworks distinguish open data from other types.
Based on the principle of offering better services to citizens and enhancing citi-

zens’ lives, there must be an alignment between services offered with business, policies,
regulations, and technical approaches [30].

Cisco frameworkwas the only one that has city objectives as a start point, which links
the city’s objectives with projects, policies, and initiatives in order to improve social,
environmental, and economic pillars, however, the framework is represented in a very
high-level way.

Regulations, sensitivity, and category were taken into account to some extent in a
few of the frameworks analyzed, but none of them took into account data lifespan.

9 Conclusion

Due to the increase in population, cities have faced problems in transport, health system,
housing, among others. The use of technology and communication has helped cities to
become smart, but several challenges are faced in order to transform a city into smart.

In a multi-stakeholder ecosystem like smart cities, services from different domains
are offered to citizens, which collect data from different sources with different formats
that need to be in compliance with regulations, privacy, and security requirements.

One way to assist data management in smart cities is to use data lifecycles, however,
literature states a necessity to improve data lifecycle modeling. The aim to leverage
modeling of lifecycles in smart city architectures is to take into account novelty in the
data management process in smart city scenario and provide better modeling of data
flow.

The implementation of a smart city requires an alignment between services, poli-
cies, and security requirements, therefore it is necessary that frameworks reflect this
requirement.

This work presented an application of data lifecycle requirements identified in an
illustrative use case, in which sensitive data was used. The use case has shown the
importance of using identified requirements in a data lifecycle, especially when sensitive
data is used. Improved lifecycle modeling can assist stakeholders to align services,
regulations, and security requirements.

Future work includes conducting case studies to validate findings and integrate
identified requirements with smart city frameworks.
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Abstract. Decoupling vehicles from the immediate consumption of fossil fuels
introduces new opportunities in supporting sustainable mobility. Fostering a shift
from vehicles with internal combustion engines to Electric Vehicles (EV) often
involves using publicly funded subsidies. Given early EV adoption challenges,
some charging stations may be under-utilized, others will serve a disproportion-
ate number of users. An understanding of EV charging patterns is crucial for
optimizing charging infrastructure placement and managing costs. Clustering has
been used in the energy domain to ensure service continuity and consistency.
However, clustering presents challenges in terms of algorithm and hyperparame-
ter selection in addition to pattern discovery validation. The lack of ground truth
information, which could objectively validate results, is not present in clustering
problems. Therefore, it is difficult to judge the effectiveness of different mod-
elling decisions since there is no external validity measure available for compar-
ison. This work proposes a clustering process that allows for the creation of rela-
tive rankings of similar clustering results that will assist practitioners in the smart
grid sector. The approach supports practitioners by allowing them to compare a
clustering result of interest against other similar groupings over multiple temporal
granularities. The efficacy of this analytical process is demonstrated with a case
study using real-world EV charging event data from charging station operators in
Atlantic Canada.

Keywords: Agglomerative hierarchical clustering · EV adoption · Charging
infrastructure usage patterns · Clustering process · Cluster validity indices

1 Introduction

The trend of vehicle electrification is happening rapidly in many countries around the
world. In spite of the pandemic-related worldwide downturn in car sales, new electric
car registrations increased by 41% alongside $120 billion in consumer expenditures on
electric vehicles (EV) in 2020 [9]. The International Energy Agency predicts that global
EV stock will reach 145 million vehicles by 2030 in the Stated Policies Scenario and
global EV fleet will reach 230 million vehicles by 2030 in the Sustainable Development
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Scenario [9]. The futuristic vision of advanced and modern urbanization is a core con-
cept of a smart city, in which cutting-edge infrastructure is able to offer a high quality
of life for citizens and the sustainable management of natural resources. Adopting the
usage of EVs is expected to improve air quality, provide sustainable mobility, mitigate
greenhouse gas emissions, reduce urban noise pollution, and therefore contributes to
this vision.

Building public charging infrastructure brings about high capital costs in addition
to the usage of public funds to accelerate the transition to EVs. This necessitates smart
decision-making at all stages of the adoption life-cycle. Given the challenges of early
EV adoption, some charging stations may be under-utilized, others will serve a dispro-
portionate number of users. Moreover, uncontrolled EV charging behaviors may cause
numerous problems for existing power grids such as high load peaks, increased opera-
tional costs, degraded power quality, increased energy consumption, and the potential
risk of power outages [3,31]. Therefore, reliable control of the EV charging behav-
ior will be paramount for a successful mass market penetration. Clustering stations
together based on usage patterns is an important and useful planning tool for operators.
In addition, as the number of EVs increases, so does the demand for electricity and the
possible strain on electrical grids. Utilities and other power generators need to prepare
for increased demand. Accurate load forecasting is a tool that can help operators ensure
service continuity and consistency.

Clustering is an unsupervised machine learning technique that assists practitioners
in revealing hidden patterns and insights from a given dataset. In smart grid applica-
tions, this method has been used by practitioners to group similar consumers, catego-
rize related energy consumption reports, forecast future demand, and grow EV adop-
tion. Statistical and probabilistic models, built with data from EV charging stations
having similar charging patterns, will reportedly have increased accuracy [29]. As a
result, energy load projecting methods might perform better when applied to homo-
geneous clusters of EV stations as opposed to all stations. Hidden patterns in energy
usage behavior are the key to improving services provided by utility companies, which
are responsible for managing peaks and imbalances in EV charging infrastructure usage
patterns [12].

Although clustering algorithms have been applied in many knowledge domains and
applications, practitioners face the challenge of selecting the proper clustering algo-
rithm with hyperparameter combination for their specific application. An additional
concern includes evaluating the quality of clustering results. Moreover, it tends to
require specialists to be able to assess and make sense of the clustering results due
to the subjectivity found in deep expert knowledge. This is one of the main reasons why
existing automated machine learning frameworks tend to focus on supervised learn-
ing tasks that require labeled data as input rather than unsupervised learning tasks that
deal with unlabeled data [22]. Because the identification of the most similar clusters
can be subjective, it usually requires different approaches to automate this process [23].
In addition, one of the challenges in clustering is finding the results that align with a
practitioner’s needs. In practice, there are several plausible clusters in complex datasets.
What’s more, practitioners may have different priorities and preferences. An unsuper-
vised clustering algorithm has no way to intrinsically infer which clusters exhibit these
desired priorities and preferences [5].
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In spatial-temporal datasets (e.g. EV charging event datasets), evaluating the struc-
ture consistency of discovered clusters over different temporal granularities is normally
an arduous, manual and time-consuming activity. Several examples of metrics can
be utilized to determine the structure consistency of the clusters such as inter-cluster
homogeneity, inter-cluster separation, density, and uniform cluster sizes. Nevertheless,
the question of how to select a particular clustering result that is more meaningful
than another based on practitioner priorities and preferences, still heavily depends on
the practitioner’s expert knowledge. Doing this for multiple results on data that has
been sliced by weekly, monthly or seasonal partitions prior to applying the clustering
algorithm would be very time consuming. Towards this challenge, this study explores
whether, given the prospect of a clustering result of interest, a process of objectively
highlighting and recommending similar clustering results can be automated in order to
support practitioners in evaluating how clustering patterns persist over multiple tempo-
ral granularities, allowing practitioners to find meaningful clusters according to their
preferences and priorities. This work aims to assist practitioners in identifying multiple
clustering results of interest for different temporal partitions of the same data. Provid-
ing the practitioner with an initial ranked list of clustering results and a mechanism to
determine clustering similarities can assist practitioners in downstream analytical tasks
such as improving regression or classification model performance.

Consequently, a clustering process in which internal cluster validity indices are uti-
lized to enable the identification of similar clustering results across various temporal
slices of data is proposed. The main focus of this study is to support practitioners in
identifying similar clustering results by using a reference result of interest and compar-
ing this reference result with other results where all results are obtained from a-priori
selected temporal partitions of the input data (i.e. weekly, monthly and seasonal pari-
tions). To demonstrate the proposed approach, a case study using real-world charg-
ing event data from EV station operators in Atlantic Canada is utilized to evaluate
our clustering process in identifying similar clusters of charging stations according to
their usage patterns (e.g. high vs low utilization). This work is part of a larger ongo-
ing research project. It continues the activities documented in [25] which examined
charging events from EV charging stations exclusively. This paper extends this work
by providing additional spatial context to the interpretation of the weekly clustering
results. In addition to these enhanced results, supplementary background and clustering
process details have been added.

The rest of the paper is organized as follows. In Sect. 2, previous research work is
described. Section 3 describes the background of this work. Section 4 describes the pro-
posed clustering process underpinning our work. Section 5 provides a detailed descrip-
tion of the real-world EV charging event data and the end-to-end automated implemen-
tation of our proposed clustering process. In Sect. 6, we discuss the results. Finally,
Sect. 7 concludes and indicates future research work.

2 Related Work

Clustering techniques have played a significant role in finding new value and insights
in many smart grid applications [26]. They are an essential tool in the pattern analysis
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process to discover energy usage behavior (i.e. the EV charging demand) in the energy
domain [3]. For example, Straka and Buzna [29] carried out a comparison of the clus-
tering results from the k-means, hierarchical, and DBScan algorithms aiming to explore
usage patterns related to segments of charging stations. This experiment is based on a
dataset of 1700 charging stations distributed across the Netherlands with about 1 mil-
lion charging transactions collected during a 4-year period. The clustering algorithms
successfully identified four groups of EV charging stations characterized by distinct
usage patterns. In [8], the authors analyzed a dataset of seven public smart charging
stations located across the City of Rochester, US. These stations recorded the charging
activities of vehicles during a period of 2-years. By applying the k-means clustering
algorithm, they were able to identify different clustering patterns and their behaviors
with respect to charging activity, parking without charging activity, and parking dura-
tions. Another example of using clustering algorithms to reveal the charging patterns
from EV stations can be found in [31]. In this study, the k-means clustering technique
is used to categorized EV user behavior into different groups and label them for further
prediction purposes. This work is developed based on a dataset collected from more
than 200 EV charging stations installed in public parking structures in many locations
in Los Angeles, US.

The aforementioned research [8,29,31] had a common point that the clustering
results are mainly analysed based on the time series and the temporal characteristics
of the datasets. Indeed, Xiong et al. [31] mainly used the arrival and departure schedule
that are fixed at certain timestamps with little variance to label the groups, while [8,29]
mainly used timestamps of charging events and utilization or energy consumed (kWh)
to compute the clusters.

Very few research works exploit the spatial component of EV-related datasets to
enhance knowledge discovery [20]. Recent work by Kang et al. [14] used location-
based service data to identify spatial-patterns of EV usage behavior in urban areas
to characterize the distribution of home and charging station clusters as well as user
charging preferences. From the literature, few attempts [11,13] have conducted spatial-
temporal clustering to improve the integration of an EV fleet with power management
and operations.

A common issue in clustering is how to objectively and quantitatively assess and
analyse the results. From this, some important research questions emerge such as (Q1)
How to use the spatial-temporal information from a given dataset to assist practitioners
in understanding hidden patterns revealed in the clustering results? (Q2) How to inter-
pret and make sense of the clustering results yielded from a large quantity of grouped
data points? and (Q3) How to automatically identify similar patterns across multiple
temporal granularities without manually inspecting the results one by one?

Cluster validation is an essential task in the clustering process since it aims is to
compare clustering results and solve the question of optimal cluster count. Many inter-
nal validity indices have been proposed in the literature to evaluate the “success” level
that a clustering algorithm can achieve in discovering the natural groupings in data
without any class label information [18,24]. Currently, the majority of studies validat-
ing cluster results have been focused on the computation of individual cluster validity
indices (CVI), which are normally selected to specify the relative performance of clus-
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tering results. For example, Arbelaitz et al. [4] perform a comparison of 30 CVIs using
an experimental setup on multiple datasets with ground truth information to propose
the “best” partitioning. The optimal suggested number of partitions is defined as the
one that is the most similar to the correct one measured by partition similarity mea-
sures. The authors found that noise and cluster overlap had the greatest impact on CVI
performance. Some indices performed well with high dimensionality data sets and in
cases where homogeneity of the cluster densities disappeared. The conclusion in this
work suggests using several CVI to obtain robust results.

Sun et al. [30] proposed a time series clustering method using a modified Euclidean
distance to group the similar charging tails from ACN-Data collected from smart EV
charging stations. In this work, they evaluated their clustering results with Dynamic
Time Warping distance (DTW) and Euclidean distance method using the silhouette
coefficient. In [32], the Davies-Bouldin index is used to determine the best value for the
cluster count parameter using the k-means algorithm.

All in all, the CVIs have been traditionally used for validation purposes. How-
ever, utilizing multiple CVIs together in combination with a proximity measure such
as Euclidean distance has a strong potential to offer a new pairwise similarity mea-
sure that can enhance the comparison of clustering results by practitioners. This is also
the key to answering the research questions (Q1), (Q2), (Q3) that we mention above.
Certainly, this is not a common practice in data science as well as in the energy domain.

3 Background

Partitioning data into groups based on internal and a-priori unknown schemes inherit in
the data is a main concern of clustering. In this unsupervised learning approach, algo-
rithms are presented with data instances having features describing each object but no
information, or label, is given as to how instances should be grouped in terms of their
similarity. Clustering plays an important role in discovering hidden patterns in a dataset.
It has been utilized in the energy domain to group similar consumers and help predict
future demand. Clustering can serve as a pre-processing step for other algorithms. For
example, statistical models built with data from charging stations having similar charg-
ing patterns will reportedly have superior accuracy [29].

Many clustering algorithms have been developed. These have been broadly catego-
rized into a handful of groupings in the literature based on aspects of the approach such
as the partitioning criteria, clustering space, procedures used for measuring the similar-
ity and whether samples belong strictly to one cluster or can belong to more clusters in
differing degrees. A common grouping of clustering algorithms is partitioning, density,
grid and hierarchical methods [2,10,19,21].

3.1 Partitioning Methods

Partitioning-based methods split data points into k partitions, where each partition rep-
resents a cluster. The data is split to optimize a certain, often distance-based, criterion
function. Examples of commonly known partition-based methods include k-means and
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k-medoids [19]. The k-means clustering algorithm is easy to implement and is appro-
priate for large datasets. However, it has the disadvantage of being inappropriate for
clusters of different densities and being dependent on initial centroid values. Addition-
ally, noisy data and outliers are problematic for this algorithm. Centroids can be tugged
by outliers, or outliers might get their own cluster instead of being ignored. Similarly,
the k-Medoids algorithm is easy to implement. The advantage of this algorithm is that
it converges quickly and is less sensitive to outliers. However, it is also dependent on
the initial set of medoids and can produce different clusterings on iterative runs [2].
Partitioning methods have the drawback of whenever a point is close to the center of
another cluster; poor results are obtained due to overlapping.

3.2 Density Methods

Density-based methods group neighboring objects into clusters based on local density
conditions instead of distance-based criterion. Groups are formed either according to
the density of neighborhood objects or a density function. This class of methods inter-
prets clusters as dense regions that are separated by low density noisy regions. Exam-
ples of commonly known density-based methods include DBSCAN, and OPTICS. This
class of methods can handle noisy data and can discover arbitrarily shaped clusters.
Outliers are not problematic with this class of methods. However, density-based tech-
niques have difficulty with data of varying densities. Together with hierarchical and
partitioning-based methods, density-based methods have difficulties working with high
dimensional data. As dimensionality increases, the feature space increases and objects
appear to be sparse and dissimilar which affects clustering tendency [28].

3.3 Grid Methods

Grid-based methods form a grid structure from a finite number of cells quantized using
the original data space. This class of methods denotes a fast processing time. Density-
based methods require the practitioner to specify a grid size and a density threshold.
However, this can be done automatically by using adaptive grids. Examples of com-
monly known grid-based methods include STING and CLIQUE. These methods are
typically not effective for working with high dimensional data [19].

3.4 Hierarchical Methods

Hierarchical-based methods create a hierarchical decomposition for a given set of data
points (i.e. divide similar instances by constructing a hierarchy of clusters). The fam-
ily of methods can take an agglomerative (bottom-up) or divisive (top-down) approach.
This class of methods can easily work with many forms of similarity or distance mea-
sures and are applicable to many attribute types. These methods suffer from a vagueness
in termination criteria and also have difficulties in handling outliers or noisy data [19].
However, hierarchical clustering has the added advantage in that clustering results can
be easily visualized and interpreted using a tree-based representation called a dendro-
gram (See Fig. 1).
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Fig. 1. Example dendrogram.

One example of a hierarchical clustering method is the Hierarchical Agglomera-
tive Clustering (HAC) algorithm. The HAC algorithm needs to determine the distance
between samples in order to form similar groupings of data points. There are many
options available to practitioners when selecting a distance measure. Among popular
metrics are the Euclidean and Manhattan distance metrics. Proximity measures can
affect the shape of clusters. Different similarity measures can produce valid clusterings
but they will have different meanings. Often, the importance of the clustering depends
on whether the clustering criterion is associated with the phenomenon under study.
Euclidean distance is a preferred distance measure by researchers in the field of cluster-
ing. This distance metric measures the root of square differences between co-ordinates
of pairs of objects [27] and is defined as [7]:

D(x,y) =

√
√
√
√

d

∑
i=1

(xi − yi)2 (1)

The Manhattan distance computes the absolute differences between coordinate of
pairs of objects and is defined as [27]:

DistXY = |Xik −Xjk| (2)

Kapil and Chawla [15] found that clustering using Euclidean distance outperformed
clustering using Manhattan distance in terms of the number of iteration, sum squared
errors and time taken to build the model. Manhattan distance is usually preferred over
the more common Euclidean distance when there is high dimensionality in the data [1].

HAC also requires a measure of distance between the clusters when deciding how to
group the data at each iteration. This measure of cluster distances is done with a linkage
function that captures the distance between clusters. Common measures of distance in
this context include Ward and complete. Ward minimizes the variance of the clusters
being merged. When making a merge decision with the Ward approach, two clusters
will be merged if the new partitioning minimizes the increase in the overall intra-cluster
variance. Complete uses the maximum distances between all observations of the two
sets. When making a merge decision with the complete approach, two clusters will be
merged if the new partitioning maximizes the distance between their two most remote
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elements. Even though the algorithm does not require pre-specifying the number of
clusters prior to its usage, in order to get the best possible partitioning of the data, a
decision on exactly where to cut the tree must be made.

4 Methodology

4.1 Clustering Algorithm Selection

Selecting an appropriate algorithm in clustering is critical since its performance may
vary according to the distribution and encoding of data. For instance, the application of
the HAC algorithm is usually limited to small datasets because of it’s quadratic com-
putational complexity. Additionally, hierarchical methods are not always successful in
separating overlapping clusters and the clusters are static in the sense that a point previ-
ously assigned to a cluster cannot be moved to another cluster once allocated [17,33].

Essential to the practice of clustering is that different clustering techniques will
work best for different types of data. There is no clustering algorithm that can be univer-
sally used to solve all problems. In fact, practitioners have become interested in recent
years in combining several algorithms (e.g. clustering ensemble methods) to process
datasets [16].

The clustering method selected for use in this work is the HAC algorithm. The input
data is of low dimensionality and the number of instances is small. A single and simple
algorithm was selected in order to simplify the workflow execution and experimental
setup. The case study is focused on how the proposed solution facilitates the comparison
of clustering results and reduces the cognitive demand on practitioners in identifying,
understanding and comparing similar clustering results.

4.2 The Proposed Analytical Workflow

Figure 2 provides a conceptual overview of the main tasks of our proposed workflow.
The numbered items in the figure link back to individual Python scripts described in
detail in the implementation section. At the end of the process, a database is used to
persist all clustering results and a RESTful Application Programming Interface (API)
facilitates querying these results by different practitioners.

Data Preprocessing and Fusion. The data preprocessing and fusion task uses raw
data from the public EV charging stations. Preprocessing consists of data cleaning and
consolidation steps. Data cleaning, ensures good data quality and produces a set of
cleaned files by eliminating errors, inconsistencies, duplicated and redundant data rows,
and handling missing data. Data consolidation combines data from various data files
into a single dataset. A variety of files from the cleaned dataset are used as the input for
this operation. The output of these steps is a unique file that merges all attributes into
one big table.

Moreover, data fusion consists of combining multiple data sources followed by a
reduction or replacement for the purpose of better inference. In our proposed cluster-
ing process, consolidated station location information and charging event data files are
combined to produce more consistent, accurate, and useful data files.
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Fig. 2. Our proposed analytical workflow [25].

Feature Generation and Selection. The aim of the feature generation and selection
task is to enrich pre-processed and fused data files by adding new attributes to each data
row according to a specific context. This task is defined by a contextualization function
that can produce a set of new data rows using contextualization parameters to add new
attributes to the fused data rows. Transformed data is then partitioned using multiple
temporal granularities (e.g. weekly, monthly or seasonally).

Clustering. The aim of the clustering task is to find the patterns from transformed
input data using a hierarchical agglomerative clustering algorithm. The algorithm seeks
to build a hierarchy of clusters by merging current pairs of mutual closest input data
points until all the data points have been used in the computation. The measure of inter-
cluster similarity is updated after each step using Ward linkage. This a priori selected
algorithm is utilized to fit the various temporal granularities of the input data, producing
multiple clustering results. Internal cluster validity indices are recorded during each
application of the clustering algorithm.
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Harvesting and Processing Validity Indices. Each application of the clustering algo-
rithm generates a record consisting of the cluster count parameter value, the various
cluster validity index values and the input data used to generate the clusters. Processing
the validity indices involves selecting and normalizing the index values in preparation
for Euclidean distance computations. This task utilizes the combination of eight cluster
validity indices which are thoroughly described in [25] and listed in Table 3.

Similarity Computations. Our work uses a proximity measure in the clustering task
and in the computation of the results similarity matrix. Selecting a measure to deter-
mine how similar or dissimilar two data points is an important step in any clustering
process. Proximity measures can affect the shape of clusters as some data points may
be relatively close to one another according to one measure and relatively far from each
other according to another.

In addition to the clustering task, the similarity computation task uses Euclidean
distance as the proximity measure between clustering results. All index values (e.g.
multidimensional points in Euclidean space) of each clustering result are used in the
distance computations. The pair-wise similarity comparisons (e.g. the similarity matrix)
are then persisted in a database for down-stream results exploration via a RESTful API.

The similarity matrix is stored in the database using two tables. The first table
summarizes clustering results with rows consisting of a unique clustering result ID
(result id) and meta-data about running the algorithm (e.g. input file name, clustering
execution time, all validity index values, etc.). The second table, which is linked to the
first table, contains rows consisting of a source result ID (from result id), a target result
ID (to result id) and a Euclidean distance. Links between result IDs are not duplicated
as directionality is not considered.

4.3 Clustering and Results Exploration

The proposed analytical workflow enables the basic identification and interactive query-
ing of potentially interesting clustering results. Additionally, the resulting assembly
enables drilling down into relative rankings of comparable results for diagnostic and
downstream analytical tasks. This process leverages the aforementioned RESTful API
in order to facilitate this capability. The workflow facilitates the comparison of cluster-
ing results by practitioners with different priorities and preferences.

Selecting the appropriate algorithm and hyperparameters in clustering is critical.
However, interpreting the level of “success” achieved once modeling results are avail-
able can be cognitively demanding. Their may exist several viable combinations of algo-
rithms and hyperparameters that result in plausible clusters. Comparing and contrasting
multiple clustering results can help uncover interesting structure in data. Nevertheless,
this comes at a cost since practitioners will have to expend effort to cognitively encode
and interpret these results. Additionally, in data with a temporal component such as EV
charging events for example, assessing the structure consistency of discovered clusters
over different temporal granularities adds additional demands. Supporting the practi-
tioner in analytical results exploration helps reduce mental demand in comparing and
contrasting results.
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The traditional usage of CVI has been for validation purposes. However, utilizing
multiple CVI together in combination with a proximity measure such as Euclidean dis-
tance has a strong potential to offer a new pairwise similarity measure that can enhance
the comparison of clustering results. Supporting the practitioner by automating clus-
tering workflows and presenting meaningful analytical results in a way that increases
the opportunity to understand and compare similar groupings can assist in recognizing
patterns and identifying meaningful results for downstream analysis.

5 Implementation

This work makes use of real operational data from public EV charging stations provided
by the New Brunswick Power Corporation. 9,505 EV charging events that occurred
between the dates of April 2019 and April 2020 at Level-2 (L2) and Level-3 (L3) public
charging stations were included in the analysis. Table 1 describes the raw EV charging
dataset features. Our practitioners are utility company managers and planners that are
responsible for coordinating various projects including EV charging station condition
assessments, operating and capital budget forecasting, and maintenance and operation
practices development. Figure 3 describes the overall end-to-end implementation of our
EV case study.

Table 1. Raw data [25].

Column name Description

Connection ID Unique identifier for a connection

Recharge start time (local) Timestamp denoting start of charging event

Recharge end time (local) Timestamp denoting end of charging event

Account name Unused (all null)

Card identifier Unique identifier for a charging plan member

Recharge duration (hours:minutes) Duration of charge event

Connector used Connection used during charge event

Start state of charge (%) State of charge % at beginning of charging event

End state of charge (%) State of charge % after charging event is complete

End reason Charge event end reason

Total amount Unused (all null)

Currency Unused (all null)

Total kWh Energy transferred to vehicle during charging event

Station Unique identifier for charging station

Custom-written Python code and a scientific Python stack were leveraged to imple-
ment the proposed clustering process. Task elements were executed in sequence from
a centralized management script. The software programs used in this work were pack-
aged using a Docker [6] container in order to ensure a reproducible and consistent
computational environment.

Figure 4 highlights noteworthy aspects of the implementation. The numbered boxes
represent individual parameterized Python scripts. The data flow is such that the out-
put of one script is the input for the next script. Input and output file names contain
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Fig. 3. Overview of our implemented EV case study [25].

parameter values that were used when calling the workflow’s scripts. The grey ele-
ments represent a job’s input file(s). The blue elements represent a job’s output file(s).
The detailed implementation of each script is described as follows:

– Script (1): The one way hash.py script imports raw event data and casts column
elements to appropriate types. Additionally, a one-way hash function is applied to
the Card identifier column.

– Script (2): The locations to parquet.py script imports raw station location data and
integrates multiple input files into one.

– Script (3): The fuse location w events.py script fuses event data with charging sta-
tion location information.

– Script (4): This work focuses on recharge report event data in the downstream anal-
ysis. The feat eng rech report.py script creates new features (contextualized) based
on calculations involving existing data attributes and removes events with a duration
of 5 min or less (eliminating 11% of the raw records).

– Script (5): The create batch ranges.py script creates temporal partitions of the data.
These partitions facilitate the cluster analysis based on charging events occurring
during a particular week, month or season of the year.

– Script (6): The generate ev station features.py prepares the input data for cluster-
ing by calculating, for each charging station, station type and temporal granularity,
the proportion of total charging events and the proportion of total power used to
charge vehicles relative to all stations.

– Script (7): The cluster data.py script applies the agglomerative clustering algorithm
to all temporal slices of the data produced in the previous task. This is done for a
cluster count hyperparameter that varies from 2 to 7. Other hyperparameter settings
are kept constant to simplify the experimental setup. Internal cluster validity indices
are recorded during each application of the clustering algorithm (See Table 2 for the
list of indices).

– Script (8): The scale indices.py script normalizes the internal cluster validity
indices in preparation for the downstream Euclidean distance computations.
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– Script (9): The similarity matrix.py script performs pairwise Euclidean distance
computations for each clustering result. All index values (i.e. multidimensional points
in Euclidean space) of each clustering result are used in the distance computations.

– Script (10): The load data.py script persists the similarity matrix data produced in
the previous task in a relational database to enable querying of clustering results and
corresponding similarities across months, weeks and seasons. The database query
functionality is made available via a RESTful API.

After results are generated and persisted (i.e. Script (10) in Fig. 4 is complete), the
practitioner can navigate these results via a RESTful interface. Figure 5 illustrates how
the practitioner interacts with the results system. First, the practitioner requests ranked
station clustering results for either L2 or L3 station types (Step 1). The system then
returns a sorted list of clustering results ordered by silhouette score (Step 2). From
this list, the practitioner selects one result as the reference result for which comparable
results are desired and then request these comparable results from the system (Step 3).
Finally, the system returns a sorted list of comparable clustering results that is ordered
by Euclidean distance (Step 4). This sorted list contains result-specific artefacts such as
scatter plots, mapped station cluster memberships and silhouette plots.

Fig. 4. Implemented clustering process data flow [25]. (Color figure online)
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Fig. 5. Results query sequence [25].

The clustering process implementation and RESTful API facilitate the comparison
of clustering result similarities across various temporal granularities. This process is
useful in identifying avenues for further analysis. One Level 3 station clustering result
for the week of May 27th, 2019 has been selected as a case study to demonstrate our
approach. The case study is presented in the next section.

6 Discussion of the Results

This section highlights the results of our proposed approach in identifying similar sta-
tion clusterings over multiple weeks with a case study. Table 3 highlights similar clus-
tering results relative to station clusterings for a target week starting on May 27th, 2019.
In all results, the number of clusters is 2 and the station type is L3. The table is sorted
in ascending order by Euclidean distance relative to the target week. According to the
multi-dimensional pairwise distance calculations obtained using the indices described
in Table 2, the most similar clustering result to the week starting on May 27th, 2019 is
the result for the week starting on February the 17th 2020. The least similar clustering
result is the result for the week starting on December 2nd, 2019.

A corresponding visual presentation of the clustering results found in Table 3 can be
seen in Figs. 6 through 10. Each figure contains a silhouette plot, scatter plot and a map
describing the clustered data. In the silhouette plots, an observation with a silhouette
width near 1, means that the data point is well placed in its cluster; an observation
with a silhouette width closer to negative 1 indicates the likelihood that this observation
might really belong in some other cluster.

6.1 Week of May 27th, 2019 - (Reference Week)

We can see from Fig. 6 that a reasonable structure in the data has been found for our
reference week, which starts on May 27th, 2019. In this clustering, stations are grouped
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Table 2. Clustering validity index data [25].

Column name Description

file name File name for clustering results for station type and
time granularity

n cluster K parameter value used in applying the clustering
algorithm

silhouette score Silhouette index value for clustering result

calinski harabasz Caliński-Harabasz index for clustering result

davies bouldin Davies-Bouldin index for clustering result

cohesion Cohesion index for clustering result

separation Separation index for clustering result

RMSSTD Root mean square standard deviation index for
clustering result

RS R-squared index for clustering result

XB Xie-Beni index for clustering results

Table 3. Clustering similarities - L3 - May 27th, 2019 [25].

WEEK Sil CH DB C S RMS RS XB Dist

MAY-27-2019 0.60 51.37 0.51 1.12 2.40 0.15 0.68 0.09 N/A

FEB-17-2020 0.60 49.35 0.57 0.19 2.44 0.16 0.67 0.10 0.081

MAR-02-2020 0.65 55.51 0.52 1.14 2.63 0.15 0.70 0.07 0.101

JUL-29-2019 0.60 55.82 0.53 0.99 2.30 0.14 0.70 0.11 0.105

... ... ... ... ... ... ... ... ... ...

DEC-02-2019 0.63 56.55 0.58 1.26 2.97 0.16 0.70 0.09 0.177
Column Name Abbreviations:
Sil: Silhouette index
CH: Caliński-Harabasz index
DB: Davies-Bouldin index
C: Cohesion
S: Separation
RMS: Root mean square standard deviation
RS: R-squared
XB: Xie-Beni index
Dist: Euclidean distance between current and previous row

in terms of relatively higher and lower utilization rates. The average silhouette score is
0.600 in this clustering result (See Fig. 6a).

In Fig. 6b, cluster 0, the cluster with relatively lower utilization rates, has more
station members than cluster 1. Cluster 1 is the grouping of stations with relatively
higher utilization rates. In the scatter plot, crisp clusters identified by the HAC algorithm
can be observed. However, cluster 1 has an observation that is comparatively far from
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its other station members. The map in Fig. 6c, indicates that cluster 1 member stations
are mostly located in the lower half of the province.

(a) (b)

(c)

Fig. 6. L3 station clusters - MAY-27-2019.

6.2 Week of February 17th, 2020

We now focus on the closest clustering result relative to our reference week. This group-
ing is for the week starting on the 27th of February, 2020. The average silhouette score
for this result is also 0.60 (See Fig. 7a). The scatter plot of Fig. 7b denotes relatively
well separated clusters similar to our reference week. The clusters can also be thought
of as groupings of high vs. low station utilization rates with this result. Additionally, the
number of observations in each cluster is the same as the reference week. Results for
the week of May 27th, 2019 are slightly better when considering all cluster validation
indices. This can also be observed visually. Data points seem to be closer together in the
scatter plot of Fig. 6b than in Fig. 7b. The in-between cluster separation in both results
are similar.

The map in Fig. 7c reveals that cluster 1 - the higher utilization stations cluster -
member stations are mostly located in the right half of the province with this clustering
result.
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(a) (b)

(c)

Fig. 7. L3 station clusters - FEB-17-2020.

6.3 Week of March 02nd, 2020

The next closest clustering result relative to our reference week is the grouping for the
week starting on March 02nd, 2020. The average silhouette score for this result is 0.65.
The silhouette plot in Fig. 8a suggests a less optimal clustering. This plot indicates that
some observations would seemingly belong to clusters other than the one they are in;
these observations have a negative silhouette width value. A less than optimal clustering
is confirmed by observing the scatter plot of Fig. 8b. Some observations in cluster 1
could be outliers. Additionally, the cluster’s cohesion is not as prevalent as cluster 0’s.
Perhaps a cluster count of 3 would be more appropriate with this result.

Figure 8c, indicates that cluster 1 - the higher utilization stations cluster - member
stations are mostly located in the lower-right half of the province with this clustering
result.

6.4 Week of July 29th, 2019

The silhouette plot in Fig. 9a and the average silhouette score of 0.60 suggest a reason-
able structure in the data has also been found in this week. Figure 9b denotes relatively
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(a) (b)

(c)

Fig. 8. L3 station clusters - MAR-02-2020.

well separated clusters. Cluster 1 has an observation that is comparatively far from its
other station members. The number of observations in each cluster for both the refer-
ence clustering result and this result are different. Based on the various indices, cluster-
ing results for July 29th, 2020 are better in some aspects and inferior in others to results
for the week of May 27th, 2019. This result was identified as being the 3rd most similar
result for our target week.

Figure 9c, indicates that cluster 1 - the higher utilization stations cluster - member
stations are mostly located along a major freeway in the province, mostly covering the
left and the bottom sections of the province.

6.5 Week of December 02nd, 2019

The decreasing relative similarity of results is especially visible when comparing the
results for the week of May 27th, 2019 with results having the least similarity (i.e.,
results for the week of December 2nd, 2019). In Fig. 10a we can see that all cluster 1’s
members have below average silhouette scores and the clustering of stations is much
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(a) (b)

(c)

Fig. 9. L3 station clusters - JUL-29-2019.

less similar than the other clusterings. Additionally, as can be observed in Fig. 10b,
perhaps a cluster count of 3 would be more appropriate with this result.

Figure 10c, indicates that cluster 1 - the higher utilization stations cluster - member
stations are mostly located in the lower-right half of the province with this clustering
result.

6.6 Overall Results

As can be observed in Figs. 6, 7, 8, 9 and 10 of the previous sections, the decreasing
relative similarity of clustering results is especially noticeable when visually comparing
the silhouette and scatter plots for the week of May 27th with the same visualizations in
other weeks and doing so in a step-wise fashion down the ranked list of results.

Individual index calculations embed implicit trade-offs on what is prioritized when
expressing inter-cluster separation, inter-cluster homogeneity, density, and compactness
as one numeric value. One can view the various indices as averages where a certain
precision is lost in the summary. This can lead to situations where one index will sug-
gest a better clustering relative to another grouping and another index will inverse this
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(a) (b)

(c)

Fig. 10. L3 station clusters - DEC-02-2019.

assessment. This is illustrated in Table 3 where for example, the silhouette, Caliński-
Harabasz, separation and R-squared index values for December 02nd suggest a better
clustering than on the week starting on May 27th. However, the Davies-Bouldin, cohe-
sion and RMS index values inverse this assessment.

Capital investments in public charging infrastructure involves the use of public
funds and necessitates robust informed decision making. Identifying similar station uti-
lization patterns over multiple weeks can be useful planning information for station
operators. The cluster analysis presented in our case study provides useful insights by
identifying similar groupings of EV charging stations according to their usage patterns
in time.

The results highlighted in the case study provided in this section demonstrate that
given a clustering result of interest, a process of objectively highlighting and recom-
mending similar clustering results can indeed be automated in order to support the
practitioner in evaluating how structure in data persists over multiple time slices in a
dataset with temporal properties. The relative ranking of similar clustering results that
our approach affords makes it easy to objectively identify similar station groupings over
multiple weeks based on a reference week. Not highlighted in the case study, are the
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clustering results for other a-priori selected temporal partitions in the data, which are
also available as reference points for exploring monthly or seasonal clustering similar-
ities. For example silhouette plots representing a reference month (where K = 4) and
season (where K = 3), see Fig. 11.

(a) (b)

Fig. 11. L3 station clustering references - August and Spring [25].

7 Conclusions and Future Work

A broad EV adoption scenario will require adequate public charging infrastructure. An
understanding of EV charging patterns at public charging stations is crucial to foster
adoption while managing costs and optimizing placement of charging infrastructure.
The outcomes of this research is believed to provide useful insights in planning and
expanding infrastructure allocation. To optimize operations, EV station operators often
seek market-related insights. EV charging station clustering can reveal useful segmen-
tations in service consumption patterns.

Although clustering has become a routine analytical task in many research domains,
it remains arduous for practitioners to select a good algorithm with adequate hyperpa-
rameters and to assess the quality of clustering and the consistency of identified struc-
tures over various temporal slices of data. The process of clustering data is often an
iterative, lengthy, manual and cognitively demanding task. The subjectivity in deter-
mining the level of “success” that unsupervised learning approaches are able to achieve
and the required expert knowledge during the modeling phase suggest that a human-in-
the-loop process of supporting the practitioner during this activity would be beneficial.
Ascertaining whether a particular clustering of data is meaningful or not requires exper-
tise and effort. Doing this for multiple results on data that has been sliced by weekly,
monthly or seasonal partitions prior to applying the clustering algorithm would be very
time consuming. Manually identifying one meaningful result of interest and then hav-
ing an automated mechanism to select similar results is extremely useful in reducing
the amount of effort required to identify avenues that merit further analysis and assist
in downstream analytical tasks such as improving regression or classification model
performance.
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The contributions of this work include an end-to-end analytical workflow that
enables the analysis of energy utilization patterns at public charging infrastructure using
real charging data from station operators in Atlantic Canada. This workflow facilitates
the comparison of clustering results by practitioners with different priorities and pref-
erences. Utilizing the combination of eight internal cluster validity indices to compute
a proximity measure of clustering results in a priori selected temporal partitions of the
data reduces the cognitive demand on users in identifying, understanding and com-
paring of similar clustering results over time. A case study demonstrates that given a
clustering result of interest, the process of objectively highlighting and recommend-
ing similar clustering results can be automated in order to support the practitioner in
evaluating how structure in data persists over multiple time slices and reduce effort
in identifying multiple meaningful clustering results from a large number of modeling
artifacts.

Currently, the initial ranked list of clustering results described in Step 1 of Fig. 5
is created using silhouette scores only. Framing the creation of the initial ranked list
of results as a Multiple Criteria Decision Making (MCDM) problem may improve the
initial results exploration experience. This will be included in future work. EV charg-
ing patterns can be more effectively analyzed by referencing the social and economic
contexts in which they occur. Once clusters are obtained, it may be useful to explain the
clusters with features other than the original features used to obtain the clusters. The
use of real-world EV charging event data combined with nearby traffic volumes and
nearby amenities may help to further contextualize the clustering results. This will also
be included in future work. Lastly, other avenues will explore if utilizing the Euclidean
distances and clusters obtained in this work can improve predictive performance of a
baseline classifier such as improving the predictive performance of classifiers for pre-
dicting peak day of week kWh.
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Abstract. Increase in population has led to increase in built up environment
around the world. The demand for a better lifestyle has developed a high pressure
on the Energy Sector to keep up with the day-to-day needs. Increased demand in
jobs have caused an increase in the commercial buildings in India. Even today India
depends highly on non-renewable sources of energy to meet the energy demands.
To regulate the demand and supply chain, India has various energy policies, some
mandatory and some a voluntary schemes. Energy Conservation Building Code
2017 is one such policy which is mandatory in only very few states in the country.
The study in this paper demonstrates how the use of this energy policy on the
building envelope along with Window-To-Wall Ratios help in reducing building’s
Energy Performance Index and helps conservation of energy consumption in the
long run. The existing building envelope taken from the case example is docu-
mented on-site and recorded. The case example considered in this study is situated
in the Warm and Humid Climate zone of India. The application of ECBC 2017
and further Design Alternatives to the building envelope, observes a reduction of
32% when compared to the contemporary.

Keywords: Energy conservation building code · Building envelope · Climate
change · Warm & humid climate · Building energy simulation · Sustainable
development

1 Introduction

1.1 Urbanization in India

Urbanization is closely linked to modernization, industrialization, and the sociological
process of rationalization. Urbanization occurs as individual, commercial, and govern-
mental efforts reduce time and expense in commuting and improve opportunities for jobs,
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education, housing, and transportation [1]. This can be well corroborated from the fact
that every 12th city dweller of theworld and every 7th of the developing countries is from
India. It is estimated that 75% of the buildings required in the upcoming decade is yet to
be built, and a study conducted in 2010 estimates that 700–900 million square metres of
commercial and residential spaces are expected to be built every year in India [2]. The
fast Increasing World Energy consumption levels are raising concerns over the deple-
tion of natural resources and the increasing environmental pollution impacts like Ozone
depletion, Climate change, global warming etc. In India, as per the National Mission
for Enhanced Energy Emissions (NMEEE) document, 2009, from annual consumption
of 19200 KWh in 2005 only from Residential & commercial buildings, it is predicted
to reach 89,823 KWh in 2030 [3]. Construction industry has a very important role in
the Indian economy, contributing on an average 6.5% of the Gross Domestic Product
(GDP). At the same time, it has lot of impact on the environment with its consumption
of energy both operational energy and embodied energy in the materials that it uses.
Commercial Building space accounts for 33% of the total built space and increasing at
a rate of 8–10% annually. The average annual electricity consumption for space condi-
tioning and lighting in India is around 80 KWh/m2 and 160 KWh/m2 for residential and
commercial buildings respectively [3]. Increase in the use of energy consumption from
the building sector is contributing negatively towards the environment. Non-renewable
resources are still majorly in demand for the production of energy hence contributing
towards climate change.

1.2 Sustainable Development Goals

The Sustainable Development Goals (SDGs) a universal call to action which was for-
mulated by the United Nations (UN) in 2015. SDGs aim to terminate poverty, secure the
planet and everybody attain peace and prosperity by 2030. Countries have committed
to prioritize progress for those who are furthest behind. The SDGs are predominantly
designed to end poverty, hunger, AIDS, and discrimination against women and girls [4].
Elimination of poverty, food for everyone, good health andwell being for all ages, ensure
quality education, achieve gender equality, sustainable management of water and sani-
tation for all, affordable and clean energy, decent work and economic growth, industry
innovation and infrastructure, reduced inequalities, sustainable cities and communities,
responsible consumption and production, climate action, life below water, life on land,
peace justice and strong institutions and partnerships for the goals, are the seventeen
SDGs [5]. The real challenges we stand before as we enter an era of climate breakdown
and biodiversity loss, coupled with exponential population growth, accelerated urban-
ization, escalated social division and inequality are putting unprecedented pressures on
the way we live and how we see our future. Among the seventeen SDGs eight goals
directly relate to the building sector. As architects play a major role in controlling the
eight goals i.e., good health andwell being for all ages, sustainable management of water
and sanitation for all, affordable and clean energy, decent work and economic growth,
industry innovation and infrastructure, sustainable cities and communities, responsible
consumption and production, and climate action. The architect’s design process and
ideas lead to the final product, the building. A ‘well built structure’ is able to incorporate
all eight goals and contribute positively towards a greener future.
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India is one of the countries who volunteered to take part in the Voluntary National
Reviews (VNRs) at the High Level Political Forum (HLPF) which is the highest inter-
national platform for SDGs. In light with the national development agenda and SDGs
the country’s Parliament has formulated various policies and action perspectives that
help deal with eradication of poverty, promoting gender equality and addressing climate
change. NITI Aayog is one such organisation with the Prime Minister as its chairperson
that looks over the SDGs implementation in the country in theNational and Sub-National
level. The institution has carried out a detailed mapping of the 17 Goals and 169 tar-
gets to Nodal Central Ministries, Centrally Sponsored Schemes and major government
initiatives [6]. While reporting about the various facets of the SDGs, this VNR focuses
on the progress made towards achieving Goals 1 (end poverty), 2 (end hunger, achieve
food security and improved nutrition and promote sustainable agriculture), 3 (ensure
healthy lives and good well-being for all ages), 5 (achieve gender equality), 9 (Built
resilient infrastructure, promote inclusive and sustainable industrialization and foster
innovation), 14 (conserve and sustainably use the oceans, seas and marine resources)
and 17 (revitalize the global partnership for sustainable development). These Goals have
been agreed upon in the HLPF as focus areas for this year. The nature of SDGs, however,
is such that the advancement of one global goal may lead to progress in other goals as
well.

The Science Track as shown in Fig. 1 is divided into six panels that together frame the
17 UN SDGs. The panels are developed using Professor Katherine Richardson’s model
for understanding the overarching strategizing of the goals as an interfacing between
the needs of the planet and the needs of humanity. By moving from concerns of the
environment, through resources to the needs of humanity, the goals are grouped into
topics that engage existing research communities in academia and industry [7].

It can be observed that Panel 1 (climate adaptation), 2 (rethinking resources), 3
(resilient communities), 4 (design for health), and6 (partnerships of change) all are linked
directly or indirectly to architecture practice. Rapid urbanization has caused a ten-fold
increase in built up space around theworld contributing to the temperature rise every year,
this is a concern stating to Panel 1, climate adaptation. It is the role of an architect to be
responsible of the harmful emissions and excessive energy consumption taken up by the
building sector and should promote more green buildings. Panel 2, rethinking resources
also talks about resource consumption and the need for optimised use of resources left
on the face of the earth. Even today most of the energy is produced using non-renewable
energy sources and buildings also exploit these resources immensely. Panel 3, resilient
communities is a goal which emphasises to build a better neighbourhood around the
globe that makes the cities safe, clean and sustainably responsible. Panel 4 talks about
design for health, a better environment comes with better sanitation, cleaner air through
cleansingharmful emissions fromvehicles or through commercial and industrial building
and their activities. Lastly, panel 6 encourages the architects across the globe to team up
to find solutions and keep strengthening the means of implementation of SDGs through
built environment which can be a better place through their innovative and sustainable
designs.

Energy savings, environmental gains, health and productivity improvement, or return
premiums are someof the economic benefits stated promote the adoption of sustainability
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in buildings everywhere [8]. Increased population resulting in increased built environ-
ment in India demands for better liveable standards. The concept of ‘sustainability’ is
saving for the future. It the planning of sustaining our resources and the cities for the
future of human kind. It is the role of the architect to design a liveable space flexible
enough to accommodate that future. Just like how it is important to save water and elec-
tricity, it is also important to save space, because land comes with a price. A responsible
planning of a city with green buildings and safe neighbourhood is very important. Green
building is a holistic concept that starts with the understanding that the built environment
can have profound effects, both positive and negative, on the natural environment, as
well as the people who inhabit buildings every day. Green building is an effort to amplify
the positive and mitigate the negative of these effects throughout the entire life cycle of
a building [9].

Energy performance index (EPI) is total energy consumed in a building over a year
divided by total built up area in kWh/sqm/year and is considered as the simplest and
most relevant indicator for qualifying a building as energy efficient or not. The EPI of the
building is greatly influenced by the materials used for building construction, building
envelope designing and planning, orientation of the building, Heating and cooling loads
etc. Building envelope plays a major role in impacting the EPI as it covers the major part
of a building. The Envelope includes external walls, fenestrations and roof. Thematerials
used for construction of this envelope is crucial in determining the amount of heating
and cooling load requirement of the building and hence the EPI of the building. So an
architect should be careful in thematerial selection and envelope designing of a building.
Fenestration also plays a key role in letting in or blocking heat into the building. An
architect should be aware of theWindow-To-Wall Ratios that go by the different facades
based on the orientation and typology of the building.

1.3 Energy Consumption Management in India

The Energy Conservation Act authorises the Central Government of India to prescribe
the Energy Conservation Building Code (ECBC), 2017. In order to mitigate the harmful
effects caused by such large-scale growth, on the environment and to promote energy
efficiency in the built environment, the ECBC 2017 was formulated by the Bureau of
Energy Efficiency (BEE). Studies have shown that building sector, which contributes
about 30% of the total national energy consumption, has the potential to control the
effect of energy consumption on climate change through the implementation of energy
conservation measures. More than 80% of the electrical energy consumed in buildings
is for lighting and cooling [10]. One of the factors that impact the energy consumption
of a building is the climate of the place the building is situated. If the designing of
the building does not resonate with the climate of the place then the building demands
active modes of comfort for better functioning hence the increase in the demand of
energy consumption. India is expected to add 40 billion m2 of new buildings till 2050.
A study conducted by Sha Yu et al., by the use of the Global Change Assessment
Model, this study assesses growth in the buildings sector and impacts of building energy
policies in Gujarat, which would help the state adopt Energy Conservation Building
Code (ECBC) and expand building energy efficiency programs. The study in Gujarat
confirms that ECBC improves energy efficiency in commercial buildings and could
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Fig. 1. SDG 17 goals divided into Panels of Six 4.

reduce building electricity use in Gujarat by 20% in 2050, compared to the no policy
scenario [11]. Another such example of a case study in Jaipur that shows promising
results from the implementation of ECBC on commercial buildings is a study conducted
by Tulsyan et al. Percentage energy savings with ECBC compliance in these buildings
vary from 17% in the case of institutional building to 42% in the case of Hospital
building. Using these estimates and the trend of increase in commercial building energy
consumption, the potential of energy saving in the city of Jaipur has been identified as
12,475 MWh/year in the next five years [12]. ECBC also states climate specific design
guidelines on aspects like thermal transmittance values, solar heat gain coefficients, etc.
to help design a building, appropriate to the five climatic zones of the country. Various
studies also reciprocate to this problem and support the strong correlation of a climates’
impact on building energy performance. Huang and Gurney in their research identified
variation of climate change impact on building energy consumption to building type and
spatiotemporal scale. Large increases in building energy consumption are found in the
summer (e.g., 39% increase in August for the secondary school building), especially
during the daytime (e.g., >100% increase for the warehouse building, 5–6 p.m.), while
decreases are found in the winter. At the spatial scale of climate-zones, annual energy
consumption changes range from −17% to +21%, while at the local scale, changes
range from −20% to +24%. Buildings in the warm-humid (Southeast) climate zones
show larger changes than those in other regions [13].

This study is inspired by the research conducted by Dr. Pradeep Kini et al. [14].
The study showed how the energy saving potential of a commercial building can be
increased by the application of the Energy Conservation Building Code 2017 and using
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Design Alternatives for buildings specific to Warm and Humid Climate in India. The
study uses a shopping complex as a case example for the original EPI scenario and a
detailed survey of the Building envelope was documented. The EPI of the optimized case
was directly obtained from a simulation software called the DesignBuilder to obtain the
results. The materials used as inputs to change the building envelope to obtain solutions
were a random practical application. The study does not optimize all possible materials
available in the market to find out the most optimum solution. The paper also does not
alter Window-To-Wall ratio a crucial part of the Envelope that determines the intake
of heat through the façade and also the amount of external wall area it covers to run a
proper thermal transmittance through the wall and fenestration simulation. Hence this
paper will be an extended version of the study conducted by Pradeep Kini et al.

Energy Conservation Building Code 2017 offers initiatives to achieve a green build-
ing and help conserve energy consumption of the building. The objective of this paper
is to minimise the Energy Performance Index (EPI) of the building following the ECBC
2017, India from the contemporary by changing the Window to Wall Ratio (WWR),
material design change of the wall with respect to u-value of the section of the wall and
change in the material design of the roof slab section with respect to u-value of the roof
slab using filler slab technique.

2 Methodology

The study in this paper is based on a five-storey commercial building located inManipal,
Udupi city in Karnataka, India. As shown in Fig. 2, the building is encased with heavy
glazing on two sides. Extensive glazing on majority of the façade captures higher heat
thus creating heat gain issues within the building. This study is conducted in a city
classified under Warm and Humid climate zone according to the National Building
Code of India. The city receives heavy rainfall from June to late September with peak
humidity level up to 90% and a mean annual temperature of 29 °C. The temperature
peaks up to 37 °C with humidity level of 72% during summers from March to May.

Fig. 2. Exterior of the commercial building.

The objective of the paper is to analyse and demonstrate how much EPI reduction
is possible by the implementation of ECBC 2017 on the commercial building from its
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original EPI and contribute towards the Energy Saving Potential through a change in the
Building Envelope. The study focuses on the Design Alternatives to be considered for a
building to be constructed in a warm and humid climate zone in India.

An on-site documentation of the building was conducted and recorded. Figure 3,
Fig. 4, Fig. 5, Fig. 6, and Fig. 7 depicts the floor plans of the commercial complex
documented for the study on site. The data collected includes: building dimensions,
annual energy consumption, occupancy, building materials etc.

Building Information Details required for the building simulation:

1. Location: 13°20′48.4′′N 74°47′03.1′′E
2. Site area: 910 m2

3. Building size: G + 4
4. Total built-up area: 2595 m2

5. Ground coverage: 34.3%
6. First floor carpet area: 538 m2

7. Ground floor area: 312 m2

8. Mezzanine – third floor area: 570.7 m2

9. Building entrance facing: North-West
10. Operating schedule: 9:00 AM – 9:00 PM (12 h operation)

Fig. 3. First floor plan.

2.1 Building Envelope Optimization: WWR, External Wall and Roof Slab Design

A building envelope majorly constitutes of wall, roof and fenestrations. The envelope
connects the building to the outside environment and is in contact with heat, light and
moisture first. In this study the roof slab, external walls and fenestrations of the existing
case scenario is documented. The opaque exterior walls have an overall u-value of
2.03 W/sqmK and the section is made of 150 mm thick concrete masonry with interior
and exterior finishing made of plaster of thickness of 10 mm. The building roof and floor
are 150mmthick reinforced concrete slabswith a thermal transmittanceof 2.97W/sqmK.
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Fig. 4. Mezzanine floor plan.

Fig. 5. Ground floor plan.

The facade consisting of glazing curtain wall as vertical fenestration with clear glass of
10 mm thickness and solar heat gain coefficient of 0.76. The building considered for the
study is a B1 building typology, i.e., All building types except No star hotel< 10000 sqm
AGA, Business < 10000 sqm AGA and School < 10000 sqm AGA, as given in ECBC
2017 [15]. The building lies in the warm and humid climate zone of India, specified as
per the National Building Code (NBC), hence u-values considered in the study comply
with the climate zone specifications.

2.2 Window to Wall Ratio

The commercial building is a G+4 shopping centre. The building has a ground coverage
of 350 sqm, total built up area of 2595 sqm and total carpet area of 1900 sqm. The stores
have an operation time up to 12 h from 9:00 AM to 9:00 PM. A 3 m cantilever on all
sides is designed from the first floor onwards to increase the floor plate of the upper
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Fig. 6. Second floor plan.

Fig. 7. Third floor plan.

floors. The front façade of the building stands facing the North-West direction with an
overall window to wall ratio of 0.62, covered overall with glazing. Daylighting into the
building is received through an atrium which runs through the centre of the building
from ground to the third floor. Table 1. Provides the current WWR of the building on
each façade and on each floor.

The maximumWindow to Wall Ratio (WWR) considered for this building typology
is 40% [15]. Hence the four facades of the building with theirWWR add upmaximum to
40%. The four facades lie facing four cardinal directions i.e., NE, NW, SW, and SE. The
NE façade receives minimum direct sunlight hence can have themaximum percentage of
WWR and is kept at a constant value of 50%. TheWWR for the remaining three facades
are considered for 27 combinations as shown in Table 3. The averages are considered as
27 cases, taken as an input to the Solver to obtain the optimized result which will reduce
the EPI of the building. Table 2 provides the 27 possible combination of WWR ranked
in order of logic of obtaining the least EPI of the building, in terms of maximum heat
gain through fenestrations.
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Table 1. Window to Wall Ratio percentages considered on four facades.

Window to Wall Ratio

NE NW SW SE

Ground floor 83.34 85 71 0

Mezzanine floor 83.34 50.77 0 0

First floor 83.34 50.77 0 0

Second floor 83.34 50.77 24.69 0

Third floor 83.34 50.77 4.23 0

Table 2. Window to Wall Ratio Ranking.

Combination code NW SW SE Ranking for least EPI value

WR1 0.8 0.8 0.8 1

WR2 0.6 0.8 0.8 2

WR3 0.8 0.8 0.6 3

WR4 0.8 0.6 0.8 4

WR5 0.6 0.8 0.6 5

WR6 0.6 0.6 0.8 6

WR7 0.8 0.6 0.6 7

WR8 0.4 0.8 0.6 8

WR9 0.6 0.4 0.8 9

WR10 0.8 0.6 0.4 10

WR11 0.6 0.8 0.4 11

WR12 0.4 0.6 0.8 12

WR13 0.8 0.4 0.6 13

WR14 0.6 0.6 0.6 14

WR15 0.4 0.8 0.8 15

WR16 0.8 0.8 0.4 16

WR17 0.8 0.4 0.8 17

WR18 0.4 0.8 0.4 18

WR19 0.4 0.4 0.8 19

WR20 0.8 0.4 0.4 20

WR21 0.4 0.6 0.6 21

WR22 0.6 0.6 0.4 22

(continued)
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Table 2. (continued)

Combination code NW SW SE Ranking for least EPI value

WR23 0.6 0.4 0.6 23

WR24 0.4 0.6 0.4 24

WR25 0.4 0.4 0.6 25

WR26 0.6 0.4 0.4 26

WR27 0.4 0.4 0.4 27

Table 3. Window to Wall Ratio percentages considered for four facades.

Options NE NW SW SE Avg

1 0.50 0.37 0.37 0.37 0.40

2 0.50 0.20 0.20 0.20 0.28

3 0.50 0.20 0.20 0.20 0.28

4 0.50 0.37 0.37 0.20 0.36

5 0.50 0.37 0.20 0.37 0.36

6 0.50 0.20 0.37 0.37 0.36

7 0.50 0.37 0.37 0.20 0.36

8 0.50 0.37 0.20 0.37 0.36

9 0.50 0.20 0.37 0.37 0.36

10 0.50 0.37 0.20 0.20 0.32

11 0.50 0.20 0.37 0.20 0.32

12 0.50 0.20 0.20 0.37 0.32

13 0.50 0.37 0.20 0.20 0.32

14 0.50 0.20 0.37 0.20 0.32

15 0.50 0.20 0.20 0.37 0.32

16 0.50 0.20 0.20 0.20 0.28

17 0.50 0.20 0.20 0.20 0.28

18 0.50 0.20 0.20 0.20 0.28

19 0.50 0.20 0.20 0.20 0.28

20 0.50 0.20 0.20 0.20 0.28

21 0.50 0.20 0.20 0.20 0.28

22 0.50 0.37 0.20 0.20 0.32

23 0.50 0.20 0.20 0.37 0.32

(continued)
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Table 3. (continued)

Options NE NW SW SE Avg

24 0.50 0.20 0.37 0.20 0.32

25 0.50 0.20 0.20 0.37 0.32

26 0.50 0.20 0.37 0.20 0.32

27 0.50 0.37 0.20 0.20 0.32

2.3 Material Design of External Walls and Roof Slab

Different combination of materials for walls result in different thermal transmittance
values, hence change in thewall section alongwith the permissible thermal transmittance
value is given as per ECBC 2017 is considered as inputs for the optimization. A similar
design intervention is carried out for roof slab design. The different combinations of
the wall for various possible u-values compliant with ECBC 2017 is a study taken from
PranavKishore et al. [16]. Thewarmand humid category results from the paper is applied
over this study to understand how much EPI reduction occurs due to its application. For
the wall, seven wall thicknesses ranging from 0.15 m to 0.45 m at changing intervals
of 0.5 units and four finishing types (F1 = Finished Inside & Finished Outside, F2 =
Exposed Inside & Exposed Outside, F3 = Finished Inside & Exposed Outside, F4 =
FinishedOutside&Exposed Inside) are considered. Thematerial library given inTable 4,
Table 5, and Table 6 are an accepted and currently in use compilation of materials used in
the industry which is in compliance with the ECBC 2017 and tested by CARBSE, CEPT
Ahmedabad and verified by CSBE, MSAP, Manipal. Figure 8 shows a general section
of a wall with F1, F2, F3, and F4 scenarios. The number of layers of each material is
restricted up to three layers as per practical application of each materials. More than
three layers is not supported in current practice unless in special construction cases.

Fig. 8. Wall finishing cases; F1, F2, F3, and F4.
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Table 4. Block materials.

S no. Material-opaque wall Thickness - (in m) k-value (W/sqmK)

1 Aerated-autoclaved-concrete(aac) block 0.2032 0.18

2 Armor-rock-boulders 0.2032 0.07

3 Autoclaved-aerated-concrete-block-(aac) 0.1524 0.18

4 Brick – burnt-red-clay 0.1016 1.27

5 Cellular-concrete 0.2032 0.19

6 Cement-stabilized-soil-block-(cseb) 0.0762 1.3

7 Cement-stabilized-soil-block-(cseb) 0.1016 0.84

8 Compressed-mud-blocks 0.09 1.21

9 Fly-ash-brick 0.0762 0.64

10 Foam-cement-block 0.0508 0.16

11 Foam-concrete 0.1016 0.07

12 Perforated-burnt-clay-brick 0.0762 0.63

13 Solid-burnt-clay-brick 0.0762 0.62

14 Solid-concrete-block 0.1016 1.4

Table 5. Interior wall finish materials.

S no. Material Thickness (in m) k-value - (W/m.K)

1 Acrylic-sheet 0.01 0.22

2 Ambaji-marble 0.019 2.81

3 Asbestos-cement-board 0.015 0.47

4 Asbestos-mill-board 0.01 0.25

5 Asbestos-sheet-shera 0.008 0.51

6 Bamboo 0.015 0.2

7 Black-fine-granite 0.019 2.44

8 Calcium-silicate-board 0.016 0.28

9 Ceramic-frit-glass 0.006 0.69

10 Ceramic-tile 0.005 1.6

11 Ceramic-tile-bathroom 0.005 0.8

12 Chile-wood 0.015 0.14

13 Engineer-wood-floored-tile 0.015 0.25

14 Ghana-teak-wood 0.02 0.21

(continued)
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Table 5. (continued)

S no. Material Thickness (in m) k-value - (W/m.K)

15 Granite-cat-eye 0.019 3.44

16 Granite-green-galaxy 0.019 2.62

17 Granite-ivory-fantasy 0.019 2.55

18 Granite-kashmiri-gold 0.019 2.47

19 Granite-tan-brown 0.019 2.95

20 Green-marble 0.019 2.37

21 Gypsum-board 0.012 0.25

22 Gypsum-plaster 0.002 0.51

23 Hard-board 0.006 0.28

24 Hard-board 0.01 0.28

25 Hard-board 0.012 0.28

26 Hard-board 0.014 0.28

27 Hard-board 0.016 0.28

28 Italian-black-granite 0.019 2.36

29 Italian-marble 0.019 2.78

30 Laminated-particle-board 0.019 0.18

31 Medium-density-fiberboard-(mdf) 0.012 0.2

32 Malamine-fiberboard 0.012 0.25

33 Oak-laminated-floor-tiles 0.012 0.27

34 Plain-particle-board 0.012 0.27

35 Pop-board 0.01 0.5

36 Pumice-square-bronze-tile 0.01 0.99

37 Rajnagar-marble 0.019 5.64

38 Rubber-wood 0.008 0.17

39 Saag-wood 0.02 0.29

40 Sandstone 0.019 3.01

41 Soft-board 0.012 0.09

42 Steam-beech-wood 0.012 0.23

43 Teak-wood 0.075 0.24

44 Udaipur-brown-marble 0.019 2.92

45 V-board 0.018 0.3

46 Veneered-particle-board 0.012 0.24

(continued)
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Table 5. (continued)

S no. Material Thickness (in m) k-value - (W/m.K)

47 Veneered-particle-board 0.016 0.24

48 Vitrified-tile 0.006 1.48

49 Wall-board 0.006 0.05

50 Wall-board 0.008 0.05

51 Wall-board 0.01 0.05

52 Wall-board 0.012 0.05

53 Wood-plastic-composite 0.012 0.12

The filler slab considered for the roof slab is again a result from a study by Ramya
et al. [17]. The thickness of the slab is taken to be 0.3 m. The thermal transmittance value
taken for the simulation for the roof slab is 0.15 W/sqmK. Figure 9 show the section of
the filler slab with and without external insulation.

2.4 Building Simulation

The building simulation software used for this study is the Design Builder. Figure 10
shows the perspective image of the building modelled within the DesignBuilder. All the
inputs where updated within the software and compared from the base case scenario. A
step by step procedure of reducing the EPI was seen during the study. Firstly, the WWR
was changed from the base model to see how much reduction in EPI was observed, then
the various material design for walls were changes and u-value combinations taken as
cases for optimization was considered and compared. Finally the roof slab was changed
and the final building was obtained. A total of 84 results were obtained within the study.
For a given WWR type the cases considered were 7 types of wall thicknesses, 4 types of
wall finishing, 3 types of ECBC types which resulted in a total of 84 results. A total of 27
suchWWR typeswere studied in this paper resulting in 2268 results, most of which show
solutions to reduce EPI of the building. As shown in Fig. 11 an evolutionary optimization
is run along with the simulation software to obtain the best possible results. The material
library, block materials and its thickness, inside finish material and its thickness and
exterior finish material and its thickness is taken as six variable inputs in this model.
Therefore for everyWWR case all these variable combinations are checked for optimum
solution to obtain the final result.

The permittable thermal transmittance constraint of the wall section for a building of
B1 category i.e.,AllBuildingTypes to be constructed in aWarmandHumid climate zone,
is taken as suggested from ECBC 2017 as 0.40 W/sqmK (ECBC Type), 0.35 W/sqmK
(ECBC + Type), and 0.22 W/sqmK (ECBC Super Type). The heat transfer through the
section of the wall is given as:

Rt = R1 + R2 + R3 + R4 + . . . = L1
K1

+ L2
K2

+ L3
K3

+ L4
K4

+ . (1)
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Table 6. Exterior wall finish materials.

S no. Material Thickness - (in m) k-value (W/m.K)

1 Ac-sheet 0.006 0.25

2 Aluminium 0.004 212.2

3 Armor-rock-boulders 0.025 0.07

4 Asbestos-sheet-shera 0.008 0.51

5 Black-coarse-granite 0.025 2.54

6 Black-fine-granite 0.019 2.44

7 Brick-cladding 0.02 1.27

8 Brick-tile 0.015 0.8

9 Cement-board 0.01 0.44

10 Cement-board 0.016 0.44

11 Cement-bonded-particle-board 0.016 0.33

12 Cement-fiber-board 0.016 0.39

13 Cement-mortar 0.012 0.72

14 Cement-mortar 0.015 0.72

15 Cement-plaster 0.015 1.21

16 Clay-roof-tile 0.012 0.63

17 Clay-ceiling-tile 0.012 0.63

18 Composite-marble 0.02 2.44

19 Concrete-paver-tiles 0.06 1.72

20 Dholpuri-stone 0.02 3.08

21 Floor-board 0.015 0.27

22 Granite-lakha-red 0.018 3.57

23 Jaisalmer-yellow-stone 0.02 2.74

24 Kota-stone 0.02 3.02

25 Kota-stone 0.03 3.02

26 Mangalore-roof-tile 0.02 0.61

27 Mild-steel-(ms) 0.004 44.12

28 Paver-tile 0.025 1.48

29 Porcelain-tile 0.025 1.53

30 Pumice-square-bronze-tile 0.01 0.99

31 Sandstone 0.019 3.01

32 Stainless-steel-(ss) 0.002 13.56
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(a)

(b)

Fig. 9. (a) Section of a filler slab and (b) section of filler slab with external insulation.

where, L is the thickness of the material used and K is the thermal conductivity of the
said material.

Hence, the thermal transmittance is given by,

U = 1

Rt
(2)

where,

Rt = 1

hi
+ 1

ho
+ L1

K1
+ L2

K2
+ L3

K3
+ L4

K4
(3)

Rt is the total thermal resistance and hi and h0 are the inside and outside air heat transfer
coefficients.Air is a good insulator of heat and thus has a thermal transmittance associated
to it. During the wall construction certain amount of air gets embedded within the
construction thus helping to resit heat flow in and out of the space. Therefore, the total
U-value for inside and outside air gap is given in SP-41 Part-2, heat insulation. The
outside air film at a velocity of 8 km/h (h0) is 19.86 W/m2K and the inside air film for
still air is 9.36 W/m2K [18].

3 Results and Discussion

3.1 Graph Apprehension

The paper shows all the 2268 results thus obtained after the optimizationwith the changes
made in WWR, External Wall Material Design, and Roof Slab Material Design. All the
results have been converted into Pivot Graphs for better apprehension of the study.
The results have be categorised based on three Tiers of Building Energy Performance
suggested byECBC2017 i.e., ECBC,ECBC+andECBCSuper.Under each tier there are
three graphs showing results for all 27 WWR cases split as WWR1-WWR9, WWR10-
WWR18, and WWR19-WWR27. The x-axis of the graph captures the cases considered
in the study starting from the ECBC typology, the WWR, 7 wall thicknesses under
each WWR, and four type of wall finishing under each Thickness of the wall. Table 7
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Fig. 10. Perspective view of the building designed in DesignBuilder.

Fig. 11. Optimization process flow chart.

provides the nomenclature for the cases on the x-axis. The EPI of the base case scenario
is 235 kWh/m2/year. The EPI of the optimized scenario is given on the primary y-axis
in kWh/m2/year. The secondary y-axis shows the percentage reduction in EPI after the
application of new WWR, external wall materials and roof slab materials (Graph 1).
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Graph 1. ECBC category graph WWR1-WWR9 for apprehension.

Table 7. Nomenclature for graph reading.

Nomenclature

T Thickness of the wall

F Wall surface finishing type

E ECBC type

W Window to Wall Ratio cases

EPI Energy Performance Index

WR WWR Ranking

3.2 Detailed Graph Reading

ECBC Category - WWR1-WWR9
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Graph 2. ECBC category; WWR1-WWR9.
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The results propound that the least reduction in EPI observed in WWR1-WWR9 is
159.9 kWh/sqm/year i.e., a total of 32% reduction of the EPI from the contemporary
case with EPI of 235 kWh/sqm/year. In this solution the suggested material design of
the external wall section is an interior finishing comprising of three layers of 12 mm
thickness Wall Board, with Armor Rock Boulder as the block material of 8 in. thickness
of 2 layers along with the external wall finishing as 1 layer of AC Sheet of 6 mm
thickness. All cases from WWR1-WWR9, show that the EPI reduction lies between
159.9 kWh/sqm/year to 170.2 kWh/sqm/year.

Graph 2 results suggests themost recurring solution for interior wall finishing asWall
Board of minimum two layers. The material suggestion for block material include Foam
Concrete Block and Armor Rock Boulder. The Foam Concrete Block is the frequent
solution when used for a thinner/moderate section of wall construction whereas Armor
Rock is suggested for more of a thicker section of wall construction. Exterior wall finish
material is recommended to be a cladding of Armor Rock Boulder of 25 mm thickness,
minimum of two layers. For a rather thicker section of the wall i.e., T7 thickness, the
alternate exterior finish is suggested to be of AC Sheet of 6 mm thickness.

WWR10-WWR18 - ECBC Category

24

25

26

27

28

29

30

31

32

150

155

160

165

170

175

F2 F1 F4 F3 F2 F1 F4 F3 F2 F1 F4 F3 F2 F1 F4 F3 F2 F1 F4 F3 F2 F1 F4 F3 F2 F1 F4 F3 F2 F1 F4 F3 F2 F1 F4 F3

T1T2T3T4T5T6T7T1T2T3T4T5T6T7T1T2T3T4T5T6T7T1T2T3T4T5T6T7T1T2T3T4T5T6T7T1T2T3T4T5T6T7T1T2T3T4T5T6T7T1T2T3T4T5T6T7T1T2T3T4T5T6T7

W10 W11 W12 W13 W14 W15 W16 W17 W18

ΔE
PI

 in
 %

EP
I

ECBC WWR10-WWR18

EPI of complete retrofit ΔEPI% - wall

Graph 3. ECBC category; WWR10-WWR18.

The results propound that the least reduction in EPI observed in WWR10-WWR18
is 159.2 kWh/sqm/year i.e., a total of 32% reduction of the EPI from the contemporary
case with EPI of 235 kWh/sqm/year. In this solution the suggested material design of
the external wall section is an interior finishing of 12 mm thickness Wall Board of three
layers, with two layers of Armor Rock Boulders as the block material of 8 in. thickness
alongwith the external wall finishing as one layer of ACSheet, 6mm thickness. All cases
fromWWR10-WWR18, show that the EPI reduction lies between 161.7 kWh/sqm/year
to 170 kWh/sqm/year.

Graph 3 results suggests themost recurring solution for interior wall finishing asWall
Board of minimum two layers. The material suggestion for block material include Foam
Concrete Block and Armor Rock Boulder. The Foam Concrete Block is the frequent
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solution when used for a thinner/moderate section of wall construction whereas Armor
Rock is suggested for more of a thicker section of wall construction. Exterior wall finish
material is recommended to be a cladding of Armor Rock Boulder of 25 mm thickness,
minimum of two layers. For a rather thicker section of the wall i.e., T7 thickness, the
alternate exterior finish is suggested to be of AC Sheet of 6 mm thickness.

WWR19-WWR27 - ECBC Category
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Graph 4. ECBC category; WWR19-WWR27.

The results propound that the least reduction in EPI observed in WWR19-WWR27 is
159.2 kWh/sqm/year i.e., a total of 32% reduction of the EPI from the contemporary
case with EPI of 235 kWh/sqm/year. In this solution the suggested material design of
the external wall section is an interior finishing of 12 mm thickness Wall Board of three
layers, with two layers of Armor Rock Boulders as the block material of 8 in. thickness
along with the external wall finishing as a layer of AC Sheet of 6 mm thickness. All cases
fromWWR19-WWR27, show that the EPI reduction lies between 159.2 kWh/sqm/year
to 170 kWh/sqm/year.

Graph 4 results suggests themost recurring solution for interior wall finishing asWall
Board of minimum two layers. The material suggestion for block material include Foam
Concrete Block and Armor Rock Boulder. The Foam Concrete Block is the frequent
solution when used for a thinner/moderate section of wall construction whereas Armor
Rock is suggested for thicker section of wall construction. Exterior wall finishmaterial is
recommended to be a cladding of Armor Rock Boulder of 25 mm thickness, minimum
of two layers. For a rather thicker section of the wall i.e., T7 thickness, the alternate
exterior finish is suggested to be a layer of AC Sheet of 6 mm thickness.

ECBC+ Category - WWR1-WWR9
The results propound that the least reduction in EPI observed in WWR1-WWR9 is
159.9 kWh/sqm/year i.e., a total of 32% reduction in the EPI from the contemporary
case with EPI of 235 kWh/sqm/year. In this solution the suggested material design of
the external wall section is an interior finishing of Wall Board 12 mm thickness of three
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Graph 5. ECBC+ category; WWR1-WWR9

layers, with two layers of Armor Rock Boulder as the block material of 8 in. thickness
along with the external wall finishing as a layers AC Sheet, 6 mm thickness. All cases
fromWWR1-WWR9, show that the EPI reduction lies between 159.9 kWh/sqm/year to
169.6 kWh/sqm/year.

Graph 5 results suggests themost recurring solution for interior wall finishing asWall
Board of minimum two layers. The material suggestion for block material include Foam
Concrete Block and Armor Rock Boulder. The Foam Concrete Block is the frequent
solution when used for a thinner/moderate section of wall construction whereas Armor
Rock is suggested for more of a thicker section of wall construction. Exterior wall finish
material is recommended to be a cladding of Armor Rock Boulder of 25 mm thickness,
minimum of two layers. For a rather thicker section of the wall i.e., T7 thickness, the
alternate exterior finish is suggested to be of AC Sheet of 6 mm thickness.

ECBC+ Category - WWR10-WWR18
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Graph 6. ECBC+ category; WWR10-WWR18.

The results propound that the least reduction in EPI observed in WWR10-WWR18 is
159.2 kWh/sqm/year i.e., a total of 32% reduction in the EPI from the contemporary
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case with EPI of 235 kWh/sqm/year. In this solution the suggested material design of
the external wall section is an interior finishing of 12 mm thickness Wall Board of three
layers, with two layers of Armor Rock Boulder as the block material of 8 in. thickness
along with the external wall finishing as a layer of AC Sheet, 6 mm thickness. All cases
fromWWR10-WWR18, show that the EPI reduction lies between 159.2 kWh/sqm/year
to 169.3 kWh/sqm/year.

Graph 6 results suggests themost recurring solution for interior wall finishing asWall
Board of minimum two layers. The material suggestion for block material include Foam
Concrete Block and Armor Rock Boulder. The Foam Concrete Block is the frequent
solution when used for a thinner/moderate section of wall construction whereas Armor
Rock is suggested for more of a thicker section of wall construction. Exterior wall finish
material is recommended to be a cladding of Armor Rock Boulder of 25 mm thickness,
minimum of two layers. For a rather thicker section of the wall i.e., T7 thickness, the
alternate exterior finish is suggested to be of AC Sheet of 6 mm thickness.

ECBC+ Category - WWR19-WWR27
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Graph 7. ECBC+ category; WWR19-WWR27.

The results propound that the least reduction in EPI observed in WWR19-WWR27 is
159.2 kWh/sqm/year i.e., a total of 32% reduction of the EPI from the contemporary
case with EPI of 235 kWh/sqm/year. In this solution the suggested material design of
the external wall section is an interior finishing of 12 mm thickness Wall Board of three
layers, with two layers of Armor Rock Boulder as the block material of 8 in. thickness
along with an external wall finishing of 6 mm thickness AC Sheet. All cases from
WWR19-WWR27, show that the EPI reduction lies between 159.9 kWh/sqm/year to
169.3 kWh/sqm/year.

Graph 7 results suggests themost recurring solution for interior wall finishing asWall
Board of minimum two layers. The material suggestion for block material include Foam
Concrete Block and Armor Rock Boulder. The Foam Concrete Block is the frequent
solution when used for a thinner/moderate section of wall construction whereas Armor
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Rock is suggested for thicker section of wall construction. Exterior wall finishmaterial is
recommended to be a cladding of Armor Rock Boulder of 25 mm thickness, minimum
of two layers. For a rather thicker section of the wall i.e., T7 thickness, the alternate
exterior finish is suggested to be a layer of AC Sheet of 6 mm thickness.

ECBC Super Category - WWR1-WWR9
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Graph 8. ECBCSuper category; WWR1-WWR9.

The results propound that the least reduction in EPI observed in WWR1-WWR9 is
161.7 kWh/sqm/year i.e., a total of 31% reduction of the EPI from the contemporary
case with EPI of 235 kWh/sqm/year. In this solution the suggested material design of
the external wall section is an interior finishing of 12 mm thickness Wall Board if three
layers, with two layers of Armor Rock Boulder as the block material of 8 in. thickness
along with the external wall finishing as a layer of AC Sheet of 6 mm thickness. All cases
fromWWR01-WWR09, show that the EPI reduction lies between 161.7 kWh/sqm/year
to 165.29 kWh/sqm/year.

Graph 8 results suggests themost recurring solution for interior wall finishing asWall
Board of minimum two layers. The material suggestion for block material include Foam
Concrete Block and Armor Rock Boulder. The Foam Concrete Block is the frequent
solution when used for a thinner/moderate section of wall construction whereas Armor
Rock is suggested for more of a thicker section of wall construction. Exterior wall finish
material is recommended to be a cladding of Armor Rock Boulder of 25 mm thickness,
minimum of two layers. For a rather thicker section of the wall i.e., T7 thickness, the
alternate exterior finish is suggested to be of AC Sheet of 6 mm thickness.

ECBC Super Category - WWR10-WWR18
The results propound that the least reduction in EPI observed in WWR10-WWR18 is
160.3 kWh/sqm/year i.e., a total of 31% reduction of the EPI from the contemporary
case with EPI of 235 kWh/sqm/year. In this solution the suggested material design of
the external wall section is an interior finishing of 12 mm thickness Wall Board if three
layers, with two layers of Armor Rock Boulder as the block material of 8 in. thickness
along with the external wall finishing as a layer of AC Sheet of 6 mm thickness. All cases
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Graph 9. ECBCSuper category; WWR10-WWR18.

fromWWR01-WWR09, show that the EPI reduction lies between 160.3 kWh/sqm/year
to 165 kWh/sqm/year.

Graph 9 results suggests themost recurring solution for interior wall finishing asWall
Board of minimum two layers. The material suggestion for block material include Foam
Concrete Block and Armor Rock Boulder. The Foam Concrete Block is the frequent
solution when used for a thinner/moderate section of wall construction whereas Armor
Rock is suggested for more of a thicker section of wall construction. Exterior wall finish
material is recommended to be a cladding of Armor Rock Boulder of 25 mm thickness,
minimum of two layers. For a rather thicker section of the wall i.e., T7 thickness, the
alternate exterior finish is suggested to be of AC Sheet of 6 mm thickness.
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Graph 10. ECBCSuper category; WWR19-WWR27.

The results propound that the least reduction in EPI observed in WWR10-WWR18 is
160.3 kWh/sqm/year i.e., a total of 31% reduction of the EPI from the contemporary
case with EPI of 235 kWh/sqm/year. In this solution the suggested material design of
the external wall section is an interior finishing of 12 mm thickness Wall Board if three
layers, with two layers of Armor Rock Boulder as the block material of 8 in. thickness
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along with the external wall finishing as a layer of AC Sheet of 6 mm thickness. All cases
fromWWR01-WWR09, show that the EPI reduction lies between 160.3 kWh/sqm/year
to 165 kWh/sqm/year.

Graph 10 results suggests the most recurring solution for interior wall finishing as
Wall Board of minimum two layers. The material suggestion for block material include
Foam Concrete Block and Armor Rock Boulder. The Foam Concrete Block is the fre-
quent solution when used for a thinner/moderate section of wall construction whereas
Armor Rock is suggested for more of a thicker section of wall construction. Exterior wall
finishmaterial is recommended to be a cladding of Armor Rock Boulder of 25mm thick-
ness, minimum of two layers. For a rather thicker section of the wall i.e., T7 thickness,
the alternate exterior finish is suggested to be of AC Sheet of 6 mm thickness.

Table 8 summarises all the 9 graphs from the results. The table specifies the results
obtained from three ECBC categories andWWR considered from 1–27 in each category.
Themax reduction inEPI in percentage is specifiedperWWRin each category alongwith
thewall assembly associatedwith themax reduction scenario. The table alsomentions the
range of EPI per category and the most recurring solution of wall assembly suggestion.

Table 8. Result summary

ECBC
Category

Window-to-Wall
Ratio

Max
reduction in
EPI in
percentage

Wall
assembly of
max EPI
reduction

Range of EPI
(kWh/m2/year)

Recurring
solution for
wall
assembly

ECBC WWR1-WWR9 32 Interior
finish - Wall
Board,
12 mm
thickness, 3
layers

159.9–170.2 Interior
finish - Wall
Board, 2
layers

WWR10-WWR18 31 161.7–170

WWR19-WWR27 32 159.2–170

ECBC+ WWR1-WWR9 32 Block -
Armor Rock
Boulder,
8 in.
thickness, 2
layers

159.9–169.6 Block -
Armor Rock
Boulder and
Foam
Concrete
Block

WWR10-WWR18 32 159.2–169.3

WWR19-WWR27 32 159.9–169.3

ECBC
Super

WWR1-WWR9 31 Exterior
finish - AC
sheet, 6 mm
thickness, 1
layer

161.7–165.29 Exterior
finish -
Armor Rock
Boulder
Cladding,
25 mm
thickness, 2
layers

WWR10-WWR18 31 160.3–165

WWR19-WWR27 31 160.3–165
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The results depict that a max reduction of 31%–32% is possible by optimizing the
façade with various WWR and in compliance with ECBC 2017. The results suggest
a combination of wall assembly of interior finish material, block material and exterior
finish material shown in Table 9 to achieve max reduction in EPI for a building.

Table 9. Material recommendation

Material Thickness

Interior finish material Wall Board 10 mm

Wall Board 12 mm

Block material Foam Concrete 4 in.

Foam Concrete 8 in.

Armor rock boulder 8 in.

Exterior finish material Armor rock boulder clad 25 mm

AC Sheet 6 mm

4 Conclusion

India is growing at a rapid pace every year. Every year the energy consumption, resource
consumption, etc. increases due to increasing population and better need of lifestyle.
Sustainability is no more a concept it will become a necessity for an assurance of a
secured future. India has stepped up and is voluntarily participating in the SDGs 2030
Agenda. Energy efficiency policies are becoming mandatory across the country as well.
This challenges an architect to keep in mind to design a responsible neighbourhood for
everybody. Smart City programs are also envisioned and are being worked out to live in
a place that in turn helps out people.

The objective of this study is to enable architects across the country to design using
the energy policies and enhance Design Alternatives for buildings, depending on the
climate zone they are to be constructed. This paper suggests the Building Envelope
optimization strategies using 27 cases of Window-To-Wall Ratios to reduce the EPI of
a shopping complex building situated in a warm and humid climate zone.

In all three levels of energy efficiency offered by the ECBC 2017 i.e., ECBC, ECBC+
and ECBC Super, it is observed that the minimum possible EPI that can be obtained is
159.2 kWh/sqm/year, i.e., up to 32% reduction from the contemporary case example
having EPI of 235 kWh/sqm/year.

Graph 11 depicts the analysis of variation in the EPI with respect to 27 WWR cases.
The linear regression equations enables researchers and architects to solve for cases that
lie within these 27 cases and identify the building envelope material design solutions to
reduce EPI of a building.

The study suggests a common solution for construction using typical material for
wall section comprising of an interior finish material as Wall Board, with block material
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Graph 11. WWR ranking based on minimum EPI values.

either as Foam Concrete for moderate to thinner wall sections or Armor Rock Boulder
for a thicker wall section, with exterior finish material as Armor Rock Boulder Cladding
or use of AC Sheet of 6 mm thickness for a thicker wall section.
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Abstract. This article attempts answering the following problematic: How to
model and classify energy consumption profiles over a large distributed territory
to optimize the management of buildings’ consumption?

Doing case-by-case in depth auditing of thousands of buildings would require
a massive amount of time and money as well as a significant number of qualified
people.Thus, an automated method must be developed to establish a relevant and
effective recommendations system.

To answer this problematic, pretopology is used to model the sites’ consump-
tion profiles and a multi-criterion hierarchical classification algorithm, using the
properties of pretopological space, has been developed in a Python library.

To evaluate the results, three data sets are used: A generated set of dots of var-
ious sizes in a 2D space, a generated set of time series and a set of consumption
time series of 400 real consumption sites from a French Energy company.

On the point data set, the algorithm is able to identify the clusters of points
using their position in space and their size as parameter. On the generated time
series, the algorithm is able to identify the time series clusters using Pearson’s
correlation with an Adjusted Rand Index (ARI) of 1.

Keywords: Artificial intelligence · Data analysis · Clustering algorithms ·
Pretopology

1 Introduction

In 2015 was signed the Paris agreement in which government from all over the world
undertook to keep global warming behind a 2 ◦C increase compared to the tempera-
tures of 1990. The year of the Cop21, the worldwide buildings sector was responsible
for 30% of global final energy consumption and nearly 28% of total direct and indi-
rect CO2 emissions. Yet the energy demand from buildings and building’s construction
c© Springer Nature Switzerland AG 2022
C. Klein et al. (Eds.): SMARTGREENS 2021/ VEHITS 2021, CCIS 1612, pp. 87–106, 2022.
https://doi.org/10.1007/978-3-031-17098-0_5
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88 L.-N. Lévy et al.

still rises, driven by improved access to energy in developing countries, greater owner-
ship and use of energy-consuming devices and rapid growth in global buildings floor
area, at nearly 3% per year1. The International Energy Agency’s Reference Technol-
ogy Scenario (RTS), which accounts for existing building energy policies and climate-
related commitments, shows that final energy demand in the global buildings sector
will increase by 30% by 2060 without more ambitious efforts to address low-carbon
and energy-efficient solutions for buildings and construction. As a result, buildings-
related CO2 emissions would increase by another 10% by 2060, adding as much as
415 GtCO2 to the atmosphere over the next 40 years - the half of the remaining 2◦C
carbon budget and twice what buildings emitted between 1990 and 2016.2 Yet there are
significant opportunities for improvement, as in the United States where 16% of energy
savings could be achieved by reducing performance deficiencies [23]. Energy actors
such as Trusted Third-Party for Energy Measurement and Performance can play a role
in identifying the most relevant actions to optimize energy consumption by exploiting
the massive energy data now available [6].

There are many ways to decrease buildings’ energy consumption [9]: social pro-
grams, incentive programs, new energies, energy efficiency, dynamic pricing, demand-
response programs. But it is challenging to identify precisely what action to take.

Furthermore, the energy systems are not necessarily buildings. They can be a build-
ing floor or simply a place inside a building. In consequence, it is more accurate to talk
about sites [6].

The scales of analysis are various both in time (consumption time series are ana-
lyzed on a 24h profile as well as on a yearly profile) and space (the studied system can
go from one room to a group of buildings across a country). Because of that, there is no
universal performance scale on which to compare a site to another.

Because sites present an important heterogeneity both in intrinsic properties and
geographic situation [22] only a comparison between similar sites might be meaningful
to understand the performance of a new site. By investigating the works that were effec-
tive on a certain site, one can deduce what programs will probably be efficient for sites
of similar nature. Hence, clustering sites based on their characteristics and consumption
will enhance their evaluation and the recommendations system.

Therefore the topic of our paper is as following: How to cluster a large number of
heterogeneous sites based on their energy consumption profiles to recommend the most
relevant energy optimization solution possible?

In this article, we will consider that the energy consumption profile encompasses all
the physical characteristics of a site as well as the external factors and the consumption
data (time series, categorical data and numerical data). The latter is considered as a time
series.

Our goal is to study a group of sites to optimize their consumption thanks to recom-
mendations done on similar sites. This can be assimilated to portfolio analysis. Portfolio
analysis represents a domain in which a large group of buildings, often located in the
same geographical area or owned or managed by the same entity, are analyzed for the
purpose of managing or optimizing the group as a whole [22].

1 http://www.eia.gov/.
2 https://www.iea.org/topics/energyefficiency/buildings/.

http://www.eia.gov/
https://www.iea.org/topics/energyefficiency/buildings/
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The key contribution of this paper is to provide a clustering method adapted to
portfolio analysis based on a pretopological framework. - new definitions, properties,
and demonstrations - detailed explanations of the algorithms and their pseudo-codes

Compared to the previous paper [17] this paper gives greater theoretical under-
standing of pretopology through added definitions, properties, and demonstration. It
demonstrates how the pretopological framework used for the algorithms allows for the
clustering of any finite set of items. It also explains the algorithms in greater details as
well as presenting the pseudo-code of the algorithms. It also discusses the future work
to exploit clustering for energy performance.

The paper is structured as follows: the Sect. 2 introduces clustering methods and
some relevant examples on energy systems. The Sect. 3 presents the pretopology the-
ory and the different types of pretopological spaces. The Sect. 4 explains in details the
algorithms developed in the python library with pseudo-code, demonstrating how all
finite set of items can be hierarchically clustered. The Sect. 5 presents the clustering
of different types of datasets. We discuss the results and futur work in the Sect. 6. We
conclude in the Sect. 7.

2 Literature Review

In this section, we present clustering methods and their application on energy systems.
Clustering is a set of unsupervised machine learning methods that group unlabeled
items into clusters. The journal paper of Iglesia et al. in Energies [12] presents a deeper
analysis of clustering in energy system. To consult an exhaustive list of clustering algo-
rithms, please read Xu et Al. survey [25].

There are four classes of clustering algorithms. Each of them having pros
and cons: density-based clustering, centroid-based clustering, hierarchical clustering,
distribution-based clustering. Let us present each class and their application to portfolio
analysis in energy system.

Centroid-Based Clustering. In these methods, a cluster is a set of items such that an
item in a cluster is closer to the center of a cluster than to the center of any other
cluster. The center of a cluster is called the centroid, the average of all points in the
cluster, or medoid, the most representative point in a cluster. The well-known centroid-
based algorithm is the K-means algorithm and its extensions. The K-means algorithm
is a powerful tool for clustering, but it requires to determine in advance the number of
clusters that the algorithm should find.

Therefore, centroid-based algorithms are sensitive to initial conditions. Clusters
vary in size and density and include outliers (isolated items) from the nearest cluster.
Finally, centroid-based algorithms do not scale with the number of items and dimen-
sions. In this case, centroid-based algorithms are combined with principal component
analysis or spectral analysis to be more efficient.

Regarding portfolio analysis in energy systems, Gao et al. [8] compare a multi-
dimensional energy consumption dataset using a k-means algorithm. Freischhacker et
al. [7] design a spatial aggregation method, combined with k-means, based on block
characteristics to reduce reductions due to energy consumption.
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Density-Based Clustering. In density-based clustering, a cluster is a set of features dis-
tributed in the data space over a contiguous region of high feature density. Elements
located in low density regions are generally considered noise or outliers [13]. The well-
known methods in this class are Density-Based Spatial Clustering of Applications with
Noise (DBSCAN) and its extensions.

Two parameters influence the formation of clusters: density and accessibility. There-
fore, clusters are distinct according to these parameters. The main strength of this
density-based clustering algorithm is it does not require apriori specification and that it
is able to identify noisy data during clustering. It fails in the case of neck type datasets
and does not work well for high dimensionality data.

Regarding portfolio analysis in energy systems, Li et al. [18] present a density-
based method with particle swarm optimization of building portfolio parameters. Their
method predicts the next day’s electricity consumption through clustering. Marquant et
al. [21] use a density and load-based algorithm to facilitate large-scale modeling and
optimization of urban energy systems.

Hierarchical Clustering.Hierarchical clustering is most often a procedure whose goal is
to transform a proximity matrix into a sequence of hierarchically structured partitions.

The two methods of hierarchical clustering are the bottom-up method (or agglom-
eration) or the top-down method (or division). Bottom-up methods start from disjoint
classes and place each of the elements in an independent class. From the proximity
matrix, the procedure searches at each step for the two closest classes, merges them,
then places them in a second partition. The process is repeated to build a sequence of
nested partitions in which the number of classes decreases as the sequence progresses
until a unique class contains all elements. Top-down methods perform the reverse pro-
cess.

The key problem of these algorithms is to define the criterion for grouping or
aggregating two classes, i.e. a distance measure. Sites are defined as complex systems:
[1,5,6,10]. They are defined with numerical and categorical data as well as time series.
For this reason calculating a distance between two elements is challenging and does
not allow to use every feature of the site in a relevant way. Another drawback is the
difficulty of identifying a precise number of clusters, especially in a large data set.

Regarding portfolio analysis in energy systems, Wang et al. [24] analyze the spa-
tial disparity of final energy consumption in China through hierarchical clustering and
spatial autocorrelation. Li et al. [19] implement a strategy based on agglomerative hier-
archical clustering to identify typical daily electricity usage patterns.

Distribution-Based Clustering. Application to large spatial databases requires from
clustering algorithms to have no or minimal input parameters and arbitrarily shaped
clusters. Distribution-based clustering produces clusters that assume concisely defined
mathematical models underlying the items, a relatively plausible assumption for some
item distributions.

Most of the time, the mathematical models are based on the Gaussian, multinomial,
or multivariate normal distribution. Clusters are considered fuzzy, which means that an
item can be found in several clusters at a defined percentage. The best known algo-
rithm is the Expectation-Maximization (EM) clustering with Gaussian mixture models
(GMM). Thus, the GMM algorithm provides two parameters to describe the shape of
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the clusters: the mean and the standard deviation. The main drawback of these algo-
rithms is that they cannot work on categorical dimensions.

Regarding portfolio analysis in energy systems, Lu et al. [20] use GMM clustering
for the identification of heating load patterns. Habib et al. [11] provide EM clustering
to detect outliers in the energy building portfolio.

Conclusion About Clustering Methods. None of the methods described above can
answer the specificities of the studied system, either because they require the defini-
tion of a distance between the items, or because they cannot return the hierarchical
clustering necessary to apprehend the different scales of a complex system.

Relevance of Pretopology-Based Clustering. A pretopological space is defined by a
relationship between a set of items and a larger set of items. It is therefore suitable for
creating a hierarchical structure. It is based on the concept of abstract space. In such a
space, the nature of the element is not relevant, it is rather the relations and properties
linking the elements together that are important. This allows us to manipulate heteroge-
neous and complex elements such as our sites. Therefore, pretopology can be consid-
ered as a mathematical tool to model the concept of proximity for complex systems [2].
Pretopology is therefore the approach chosen to build our hierarchical clustering.

3 Pretopology

In this section we will explain the key concepts and definition of pretopology, such
as pretopological space and pseudo-closure. We won’t go into detail on the origins of
pretopology but it is important to understand that the concept of pretopological space is
obtained by weakening the hypothesis of the topological spaces. It allows the modeling
of discrete structures unlike topology [2].

3.1 Pretopological Space

Central Definitions and Propositions

Definition 1. A pseudoclosure function a : ℘(U) → ℘(U) on a set U , is a function
such that:

– a(∅) = ∅
– ∀A | A ⊆ U : A ⊆ a(A)

where ℘(U) is the power set of U

Definition 2. A tuple (U, a(.)), where U is a set of elements and a(.) is a pseudoclosure
function on U , constitutes a pretopological space.

We note that a pretopological space is defined by establishing a relation between any
set of elements and a bigger set. This is interesting in the construction of a hierarchy.
The previous definition determines the most general pretopological space. By asking
the function to fulfill some additional conditions we get more specific pretopological
spaces: (Fig. 1).
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Fig. 1. Example of a pseudoclosure function [14].

Definition 3. If ∀ A,B | A ⊆ U , B ⊆ U : A ⊆ B =⇒ a(A) ⊆ a(B), then we get a
pretopological space of type V . This property is called isotony.

Definition 4. If ∀ A,B | A ⊆ U , B ⊆ U : a(A ∪ B) = a(A) ∪ a(B), then we get a
pretopological space of type VD.

Definition 5. If ∀ A | A ⊆ U : a(A) =
⋃

x∈A a(x) then we get a pretopological space
of type VS .

Given any pretopological space (U, a(.)), we can ask ourselves the question of what
becomes of the concepts of closure classically defined in topology. In fact, the definition
remains the same in pretopology [16].

Definition 6. A part F of U will be a closure of U if and only if a(F ) = F

Proposition 1. In a pretopological space of type V , the intersection of closures is a
closure.

Proposition 2. In a pretopological V − type space, the closure and opening of any
part of U still exists.

Proposition 3. In a pretopological space of type V , the closure of a part A of U is the
smallest closure containing A. Denoted F(A).

Proposition 4. In a pretopological space of type V , every set has a closure. The proof
can be found in [3].
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Fig. 2. Closure of set A [14].

In a pretopological space of type V we can find the closure by repeatedly applying
the pseudoclosure operator to the set and its subsequent images until it stops expand-
ing.We can see an example of this in Fig. 2 [14].

If we have a pretopological space of type VD and ∀A | A ⊆ U : a(A) = a(a(A)),
then we get a topology. The pseudoclosure function here is said to be idempotent [14].
It’s clear that in a finite space, VS = VD [3]. Also, in pretopological spaces of type VD

the pseudoclosure of a set is completely defined by the pseudoclosures of its singletons.
So if the space is also finite, we could draw an edge from an element to every element
of its pseudoclosure, and the pseudoclosure would be equivalent to a particular graph.
Figure 3 shows the relation between the two. This demonstrates that pretopology is also
a generalization of graph theory [14].

There is a second way of characterizing pretopologies of type V and VD. To under-
stand it we need to give a few more definitions first:

Definition 7. We say that a set F of ℘(℘(U)) is a prefilter over U , if:

∀F ∈ F ,∀H ∈ ℘(U), F ⊂ H =⇒ H ∈ F (1)

Definition 8. We say that a set F of ℘(℘(U)) is a filter over U , if it is a prefilter stable
under finite intersection, i.e.

∀F ∈ F ,∀G ∈ F , F ∩ G ∈ F (2)

In other words, and restricting ourselves to a finite space, a filter is the family of all
supersets of a set B, while a prefilter is the family of supersets of every member Bi of a
family of sets B. The family of sets B is called the basis of the prefilter. We can see in
Fig. 4 an example of a filter and a prefilter with basis B = 1, 4, 2, 4 [14].
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Fig. 3. Pseudoclosure function on a graph [14].

Fig. 4. Filters vs Prefilters [14].

Now, if we have a set U , and for every x ∈ U we have a prefilter V (x) such that
every member of V (x) contains the element x, we can define a pseudoclosure function
in the following way:

∀A ⊆ U, a(A) = {x ∈ U |∀V ∈ V (x), V ∩ A, ∅} (3)

We call the prefilter V (x) the family of neighborhoods of x, and each set in the
family is called a neighborhood of x. Figure 5 shows a graphical representation of this
definition of the pseudoclosure. On the other hand, if we have a pseudoclosure function
a(.) in a pretopological space of type V , the family of sets given by:

V (x) = {V ⊂ U |x ∈ i(V )} (4)
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where i(A) = a(Ac)c, is a prefilter. The following proposition shows that we can go
from one definition to the other interchangeably [3]:

Proposition 5. No two families of prefilters {V (xi)|xi ∈ U} define the same pseu-
doclosure function a(.), and no two pseudoclosure functions define the same family of
prefilters {V (xi)|xi ∈ U}.

Fig. 5. Neighborhood definition of a pretopology [14].

4 Hierarchical Clustering Algorithms

This section describes the algorithms developped in a Python library used for the con-
struction of a closure and to build a hierarchical clustering of sites. This algorithm,
whose pseudo-code is given in the source code 1, is organized in four phases:

– Determine a family of elementary subsets called seeds.
– Construct the closures of the seeds by iterative application of the pseudoclosure
function.

– Construct the adjacency matrix representing the relations between all the identified
subsets (even the intermediate ones).

– Establish the quasi-hierarchy by applying the associated algorithm on the adjacency
matrix.

Algorithm 1 . QuasistructuralAnalysis: Algorithm for the analysis of the quasi-
hierarchy of a pretopological space, based on the work of [14].
Require: ((U, a(.)), d, seedFunc(.), thqh)
Ensure: QFqh, quasiHierarchy
seedList ← ElementaryQuasiclosures((U, a), d, seedFunc)
QFe ← ElementaryClosedSubsets((U, a), seedList)
Adjqh ← ExtractAdjencyQuasihierarchy(QFe)
QFqh, quasiHierarchy ← ExtractQuasihierarchy(QFe, Adjqh, thqh)

Several methods are possible to determine the seeds. Therefore, the algorithm is
influenced by the following two hyperparameters:

– the seedFunc(.) function which determines, for an element, a set of close elements
which will constitute a seed,

– the degree d to specify the size of the seeds.
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The algorithm takes an additional hyperparameter, required by the ExtractQuasi-
hierarchy algorithm in order to establish the quasi-hierarchy: thqh, which corresponds
to the threshold beyond which it is estimated that two elements are close. This number
is generally between 0 and 1.

We now detail each phase of the algorithm.

Calculation of a Family of Elementary Sets or Seeds. The aim here is to determine
elementary subsets of size d called seeds thanks to the function seedFunc(.) whose
role is to find the d needed neighbors. To do so, we iterate on all the points of the set
U associated to the pretopological space p. The pseudo-code of the resulting algorithm
(named ElementaryQuasiclosures) is presented in the source code 2.

Algorithm 2. ElementaryQuasiclosures: Construction of the seeds by applying the
function seedFunc(.) on all the elements of the set U , based on the work of [14].
Require: ((U, a(.)), degree, seedFunc(.))
Ensure: seedList
seedList ← list()
for all x ∈ U do

seedList ← list()
seedList.append(seed)

end for

Algorithm 3. FindNeighbors: Determine the d neighbors of firstNode using the
seedFunc(.) function, based on the work of [14].
Require: (firstNode, d, seedFunc(.))
Ensure: path
path ← list()
lastTreatedNode ← firstNode
for all i ∈ range(d) do

newNode ← seedFunc(lastTreatedNode)
path.append(newNode)
lastTreatedNode ← newNode

end for

The algorithm 2 uses the function FindNeighbors whose peudo-code is given
in the source code 3. The latter takes as parameters an element of U , the number of
neighbors sought d and the function determining the nearest neighbors seedFunc(.).
The seedFunc(.) function usually takes as its value one of the following two functions:

– ClosestNode(node) which identifies the closest nodes to an element. It is used in
cases where a distance can be calculated, for example in the case where the studied
relations are quantifiable.

– RandomNeighbor(node) randomly browses the neighboring nodes. Its use is pre-
ferred when the relations are not quantifiable, for example in the case of values
describing categories.
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Construction of Subsets by Applying Pseudoclosure. To construct the subsets that will
then be organized by the pseudo-hierarchy algorithm, ElementaryClosedSubsets uses
the seed list seedList computed previously by ElementaryQuasiclosures. For each of
the seeds in seedList, the membership function is applied iteratively until the pseudo-
closure no longer gives bigger sets.

The intermediate and final subsets are stored in a list of unique element lists (list of
set) named QFtmp so that we don’t have to reapply the membership later on the same
sets. QFtmp indexes the subsets according to the number of elements they contain.
Since the membership of a set is always greater than or equal to its size, such indexing
ensures that all elements are processed once and only once.

The list QFe, constructed from the lists in QFtmp, is then returned. The associated
pseudo-code is presented in the source code 4.

Algorithm 4. ElementaryClosedSubsets: Computes the set of subsets by iterative
application of the pseudo-closure function, algorithm inspired from [14].
Require: ((U, a(.)), seedList)
Ensure: QFe

QFtmp a list of Size(U) sets
for all seed ∈ seedList do

QFtmp[Size(seed)].append(seed)
end for
for all i ∈ range(1, Size(U) + 1) do

for all s ∈ QFtmp[i] do
pseudoclosure ← a(s)
if lastTreatedNode ← newNode then

QFtmp[Size(pseudoclosure)].append(pseudoclosure)
end if

end for
end for
QFe ← list()
for all i ∈ range(Size(QFtmp)) do

QFe.extend(QFtmp[i])
end for

Construction of the Adjacency Matrix. The objective of this algorithm is to
establish the hierarchical relations between the graphs of QFe identified by
ElementaryClosedSubsets. These relationships, between all QFe sets, are repre-
sented as an adjacency matrix Adjqh.

In a space of type V , two distinct closed elementary subsets Fx and Fy of QFe :

– are either disjoint then Fx ∩ Fy = ∅,
– either contain a nonzero intersection such that ∀; z ∈ Fx∩Fy, Fz ⊂ Fx∩Fy , where

Fz is the closure of z.

Thus, if two subsets Fx and Fy overlap without one of them being contained in the
other (Fx ∩ Fy �= ∅, Fx �⊂ Fy and Fy �⊂ Fx), we know that a smaller set Fz contained
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Fig. 6. Construction of a quasi-hierarchy in a pretopological space of type V , according to the
method of [15], and of type non-V , according to the method of [14], figures by this later author.

in Fx ∩ Fy exists. The resulting hierarchical graph must therefore connect Fx and Fy

as parents of Fz .
However, as we mentioned, the Laborde’s algorithm [14] is intended to be applica-

ble to non-V spaces as well.In such pretopological spaces, there is no guarantee that an
element of Fx ∩ Fy will not grow beyond this intersection. This is illustrated in Fig. 6.
Furthermore, in the case of d − n elementary sets, where n is the cardinality of U and
d is the degree applied for creating the seeds, it is possible that none of the seeds are
contained in the intersection. Thus, it is possible that no obvious structure emerges from
the collection of quasi-closures.

To solve this problem, Laborde et Al. [14] generalizes the type of hierarchy con-
structed from quasi-closures so as to satisfy the following constraints:

– Two subsets should be connected only if their intersection is nonzero (Fx ∩ Fy),
– The larger the cardinality of the intersection Fx ∩ Fy is compared to that of Fx, the

stronger the relation of Fx to Fy is,
– The larger the cardinality of the subset Fy compared to that of Fx, the less necessary

it is that Fx ∩ Fy is large for the relation from Fx to Fy to be strong. In other words,
a very large set will attract smaller sets even if their intersection is not very large.

The algorithm presented in the source code 5 implements this logic. It quantifies the
relations between each pair of QFe whose intersection is not empty and then returns the
resulting matrix.
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Algorithm 5. ExtractAdjencyQuasihierarchy: Construction of the adjacency matrix
for the quasi-hierarchy, algorithm inspired from [14]
Require: (QFe)
Ensure: Adjqh
Adjqh ← SquaredMatrixZeros(size(QFe))
for all F, G ∈ QFe do

FhasG ← Size(F ∩ G)/Size(G)
GhasF ← Size(F ∩ G)/Size(F )
FbiggerG ← Size(F )/Size(G)
GbiggerF ← Size(G)/Size(F )
Adjqh[Index(G), Index(F )] = GbiggerF ∗ GhasF
Adjqh[Index(F ), Index(G)] = FbiggerG ∗ FhasG

end for

Construction of the Quasi-Hierarchy. The quasi-hierarchy is built from the adjacency
matrix by checking if the relations computed by ExtractAdjencyQuasihierarchy exceed
the threshold thqh. The new adjacency matrix thus obtained defines the quasihierarchy
returned by the algorithm. The algorithm also returns the final list QFqh of identified
subsets for the set U . QFqh corresponds to the list QFe updated following the potential
addition of new subsets during the construction of the quasi-hierarchy.

The quasi-hierarchy is established by applying the following rules on the values of
Adjqh:

– A link between two subsets is established in the quasi-hierarchy if their relationship
exceeds the threshold thqh,

– Two subsets that have strong mutual relations (exceeding the threshold thqh) are
considered equivalent. They are subject to a subsidiary treatment improving the
resulting quasi-hierarchy.

– The resulting quasiclosures with the respective links determine the quasihierarchy.

Laborde et al. [14] treats the case of equivalent sets by keeping the largest set and
deleting the other. If the sets are of the same size then one of them is chosen randomly.

5 Model Validation and Visualization of Results

Validation Tool. To evaluate the pretopological hierarchical clustering, we also provide
a set of tools to validate the model and show the results.

This program is developed to create a point dataset with the following parameters:

– the number of groups of dense items;
– the number of items of each group;
– the spatial dispersion of each group;
– the position of each group.
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Fig. 7. The four clusters determined by our algorithm using both size and position as parameters,
on a 2D disks dataset [17]. (Color figure online)

The size of an item is added as a second parameter, to evaluate multi-criteria clus-
tering. Groups with different item size can be produced with the following parameters:

– the number of groups;
– the number of items of each group;
– the range of sizes of each group.

This program allows us to evaluate our method in different types of situations and to
easily make adjustments or corrections.

Visualization Tool. The program colors each of the largest sets determined by our algo-
rithm with a single color to make the clusters apparent. The validation tool is tested with
two groups of large and small elements and a two-dimensional position. The elements
are shown in Fig. 7. In this example, four clusters were determined: blue, green, orange
and red. The black dot at the far left of the Fig. 7 is an element identified as an outlier
by the algorithms. For example, the red and orange elements are close to each other but
separated into two clusters due to their different sizes, and the orange and green dots
are similar in size but divided into two sets due to their different positions.

The program also displays the hierarchical classification consisting of the seeds,
intermediate sets and final clusters. The hierarchical classification is displayed as a tree
in which each set is identified by a number and is represented by a node.
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Fig. 8. A tree representing the pseudohierarchy relation between each intermediate set from the
seed to the cluster [17].

For example, the hierarchy shown in Fig. 8 shows the relationships between the sets
determined by our algorithm applied to the dataset displayed in Fig. 7. Only the sets
with more than two elements are shown on this tree. We can recognize the four clusters
that have been colored on Fig. 7, they are labeled 20, 21, 22 and 23. Figure 9 displays
cluster 14 which is a child of cluster 21 (colored in green) in the hierarchical clustering.
This hierarchy identifies large clusters of relatively similar items and provides more
detail about small clusters of very similar items.

Fig. 9. The subset 14 in red representing a subgroup of the green clusters (subset 22) in Fig. 7
[17]. (Color figure online)
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Fig. 10. The clusters identified by our algorithm [17].

5.1 Results on Different Datasets

5.2 Benchmark Dataset

Since the main data we have from the sites are time series of power consumption, we
needed to test, visualize, and evaluate the clustering of a time series set. This section
presents this test set and the results of our algorithm. The test set created, consisting of
six clusters, is shown in Fig. 10. Each cluster is composed of 30 time series of 60 points.

The similarity measure used to establish the value between two items is the Pear-
son’s coefficient. The Pearson correlation coefficient measures the linear relationship
between each pair of items, which in this case are time series.

Our program colored the time series based on the clusters it had identified (see
Fig. 10).

5.3 Results Analysis on Benchmark Dataset

The program identified exactly the same clusters as the ground truth given by the bench-
mark. To evaluate the validity of the clusters determined by the algorithm, our metric is
the Adjusted Rand score, also called Adjusted Rand Index (ARI).As we have perfectly
identified the clusters, the ARI of our clustering is 1.Figure 11 shows the confusion
matrix between the cluster found by our method and the ground truth given by the
benchmark.

Further experiments will be conducted in a future contribution.

5.4 Real Dataset

This dataset is built from Enedis (the French electricity network manager) consumption
time series for 400 sites over one year. It is resampled with a time step of half an hour, a
day, a week and a month. The proximity between Enedis delivery points is evaluated on
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Fig. 11. Confusion matrix of the clusterization [17].

each resampled time series, each resampled time series corresponding to a characteristic
of a site. After the Enedis dataset is constructed, the algorithm described in Sect. 3 is
applied on the time series.

5.5 Result Analysis on Real Dataset

Figure 12, displays the grouping of 50 Enedis time series representing all the clusters.
Three clusters have been identified, in the green cluster there are two peaks per day, one
in the morning, one in the evening, in the red clusters there is a single peak per day that
lasts half the day, and in the blue cluster the consumption is constant during the day.

The algorithm identified relevant clusters in the sense that each items shares a char-
acteristic with items in its cluster that it does not share with items in a different cluster.

6 Discussion and Future Work

The results we have shown on a real dataset are preliminary. To fully exhibit the poten-
tial of this algorithm, the clustering will have to be applied to a richer data set. This
data set should include relevant features extracted from the consumption time series as
well as physical characteristics of the buildings (such as the site’s floor area, the type
of heating, the insulation material, etc.). Correlation between the sites consumption and
meteorological environment will also be a feature used for future works. By taking
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Fig. 12. Clustering of the Enedis time series [17].

all these elements into account, the relevance of the clusters identified will be greatly
improved.

There are two possibilities regarding the identified building clusters:

– The clusters correspond to an already defined classification i.e. the clusters can be
compared to ground truth. For example, the clusters identified might correspond to
the usage of the sites. In this case, we will implement semi-supervised learning and
by using Machine Learning to tune the hyper-parameters of the algorithm we will
optimize the ARI index of our clustering.

– The clusters do not correspond to any known classification of buildings. In that case,
we will have to apply knowledge extraction methods as well as energy experts’
insight to give meaning to the newly found taxonomy of buildings.

Because the energy performance key indicators are not the same depending on the
type of building [4], the insight given on building types will enhance energy perfor-
mance evaluation and recommendation.

7 Conclusion

Building energy performance is a major challenge of the 21st century because of its
important impact on climate change. Allowed by the growth of energy data, clustering
of building based on consumption profile is a promising solution to efficiently identify
the most relevant action to take for such complex energy systems. After a presentation
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of the state of art of the clustering methods, we propose a novel approach based on
pretopology. The presented framework using pretopology allows for the multi-criteria
hierarchical clustering of any finite set of items. Having a hierarchical structure gives
insight into the similarities between building at different scales and therefore should
provides a more refined understanding of the families and subfamilies of consumption
profiles. The algorithm developed in Python for the construction of a Hierarchical Clus-
tering of sites exploits this framework. The validation and visualization tools developed
to test our algorithm allowed us to demonstrate visually and through ARI the relevance
of the method on generated datasets as well as on real consumption time series dataset.
The results demonstrate the potential of this solution for hierarchical clustering of het-
erogeneous systems.
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smart energy management. In: Hodoň, M., Eichler, G., Erfurth, C., Fahrnberger, G. (eds.)
I4CS 2018. CCIS, vol. 863, pp. 18–32. Springer, Cham (2018). https://doi.org/10.1007/978-
3-319-93408-2 2

6. Bosom, J.: Conception de microservices intelligents pour la supervision de systèmes
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11. Habib, U., Zucker, G., Blochle, M., Judex, F., Haase, J.: Outliers detection method using
clustering in buildings data. In: IECON 2015–41st Annual Conference of the IEEE Industrial
Electronics Society, IEEE, pp. 000694–000700 (2015)

12. Iglesias, F., Kastner, W.: Analysis of similarity measures in times series clustering for the
discovery of building energy patterns. Energies 6(2), 579–597 (2013)
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Abstract. There have beenmany initiatives to involve citizens in the development
of smart cities. The aim is to enhance the quality of life for the citizens of these cities
by providing better services to them. There are various concepts and platforms
discussed in the literature to support citizen’s feedback in smart city development.
However, there is a lack of studies that guide how to utilize citizens’ feedbacks
to improve the quality of life for the citizens of the city. This paper provides
an overview of existing platforms and concepts which are associated with the
involvement of the citizens in the smart city domain. The smart city framework
has been adapted to classify the existing literature from different architectural
layer’s perspectives. Moreover, this study proposes key concepts for service and
context layers for an adapted smart city framework based on the conducted case
study and a literature review. These key concepts can assist city authorities in better
decision-making of designing effective services that meet citizen’s requirements
based upon their feedback.

Keyword: Smart city framework · e-parking service · Service layer · Context
layer · Citizens · Smart service

1 Introduction

Currently, the interests and concerns of citizens are forthcoming to a leading edgewith the
awareness that smart cities do not only offer nice infrastructure and sustainable services
but also value the citizen’s feedback [40]. Smart cities should be implemented by taking
into consideration of local constraints, opportunities, requirements, diverse cultures,
and features of cities in different geographical areas and countries [17]. Smart cities
should not be solely dependent on the utilization of ICT if it aims to empower social,
economic, cultural, and environmental development [25]. Citizen’s requirements are
critical for the development of successful smart cities, which are often ignored over the
technological and strategic development [24]. Urban issues should be considered beyond
technological innovation and focus should be given to non-technical problems including
policy, management, and citizens and thus providing opportunities to fill the void in
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the field [23, 42, 62]. Social objectives formed in response to the citizen’s needs and
originating in societal challenges can play a significant role in driving smart innovation
[58].

There has been a gradual shift from the concept of sustainable cities over the last few
decades to emerging citizen-centered cities with many initiatives taken in that direction
[35]. However, public sector organizations use such initiatives to change citizen’s behav-
ior rather than involving them in the design of public sector processes [45]. [13] argue
that Many ‘citizen-centric’ initiatives seem distraction around smart cities which are
highly visible as compared to their effective participation and actual impact. Exploratory
innovation methods such as participatory workshops are being replaced by exploitative
methods, whereby, the vision of the project, specifically citizen’s needs fail to transfer
fromplanning to the implementation phase [44]. Citizen participation providesmeaning-
ful remarks that can inform the decision-making process even if their participation rate
is low [24]. It is imperative to consider a socio-technical viewpoint while embarking on
smart initiatives [11, 19]. Therefore, a sense of community should be integrated into pol-
icymaking while considering citizen’s evaluation of public services, facilities, and smart
sustainable cities [37]. Citizen engagement also plays a fundamental role in accomplish-
ing smart sustainable urban development and there is a requirement for more suitable
tools and protocols to support greater public participation [16]. However, citizen-led or
citizen-engaged smart city development does not necessarily converse notions of citi-
zenship to the digital city [13]. Moreover, citizen participation and engagement within
Living Labs initiatives are often very limited, structured, and run under a technocratic
model of governance (ibid). [46] proposed the SmartCityEnterpriseArchitecture Frame-
work to capture concerns of various smart city stakeholders including city authorities,
service providers, and citizens. Therefore, this study adopted the framework to identify
how their concerns can be addressed at an architecture level. Thus, this study firstly
classifies the existing literature from the lens of an adapted framework [46]. Addition-
ally, this research proposes key concepts which can assist decision-makers in designing
effective services for the citizenswhile considering their valuable feedback. This paper is
an extended version of the previous paper, [54] published in the SMARTGREENS2021
proceedings. In this paper, additional detail about the existing platforms and concepts
have been provided that are associated with the citizen’s involvement in the smart city
domain and can be found in Table 4. Furthermore, this study proposes key concepts
for service and context layers in an adapted smart city framework. The detail of these
concepts is provided in Sect. 3. The remaining sections of the paper are structured as
follows: Sect. 2 provides an overview of the conducted case study. Section 3 provides a
detailed overview of the literature findings and proposed concepts. In Sect. 4, a discus-
sion on findings has been laid out. Lastly, Sect. 5 provides the conclusion of this study
with future guidelines of the remaining work.

2 e-Parking Service (Case Study)

A deductive and an exploratory case study approach was used for investigating the
research problem from the real environment. A case study approach explores and inves-
tigates the contemporary phenomenon within its real-life context when the boundaries
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between context and phenomenon are not clear [63]. This case study has been designed
as per the template and guidelines provided by [10, 21].

Table 1. Case study design on smart service design [54].

Context: According to the literature citizens play a vital role in the design and development of
smart city services to provide effective services to them. Therefore, this study investigates their
role in the design of the smart city services in the Irish context and highlights existing issues
from the citizen’ end based on the feedback they provided for one of the smart services in
Ireland

The Case: E-parking service in City/Counties of Ireland

Objective:
• To understand the experience of citizens towards this service
• To understand how requirements are provided to design such smart city services

Study design: Exploratory deductive approach

Data collection: Interviews, online review comments from end-users

Analysis: Qualitative data were analysed to identify the challenges from the citizen’s
viewpoint and Council’s perspective. Based on this analysis, feedback was classified against
the associated requirements for other layers of the architecture

Key findings:
1. The feedback obtained from the citizen’s end can be useful in identifying a set of
requirements for the services
2. Citizens have no formal role in the design of the services that lead to lower quality of the
service in the end
3. There is a lack of understanding of how to incorporate citizen’s feedback for designing
effective services
4. There is a challenge in mapping citizen’s requirements with existing resources

An e-parking service was chosen for the case study which is offered by many of the
City/County Councils in the Republic of Ireland. The motive behind selecting this case
study was to first understand the experience of citizens towards this service. Secondly,
to understand how requirements are provided for designing such services. This study
also tried to understand if Councils have any other engagement activities with citizens.
For conducting this case study, two sources of data (Online review comments, Inter-
views) were used. Firstly, interviews were carried out with City Council to understand
the design process of the service. Secondly, the textual data (review comments) were
analyzed to identify the performance of the services based upon the citizen’s feedback.
The result of the analysis can be found in Table 2 that shows how review comments were
classified against different quality factors. Then based upon this classification, the ser-
vice requirements have been identified. The results of this case study showed that there
are engagement programs and projects that focus on involving citizens at different lev-
els. However, after observing the poor citizen’s satisfaction level towards the e-parking
service, it remains questionable if citizen’s feedback had any role either in the actual
implementations of the services or for further improving the quality of the services. That
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is in line with what [13] found in Smart Dublin projects (Ireland) and highlighted that
administrators claim they involve citizens in planning and decisions, though, it remains
a question, how proposed changes are implemented and who has the command of real
decision making. The summary of this case study can be found in Table 1 and a detailed
discussion has been provided in a previous publication [54]. Section 3 will provide
an overview of the adapted framework and also propose new concepts for context and
service layers based upon the literature findings and case study.

Table 2. Sample of impacted quality factors, corresponding themes, and their links to identified
requirements [54].

Sample of online
reviews (Source:
https://play.goo
gle.com/store)

Codes Identified impacted
quality factors from
service layer (Themes)

Associated
requirements
adopted from [9]

Link to other layers
for associated
requirements

“App will not
load so cannot
access my
account, nor can I
park my car. It’s
not an internet
issue as my other
apps work fine. I
uninstalled and
then reinstalled it
and now it won’t
let me log in as it
says there’s no
available host… I
rely on this
almost every day
and cannot
believe that this
has happened”

Application
issue

Effectiveness Availability/Software
engineering tools

Technology

“10% top-up fee
without warning.
Total scam”

No
information
on additional
charged Fees

Transparency Trust Context

“Charged a
processing fee for
adding cash to
account. It’s the
last time I’ll be
using this”

No
information
on additional
charged
Fees/Usage

Transparency/Usefulness Trust/City Oriented Context/Information

(continued)

https://play.google.com/store
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Table 2. (continued)

Sample of online
reviews (Source:
https://play.goo
gle.com/store)

Codes Identified impacted
quality factors from
service layer (Themes)

Associated
requirements
adopted from [9]

Link to other layers
for associated
requirements

“Appallingly bad.
Only used it a
few times and
some of the roads
don’t have a code
applicable. Also
if you move to
another street
within the time
you’ve to pay
again, whereas
with the disk you
can use it for the
2 h (or whatever
the limit is in the
area)”

Application
issue

Personalisation Flexibility Context/Information

“It won’t even
accept my car
registration.
There’s no
guidance
provided or
feedback the city
council haven’t
responded to
emails either”

Application
issue

Usability Extensibility Information

3 Smart City Framework

This study adapted the smart city framework proposed by [46] to understand the role of
citizens at the different levels of architecture and how scientific literature supports the
role of citizens in creating effective smart cities which meet their requirements. A brief
overview of the architectural specification has been provided in Table 3. Additionally, it
has been elaborated in the table how individual layer’s specification has been used as a
lens to understand the current literature around the involvement of citizens in smart city
development. Moreover, based on this literature review, different concepts and platforms
have been summarized in Table 4. The motive behind selecting this framework was to
firstly analyze literature that supports citizens in smart city development. Secondly,
to classify it based upon the architectural layers would provide a holistic viewpoint
of the overall literature on this topic. Additionally, a case study was conducted on a
smart service (e-parking), and based on the observed results and extensive literature
review, new key concepts are proposed for service and context layers in this section. In a
former publication, a conceptual model was proposed as shown in Fig. 1 to understand

https://play.google.com/store
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citizen’s requirements based upon their feedback that has been further linked back to
other layers. This proposed model aimed to show how their feedback can be utilized to
map various requirements that have been originated from the citizen’s end. The feedback
was collected based on the review comments that citizens provided for the e-parking
service. In this model, it was highlighted how feedback at the service layer can further
assist in understanding citizen’s requirements at context, information, and technology
layers. In this paper, new concepts have been proposed for the model that provides
more detail of utilizing citizen’s feedback at two different levels (service and context).
Furthermore, other concepts have been proposed for measuring the performance of the
services based upon their feedback. In the following sections, the detail of the newly
proposed concepts has been discussed for context and service layers.

Fig. 1. Proposed conceptual model [54].

3.1 Context Layer

There are four governance paradigms to classify the citizen and administration rela-
tionships, named as bureaucratic, consumerist, participatory, and platform facilitating a
better understanding of governance arrangements that could lead to better sustainable
development [28]. Online communication platforms and social media have changed the
way citizens engage in different aspects of their lives, thus governments need inno-
vative methods to listen to the citizens [4]. Although public meetings with citizens in
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Table 3. Architectural layers and their specification adapted from [46].

Layer name Layer specification Description in the context of this
study

Context layer This layer captures contextual
information about strategies,
priorities, and other critical aspects
such as stakeholders and their
concerns including citizens

This study provides an overview of
the literature which encapsulates
citizen’s concerns and supports their
inputs into strategies and priorities
for smart city projects

Service layer It defines appropriate goals, scope,
and other factors associated with
services concerning smart city
requirements, concerns, and
priorities. It is also associated with
an experience and value proposition
that the service intends to provide

From this layer viewpoint, the focus
is to understand the literature that
considers citizen’s feedback for
understanding smart city
requirements, concerns, and
priorities from the citizen’s
perspective. Moreover, those studies
have been discussed which
emphasize on experiences of citizens
and where the aim is providing a
better quality of services to the
citizens based upon their feedback at
the service level

Technology layer This layer supports the
system/application and information
function

In this layer, those studies have been
included that discuss technological
platforms associated with
system/application or information
function to support citizen’s
input/feedback for delivering
effective services to them

Information layer This layer identifies data
elements/flows and the data
interrelations for supporting service
function

Studies, which deliberate about data
originating from the citizen’s side
have been included within this layer.
Additionally, it has been highlighted
how this data is associated with any
function of the service

participation workshops do not ensure their participation in a project, the co-design
and information sharing processes should be seen as an isolated measure [44]. It is not
a matter of how design ideas are being collected from co-creators (e.g. Citizens) but
also how this information will be converted into valuable inputs for the designer of the
service [40]. Even though so many smart city initiatives have been taken for citizen
engagement through e-government technologies, citizen’s understanding remains elu-
sive and dispersed [59]. Therefore, there is a need to change service delivery models for
e-government systems from a pull to push down approach through which government
can provide services to the citizens designed based upon their explicit needs, prefer-
ences, location, and circumstances [33]. Strategic drivers such as Collaboration (CO),
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Transparency (TRANS), Accountability (ACC), Participation and Partnership (PP), and
Communication (COM) can benefit smart city rulers in improving QoL and in the devel-
opment of public policies [22]. Prioritization of the citizen’s requirement for a long-term
city transformation can accelerate smart city development [32]. However, present guid-
ance, specifications, and standards do not have enough focus on the requirements of the
citizens [24]. Therefore, this study proposes the below concepts for the context layer
that support citizens in the design process of the services and can assist in understanding
their requirements effectively.

Feedback at Context Level. As this layer encapsulates context-related information
about smart cities covering stakeholders and their concerns, strategies, priorities for
delivering effective services to the citizens [46]. Therefore, those examples from the
literature have been discussed that focus on citizens and their concerns, prioritize strate-
gies that are aligned with the citizen’s feedback. For example, [7] presented a reference
model in which design proposals were co-created by sharing a common design path
with the local community and they provided feedback to those proposals. Similarly,
[61] introduced a set of design templates during the co-design process for converting
citizen’s ideas into technology applications. The key application functionalities can also
be co-designed with interested citizens and can result in more substantial impacts on
urban governance practices [14]. Today, citizen’s opinions, challenges, and responses
to policies have become interpretable, noticeable, and sharable [12]. Platform admin-
istrators can also consider incrementing the private value as perceived by citizens that
have a better effect on continuous e-participation over public value [30]. The research
initiatives such as involving both public institutions and the private sector in the design
process and analysis, and community feedback to the design proposals have affected the
relationship between citizens and urban technologies and turned into a motivation for
numerous smart city projects [7]. Therefore, it is important to include non-traditional
stakeholders such as citizen groups and informal sector representatives for obtaining
their feedback in urban planning processes [51]. It was also discovered during the inter-
views with practitioners that they engage with citizens to understand their concerns,
however, citizens do not have any influence in the actual design of the services or during
the later stages of the service design process. Therefore, this study does not only suggest
including citizen’s feedback at the context level for understanding their concerns but
also after the implementation phase to have a better understanding of their experience
and to improve the performance of the services further.

Citizens Satisfaction. Citizen satisfaction is an important parameter for evaluating city
performance, therefore, sustainable city development should be evaluated based on citi-
zen’s life satisfaction and subjective city evaluation rather than only based on municipal
service evaluations and objective performance data [41]. Satisfaction surveys can also
be used as an evaluation for assessing the strategy’s success and as feedback to strategic
planning that is vital for public policy planning [31]. Additionally, a service’s usefulness
can be assessed based on the user satisfaction level [8]. Even though, as highlighted in the
literature that service performance should be measured based upon the user satisfaction
level, it is still not clear if existing smart city initiatives have taken any major actions
in this direction. Lower satisfaction level for e-parking service is a perfect example to
highlight this issue which can be improved by considering citizen’s satisfaction levels.
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Assessing Quality of Service (QoS)
The quality of service can be referred to as the Quality of Experience (QoE) observed by
citizens that also includes how the quality is being represented, delivered, and perceived
by the users (citizens) and ultimately it can refer to the quality of life [43]. QoE can
also be defined from the end user’s perspective that includes factors such as Usability,
Personalization, Usefulness, Transparency, Effectiveness [8]. This would ensure if users
can accomplish desired goalswith satisfaction, efficiency, and effectiveness in a specified
context [8]. Moreover, [47] defined quality factors for the services as Interoperability,
Usability, Availability, Security, Recoverability, Maintainability, Confidentially within
the context layer. Therefore, this study suggests having some measures at the context
level to assess whether services meet the pre-defined quality factors that are not only
associated with application or service but also with Quality of Experience as perceived
by the citizens from the service layer.

3.2 Service Layer

The translation of smart city visions into real urban implementations often fails to posi-
tion citizen’s experience in the name of the optimization and efficiency of the urban
processes and systems [7]. Although providing service feedback via E-participation
platforms has a positive impact on the performance of delivered services, it is still not
convincing whether the innovative government-citizen interface has accomplished the
fundamental goal of smart cities which is to provide improved quality of the services to
the citizens [5]. Soft assets such as social, organizational, information, and knowledge-
related capitals are interconnected with the cycle of improving the quality of services
and also a prime foundation for smart city development [60]. The quality of services
should be accounted for, and assessed to exploit and develop tactics for improving the
offered services and can lead to increased satisfaction levels [49]. However, there is a
lack of studies that guide how to evaluate these systems based on Quality of Experience
(QoE) [8]. Therefore, this study proposes the below concepts to capture their experience
at the service level.

Feedback at Service Level. Feedback is captured at two different levels, firstly at the
context levelwhereCity authorities tend to support citizen’s ideas and concerns in policy-
making and design of the services that have been discussed within the context layer [7,
12, 14, 61]. And secondly at the service level where citizens provide their feedback after
consuming the service, therefore, the concept of feedback has been proposed at both
levels. This concept has already been elaborated from a context layer perspective, in this
section a brief overview of the existing literature has been provided that proposes the
utilization of the feedback after the implementation and delivery of the services at the
service layer.

[5] highlighted that service feedback via the E-participation platform has a posi-
tive impact on service performance. For instance, the citizens of London are fortified
to provide feedback and rate on their experiences which can be used to shape services
as per their requirements [53]. Moreover, various online platforms have been discussed
for obtaining citizen’s feedback once services have been delivered, for instance, citizens
converse their concerns on urban projects and often leave meaningful observations on
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social media (Twitter) that can inform the decision-making process [4]. Similarly, for
reporting any damages or any other infrastructure-associated issues, citizens can also
use mobile applications that can lead to a better quality of the services [3]. Likewise, a
dashboard has been designed based upon the analysis of citizen’s experience and on the
identified indicators that would enable public administrators to anticipate the real expec-
tation of citizens for optimizing the investment or for predicting the potential impact on
citizens while redesigning the services [2]. Nevertheless, if citizens are not satisfied with
the services, then it does not matter whether we have fantastic performance indicators or
not as it will ultimately disappoint the citizens in the end [56]. Thus, monitoring should
be carried out after the implementation of the actions to compare the actual and expected
impact of the services from the citizen’s standpoint [1]. Systems such as e-government
platforms are most likely to be re-used by citizens if their experience with these systems
is better than the traditional ones and thus such systems should be assessed based upon
citizen’s prior experience and the level of expectations [6]. Additionally, citizen’s behav-
ioral data can also be used for the optimization of the services [57]. Thus, this study
proposes the concept of feedback at the service level based upon citizen’s experience to
confirm that their requirements have been met as per their feedback or concerns raised
at the context level. For example, citizens may demand e-parking services for their cities
to have better parking facilities. However, the council may provide such smart services
in the cities, but if these services do not meet the ultimate requirements of the citizens,
then smart cities would not achieve their goals.

Contract. From an architectural perspective, a Contract has been defined as an entity
that validates the functional and non-functional features of service interactionwith exter-
nal applications, users, or other services [65]. It has also been observed during the inter-
viewswith practitioners from the Councils that the service providers have a contract with
Councils. Additionally, if Council needs to add any functionality to the services, they
describe it to the service providers, and accordingly, service is designed and delivered
by them. E-parking service is an example of such service which has been selected as a
case study for this research. Furthermore, one of the Councils confirms that for the eval-
uation of the service performance, KPIs are being used by Council. The service provider
submits KPI reports monthly and based on the submitted report, Council evaluates the
service performance of the providers. If Council finds that the service providers are not
working effectively as promised at the initial of the project, then their contract could
be canceled further. However, as highlighted in Sect. 2 that the user satisfaction level
for e-parking service was quite low. Therefore, it is questionable if the community had
any role in evaluating service provider’s performance for e-parking service or any other
similar services in the County/City. As the overall objective of smart city services is to
improve the quality of life for the citizens of the city [55]. Therefore, it is important to
assess service performance based on the citizen’s experience and satisfaction level [41].
This would provide more clarity to the Council or city authorities in terms of taking
measures and actions against the defined contracts with service providers. Moreover, it
would also allow the Council to trace back the objective of the services against defined
contracts and quality factors. Thus, this study suggests that the contract should have
some KPIs directly related to the citizen’s feedback and their satisfaction so that better
quality of services can be provided to them. In Sects. 3.1 and 3.2, literature findings
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have been discussed that support citizen’s feedback at context and service level based
upon which new concepts have been suggested for the existing framework. In the fol-
lowing sections, a detailed discussion of the existing literature regarding technological
platforms and information/data applications has been provided that assist in obtaining
citizen’s feedback and show how their data can be useful for improving the quality or
performance of the services.

3.3 Technology Layer

Digital urban services are not limited to e-government systems rather it covers a wide
range of services that citizens utilize on daily basis such as Google Maps, smart parking
apps, E-governance portals, and share-economy (e.g.UBER) [52]. Platform technologies
such as data analytics, IoT, and social media also can change the role of transparency in
policymaking [12]. Furthermore, IoT offers an exceptional opportunity to government
as well as citizens to work together to improve the current performance of the services
[20]. Government considers technology acceptance by citizens as an important factor
and essential element for the development of successful smart cities [52]. Technology
provides cheap and effective techniques for citizen engagement, however offline face-to-
face engagement cannot be replaced by online engagement platforms [26]. Additionally,
greater access to public information can also overwhelm citizens while improving trans-
parency and facilitating citizen engagement [27]. Therefore, a hybrid form of interaction
can play a vital role while reaching out to citizens [50]. In the domain of mobility-related
applications, smartphone technologies and platforms were found to be an effective tool
for including citizens for environmental cognizant mobility behaviors, and it is possible
to influence social trends and behaviors in different mobility directions using informa-
tion communication technology (ICT) technologies [18]. Initially, ICT integrated with
city operations and promoted concepts such as digital city, information city, telicity, and
later on, the concept of IoT established the term smart cities that support city operations
with minimum interaction of humans [53]. There are numerous approaches utilizing
ICT and data to full fill citizen’s needs and their livelihoods while widely sharing the
smart city benefits [58]. However, the advancement and usage of participative smart
city software interfaces try to produce an idyllic citizen who can keenly subscribe to
the ideas of technological solutions promoted by SC discourses [13]. Therefore, we
still need technologies that can fulfill the specific need of citizens, for instance, senior
citizens may need urban environments which are elderly-friendly [29]. In this context,
Quick Response codes (QR codes) on mobile platforms offer an innovative way for
effectively allocating various types of information to the public [34]. Authors propose
this system for park navigation and to provide incentives for using parks through gaming
applications that would provide improved safety, more effective distribution of the infor-
mation, and improved feedback. Likewise, Graph-based technology has been designed
using Apache Spark and GraphX to assist citizens in making mobility associated deci-
sions and to assist traffic authorities in traffic regulations by applying graph algorithms
[48]. Moreover, there are many data analytics techniques and algorithms for identify-
ing solutions to the smart city problems, such as text analytic technique can be used
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for channeling citizen’s inputs [15]. Similarly, Living Labs (LL) use Lo-Fi technolo-
gies to advance digital invention and engage with local citizens for co-creating digital
interferences and apps that are aimed to solve local issues [13].

3.4 Information Layer

Inventions in mobile, cloud, and data are offering new visions to enhance the quality
of governance and can accomplish citizen’s expectations [33]. For instance, data from
Twitter (social media) can also be analyzed to understand citizen’s concerns on urban
projects as they often leave meaningful observations that can be utilized in a better
decision-making process [4]. Moreover, geospatial data can be utilized for secondary
usage such as for application development or for producing public services, etc., and to
support service delivery, decision making, and government operations as well [64]. Sim-
ilarly, the dashboard’s associated data can enable users to visualize what actions to take,
and can also be used by governments for various purposes including decision making,
policy processes, communication, and interaction with citizens [38]. Additionally, data
produced from user-generated content as a part of the co-design/co-production process
or while co-creating services with citizens, can be used to create predictive models that
foresee services and thus enabling local government to shift from reactive responses to
proactive one and at the end to citizen’s need [15]. Citizen-generated open data can pro-
vide an information basis for cooperative governance wherein significant information is
produced about issues such as air quality, the maintenance of public space, and many
more [39]. Open data aims tomotivate citizen’s participation, improve government trans-
parency, and unlock commercial inventions, however, there are many barriers to achieve
it including the absence of public participation mechanism, unsatisfied citizens and not
knowing the real requirements of citizens [36]. Co-creation with citizens in living labs
using open data impact the creation of smart city services and ideas, and citizen’s life
can be improved if cities optimize and nurture the ecosystems by reusing their data for
creating innovative services [2]. As citizens communicate with smart city services using
different platforms such as smartphones, computers, and other smart devices, therefore
it is also important to manage data privacy or security-related issues [53].

4 Discussion

This study aimed to discuss the literature around the involvement of citizens in the design
of the services from the lens of the adapted smart city framework [46]. Based upon the
case study and the literature findings new key concepts have been proposed within
this framework. The concept of ‘Feedback’ has been deliberated from two different
perspectives and why it is important to include this concept at the service and context
level. Moreover, other concepts such as citizen’s satisfaction, assessment of QoS, and
contract have also been introduced. These concepts have been introduced for two layers
of the framework. Firstly, at the service layer, wherein the aim is to capture citizen’s
feedback about their experience towards the service that has been utilized by them.
Secondly, at context kevel, where citizen’s ideas are supported during the co-design/co-
production process for designing the new services. This study emphasizes closing the
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Table 4. Identified concepts and platforms supporting citizens in smart city development.

References Concepts Associated platforms

[14] Co-design Mobile applications

[59] Citizen’s Social Value e-government System

[22] Strategic Drivers/Smart governance ICT

[32] Smart Planning Crowdsourcing Platforms

[6] Citizen’s experience e-government systems

[50] Hybrid forms of interaction Online/offline engagement platforms

[14, 61] Co-design Smart apps

[5] Co-production e-participation/Mobile platform

[8, 31, 41] Citizen’s satisfaction Survey/online platforms (Apps)

[27] Citizen engagement e-government systems/Websites

[20] Co-creation IoT

[29] Citizens requirements PPGIS (Public Participation GIS)
system

[31] Citizen’s need Electronic voting
systems/Crowdsourcing Tools

[58] Citizen’s need ICT

[12] Citizens participation Social media, IoT, and data analytics

[4] Smart participatory Online platforms (Social media)

[24] Citizen’s requirement IoT

[30] Citizen’s participation e-governance

[51] Citizen engagement Framework

[7] Co-creation Reference Model

[60] Soft assets Framework

[52] E-governance Google Maps, smart parking apps,
E-governance portals

[1] Citizen’s experience Service Design Methodology

[64] Geo-participation data Mobile Applications

[4] Communication Channels Social Media (Twitter)

[26] Citizen’s participation Framework

[36] Citizens participation Open data

[48] Mobility associated decisions Graph-based technology

[15] Co-design/co-production Text analytic technique

[13] Co-creation Lo-Fi technologies

(continued)
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Table 4. (continued)

References Concepts Associated platforms

[39] Cooperative governance Open data platforms

[18] Citizen’s involvement ICT, smartphone technologies, and
platforms

[38] Communication and interaction
platform

Dashboard

[3] Citizen Reporting Engagement Mobile applications

[2] Citizen’s experience /Co-creation Dashboard

[57] Citizen’s Behavioral Data Framework

[34] Citizen’s specific information Quick Response codes (QR codes)

feedback loop from the service layer to the context layer to ensure that the services
have been implemented as per citizen’s requirements gathered as a part of the co-design
process at the context level. Additionally, these services should be assessed based on the
defined quality criteria considering citizen’s satisfaction towards the service at the service
level. Based upon this analysis, further requirements can be understood for other layers
(Information/technology) while redesigning the services or during the next phases of the
implementations. Lastly, it was discovered during the interviews that service providers
are bounded with a Contract. However, it was not known if these contracts also consider
factors from a citizen’s perspective to validate the functional and non-functional features
of a service or to measure the performance of these services based on their feedback.
Therefore, this study suggests including this factor while proposing contracts to the
service providers. These concepts have been proposed for service and context layers in
the adapted framework that would assist city authorities to design effective services in
the future.

5 Conclusion and Future Work

The paper is an extension of our earlier publication [54]. In this paper, a detailed dis-
cussion has been provided about the existing concepts and platforms proposed in the
literature regarding the involvement of citizens in the design and development of smart
cities. Moreover, based upon the conducted case study and literature findings this study
proposed new concepts for context and service layers within the adapted framework.
In the previous publication, it was highlighted that there is a lack of studies guiding
the utilization of the citizen’s feedbacks into more structured requirements for designing
effective services for them. To solve this problem, a conceptual model was proposed that
linked the different architectural layers for understanding the citizen’s requirements. In
this paper, this notion has been further extended and new key concepts have been pro-
posed. These concepts providemore detail on how architectural layers (Context, Service,
Technology, Information) have been linked logically to complete the feedback loop from
the citizen’s end. This can guide city authorities in better decision-making of designing
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effective services that meet citizen’s requirements based upon their feedback. As a part
of future work, this study aims to identify other concepts associated with these layers
and continue to complete the evaluation of the proposed concepts.
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26. Horgan, D., Dimitrijević, B.: Frameworks for citizens participation in planning: from conver-
sational to smart tools. Sustain. Cities Soc. 48, 101550 (2019). https://doi.org/10.1016/j.scs.
2019.101550

27. Jae, H., Viswanathan, M.: Effects of pictorial product-warnings on low-literate consumers. J.
Bus. Res. 65(12), 1674–1682 (2012). https://doi.org/10.1016/j.jbusres.2012.02.008

28. Janowski, T., et al.: Platform governance for sustainable development: reshaping citizen-
administration relationships in the digital age. Gov. Inf. Q. 35(4, Supplement), S1–S16 (2018).
https://doi.org/10.1016/j.giq.2018.09.002

29. Jelokhani-Niaraki, M., et al.: A web-based public participation GIS for assessing the age-
friendliness of cities: a case study in Tehran, Iran. Cities 95, 102471 (2019). https://doi.org/
10.1016/j.cities.2019.102471

30. Ju, J., et al.: Public and private value in citizen participation in E-governance: evidence from a
government-sponsored green commuting platform. Gov. Inf. Q. 36(4), 101400 (2019). https://
doi.org/10.1016/j.giq.2019.101400

31. Kopackova, H.: Reflexion of citizens’ needs in city strategies: the case study of selected
cities of Visegrad group countries. Cities 84(August 2018), 159–171 (2019). https://doi.org/
10.1016/j.cities.2018.08.004

https://doi.org/10.1016/j.scs.2019.101911
https://doi.org/10.1016/j.giq.2018.07.005
https://doi.org/10.1016/j.techfore.2018.07.028
https://doi.org/10.1016/j.techfore.2018.07.025
https://doi.org/10.1016/j.scs.2018.07.021
https://doi.org/10.1016/j.scs.2019.101731
https://doi.org/10.1016/j.giq.2018.09.009
https://doi.org/10.1177/108056999305600409
https://doi.org/10.1016/j.jclepro.2019.119926
https://doi.org/10.1016/j.scs.2019.101660
https://doi.org/10.1016/j.cities.2019.01.041
https://doi.org/10.1080/13604810802479126
https://doi.org/10.1016/j.scs.2019.101550
https://doi.org/10.1016/j.jbusres.2012.02.008
https://doi.org/10.1016/j.giq.2018.09.002
https://doi.org/10.1016/j.cities.2019.102471
https://doi.org/10.1016/j.giq.2019.101400
https://doi.org/10.1016/j.cities.2018.08.004


Analysis of Citizen’s Feedback from the Lens of Smart City Framework 123

32. Kumar, H., et al.: Moving towards smart cities: Solutions that lead to the smart city transfor-
mation framework. Technol. Forecast. Soc. Change. 153, 119281 (2020). https://doi.org/10.
1016/j.techfore.2018.04.024

33. Linders, D., et al.: Proactive e-governance: flipping the service delivery model from pull to
push in Taiwan. Gov. Inf. Q. 35(4, Supplement), S68–S76 (2018). https://doi.org/10.1016/j.
giq.2015.08.004

34. Lorenzi, D., et al.: Enhancing the government service experience throughQR codes onmobile
platforms. Gov. Inf. Q. 31(1), 6–16 (2014). https://doi.org/10.1016/j.giq.2013.05.025

35. Lorquet, A., Pauwels, L.: Interrogating urban projections in audio-visual ‘smart city’
narratives. Cities 100, 102660 (2020). https://doi.org/10.1016/j.cities.2020.102660

36. Ma, R., Lam, P.T.I.: Investigating the barriers faced by stakeholders in open data development:
a study on Hong Kong as a “smart city”. Cities 92, 36–46 (2019). https://doi.org/10.1016/j.
cities.2019.03.009

37. Macke, J., et al.: Smart sustainable cities evaluation and sense of community. J. Clean. Prod.
239, 118103 (2019). https://doi.org/10.1016/j.jclepro.2019.118103

38. Matheus, R., et al.: Data science empowering the public: Data-driven dashboards for trans-
parent and accountable decision-making in smart cities. Gov. Inf. Q. 101284 (2018). https://
doi.org/10.1016/j.giq.2018.01.006

39. Meijer, A., Potjer, S.: Citizen-generated open data: an explorative analysis of 25 cases. Gov.
Inf. Q. 35(4), 613–621 (2018). https://doi.org/10.1016/j.giq.2018.10.004

40. Mueller, J., et al.: Citizen design science: a strategy for crowd-creative urban design. Cities.
72, 181–188 (2018). https://doi.org/10.1016/j.cities.2017.08.018

41. Nakamura, H., Managi, S.: Effects of subjective and objective city evaluation on life satis-
faction in Japan. J. Clean. Prod. 256, 120523 (2020). https://doi.org/10.1016/j.jclepro.2020.
120523

42. Nam, T., Pardo, T.A.: Smart city as urban innovation. In: Proceedings of the 5th International
Conference on Theory and Practice of Electronic Governance - ICEGOV 2011, p. 185 (2011).
https://doi.org/10.1145/2072069.2072100

43. Nepal, S., et al.: A note on quality of service issues in smart cities. J. Parallel Distrib. Comput.
127, 116–117 (2019). https://doi.org/10.1016/j.jpdc.2019.02.001

44. Nielsen, B.F., et al.: Identifying and supporting exploratory and exploitative models of inno-
vation in municipal urban planning; key challenges from seven Norwegian energy ambitious
neighborhood pilots. Technol. Forecast. Soc. Change. 142(December 2017), 142–153 (2019).
https://doi.org/10.1016/j.techfore.2018.11.007

45. Pedersen, K.: What can open innovation be used for and how does it create value? Gov. Inf.
Q. 37(2), 101459 (2020). https://doi.org/10.1016/j.giq.2020.101459

46. Pourzolfaghar, Z., Bastidas, V., Helfert, M.: Standardisation of enterprise architecture devel-
opment for smart cities. J. Knowl. Econ. 11(4), 1336–1357 (2019). https://doi.org/10.1007/
s13132-019-00601-8

47. Pourzolfaghar, Z., Helfert, M.: Taxonomy of smart elements for designing effective services.
In: Proceedings of 23rd Americas Conference on Information Systems, pp. 1–10 (2017).
https://doi.org/10.1037/rmh0000009

48. Rathore, M.M., et al.: Exploiting IoT and big data analytics: defining smart digital city using
real-time urban data. Sustain. Cities Soc. 40(December 2017), 600–610 (2018). https://doi.
org/10.1016/j.scs.2017.12.022

49. Sá, F., et al.: From the quality of traditional services to the quality of local e-Government
online services: a literature review. Gov. Inf. Q. 33(1), 149–160 (2016). https://doi.org/10.
1016/j.giq.2015.07.004

50. Salvia, G.,Morello, E.: Sharing cities and citizens sharing: perceptions and practices inMilan.
Cities. 98, 102592 (2020). https://doi.org/10.1016/j.cities.2019.102592

https://doi.org/10.1016/j.techfore.2018.04.024
https://doi.org/10.1016/j.giq.2015.08.004
https://doi.org/10.1016/j.giq.2013.05.025
https://doi.org/10.1016/j.cities.2020.102660
https://doi.org/10.1016/j.cities.2019.03.009
https://doi.org/10.1016/j.jclepro.2019.118103
https://doi.org/10.1016/j.giq.2018.01.006
https://doi.org/10.1016/j.giq.2018.10.004
https://doi.org/10.1016/j.cities.2017.08.018
https://doi.org/10.1016/j.jclepro.2020.120523
https://doi.org/10.1145/2072069.2072100
https://doi.org/10.1016/j.jpdc.2019.02.001
https://doi.org/10.1016/j.techfore.2018.11.007
https://doi.org/10.1016/j.giq.2020.101459
https://doi.org/10.1007/s13132-019-00601-8
https://doi.org/10.1037/rmh0000009
https://doi.org/10.1016/j.scs.2017.12.022
https://doi.org/10.1016/j.giq.2015.07.004
https://doi.org/10.1016/j.cities.2019.102592


124 P. Singh et al.

51. Schröder, P., et al.: Advancing sustainable consumption and production in cities - a trans-
disciplinary research and stakeholder engagement framework to address consumption-based
emissions and impacts. J. Clean. Prod. 213, 114–125 (2019). https://doi.org/10.1016/j.jclepro.
2018.12.050

52. Sepasgozar, S.M.E., et al.: Implementing citizen centric technology in developing smart cities:
a model for predicting the acceptance of urban technologies. Technol. Forecast. Soc. Change
142, 105–116 (2019). https://doi.org/10.1016/j.techfore.2018.09.012

53. Silva, B.N., et al.: Towards sustainable smart cities: a review of trends, architectures, com-
ponents, and open challenges in smart cities. Sustain. Cities Soc. 38(August 2017), 697–713
(2018). https://doi.org/10.1016/j.scs.2018.01.053

54. Singh, P., et al.: Role of citizens in the development of smart cities: benefit of citizen’s feedback
for improving quality of service. Smartgreens 35–44 (2021). https://doi.org/10.5220/001044
2000350044

55. Singh, P., Helfert, M.: Smart cities and associated risks: technical v/s non-technical perspec-
tive. In: CHIRA 2019 - Proceedings of the 3rd International Conference on Computer-Human
Interaction Research and Applications, pp. 221–228 (2019). https://doi.org/10.5220/000849
4402210228

56. Sofiyabadi, J., et al.: Key performance indicators measurement in service business: a fuzzy
VIKOR approach. Total Qual. Manag. Bus. Excell. 27(9–10), 1028–1042 (2016). https://doi.
org/10.1080/14783363.2015.1059272

57. Solaimani, S., Bouwman, H., Itälä, T.: Networked enterprise business model alignment: a
case study on smart living. Inf. Syst. Front. 17(4), 871–887 (2013). https://doi.org/10.1007/
s10796-013-9474-1

58. Trencher, G.: Towards the smart city 2.0: empirical evidence of using smartness as a tool
for tackling social challenges. Technol. Forecast. Soc. Change. 142(October 2017), 117–128
(2019). https://doi.org/10.1016/j.techfore.2018.07.033

59. Vidiasova, L., Cronemberger, F.: Discrepancies in perceptions of smart city initiatives in
Saint Petersburg, Russia. Sustain. Cities Soc. 102158 (2020). https://doi.org/10.1016/j.scs.
2020.102158

60. Wataya, E., Shaw,R.:Measuring the value and the role of soft assets in smart city development.
Cities 94, 106–115 (2019). https://doi.org/10.1016/j.cities.2019.04.019

61. Wolff, A., et al.: Supporting smart citizens: design templates for co-designing data-intensive
technologies. Cities. 101, 102695 (2020). https://doi.org/10.1016/j.cities.2020.102695

62. Yigitcanlar, T., et al.: Can cities become smart without being sustainable ? A systematic
review of the literature. Sustain. Cities Soc. 45(June 2018), 348–365 (2019). https://doi.org/
10.1016/j.scs.2018.11.033

63. Yin, R.K.: Validity and generalization in future case study evaluations. Evaluation 19(3),
321–332 (2013). https://doi.org/10.1177/1356389013497081

64. Zhang, S.: Public participation in the Geoweb era: defining a typology for geo-participation
in local governments. Cities 85, 38–50 (2019). https://doi.org/10.1016/j.cities.2018.12.004

65. The Open Group Standard (2018)

https://doi.org/10.1016/j.jclepro.2018.12.050
https://doi.org/10.1016/j.techfore.2018.09.012
https://doi.org/10.1016/j.scs.2018.01.053
https://doi.org/10.5220/0010442000350044
https://doi.org/10.5220/0008494402210228
https://doi.org/10.1080/14783363.2015.1059272
https://doi.org/10.1007/s10796-013-9474-1
https://doi.org/10.1016/j.techfore.2018.07.033
https://doi.org/10.1016/j.scs.2020.102158
https://doi.org/10.1016/j.cities.2019.04.019
https://doi.org/10.1016/j.cities.2020.102695
https://doi.org/10.1016/j.scs.2018.11.033
https://doi.org/10.1177/1356389013497081
https://doi.org/10.1016/j.cities.2018.12.004


A Decision Support System Based on Rainfall
Nowcasting and Artificial Neural Networks
to Mitigate Wastewater Treatment Plant

Downstream Floods

Loris Francesco Termite1,4(B), Emanuele Bonamente2, Alberto Garinei3,4,
Daniele Bolpagni5, Lorenzo Menculini4, Marcello Marconi3,4, Lorenzo Biondi3,4,

Andrea Chini6, and Massimo Crespi6

1 K-Digitale S.R.L., Perugia, Italy
ltermite@idea-re.eu, loris.termite@k-digitale.com

2 Department of Engineering, University of Perugia, Perugia, Italy
3 Department of Engineering Sciences, Guglielmo Marconi University, Rome, Italy

4 Idea-Re S.R.L., Perugia, Italy
5 A2A Ciclo Idrico S.P.A., Brescia, Italy

6 Radarmeteo S.R.L., Due Carrare, PD, Italy

Abstract. This contribution presents a Decision Support System for operators
working in a wastewater treatment plant, aimed at helping them in taking appro-
priatemitigation strategies in case of extreme rainfall events. TheDecisionSupport
System is based on the real-time monitoring of several variables within the area
of interest and on the forecasting of specific variables in key points. The forecast-
ing relies on Artificial Neural Networks, predicting water levels and flows from
rainfall inputs. The use of very-short-term Quantitative Precipitation Estimates –
nowcasting – allows for an extension of the forecasting horizon with respect of
using measured rainfall only. Different Artificial Neural Networks architectures
are tested. The Decision Support System was developed and tested on a real set-
ting, specifically a wastewater treatment plant collecting the sewage from the city
of Brescia, Italy. The quickness of the computation is compliant with the real-time
needs and makes the developed platform an efficient tool to be used in a Smart
City.

Keyword: Decision support systems · Artificial neural networks · Flood
mitigation

1 Introduction

In many urban areas, sewer systems are threatened by intense rainfall events, which
can make discharge pass the pipe capacity. Resulting floods endanger buildings, infras-
tructures, and human lives. In separate sewer systems, storm drains are affected by
flooding risk. In combined sewers, which collect both stormwater and gray/blackwater,
the potential combined sewer overflow (CSO) is also connected to pollution issues [1].
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After sewage has been processed in a wastewater treatment plant (WWTP), clean water
is committed to receiving water bodies. However, if the stage of the receiving bodies is
already high due to rainfall, additional inflows may result in floods after the WWTP.

Even if specific structures – spillway gates, buffer tanks, pumps, etc. – are designed
to mitigate such occurrences, an accurate knowledge of the system status (water flows,
levels, gate openings) and, possibly, the weather conditions (observations and forecasts)
would greatly help in applying a proper intervention strategy during a critical event. In
the lack of such a comprehensive monitoring, operators should choose the intervention
strategy by relying mostly on their experience. In this context, a decision support system
(DSS) may represent a fundamental aid [2].

DSSs are platforms that provide support to the human operator in deciding which
operations to perform. Examples from scientific literature for sewerage systems-related
applications [3, 4] mainly focus on the design, renovation, and upgrade of the physical
system or on the offline reanalysis of past events aimed at the optimization of future
intervention strategies. Conversely, real-time data have been used primarily to monitor
pollution emissions and concentrations [5]. In recent years, the smart network monitor-
ing theme has emerged and begun to find practical applications. Municipalities, utilities,
and related organizations can benefit from technological advances and implement smart
data infrastructure for wet weather control. Real-time or near real-time decision making
is supported by advanced data monitoring. These advances lead to the development of
smart infrastructures, which the United States Environmental Protection Agency defines
as “the integration of emerging and advanced technology to enhance the collection, stor-
age, and/or reanalysis of water-related data”, making use of “hardware, communication
and management analytics to provide real and tangible benefits to utilities”, as “maxi-
mizing existing infrastructure and optimizing operations and responses to be proactive,
not reactive” [6]. Smart infrastructures are generally implemented in connection with a
supervisory control and data acquisition (SCADA) system. Their main objective is usu-
ally the real-time monitoring of CSO’s flow rates and effluent level, to assess potential
flooding and pollution incidents and to support decision making [7].

To the best of our knowledge, however, the diffusion of smart infrastructures is still
quite limited, with specific reference to the Italian territory. Few existing studies have
the objective of reducing CSO through Real-Time Control of gates and sluices [8, 9].
In our opinion, some issues are still not addressed properly, among which the potential
risk of flooding related to excessive discharge from the WWTP to the receiving body.
Most of real-world DSS that aim at flood mitigation still rely on traditional hydraulic
models. These are often characterized by a high computational demand and are therefore
unsuitable for real-time usage.Moreover, thesemodels are not resilient to climate change
or to changes in boundary conditions, becoming outdated in these occurrences. Another
feature that is generally missing is the use of very-short-term precipitation forecasts,
which are crucial in case of high-intense and short-lasting rainfall events.

In this contribution, as an extended version of our previous paper [10], we present
a case study about the design of a DSS dedicated to WWTP management. The devel-
oped DSS allows for real-time monitoring of the system status through a network of
ground-based meters and weather radars and includes a forecasting tool which provides
additional information to help operators in planning maneuvers. Water levels and flows
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inside the network are forecasted by means of Artificial Neural Networks (ANNs) [11],
artificial intelligence tools that are suitable for the purposes of this study. Indeed, they
allow both to reduce input data variety – and thus to select only the most statistically
significant in the input-output relation – and to neglect parameters needed by traditional
models, as for example the soil properties in rainfall-runoff modelling. Moreover, their
execution is immediate and perfectly matches the real-time requirements. In fact, once
calibrated, the ANNs algorithms consist in linear algebra operations on matrices which
require negligible computational times, unlike more traditional hydraulic models that as
of today require large computational times and computing resources [12]. ANNsmodels
can also be easily updated, well facing possible changes in the real environment. In [10]
we used a basic ANN architecture, the Multilayer Perceptron (MLP). Here, we also
show the results obtained with a different architecture, the Long Short-Term Memory
(LSTM) [13].

The DSS has the final aim of providing useful insights about the current system
status and the estimated evolution of the strategic variables, by collecting all data and
showing them in a single User Interface. The deriving information will hopefully guide
operators to apply a proper risk mitigation strategy.

As said above, the knowledge of the upcoming rainfall in the very-short term (next
couple of hours) can play a fundamental role to predict the further evolution of the
hydraulic variables of interest, allowing to manage the potential emergencies with a
reasonable advance. This is particularly true in case of urban watersheds characterized
by rainfall-runoff lags comparable with the “very-short term” range. Naively, if the use
of measured rainfall inputs allows to estimate the hydraulic variables behavior within a
forecasting horizon equal to the watershed lag, the addition of predicted rainfall inputs
allows to further extend the forecastinghorizonup to the timeof the last rainfall prediction
plus the lag time. The developed DSS achieves this goal thanks to the integration of
high resolution very-short-term quantitative precipitation forecasts (QPF), also known
as “nowcasting” [14].

The rest of the paper is organized as follows. Sect. 2 provides a description of the
study area and of the system layout. In Sect. 3 themethodology is explained.With respect
to [10], additional information about nowcasting is given and the LSTM approach is
illustrated. Section 4 shows the results of the ANNs models, for both MLP and LSTM.
In Sect. 5 the User Interface of the DSS is displayed. A discussion on the study is given
in Sect. 6. Conclusions are reported in Sect. 7.

2 Study Area and System Layout

The WWTP for which the DSS was developed is located in the city of Brescia (Italy),
specifically in the Verziano district (southern area). It collects the sewage and urban
runoff of the city and its surrounding area, serving a total of 296 000 inhabitants over a
146 km2 surface (Fig. 1).

A view of the downstream area is given in Fig. 2, while a not to scale representation of
the system layout, comprising flow directions and measuring points, is shown in Fig. 3.

An urban drainage canal named Vaso Fiume (VF) runs parallel to the final sewer
collector, upstream the WWTP. When the sewer flow raises above a critical level, the
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Fig. 1. Wastewater treatment plant location and watershed.

excess is directed into the VF trough two lateral spillways, one located just before the
WWTP and one a few km upstream. The VF also receives the treated wastewater. A
bigger urban drainage canal, named Vaso Garzetta (VG), collects water from the VF
approximately 2.4 km downstream and eventually flows into the Mella river after a
3.4 km path. The whole network of receiving water bodies is characterized by potential
hydraulic risk in case of extreme rainfall events: over the last years urban flooding has
occurred several times along the VG canal, in a critical location corresponding to the
gz_lt01measuring point (approximately 1.7 km after the confluence with VF), affecting
the red area on the left in Fig. 2.

In such dangerous circumstances, the water flowing from VF into VG should be
constrained and the WWTP technicians must pay close attention in order to minimize
the risk of flooding. To this aim, the VF canal is equipped with a series of inline or
lateral gates, which can be used effectively for flood prevention. Two lateral gates (g10
and g15), which are closed in standard conditions, can be gradually opened to direct
the flow in the surrounding rural area, still respecting environmental law limitations and
avoiding excessive discharges which could put in danger the red area on the right in
Fig. 2. A couple of paired inline gates (g14a and g14b), which are kept open in standard
conditions, can be progressively closed to reduce, and in certain cases completely arrest,
the VF flow into the VG. A storage area is also present next to the WWTP and is used
to reduce the peak discharge into the VF: an inline gate (g2) can be partially closed to
increase the upstream water level and activate a lateral spillway into the storage area.
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Fig. 2. Wastewater treatment plant downstream area.

Fig. 3. System layout (from [10]).
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TheWWTP and the sewage network are managed by a leading multiutility company
which has been playing much effort in Smart City projects over the last years. The wish
of the WWTP managers was to have a tool able to assist them in taking proper decision
especially when dealing with severe rainfall events. Indeed, prior to the development of
the present DSS platform, the gate-opening strategy relied only on operator experience –
based on information from the upstream gz_lt02 meter – to foresee impending flood
waves. Operators decided whether to use the storage area and to open lateral spillways
to reduce the outflow towards theVGcanal and prevent downstreamoverflows.However,
the users lacked an interface allowing a thorough monitoring of the system status. In
particular, information about forthcoming rainfall amounts, water levels and sewer flows
was completely missing. In case of severe events, such an approach was not able to
completely avoid risks.

In addition to the VG level at gz_lt02, particular attention is also devoted to the
WWTP inlet (ml01), as treatment cycles can be optimized thanks to the presence of
an internal buffer tank. Since during extreme events the flow at ml01 may exceed the
WWTP processing capacity, knowing this flow in advance can help to properly manage
the internal operation of the plant. Therefore, the VG level at gz_lt02 and the flow at
ml01 are key parameters to be monitored. Their expected values are forecasted by the
ANNs developed for the DSS.

3 Methodology

3.1 Data Acquisition

A fundamental requirement to implement a project as the one presented is the availability
of all necessary data,whichmust be synchronized, easily accessed and clearly visualized.
This was not the case prior to the beginning of the project. Quite the contrary, rainfall,
level, flow and gate opening records were collected in diverse databases and visualized in
separate interfaces, managed by diverse divisions of the main company. This prevented
the WWTP operators from having a comprehensive view of the system status. During
the project development, much effort was actually played to set up the database.

Rainfall data were previously provided only by six pluviometers within the catch-
ment; for the purposes of the present study, itwas instead decided to also exploit advanced
meteorological radar measurements. To this end, distributed rainfall measurements per-
formed by radars were calibrated through the punctual pluviometer records, eventually
obtaining reliable information in terms of both value accuracy and spatial variability.
The resulting product has 1× 1 km spatial resolution [15] and a 10-min time resolution.

These integrated rainfall measurements were spatially averaged over the whole
catchment to obtain a single value to be used as an input for the ANNs. Prelimi-
nary attempts demonstrated that distinguishing over rainfalls precipitated in different
zones only makes water levels and flows forecasts less stable and does not produce any
significant improvement over using the mean areal rainfall.

The readout of each sensor was synchronized, the time step was fixed to 10 min, and
a dedicated server was realized to host the system database containing all the records of
measured data, computed quantities and final parameters.
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3.2 Nowcasting

In meteorology, nowcasting refers to very-short-term quantitative precipitation forecasts
(QPF): the time horizon is of the order of few hours, on a spatial resolution of a few
kilometers. QPF for nowcasting is performed by means of algorithms working on atmo-
spheric condition measures provided by weather radars [16, 17] and, to a lesser extent,
by satellites [18]. While numerical weather prediction (NWP) produces more reliable
forecasts on longer time ranges, it has been proved that radar-based nowcasting can give
more reliable results than NWP within a time horizon of 3–8 h [19], being therefore
a valuable tool for real-time decision-making. Nowcasting systems use radar images
as immediate snapshots of the state of the atmosphere and, by combining multiple of
such images, estimate where precipitation systems are likely to move soon [18]. The
computational complexity of this approach is much lower than NWP at small temporal
and spatial scales.

Nowcasting algorithms are generally based on advection models, which estimate
the movement of a precipitation system via its velocity field. The simplest models,
as the Lagrangian persistence method (or extrapolation), consist in moving forward the
current radar echoes along the advection path. This approach is acceptable for large scale
stratiform systems but is not suitable for convective ones.More sophisticated approaches
take into consideration also growth or decay factors of precipitation fields.

At the time of project development nowcasting was performed via a proprietary
algorithm, consisting in an extrapolation-based method that extracts local maxima from
the input reflectivity field and other random points. The sub-sampled field is then moved
in the direction of the wind as forecasted by the global forecast system (GFS) model. An
interpolation is then performed to reconstruct the final reflectivity field. This approach
is used in the first implementation of the DSS. However, in addition to its intrinsic
limitations, it is quite time expensive and consequently the predictions are calculated on a
20-minbasis. Therefore,with the aimof improving the forecasting accuracy and reducing
the computational demand, a survey of the more recent techniques was performed [18].

As a result, the ANVIL (Autoregressive Nowcasting Vertically Integrated Liquid)
model [20]was found as a suitable candidate to replace the current nowcasting algorithm.
ANVIL combines two previous methods, namely RadVil [21] and S-PROG [22]. Like
RadVil, ANVIL takes in consideration growth and decay phenomena by estimating the
variation of the vertically integrated liquid water content (VIL) in an atmosphere column
as:

dVIL

dt
= ∂VIL

∂t
+ vx

∂VIL

∂x
+ vy

∂VIL

∂y
= S(t) − P(t) (1)

where VIL is expressed in kg·m−2, vx and vy are the horizontal components of the
advection velocity, S is the input term of the rainwater column and P is the output
term, i.e. the ground rainfall rate. Moreover, like S-PROG, ANVIL follows the basic
idea that the predictability of growth and decay is scale-dependent and thus the VIL is
decomposed into multiple spatial scales and a separate autoregressive integrated model
is applied to each scale.
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As all advection-based nowcasting approaches, ANVIL must be used in conjunction
with a model describing the movement of the rainfall system via its velocity field. To
this aim, the optical flow technique by Lucas and Kanade [23] can be adopted.

The use of theANVILmodel is foreseen in the next future. In addition to its accuracy,
its limited computational demand will allow to perform nowcasting on a 10-min basis,
aligning its updating frequency with all other data.

3.3 Artificial Neural Networks

Dataset and ANNs Common Features. Rainfall, gz_lt02 level and ml01 discharge
data were made available for a period spanning from October 2016 to August 2018.
All the implemented models that predict VG level were trained and validated using 18
suitably trimmed rainfall events in the analyzed period, corresponding to a total 1714
datapoints; the models that predict sewer flow used 17 events, with 12057 datapoints.
Due to the available data, the two samples refer to different sets of events. The higher
number of datapoints used to train sewer-related ANNs depends on the fact that events
were trimmed in larger chunks, because flows atml01 take longer to return to the unper-
turbed value after rainfalls with respect to levels at gz_lt02. It is customary in Machine
Learning to use three different sets of data, namely the calibration, validation and testing
set: the calibration and validation set are used to train the networks, with the first used
to fix weights and biases and the latter to adjust the hyperparameters; the testing set is
used to test the ANNs performance on unseen data. However, due to some uncertainties
in the available data, and since our aim was not to explore ANNs’ theory but instead it
was necessary to exploit as much data as possible to build a ready-to-use product, we
decided to disregard the testing set. Therefore, the available datasets were split using
the last four events (380 datapoints, i.e. 22.17% for level forecast; 2274 datapoints, i.e.
18.86% for flow forecast) for the validation set and the previous ones for the calibration
set.

The effect produced on target variables by rainfall is visible with a lag time that was
found to vary between 30 min and 2 h. Thus, we decided to predict them up to 60 min
beyond the last known rainfall information, whether measured or predicted. For all the
implemented ANNs, the targets are the level/flow variations induced by rainfall, with
respect to the current value. The expected levels at gz_lt02 are obtained by the algebraic
sum of current values and predicted variations. The expected flows calculation needs an
additional term to be considered in the sum, i.e. the characteristic daily modulation of
sewer discharge. Thus, the average flow profile at ml01 was obtained disregarding rainy
days and was found to lie in the range 0.5–1.2 m3/s (Fig. 4), then the corresponding
144 average flow variations – on a 10-min basis from 0:00 to 23:50 – were computed.
These values were subtracted during the dataset preparation, to obtain the flow variation
induced by rainfall, and then added again to obtain the actual predicted flows.

In [10] we developed four MLP ANNs, two predicting VG level variation and the
other two predicting sewer flow variation. More specifically, the MLP hereinafter called
MLPLS (level/short-term) makes use of measured rainfalls only and provides gz_lt02
level forecast up to 60 min; MLPLL (level/long-term) uses also nowcasting up to +80
min, thus extending the forecast horizon to 140min. Similarly,MLPFS (flow/short-term)
and MLPFL (flow/long-term) forecast sewer discharge at ml01.
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Fig. 4. Average ml01 profile during dry days (from [10]).

In this paper, we also test the LSTM architecture to predict the same target variables.
LSTMnetworks are in general particularly suited inmodelling time series and could give
better results than the MLP [24]. At this stage we just focused on short-term predictions
using only measured rainfall. The LSTM architecture belongs to the class of Recurrent
Neural Networks, having feedback connections that allow information to persist over
the data sequence. In a standard LSTM, the extension of the past data over which the
algorithm should work must be defined by the user and must be the same for all input
data. Using forecasted in the identical way we did in [10] for the MLP would appears
quite pointless. One possible way to use forecasted inputs is the preparation of specific
datasets in such a way that at time t the LSTMwould scan backward the predicted inputs
from t+ p to t and then the measured inputs from t to t-m, with p being the time horizon
of predicted inputs and m the extension of past timesteps to analyze. Another way could
be the creation of a hybrid model such that only measured inputs are passed to LSTM
units, while predicted ones are directed to non-recurrent units. Both these approaches
go beyond our immediate intention of performing preliminary tests with an alternative
architecture. Thus, we only developed short-term models which, according to the same
nomenclature used for MLP, are hereinafter called LSTMLS and LSTMFS .

MLP Setup. Measured rainfall inputs for MLPLS and MLPLL cover the antecedent
2-h interval. This extension was considered appropriate, covering the whole range of
observed lags. A longer period (six hours) was required for ml01 forecast, due to the
longer-lasting observed perturbation induced on the sewer collector by precipitation.

Rainfall measurements are updated every 10 min, while nowcasting is updated every
20 min due to the described computing limitations. This results in two different updat-
ing frequencies for short-term and long-term predictions, consistent with rainfall input
updates. For convenience, the rainfall measurements provided to the ANNs are also
aggregated in 20-min bins, although updated every 10 min. Moreover, to keep track of
the initial conditions, the current level/flow is also used as input. The targets (level/flow
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variations from the current value induced by rainfall) are evaluated on a 10-min basis:
at every execution, MLPLS and MLPFS produce six outputs (10-min bins from +10 to
+60), whileMLPLL andMLPFL produce fourteen outputs (10-min bins from +10 to +
140). All the inputs and targets were normalized between 0 and 1.

TheMLPnetworkswere developed in aMATLABenvironment.After trial-and-error
attempts, the layout was chosen so that all share a common structure, with a 20-nodes
single hidden layer connecting the input and output layers. A logistic activation func-
tion is used in the hidden layer, and a linear activation function is used in the output
layer to produce the results. Weights and biases in the nodes were randomly initialized,
and the Levenberg-Marquadt backpropagation algorithm was used to minimize the cost
function, specifically the mean square error between the target/output pairs; the algo-
rithm execution was imposed to stop if the validation error increased for 20 consecutive
iterations. Since the training procedure outcome varies depending on the randomly gen-
erated initial parameters and on the chance of the training algorithm getting stuck in
local minima, each MLP was trained 2000 times using the above-mentioned procedure,
and the best-performing network was then selected.

LSTM Setup. For the LSTM implementation, the number of past timesteps to be ana-
lyzed by the algorithm was set, in accordance with the choice we made for the MLP
inputs, to 11 for LSTMLS and to 35 for LSTMFS , covering the previous 2 and 6 h, respec-
tively. The LSTMmodels scan backward the timeseries – which are composed of 10-min
records – within the defined horizons and use those values as inputs. Therefore, the rain-
fall inputs are on a 10-min basis rather than being cumulated in 20-min bins as we did for
the MLP models. The time series of observed levels/flows was also provided as input.
Given the LSTM functioning, in this case both the current and all the past values within
the defined timesteps are used, rather than just the current value as for the MLP.

Our original will was to train LSTM models to forecast the target values for all the
prediction timesteps at once, as we did for theMLP.However, after a number of attempts,
the results were not good enough and we decided to predict the targets separately for the
diverse timesteps. Therefore, both LSTMLS and LSTMFS are ensembles of six LSTM
networks each predicting one specific output from +10 to +60 min.

As for the MLP approach, the inputs and targets were normalized between 0 and 1.
The LSTM models were developed in a Python environment using the TensorFlow

library. A structure with a single LSTM layer was tested. To select some of the hyperpa-
rameters, we performed a grid search. The considerered hyperparameters are the number
of neurons in the LSTM layers (5, 10, 20, 30 or 40), the learning rate (0.001, 0.005 or
0.01) and the batch size (32, 64 or 128 for LSTMLS; 320, 640 or 1280 for LSTMFS). For
each combination, ten training iterations were performed. The combinations giving the
lower loss value were selected: 40 neurons, learning rate= 0.01 and batch size= 32 for
LSTMLS; 40 neurons, learning rate = 0.005 and batch size = 320 for LSTMFS . All the
parameters in the nodes were randomly initialized and the ADAM optimizer [25] was
used, with 1000 training epochs and the condition of stopping the training and restoring
the best weights after ten consecutive epochs of non-decreasing loss.

Selection of the Best Performing Networks. Rather than considering the cost func-
tion, a more detailed multi-objective optimization was implemented to select the best
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performingMLP networks, keeping in mind their final purpose, i.e. a correct and prompt
forecast of the most severe events. Thus, for both level and flow, three threshold values
were defined, i.e. 70, 100 and 140 cm at gz_lt02 and 2.5, 3.5 and 4.5 m3/s at ml01. Four
objectives were defined to select the best performing models.

1. The Nash-Sutcliffe Efficiency index (NSE) computed on actual network targets
and outputs (normalized values). The optimization variable to be minimized is the
subtracted ratio in the NSE definition:

NSE = 1−
∑n

i=1(Oi − Si)2
∑n

i=1

(
Oi − O

)2 (2)

where Oi are the observed values, O is their mean value and Si are the simulated
values. NSE is computed for each prediction horizon (10 min, 20 min, … etc.) and
the objective is found from the mean of the computed values.

2. Maximum number of correct predictions of threshold values crossing. The opti-
mization variable, to be minimized, is the ratio of missed predictions to observed
crossings. It is computed for each alert level and the objective is set to the mean of
the three computed values.

3. Minimum number of false alerts (threshold crossing prediction not corresponding to
observed crossing). The optimization variable, to be minimized, is the ratio of false
alerts to total predictions, either true or false. It is computed for each alert level and
the objective is set to the mean of the three computed values.

4. Optimal prediction timing. Every time there is an observed threshold level crossing
in the forecast time horizon after current timestamp and there is also a predicted
crossing, the delay between the observed and predicted time of crossing is computed.
The objective to minimize is the mean squared delay for all alert levels.

Objectives n.2 and n.3 vary between 0 and 1. In order to give objective n.1 the same
range of variability, the upper boundary of the subtracted ratio was set to 1, as values
greater than 1would imply a non-acceptable performance and the related solution should
be discarded. Objective n.4 was normalized between 0 and 1 with respect to its possible
minimum and maximum values (i.e. 0 and 50 min for short-term predictions and 0
and 130 min for long-term predictions). In looking for the Pareto front of undominated
solutions, the second and fourth objectiveswere given aweight triple than the others. This
was mainly due to sewer management reasons. Among these points in the 4-D resulting
spaces, the best performing combinations were selected as those with the minimum
Euclidean norm and the corresponding sets of weights and biases matrices were used in
the algorithms running in the DSS.

Since objectives n.2, n.3 and n.4 can be computed only on threshold crossings –
and therefore on a small amount of data – the above-mentioned optimization procedure
was performed on the whole available dataset, comprising both training and validation
datapoints.

This selection procedure was not repeated for the LSTM networks. As a preliminary
investigation of the new architecture, we decided to follow the more basic approach of
selecting the networks giving the minimum value of the cost function.
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4 ANNs Performance

4.1 Multilayer Perceptron

The multi-objective optimization led to the selection of the best performing models. A
first evaluation of their performance was made according to the objectives described in
Sect. 3. The obtained values are shown in Table 1.

Table 1. Results of the multi-objective optimization: values for the selected ANNs (from [10]).

OBJ 1 OBJ 2 OBJ 3 OBJ 4

MLPLS 0.241 0.150 0.106 0.061

MLPLL 0.128 0.137 0.039 0.037

MLPFS 0.531 0.175 0.117 0.100

MLPFL 0.412 0.201 0.069 0.083

A better general performance of level prediction with respect to sewer discharge pre-
diction can be noticed. Moreover, better predictions are obtained from ANNs exploiting
nowcasting information.

Statistical analyses were performed on the results. For all the selected MLP models,
the NSE index was calculated for each forecasting horizon (+10 to +60 min or +10 to
+140 min). Calibration values for MLPLS range between 0.484 and 0.888, with higher
values corresponding to shorter forecasting horizons. Similarly, average validation val-
ues are comprised between 0.294 and 0.906. MLPLL gave NSE average values ranging
between 0.301 and 0.601 for calibration events and between 0.103 and 0.903 for vali-
dation ones. The ranges of average NSE values are 0.987 ÷ 0.909 and 0.904 ÷ 0.989
for MLPFS calibration and validation events, respectively. Finally, NSE average ranges
for MLPFL are 0.843 ÷ 0.986 (calibration) and 0.789 ÷ 0.988 (validation). As a term
of comparison, in [26] NSE = 0.74 is obtained for calibration data and NSE = 0.63 for
validation data when modelling stream flows in a small watershed using the SWAT tool.

However, this kindof analysis does not give useful insights on theANNseffectiveness
in the DSS and may even be misleading. Indeed, the main goal of a real-time DSS like
as the one presented in this case study is to guarantee that accurate alerts are sent
sufficiently in advance, allowing operators to act promptly. Therefore, the performances
of the selected ANNs were also evaluated according to the metrics defined in Table 2
(please note that values outside brackets refer to the whole datasets, while first and
second values in brackets refer to calibration and validation sets, respectively). For each
MLP model, the total number of observed crossings of the defined threshold values (70,
100 and 140 cm at gz_lt02; 2.5, 3.5 and 4.5 m3/s at ml01) is displayed (obs), along
with the number of corresponding predictions (pred) and related percentages (%) of
correctly predicted crossings. Given the DSS updating frequency, observed crossings
can be forecasted with an anticipation varying (with a 10-min resolution) from 60 to 10
min forMLPLS andMLPFS and from 140 to 10 min forMLPLL andMLPFL . A crossing
is considered predicted if it is signaled to occur at least once in the available forecasting
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horizon. Two other parameters that were evaluated are the average warning time (awt),
i.e. the mean anticipation corresponding to the first alert of impending crossing, and the
average prediction delay indicating the accuracy of the prediction timing. As an example,
if the DSS first signals an impending crossing by warning that it will happen after 40
min, but the actual crossing is observed after 30 min, then the warning time is 30 min
and the prediction delay is 10 min. The average prediction delay is calculated for both
the absolute values (| apd |), giving a hint on the mean magnitude, and the actual positive
or negative values (apd) indicating the alert tendency to be early or delayed. Finally,
the number of false alerts (f.a.) is shown. In contrast to correct crossing predictions, an
alert is considered false if there is no actual crossing at any time step of the forecasting
horizon.

From Table 2 it is possible to see that all the MLP models can predict the majority
of the most severe gz_lt02 level occurrences: Threshold 3 crossings are predicted three
times on four occurrences, with the missed prediction referring to a validation event. The
validation set comprises only two crossings of the higher threshold and the prediction
percentage is 50%, butmore datawould be necessary to better assess the performance.All
the lower threshold crossings are predicted, while some are missed for the intermediate
one, and for both the performances on the calibration and validation sets are comparable.

The average warning time ranges between approximately 25 and 40 min for short-
term predictions, while the use of nowcasting information allows to increase the forecast
anticipation to approximately 2 h. The absolute value of the average prediction delay
is generally lower than 20 min, with only one exception for MLPLL with respect to the
five predicted Threshold 1 crossings in the validation set. The analysis of the positive or
negative delays suggests a slight tendency for alerts to be delayed if only rainfall data
are used and to be early when nowcasting is used, for the first two thresholds, while
the opposite seems to happen for Threshold 3. As regards sewer flow predictions, they
are again slightly outperformed by level forecasts. This may be due to observed ml01
flows during rainfall events being less regular with respect to those of the VG level. The
highest flow threshold crossings are always predicted, even if they occur just once in
the calibration events and once in the validation events. The average warning times are
comparable to the ones obtained for level forecasts, while prediction delays are slightly
higher and show a general tendency for late predictions. All models generate some false
alerts, especially for the lowest threshold, while never for the highest one.

Some examples of the prediction performance on a severe event in the validation
set (event #16), during which all the thresholds are crossed, are shown in the figures
below. Fig, 5 and Fig. 6 show, for all the short-term prediction horizons, the envelop of
the forecasted level vs the observed one. Figure 7 shows, for the same event, a sort of
“snap-shot” of the User Interface (UI) at some specific times prior to the first crossing
of the L3 threshold. As in the actual UI described Sect. 5, the time axis spans from 120
min prior to the current time to 180 min after. Measured and forecasted rainfalls and
levels are shown. The observed future level is also shown for comparison purpose. The
first alert is given 110 min before the actual crossing, thanks to the long-term predicting
MLP (red line), even if the crossing is signaled to occur within 120 min. 80 min before
the crossing, the amount of expected level becomes more reliable. At this time the
short-term prediction (blue line) is still quite flat, and it raises above L3 only 30 min
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Table 2. Performance of the selected MLP networks in predicting threshold crossings. Values
outside brackets refer to the whole dataset; values in brackets refer to calibration and validation
sets, respectively (table updated from [10]).

Threshold 1 Threshold 2 Threshold 3

MLPLS obs 22 (17/5) 9 (6/3) 4 (2/2)

pred 22 (17/5) 6 (4/2) 3 (2/1)

% 100.0 (100.0/ 100.0) 66.7 (66.67/66.7) 75.0 (100.0/50.0)

awt 36.8 (35.2/42.0) 25.0 (27.5/20.0) 33.3 (35.0/30.0)

| apd | 12.3 (10.6/18.0) 5.0 (0.0/15.0) 3.3 (0.0/10.0)

apd 3.2 (3.6/2.0) 1.7 (0.0/5.0) −3.3 (0.0/-10.0)

f.a 10 (7/3) 1 (1/0) 0 (0/0)

MLPLL obs 22 (17/5) 9 (6/3) 4 (2/2)

pred 22 (17/5) 5 (3/2) 3 (2/1)

% 100.0 (100.0/100.0) 55.6 (50.0/66.7) 75.0 (100.0/50.0)

awt 97.7 (91.8/118.0) 116.0 (110.0/125.0) 113.3 (115.0/110.0)

| apd | 17.3 (15.3/24.0) 10.0 (3.3/20.0) 10.0 (10.0/10.0)

apd −7.3 (−5.9/−12.0) −10.0 (−3.3/−20.0) 3.3 (0.0/10.0)

f.a 9 (6/3) 4 (2/2) 0 (0/0)

MLPFS obs 56 (45/11) 11 (7/4) 2 (1/1)

pred 34 (31/3) 7 (4/3) 2 (1/1)

% 60.7 (68.9/27.3) 64.7 (57.1/75.0) 100.0 (100.0/100.0)

awt 35.9 (36.4/30.0) 22.9 (22.5/23.3) 45.0 (30.0/60.0)

| apd | 12.4 (13.2/3.3) 14.3 (20.0/6.7) 15.0 (20.0/10.0)

apd 0.0 (0.3/−3.3) 5.7 (15.0/−6.7) 5.0 (20.0/−10.0)

f.a 16 (10/6) 2 (1/1) 0 (0/0)

MLPFL obs 56 (45/11) 11 (7/4) 2 (1/1)

pred 36 (32/4) 9 (5/4) 2 (1/1)

% 64.3 (71.1/36.4) 81.8 (71.4/100.0) 100.0 (100.0/100.0)

awt 71.4 (69.7/85.0) 73.3 (98.0/42.5) 100.0 (70.0/130.0)

| apd | 32.2 (32.8/27.5) 16.7 (18.0/15.0) 15.0 (30.0/0.0)

apd 8.9 (8.4/12.5) 5.6 (2.0/5.0) 15.0 (30.0/0.0)

f.a 15 (5/10) 2 (2/0) 0 (0/0)

before the crossing. Indeed, up to the previous timestamp (40 min before the crossing),
the amount of measured rainfall is still low, and consequently MLPLS predicts just a
small level raise. The considerable rainfall intensity increase that is measured 30 min
before the crossing is finally allowing MLPLS to predict a steep raise of gz_lt02 level.
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This example underlines the importance of nowcasting information, that permits to have
alerts of incoming critical events with a reasonable advance.

Fig. 5. MLPLS envelop of level forecast at +10, +20 and +30 min for event #16 (from [10]).
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Fig. 6. MLPLS envelop of level forecast at +40, +50 and +60 min for event #16 (from [10]).

4.2 Long Short-Term Memory

The results were analyzed according to the same metrics we used for the MLP models.
As said above, both LSTMLS and LSTMFS are ensembles of six LSTM networks each
predicting one specific output from +10 to +60 min.

ForMLPLS ,NSE ranges between 0.233 and 0.951 for the calibration set, and between
0.402 and 0.966 for validation events. Again, NSE values tend to decrease for longer
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Fig. 7. Effectiveness of MLPLS in predicting the crossing of the third level threshold, for event
#16, 110, 80 and 30 min before the first occurrence (from [10]).

forecasting horizons. ForMLPFS , calibrationNSE spans between 0.844 and 0.985, while
validation values span between 0.905 and 0.991.

The analysis of the effectiveness in threshold crossing prediction is summarized in
Table 3. From comparison with Table 2, a lower percentage of predicted crossings can be
observed especially for Threshold 1. In contrast, on several occasions the average warn-
ing time is greater. The prediction delays appear generally smaller for level predictions,
but slightly higher for flow predictions.
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For comparison, Fig. 8 and Fig. 9 show the envelop of the forecasted levels vs the
observed ones at the various time horizons for event #16.

Table 3. Performance of the selected LSTM networks in predicting threshold crossings. Values
outside brackets refer to the whole dataset; values in brackets refer to calibration and validation
sets, respectively.

Threshold 1 Threshold 2 Threshold 3

LSTMLS obs 22 (17/5) 9 (6/3) 4 (2/2)

pred 20 (16/4) 6 (5/1) 3 (2/1)

% 90.9 (94.1/80.0) 66.7 (83.3/33.3) 75.0 (100.0/50.0)

awt 36.5 (33.8/47.5) 26.7 (26.0/30.0) 30.0 (30.0/30.0)

| apd | 12.5 (11.8/15.0) 3.3 (2.0/10.0) 6.7 (10.0/0.0)

apd 0.5 (3.1/−10.0) −3.3 (−2.0/−10.0) 0.0 (0.0/0.0)

f.a 8 (4/4) 3 (3/0) 0 (0/0)

LSTMFS obs 56 (45/11) 11 (7/4) 2 (1/1)

pred 27 (22/5) 6 (3/3) 1 (0/1)

% 48.2 (48.9/45.5) 54.5 (42.9/75.0) 50.0 (0.0/100.0)

awt 20.4 (22.3/12.0) 21.6 (16.7/26.7) 30.0 (n.a./30.0)

| apd | 22.2 (24.5/12.0) 18.0 (16.7/20.0) 0.0 (n.a./0.0)

apd 13.3 (13.6/12.0) 11.7 (16.7/6.7) 0.0 (n.a./0.0)

f.a 15 (10/5) 4 (3/1) 3 (3/0)

5 User Interface

The DSS was designed to provide a comprehensive view of the sewerage network, with
a particular focus on the two key parameters defined in Sect. 2. Thus, a UI was created.
Specifically, it was developed as a QGIS plugin, to allow further improvements using
georeferenced data. Weights and biases were extracted from the selected MLP networks
allowing to write real-time running forecast algorithms consisting in in linear algebra
operations on matrices. These algorithms, together with all the other necessary scripts
running behind the DSS, were developed through the Python language. All measured
and processed data are stored in the DSS database. From there, data are picked to be
shown in the User Interface. In particular, the UI (Fig. 10) shows directly measured
quantities (e.g., current values of levels along the VG canal, VF gate openings, flows)
together with derived quantities (as for example the estimated CSO after ml01 that,
given the difficulty in placing a meter due to morphological issues, was estimated by
means of water mass balance between the collector flow and the internal WWTP flow
during rainfall events). The UI also can display the results of simulations of the VF
canal behavior using different mitigation strategies, as explained later on. The main
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Fig. 8. LSTMLS envelop of level forecast at +10, +20 and +30 min for event #16.

section is dedicated to the visualization of the VG levels at gz_lt02 (blue lines) andml01
discharge (orange lines) as recorded for the past 6 h (continuous lines) and predicted
for the next 60 min (dashed lines) or 140 min (dotted lines). Above the main plot, the
current and suggested openings for the 5 operable gates (labelled as Nr.2, Nr.10, Nr.14A,
Nr.14B, and Nr.15 in the UI) is also shown. The gate-opening strategy is driven by the
measured VG level at gz_lt02. The three threshold values defined for the VG level (L1
= 70 cm, L2= 100 cm, L3= 140 cm) trigger four different combinations of suggested
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Fig. 9. LSTMLS envelop of level forecast at +40, +50 and +60 min for event #16.

gate openings (namely “A”, “B”, “C” and “D” in the UI) that are characterized by an
increasing quantity of spilled water and storage area usage, resulting in a decreasing
discharge into the VG canal until it is completely blocked for the most severe events.
The suggested strategy is highlighted in yellow, and the current openings are highlighted
in green or red, depending on whether they are in accordance or not with the proposed
ones, with a 5 cm tolerance. At this first stage, the suggested strategies are based on the
long-time experience of the WWTP technicians. However, the “Simulation” section of
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the UI, below the main plots, embeds a physically-based HEC-RAS hydraulic model of
the VF (not discussed here for the sake of brevity) that can be executed between two
selected timestamps using past boundary conditions. Thus, by changing the threshold
values of the VG level or the suggested gate openings, ex-post analyses can be performed
with the final aim of assessing the goodness of the adopted strategies or detecting more
efficient parameter combinations.

The described UI, allowing to change the DSS parameters, is thought to be used
by expert operators. In addition, for all other operators, a visualization-only UI was
developed through the Grafana platform. It allows data visualization on desktop and
mobile devices and is composed of three dashboards, the main one showing the current
system status (Fig. 11), another showing past data in a selected time interval and the last
showing on top a snap-shot of the main dashboard plots at a selected past timestamp and
below a comparison between the observed level and the envelop of the predicted one for
a selected forecast horizon (Fig. 12).

Fig. 10. User Interface in the QGIS plugin (from [10]).

6 Discussion

Theobtained results indicate that the developedDSS is already able to give useful insights
to the WWTP operators and to help them in managing potentially critical events.

The real-time monitoring of measured quantities gives useful advice to the operator:
when the crossing of a threshold level happens, the flood wave takes some time (approx.
30 to 90 min) to reach the overflow point, allowing for a timely intervention to mitigate
the risk of overflows. Furthermore, the system status forecast provides operators with
additional information, guiding them in taking the proper decision. As an example,
if an alert in the UI suggests a specific strategy related to measured gz_lt02 threshold
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Fig. 11. Real-time Grafana visualization dashboard (from [10]).

Fig. 12. Grafana visualization dashboard for the analysis of the predictions.

crossing, but the forecast is showing that level is going to decrease soon after, the operator
may decide not to adopt any mitigation strategy. On the contrary, forecasts of incoming
critical conditions allow to be ready and possibly anticipate the mitigation maneuvers.
The average warning time is in fact sufficient for operators to be ready to adopt proper
risk mitigation strategies. In particular, the most critical events are predicted with an
average warning time of approximately 30 min based on observed rainfall only, while
nowcasting allows for an alert anticipation greater than 100 min. The prediction timing
is fairly accurate, in particular for VG level variation, with an average delay almost
always lower than 20 min. Based on these considerations, the currently integrated MLP
networks can be considered helpful tools in the developed DSS.
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However, this is a first stage project, and several improvementsmaybe foreseen. First,
the ANNs performance may be enhanced in several ways. The current MLP networks
may be updated as long as more data become available, being all collected in the DSS
database. Also, different ANN structures may be implemented. In this paper we have
presented a first attempt in this direction, trying a different architecture based on LSTM.
The results so far don’t suggest changing the ANNs that are currently working in the
DSS, howeverwe think that it isworthy to perform additional research. Several structures
can still be tested, even combining different architectures, as for example Convolutional
Neural Networks and LSTM units [27, 28].

Given the DSS structure, changing the operating ANN would not be complicated.
New ANNs can be trained offline, then if better performances are gained the scripts may
be easily adjusted. Moreover, at the current stage we decided not to use a testing set to
evaluate the ANNs performance. The future availability of more records will allow to
perform analyses on unseen data.

Another aspect that should be investigated is related to rainfall forecasts. As already
said, nowcasting allows to generate alerts with a reasonable advance. Currently, a pro-
prietary nowcasting algorithm is working to provide rainfall forecasts to the DSS. The
ANVIL algorithm, in conjunction with the Lucas-Kanade advection model, is a valid
candidate to replace the current algorithm, to obtain faster performances. However, in the
present study measured rainfalls were used also as predicted ones, in a perfect forecast
hypothesis. Obviously the actual nowcasting information could be less accurate and the
effects on level and flow predictions should be evaluated. This is why we chose to keep
also the short-term ANNs in the DSS, as they rely only on measured data which are not
affected by uncertainties.

As regards the risk mitigation strategies, they are currently suggested in the UI based
on the level of the receiving canal. The four different gate openings combinations, asso-
ciated to three VG thresholds levels, have been discussed with the WWTP technicians
and at this stage are still based on their long-time experience. However, the hydraulic
model integrated in the DSS allows operators to perform ex-post simulations, assessing
the effectiveness of the adopted strategy or evaluating the effects of different gate open-
ings or different threshold levels. On this basis, the predefined suggested strategies may
be easily changed by expert operators directly in the UI.

Future developments will include the integration of multi-objective optimization
functionalities in the system, benefitting from the detailed information that will become
available in the database, in order to face conflicting objectives as the need of sending as
much water as possible to the receiving body while minimizing the chance of overflows,
eventually obtaining case-specific threshold levels and gate openings combinations. For
example, the premature filling of the storage area may produce negative effects during
successive intense rainfalls, and unnecessary lateral spills may result in exceeding the
allowed discharge in surrounding rural canals. Such improvements could be achieved by
integrating real-time execution of the hydraulic model, performing simulations based on
forecasted variables and different sets of threshold levels and gate openings: optimization
algorithms will eventually determine the best combination to face the incoming events.
Finally, when a considerable amount of available datawill allow to accurately understand



148 L. F. Termite et al.

and model all the hydraulic processes, the VF gates could be provided with automated
actuators in order to implement a Real Time Control System.

7 Conclusions

In this paper we presented the design of a DSS platform which has the purpose of
providing help in managing a wastewater treatment plant. The goal is achieved through
real-timemonitoring of the system status – sewer flows, internal flows, hydraulic stage of
urban canals, gate openings – and forecasts on strategic variables as rainfalls, incoming
sewerflowsandexpected level of the receivingwater body.Rainfall forecasts are basedon
nowcasting techniques, while flow and lever forecasts are performed byArtificial Neural
Networks. All the monitored and forecasted data are visualized in a User Interface which
gives a comprehensive knowledge to the operators and can guide them in reducing the
chance of overflow during severe rainfall events. The updating DSS frequency is equal
to ten minutes and all data are stored in a single database.

The proposed approach is characterized by some advantages, among which the neg-
ligible time demand for model running and the possibility of easily updating the algo-
rithms. Indeed, the current ANNs were trained using past data, but they can be updated
as long as more data become available. Different algorithms can also be tested, as shown
in this paper, and can replace the current ones without any substantial revision of the
software architecture. The whole updating procedure can be performed “offline”, this
being an important feature of the developed project. Thus, it can also be automated,
by writing a script which would read the database with a given frequency, add the new
data to the training dataset after having suitably processed them and perform again the
training procedure; in case of estimated better performances, the algortitms parameters
could be automatically replaced.

The DSS was developed in the context of a smart infrastructure project. In such
cases, several challenges arise. The design and operational costs should be lowered to
increase the probability of implementation. In addition, the handling of heterogeneous
data from multiple sources, the analysis of Big Data and security-related issues must be
considered [29]. The proposed approach fulfills these requirements and may represent
a valuable step in guaranteeing safety in case of severe rainfall events. Moreover, it can
in principle be used in all those settings where sensor measurements over large areas,
meteorological data, and other quantitative information should be processed to provide
synthetic outputs for the final user.

Acknowledgments. The studywe developed in [10] is part of the INNOVAEFD3 research project
financed by A2A Ciclo Idrico S.p.A. The additional research on the LSTM networks presented in
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Abstract. People and technology have to keep up with this ever-moving fast-
growing world. Building sectors are not only increasing in floor area but also
demand more energy and builds up pressure over at the supply end. In such an era
renewable energy becomes the key to meet the demand over at the supply end.
The building has to be made self-sufficient to sustain even when the supply end
experiences a delay. Therefore this study is one such Design Alternative approach
that will help the building be more self-sufficient. The integration of the BIPV
over the building façade will not only help generate energy within the building
premise but also help reduce the EPI of the building resulting in savings both in
time and cost. The results of the study propound For low-rise buildings, WWR02
(north façade WWR-50%, east façade WWR-25%, south façade WWR-25% and
west façade-25%) gives the minimum EPI values because this combination mini-
mizes the heat gain inside the building through windows. For high rise buildings,
WWR01 (north façade WWR-50%, east façade WWR-35%, south façade WWR-
35% and west façade-35%) gives the minimum EPI values due to the increase in
interior lighting and ventilation requirements which require larger window area
percentages.

Keywords: Building integration photovoltaic system · Design Alternative ·
ECBC 2017 · Energy Performance Index

1 Introduction

1.1 Energy Consumption in Building Sector

Population growth has increased tremendously over the past few decades. Increased
health-care benefits have helped prolong the lifespan of human lives. This increases

© Springer Nature Switzerland AG 2022
C. Klein et al. (Eds.): SMARTGREENS 2021/ VEHITS 2021, CCIS 1612, pp. 151–172, 2022.
https://doi.org/10.1007/978-3-031-17098-0_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17098-0_8&domain=pdf
https://doi.org/10.1007/978-3-031-17098-0_8


152 S. Shetty et al.

demand for a better lifestyle, infrastructure, and comfort in everyday activities. Many
villages and small towns have been converted into bigger towns and cities to meet all the
demands of people. This process called urbanization has increased the built-up volume
all over the world. More the built-up area, the more the contribution it has over the
greenhouse gas (GHG) emissions and energy utilization. According to the reports from
the United Nations, Global Status Report 2020, the trend in 2019 has reported the
highest ever CO2 emissions i.e., 38% of total global energy-related CO2 emissions
from the building sector alone [1]. Figure 1 shows the percentage contribution of the
building sector in consuming energy and percentage emission of harmful gases. The
building sector alone consumes 35% of global energy consumption and contributes 38%
to emitting harmful gases concerning other sectors.

Fig. 1. Energy and emission contribution percentage of the global building and construction sector
1.

In India, the building sector continues to use coal, oil, and natural gas which lead to
harmful emissions. Heating and cooking in carbon-intensive regions due to the unavail-
ability of electricity result in a constant level of direct emissions. Over the past decade
from 2010 to 2019, there is an increase in percentage built-up floor area, population,
emissions, and energy demand as plotted in Fig. 2. It is observed in the graph that the
built-up floor area has increased to almost 21% in the past ten years. Comparatively,
the growth in energy demand and emissions is lesser but significant and in a similar
percentage growth as the population trend.

Currently, in India, buildings contribute for 35% of total energy utilization and annu-
ally growing at an 8% consumption rate. Increased economic growth, rising income,
growing population, and urbanization are some of the factors responsible for growth in
India’s buildings’ energy utilization. Rural and urban populations have varying energy
use patterns. Among the International Energy Outlook (IEO) 2017 regions, India has
the world’s highest projected gross domestic product (GDP) growth rate averaging 5%
annually from 2015 to 2040 [3]. Environmental Impact Assessment (EIA) estimates that
total dispatched commercial division energy utilization in India will rise by an average
of 3.4% annually. EIA also estimates that India’s share of electricity consumption of the
total commercial energy consumption will gradually increase from 59% in 2015 to 65%
in 2040, eliminating coal usage to a certain extent [3].
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Fig. 2. Population growth, floor area, energy need, and emissions trend [2].

1.2 Energy Efficiency in India

Initiatives such as World Green Building Council’s Net-Zero Carbon Buildings Com-
mitment discuss various approaches to transform buildings into net-zero energy and
zero-carbon to promote global de-carbonization strategy and hope to make it the only
form of building construction across all economies to achieve net-zero emissions by
2050 [1]. Such Global goals along with the influence of Sustainable Development Goals
(SDGs) influenced several countries to take up the challenge and evolve towards a greener
built environment.

In India, the Oil Crisis in the 1970s marked the beginning of policy initiatives and
research catering to end-use efficiency. In October 2001, Energy Conservation Act (EC)
was the first major policy initiative sanctioned in India associated with the methodical
use of energy and its conservation. The EC Act lead to the undertaking of the Bureau of
Energy Efficiency (BEE) in March 2002. Under the leadership of the Ministry of Power,
BEE is responsible for being the forefront organization to see over the improvement
of energy efficiency in the current economy by using promotional and bureaucratic
instruments. Planning, management, and execution of appliance standards and labeling
(S&L), along with Energy Conservation Building Codes are some of the responsibilities
of the BEE. The Indian electricity division is governed by the Electricity Act of 2003,
under the supposition of which the Government of India (GOI) notified the National
Electricity Policy (NEP) in 2005. The initiative directed the BEE to set standards on
energy conservation and carefully implemented them in the country with a voluntary
and self-regulating approach in the beginning. As the framework strengthened over time
they formulated amore regulatory approach.The IntegratedEnergyPolicyReport (IEPR)
released in August 2006 entrusted distribution utilities to undertake Energy Efficiency
(EE) and demand-side management (DSM) programs.

Due to the growing issues of climate change, the National Action Plan on Cli-
mate Change (NAPCC) was introduced in 2008. The plan recognizes EE as essen-
tial for addressing climate change problems. One of the eight missions of the NAPCC
is the National Mission for Enhanced Energy Efficiency (NMEEE). Energy-efficiency
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improvements in India since 2010 prevented 12% of additional energy use as of 2018
[4].

1.3 Renewable Source of Energy in India

It is crucial to note that non-renewable resources are notably depleted by human exploita-
tion, whereas renewable resources are generated by ongoing processes that can sustain
indefinite human use. The total potential for renewable power generation in India as
of March 31, 2019, is estimated at 1097465 MW [5]. Figure 3 shows the percentage
contribution of various renewable energy generation from each source.

Solar Power, 
68.25

Wind Power, 
27.54

Small-Hydro 
Power, 1.93

Biomass 
power, 1.6

Baggasse 
based, 0.46 Waste to 

energy, 0.23

Fig. 3. Contribution of each renewable energy source in India [5].

Developing countries extensively face problems related to energy production.
Sources of energy and technologies obtained through renewable resources are promis-
ing sources of energy generation that are capable of providing solutions to these energy
supply and demand-side crises everywhere. Renewable energy sources like wind energy,
solar energy, geothermal energy, ocean energy, biomass energy, and fuel cell technol-
ogy can be used to overcome energy shortages in India. India is increasingly adopting
responsible renewable energy techniques and taking positive steps towards reducing car-
bon emissions, aiming to have cleaner air and ensuring a more sustainable future. By
2022 India has set itself a target of generating 175 gigawatts (GW) of electricity through
renewable sources of energy. Out of 175 GW, around 21 GW of renewable capacity was
installed between 2012 and 2016, of which 68% was added in the last two and a half
years of that period [6].

Global coal consumption rose by 1%, out of which India consuming 4.8%, recording
the fastest growth, as demand both inside and outside of the power sector increased [7].
A study states that solar penetration in India is highly cost-sensitive. It is possible to
decrease solar cost by 50% by analyzing alternative Renewable Energy (RE) technology
cost developments in the future. This also helps increase solar penetration by eight folds
compared to the baseline scenario. Such results prove that popularizing renewable energy
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is highly cost elastic in the Indian market and further policy support to promote RE will
enable the country to meet its target [8]. A constant rise in such research, tests, and
application will help make it easier to switch to green energy generation for the entire
country.

Rising challenges of energy consumption and supply in India and its impact on
climate change have made the Government of India take crucial steps towards enabling
clean energy and also taking responsibility to overlook the policies and orders. The
Copenhagen Accord in 2009 gave way to the United Nations Framework Convention on
Climate Change (UNFCCC) officially decided in 2012 to stream actions under a goal to
hold global temperature rise to less than 2 °C above pre-industrial levels [9]. India has put
forward eight Nationally Determined Contributions (NDCs) as a part of its international
adherence, under the Paris Agreement of UNFCCC. Among the eight NDCs, three of
the quantifiable targets to be met by 2030 are Goal 3: focuses to reduce the emissions’
severity of its GDP by 33%–35% compared to the 2005 level, Goal 4: To be able to
achieve a collective electric power installed capacity of 40% from a non-fossil energy
source, and Goal 5: Increase the carbon sink of 2.5–3 billion tonnes of CO2 equivalent
[8].

The solar installation capacity of India has come to 28.18 GW as of March 3, 2019,
as compared to 21.65 GW on March 31, 2018 [5]. A downward trend in the renewable
source electricity generation cost is observed in India due to an electricity generation
expansion of 12.23% over a year and hence has increased usage. It is perceptible that to
achieve the Nation’s benchmark on the take of Sustainable Development Goals (SDGs)
proper integration of policy interventions and regulations is mandatory [5]. India is
moving forward with the goals in mind and so by December 2019, India had stationed a
total of 84 GW of grid-connected renewable electricity capacity and aiming for further
renewable production. India’s total renewable electricity generating capacity reached
366 GW in 2019 [4].

2 Literature Review

Sustainability is about savings made now for a better future. This concept applies in
every field today especially the building sector. The global initiative of Sustainable
DevelopmentGoals also talks about the need for greenermethods of energy consumption
i.e., to be able to use resources that do not exhaust over time. Hence renewable sources
of energy are being popularized in the architecture field. Due to exponential population
growth in India, the demand for electricity across the country has increased and the
electricity department has not been able to keep up with the supply side of electricity to
all. Table 1 shows the deficit from the supply side of the country. Depleting resources
such as coal, oil, natural gas, etc. have not only created supply-end issues but also have
increased cost, whichmakes it hard for everybody in the country to afford a basic amenity
such as electricity. Hence use of renewable resources that do not exhaust will not only
bring down the price but also be able to meet the demand of the country.

Life-cycle cost analysis of a building projects how much consumption of energy
is required to provide comfort conditions within the building such as for cooling and
heating of spaces, electricity for lights, etc. Reducing the consumption of energy as
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Table 1. Power supply status in India from 2009–2010 to 2017–2018 [10].

much as possible or rather obtaining it from renewable sources is one of the effective
and sustainable methods that make the buildings self-efficient and makes way to de-
carbonize for ecological benefits. Solar energy a non-fossil source of energy can be
utilized for active and passive methods for heating, cooling, ventilation, natural lighting,
and even to obtain hot water [11]. Wind energy can also be exploited for ventilation
and cooling with active and passive systems for an entire building [12]. Another less
explored energy source the geothermal energy can be also be used for heating and cooling
purposes [13].

RE is a captivating option to provide green energy to the built environment. A
drawback of RE is that there is a slight incompatibility when it comes to generating
energy from these sources and when the buildings require it. To redeem such problems
a study suggests an inventive solution where they create a balance for local energy
collection and demand in microgrid by exchanging energy between neighboring homes.
The results of the study propose that the system (a) without the use of large batteries, it
is possible to reduce the energy loss on the AC line by 64%, (b) performance magnifies
with bigger battery storage, and (c) is rugged to different patterns of energy consumption
and energy prediction accuracy in the microgrid [14].

Electricity is generated, transmitted, and then distributed within the country. During
these processes, it is certain that there will be transmission losses. Even with places
having good technical efficiency and low theft, Transmission and Distribution losses
generally range between 6%–8% [15]. Therefore, by using technologies such as BIPV,
the generation happens at the building hence reduced transmission losses and low theft,
and more profitable.

2.1 Use of BIPV Technology in Buildings

India is ranked fifth for having the highest solar installed capacity worldwide [16].
Ministry of New and Renewable Energy (MNRE) under the National Solar Mission,
has reconditioned the objective of grid-connected solar power projects from 20 GW by
the year 2021–2022 to 100 GW by the year 2021–2022. Domestic manufacturing with
support of the ‘Made in India’ initiative has helped achieve greater height in promoting
solar installation capacity.
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At present, in the BIPV market, 80% contributes to rooftop-mounted technologies
and only 20% of it is façade-mounted [17]. India is the seventh-largest country in the
world and lies between 68°7′ to 97°25′ east longitude and 8°4′ to 37°6′ north latitude. It
covers a total of 2.9 million Km2 of landmass. The country on average experiences 300
sunnyclear days in a year as it is located in the tropical region and receivesmaximumsolar
radiation in summer. Climate zones include warm and humid, hot and dry, composite,
temperate, and cold zones with ambient conditions varying from 45 °C in summer while
4 °C in winter [18]. Due to its location solar energy has the maximum potential to be
exploited for energy production and used all over India.

Kale, et al. (2016) conducted the Life Cycle Cost (LCC) analysis for two commercial
buildings of similar parameters, at first without the installation of solar panels and then
at the second stage integrating the solar panel system with the building system. In the
second stage, one of the buildings considered for the case study had solar panels of
minimum capacity installed in it while the other building had solar panels which were
of the desired capacity according to the requirements of the building. The LCC analysis
showed a 4% cost reduction when minimum capacity solar panels were used while a
cost reduction of 54% was observed in case the desired capacity solar panel system
[19]. The study conducted by Tripathy, et al. (2017) conducted Life Cycle Cost analysis
(LCCA) and Energy Payback Time (EPBT) for BIPV –Building Integrated Photovoltaic
thermal performance in Indian weather conditions. The study provides support for the
use of BIPV thermal systems providing its economic and environmental viability. 7.5 to
16 years is found to be the EPBT using the BIPV system which is much lower than the
expected service life (30 years) of the modules [20]. Bano, et al. (2020) in their study
to prepare early-stage design guidelines for Net Zero Energy Buildings (nZEBs) found
that BIPV panels were the most suitable type of renewable energy source that can be
implemented to meet low energy generation requirements hence reducing the EPI value
for the building [21].

This paper is an extended version of the paper “Assessment of Building Integrated
Photovoltaic Panels on Facades of Commercial Buildings concerning Energy Conser-
vation Building Code” by Pradeep Kini et.al. [22] which assesses the BIPV integration
on the building façade and its contribution to a building energy production. The study
compares the results with modeled building and PVGIS systems to analyze the panel
costing and payback period. This paper tries to propound the optimum location of BIPV
on the building façade and also concerning WWR considerations taken from ECBC
2017 and comparison with the RBM model from Mayank Bhatnagar et al. [23].

3 Methodology

The study aims to encourage the development of the use of Photovoltaic cells’ (PV)
application on the building façade in the current practice of architecture to maximize
energy efficiency in the commercial building sector by on-site energy generation. The
Objective of the study is to reduce theEnergyPerformance Index (EPI) of the commercial
building using Building Integrated Photovoltaic cell (BIPV) technology.

This study uses a base casemodel of a ‘ReferenceBuildingModel’ (RBM) developed
by Bhatnagar et.al., in the Indian scenario to compare the EPI results of this study with
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the EPI model output of the RBM case example [23]. This research is based only in the
Warm and Humid climate zone of India and the results of onlyWarm and Humid climate
zone is taken into consideration from the RBM study. An epw file contains weather data
that is used for running energy usage simulations are used to extract hourly data for the
study.

The RBM research is based on four building typologies i.e., an 8-h operation low rise
building, 8-h operation high rise building, 24-h operation low rise building, and 24-h
operation high rise building. The Energy Conservation Building Code (ECBC) 2017
specifies that for a commercial building the maximum average permissible Window-To-
Wall Ratio (WWR) should be 40% [24]. Hence for this research, the 27 cases of WWR
is considered as shown in Table 2, which averages maximum in each case to 40% [25].
The North façade of the building receives the least amount of direct sunlight hence a
constant WWR of 50% is considered. The WWR for the other three facades is taken to
be 35%, 30%, and 25% as all 27 combinations of thisWWR case results in an average of
less than 40% as stated in ECBC 2017. The commercial building is analyzed concerning
all eight cardinal directions i.e., north, west, east, south, northeast, northwest, southeast,
and southwest. There are a total of 11 variables in this study, 3 variables are 3 different
PV tilt angles (30, 45, and 60) and 6 PV technologies available in India [26].

The assumptions stated regarding the building set-up are:

• The aspect ratio of the commercial building is 1: 2.8
• There are no obstructions around the commercial building considered within the study
that blocks the PV Panels.

• The commercial building does not have any overhangs
• The sill level of the window is taken as 0.92 m as per the RBM reference with window
height as 1.2 m and lintel height to be 2.1 m as per practical application experience
in the architecture field.

3.1 Building Data Modelling

The commercial building model considered in this study is a rectangular volume with an
aspect ratio of 1:2.8. The PV panels are to be placed in four facades of the building with
respective resulted tilt values. The PV panels start from the ground floor of the building
from 0 levels to 0.92 m sill level, then again it continues from 2.1 m to the sill level of
the window on the first floor. This pattern continues throughout the height and width of
the building. There are 6 types of PV Panels used in this study available in the Indian
Market. These six types and their generation capacities are mentioned in Table 3 below.
The size of the panels is taken as 1 m × 2 m [26]. The calculation of EPI is done using
the Energy Performance Calculator (EPC) created at the Georgia Institute of Technology
[27].

The building considered in this paper is optimized for all possible orientations i.e.,
for all eight cardinal directions: North (N), West (W), East (E), South (S), NorthEast
(NE),NorthWest (NW), SouthEast (SE), SouthWest (SW). For the convenience of under-
standing the orientations within the study, the nomenclature for the directions is given
in Table 4.
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Table 2. 27 cases of WWR.

WWR North East West South

1 50 35 35 35

2 50 25 25 25

3 50 30 30 30

4 50 35 35 25

5 50 35 25 35

6 50 25 35 35

7 50 35 25 25

8 50 25 35 25

9 50 25 25 35

10 50 35 35 30

11 50 35 30 35

12 50 30 35 35

13 50 35 30 30

14 50 30 35 30

15 50 30 30 35

16 50 25 30 30

17 50 30 25 30

18 50 30 30 25

19 50 25 25 30

20 50 25 30 25

21 50 30 25 25

22 50 30 25 35

23 50 30 35 25

24 50 25 30 35

25 50 25 35 30

26 50 35 25 30

27 50 35 30 25

Insertion of PVpanels on the facades as overhangswill cast a shadow.Thepositioning
of the panels should be such that the shadow of one panel does not fall over the other. To
consider the longest shadowcast in aWarmandHumid climate zone city,Kolkata is taken
as the reference. In Kolkata the altitude at 10:00 am is considered the maximum value of
all days at 10 m of altitude is taken out and used for the calculation of distance between
two panels. The panels are installed in various combinations only on three facades of
the building. The North façade/Northeast facing facade irrespective of building entrance
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Table 3. PV panel technologies.

Sl. no. Type of photovoltaic module Kpk (KW/m2)

1 Mono crystalline silicona 0.15

2 Multi crystalline silicona 0.13

3 Thin-film amorphous silicon 0.06

4 Other thin-film layers 0.035

5 Thin-film copper-indium-gallium-diselenide 0.105

6 Thin-film cadmium-telluride 0.095

Table 4. Building entrance façade orientation nomenclature.

Nomenclature Orientation

O1 North (N)

O2 Northeast (NE)

O3 East (E)

O4 Southeast (SE)

O5 South (S)

O6 Southwest (SW)

O7 West (W)

O8 Northwest (NW)

orientation will not have any solar panels installed and will have a constant WWR of
50%. The panels are distanced from each other in such a way that one panel’s shadow
does not fall over the other as shown in Fig. 4 and calculated using the equation given
below.

θ = 55◦ (1)

α = 90◦ − 55◦ = 35◦ (2)

Depth of the solar panel = 1 m,

Tan35 = 1

x

Hence the distance between solar panels is given by,

x = 1

Tan35
= 1.5m
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Fig. 4. Distance between solar panels and installation.

4 Results and Discussion

4.1 Optimum BIPV System Details According to Building Entrance Façade
Orientation

Table 5 andTable 6 show the details of theBIPV system that should be adopted according
to the orientation of the entrance façade of an 8-h and 24-h building.

Table 5. BIPV system details for cardinal orientations.

Building type Building
entrance
facade
orientation

Technology The angle of
inclination of
PV on the
East facade

The angle of
inclination of
PV on the
South facade

The angle of
inclination of
PV on the
West facade

8-h and 24-h
Low-rise
buildings/8-h
and 24-h
High-rise
buildings

North,
East,
South, and
West

Mono-crystalline
silicona

60 60 60
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Table 6. BIPV system details for sub-cardinal orientations.

Building type Building
entrance
facade
orientation

Technology The angle of
inclination of
PV on the
South-East
facade

The angle of
inclination of
PV on the
South-West
facade

The angle of
inclination of
PV on the
North-West
facade

8-h and 24-h
Low-rise
buildings/8-h
and 24-h
High-rise
buildings

North-East Mono-crystalline
silicona

60 45 60

South-East 45 60 60

South-West 60 60 45

North-West 60 45 60

4.2 8-h Building Results with Integration of BIPV System

The primary x-axis depicts the orientations of the façade where the main entrance of the
building is located (refer to Table 4). The subdivision in the primary x-axis under each
building entrance orientation shows the 27 cases of the window to wall ratio (WWR)
combinations (refer to Table 2). The primary y-axis presents the data denoting the EPI
of the office building under consideration with and without the BIPV system that was
depicted using bar graphs. The secondary y-axis shows results in the form of an x-y
scatter plot depicting the reduction percentage of EPI i.e., the percentage reduction from
the base-case scenario of the RBM modeled in EPC.
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Fig. 5. EPI assessment of 8-h low-rise building with entrance façade oriented towards cardinal
directions.

Figure 5 shows percentage change/reduction in EPI values when BIPV panels are
integrated with the building system for an 8-h low-rise office building located in the
Warm and Humid climate zone in India which has all 4 of its facades oriented towards
the 4 cardinal directions (North, East, South, and West), for the 27 predefined window-
to-wall ratios (WWR). For a building that has North oriented (O1) entrance façade,
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the percentage reduction in EPI with the integration of the BIPV system varied from
59.3–61.46%. For an East-oriented (O3) entrance façade, the percentage reduction in
EPI varied from 57.49–59.64%. In the case of the South-oriented (O5) entrance façade,
the percentage reduction in EPI varied from 54.53–56.69%. For a West-oriented (O7)
entrance façade, the percentage reduction in EPI varied from 56.34–58.51%. Hence,
the range with the highest EPI reduction percentage was observed to be for the North
orientation of the entrance façade of the building.

The minimum EPI value i.e. 41.7 kWh/m2/yr was achieved for a building which has
North oriented entrance façadewith theWWR02 combination (north façadeWWR-50%,
east façade WWR-25%, south façade WWR-25% and west façade-25%) where the EPI
reduction percentage was 61.46%. The optimum BIPV system technology suggested
was Mono-crystalline silicon with an angle of inclination as 60° for the three remaining
facades i.e., East, South, and West.
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Fig. 6. EPI assessment of 8-h low-rise buildingwith entrance façade oriented towards sub-cardinal
directions.

Figure 6 shows percentage change/reduction in EPI values when BIPV panels are
integrated with the building system for an 8-h low-rise office building located in the
Warm and Humid climate zone in India which has all 4 of its facades oriented towards
the 4 sub-cardinal directions (North-East, South-East, South-West and North-West), for
the 27 predefined window-to-wall ratios (WWR). For a building that has a North-East
oriented (O2) entrance façade, the percentage reduction in EPI with the integration of
the BIPV system varied from 42.85–48.87%. For a South-East oriented (O4) entrance
façade, the percentage reduction in EPI varied from 41.05–47.07%. In the case of the
South-West oriented (O6) entrance façade, the percentage reduction in EPI varied from
43.94–49.97%.For aNorth-West oriented (O8) entrance façade, the percentage reduction
in EPI varied from 45.75–51.77%. Hence, the range with the highest EPI reduction
percentage was observed to be for the North-West orientation of the entrance façade of
the building.
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The minimum EPI value i.e. 52.18 kWh/m2/yr was achieved for a building which
has North oriented entrance façade with the WWR02 combination (north façade WWR-
50%, east façadeWWR-25%, south façadeWWR-25% andwest façade-25%)where the
EPI reduction percentagewas 51.77%. The optimumBIPV system technology suggested
was Mono-crystalline silicona with the angle of inclination as 60, 45, and 60° for the
South-East, South-West, and North-West facades respectively.
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Fig. 7. EPI assessment of 8-h high-rise building with entrance façade oriented towards cardinal
directions.

Figure 7 shows percentage change/reduction in EPI values when BIPV panels are
integrated with the building system for an 8-h high-rise office building located in the
Warm and Humid climate zone in India which has all 4 of its facades oriented towards
the 4 cardinal directions (North, East, South, and West), for the 27 predefined window-
to-wall ratios (WWR). For a building that has North oriented (O1) entrance façade,
the percentage reduction in EPI with the integration of the BIPV system varied from
29.13–30.12%. For an East-oriented (O3) entrance façade, the percentage reduction in
EPI varied from 28.37–29.36%. In the case of the South-oriented (O5) entrance façade,
the percentage reduction in EPI varied from 27.16–28.15%. For a West-oriented (O7)
entrance façade, the percentage reduction in EPI varied from 27.93–28.91%. Hence,
the range with the highest EPI reduction percentage was observed to be for the North
orientation of the entrance façade of the building.

The minimum EPI value i.e. 82.62 kWh/m2/yr was achieved for a building which
has North oriented entrance façade with the WWR01 combination (north façade WWR-
50%, east façadeWWR-35%, south façadeWWR-35% andwest façade-35%)where the
EPI reduction percentagewas 30.12%. The optimumBIPV system technology suggested
wasMono-crystalline siliconawith the angle of inclination as 60° for the three remaining
facades i.e., East, South, and West.

Figure 8 shows percentage change/reduction in EPI values when BIPV panels are
integrated with the building system for an 8-h high-rise office building located in the
Warm andHumid climate zone in India which has all 4 of its facades oriented towards the
4 sub-cardinal directions (North, East, South, and West), for the 27 predefined window-
to-wall ratios (WWR). For a building that has a North-East oriented (O2) entrance
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Fig. 8. EPI assessment of 8-h high-rise building with entrance façade oriented towards sub-
cardinal directions.

façade, the percentage reduction in EPI with the integration of the BIPV system varied
from 21.69–24.37%. For a South-East oriented (O4) entrance façade, the percentage
reduction in EPI varied from 20.96–23.64%. In the case of the South-West oriented
(O6) entrance façade, the percentage reduction in EPI varied from 22.2–24.88%. For
a North-West oriented (O8) entrance façade, the percentage reduction in EPI varied
from 22.93–25.61%. Hence, the range with the highest EPI reduction percentage was
observed to be for the North-West orientation of the entrance façade of the building.

The minimum EPI value i.e. 87.95 kWh/m2/yr was achieved for a building which
has North oriented entrance façade with the WWR01 combination (north façade WWR-
50%, east façadeWWR-35%, south façadeWWR-35% andwest façade-35%)where the
EPI reduction percentagewas 25.61%. The optimumBIPV system technology suggested
was Mono-crystalline silicona with the angle of inclination as 60, 45, and 60° for the
South-East, South-West, and North-West facades respectively.

4.3 24-h Building Results with Integration of BIPV System

The primary x-axis depicts the orientations of the façade where the main entrance of the
building is located (refer to Table 4). The subdivision in the primary x-axis under each
building entrance orientation shows the 27 cases of the window to wall ratio (WWR)
combinations (refer to Table 2). The primary y-axis presents the data denoting the EPI
of the office building under consideration with and without the BIPV system that was
depicted using bar graphs and compared to BEE star rating benchmarks of EPI for office
buildings i.e. 1-Star (200 – 175 kWh/m2/yr), 2-Star (175 – 150 kWh/m2/yr), 3-Star (150 –
125 kWh/m2/yr), 4-Star (125 − 100 kWh/m2/yr) and 5-Star (Below 100 kWh/m2/yr)
[28]. The secondary y-axis shows results in the form of an x-y scatter plot depicting the
reduction percentage of EPI i.e., the percentage reduction from the base-case scenario
of the RBM modeled in EPC.

Figure 9 shows percentage change/reduction in EPI values when BIPV panels are
integrated with the building system for a 24-h low-rise office building located in the
Warm and Humid climate zone in India which has all 4 of its facades oriented towards
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Fig. 9. EPI assessment of 24-h low-rise building with entrance façade oriented towards cardinal
directions.

the 4 cardinal directions (North, East, South, and West), for the 27 predefined window-
to-wall ratios (WWR). For a building that has North oriented (O1) entrance façade,
the percentage reduction in EPI with the integration of the BIPV system varied from
30.99–32.06%. For an East-oriented (O3) entrance façade, the percentage reduction in
EPI varied from 30.07–31.15%. In the case of the South-oriented (O5) entrance façade,
the percentage reduction in EPI varied from 28.52–29.59%. For a West-oriented (O7)
entrance façade, the percentage reduction in EPI varied from 29.44–30.51%. Hence,
the range with the highest EPI reduction percentage was observed to be for the North
orientation of the entrance façade of the building.

The minimum EPI value i.e. 143.57 kWh/m2/yr was achieved for a building which
has North oriented entrance façade with the WWR02 combination (north façade WWR-
50%, east façadeWWR-25%, south façadeWWR-25% andwest façade-25%)where the
EPI reduction percentagewas 32.06%. The optimumBIPV system technology suggested
wasMono-crystalline siliconawith the angle of inclination as 60° for the three remaining
facades i.e., East, South and West.

Integration of the BIPV system with the building, aided to reach the 3-Star rating
benchmark (150 – 125 kWh/m2/yr) from the initial 1-Star rating benchmark (200 –
175 kWh/m2/yr) as defined by BEE, for all 4 cardinal orientations and 27 WWR
combinations.

Figure 10 shows percentage change/reduction in EPI values when BIPV panels are
integrated with the building system for a 24-h low-rise office building located in the
Warm and Humid climate zone in India which has all 4 of its facades oriented towards
the 4 sub-cardinal directions (North-East, South-East, South-West and North-West), for
the 27 predefined window-to-wall ratios (WWR). For a building that has a North-East
oriented (O2) entrance façade, the percentage reduction in EPI with the integration of
the BIPV system varied from 22.05–25.16%. For a South-East oriented (O4) entrance
façade, the percentage reduction in EPI varied from 21.12–24.23%. In the case of the
South-West oriented (O6) entrance façade, the percentage reduction in EPI varied from
26.89–28.37%.For aNorth-West oriented (O8) entrance façade, the percentage reduction
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Fig. 10. EPI assessment of 24-h low-rise building with entrance façade oriented towards sub-
cardinal directions.

in EPI varied from 27.81–29.29%. Hence, the range with the highest EPI reduction
percentage was observed to be for the North-West orientation of the entrance façade of
the building.

The minimum EPI value i.e. 149.44 kWh/m2/yr was achieved for a building which
has North-West oriented entrance façade with the WWR02 combination (north façade
WWR-50%, east façade WWR-25%, south façade WWR-25% and west façade-25%)
where the EPI reduction percentagewas 29.29%. The optimumBIPV system technology
suggested was Mono-crystalline silicona with the angle of inclination as 60, 45 and 60°
for the South-East, South-West and North-West facades respectively.

Integration of the BIPV system with the building, aided to reach the 2-Star rating
benchmark (175 – 150 kWh/m2/yr) as defined by BEE for all 4 sub-cardinal orientations
and 27 WWR combinations. For the case where the entrance façade orientation was
taken as North-West (O8), the WWR combinations – WWR02, WWR07, WWR18,
WWR20 and WWR21 aided in reaching the BEE 3-Star rating benchmark (150 – 125
kWh/m2/yr).

Figure 11 shows percentage change/reduction in EPI values when BIPV panels are
integrated with the building system for a 24-h high-rise office building located in the
Warm and Humid climate zone in India which has all 4 of its facades oriented towards
the 4 cardinal directions (North, East, South and West), for the 27 predefined window-
to-wall ratios (WWR). For a building that has North oriented (O1) entrance façade,
the percentage reduction in EPI with the integration of the BIPV system varied from
13.16–13.55%. For an East-oriented (O3) entrance façade, the percentage reduction in
EPI varied from 12.81–13.21%. In the case of the South-oriented (O5) entrance façade,
the percentage reduction in EPI varied from 12.27–12.67%. For a West-oriented (O7)
entrance façade, the percentage reduction in EPI varied from 12.61–13.01%. Hence,
the range with the highest EPI reduction percentage was observed to be for the North
orientation of the entrance façade of the building.
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Fig. 11. EPI assessment of 24-h high-rise building with entrance façade oriented towards cardinal
directions.

The minimum EPI value i.e. 227.98 kWh/m2/yr was achieved for a building which
has North oriented entrance façade with the WWR01 combination (north façade WWR-
50%, east façadeWWR-35%, south façadeWWR-35% andwest façade-35%)where the
EPI reduction percentagewas 13.55%. The optimumBIPV system technology suggested
wasMono-crystalline siliconawith the angle of inclination as 60° for the three remaining
facades i.e., East, South and West.

Integration of the BIPV system with the building reduced the EPI of the building
under consideration by a range varying from 12.27–13.55% when different entrance
façade orientations and WWR combinations were taken yet the BEE star rating
benchmarks were not achieved in any case.
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Fig. 12. EPI assessment of 24-h high-rise building with entrance façade oriented towards sub-
cardinal directions.

Figure 12 shows percentage change/reduction in EPI values when BIPV panels are
integrated with the building system for a 24-h high-rise office building located in the
Warm and Humid climate zone in India which has all 4 of its facades oriented towards
the 4 sub-cardinal directions (North-East, South-East, South-West and North-West), for
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the 27 predefined window-to-wall ratios (WWR). For a building that has a North-East
oriented (O2) entrance façade, the percentage reduction in EPI with the integration of
the BIPV system varied from 9.81–10.96%. For a South-East oriented (O4) entrance
façade, the percentage reduction in EPI varied from 9.48–10.63%. In the case of the
South-West oriented (O6) entrance façade, the percentage reduction in EPI varied from
10.03–11.19%.For aNorth-West oriented (O8) entrance façade, the percentage reduction
in EPI varied from 10.36–11.51%. Hence, the range with the highest EPI reduction
percentage was observed to be for the North-West orientation of the entrance façade of
the building.

The minimum EPI value i.e. 233.35 kWh/m2/yr was achieved for a building which
has North-West oriented entrance façade with the WWR01 combination (north façade
WWR-50%, east façade WWR-35%, south façade WWR-35% and west façade-35%)
where the EPI reduction percentagewas 11.51%. The optimumBIPV system technology
suggested was Mono-crystalline silicona with the angle of inclination as 60, 45, and 60°
for the South-East, South-West, and North-West facades respectively.

Integration of the BIPV system with the building reduced the EPI of the build-
ing under consideration by a range varying from 9.48–11.51% when different entrance
façade orientations and WWR combinations were taken yet the BEE star rating
benchmarks were not achieved in any case.

5 Analysis

The results show that the optimum orientation of the entrance façade of a building was
found to be North for which the EPI percentage reduction range values were maximum.
Table 1 presents the details of the optimum BIPV system that should be opted when
the building entrance façade was North oriented. The angle of inclination of PV panels
for the East and West facades was found to be 60° because these facades would mostly
receive direct sunlight at lower altitudes during the morning and evening hours hence
the BIPV panel’s angle of inclination from the normal of the façade surface of should
be steep. For the South façade, the BIPV panel’s angle of inclination was 60° because
the panels serve the purpose of overhangs also. For low-rise buildings, WWR02 (north
façade WWR-50%, east façade WWR-25%, south façade WWR-25% and west façade-
25%) gives the minimum EPI values because this combination minimizes the heat gain
inside the building through windows. For high rise buildings, WWR01 (north façade
WWR-50%, east façade WWR-35%, south façade WWR-35% and west façade-35%)
gives the minimum EPI values due to the increase in interior lighting and ventilation
requirements which require larger window area percentages.

In the case of 8-h and 24-h buildings, the integration of BIPV panels had a lesser
impact on the 24-h buildings because of the increase in the occupancy hours of the
building and the increased requirement of interior lighting and equipment energy of the
buildings 23.

Table 7 denotes the potential of installing additional BIPV panels for the 27 WWR
combinations on the three façade areas i.e. East, South and West facades in the case of
a building that has all its 4 facades oriented towards cardinal directions and South-East,
South-West and North-West façades in the case of a building that has all its 4 facades
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Table 7. Ranking of WWR combinations according to availability of area to install BIPV panels.

Ranking WWR combinations Percentage area remaining
(in %)

Additional opaque area for
installation (in sqm)

1 WWR2 9.44 47.95

2 WWR19 8.33 42.31

3 WWR20, WWR21 8.06 40.94

4 WWR9 7.22 36.67

5 WWR16, WWR17 6.94 35.25

6 WWR7, WWR8,
WWR18

6.67 33.88

7 WWR22, WWR24 5.83 29.61

8 WWR3, WWR25,
WWR26

5.56 28.24

9 WWR23, WWR27 5.28 26.82

10 WWR5, WWR6,
WWR15

4.44 22.55

11 WWR13, WWR14 4.17 21.18

12 WWR4 3.89 19.76

13 WWR11, WWR12 3.06 15.54

14 WWR10 2.78 14.12

15 WWR1 1.67 8.48

oriented towards sub-cardinal directions. WWR2 (north façade WWR-50%, east façade
WWR-25%, south façadeWWR-25% andwest façade-25%) has themaximum potential
for the addition of BIPV panels on opaque areas as the WWR percentage on each of the
3 facades is minimum hence there is higher availability of the additional opaque area.
WWR1 (north façade WWR-50%, east façade WWR-35%, south façade WWR-35%
and west façade-35%) has minimum potential because the availability of area is lesser.
Few combinations have the same potential as the opposite façade faces are of the same
area.

6 Conclusion

As the built-up area increases with increased population and trend of urbanization,
more the contribution it has over the greenhouse gas (GHG) emissions and energy
utilization across the globe. India is no such exception to this growth and contributes its
share of energy utilization and harmful emissions thereafter. Keeping sustainability in
consideration and raising awareness for same India has regulated and mandated several
policies and programs to promote and keep a check on emissions and maintain a balance
between the demand and supply of energy required in the building sector. This study
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is one such step to make way for the application of BIPV on the building façade in
compliance with ECBC 2017.

The paper takes into consideration 27 cases ofWWR for which the maximum reduc-
tion of EPI is obtained using the EPC. The percentage reduction of EPI is concerning
the Reference Building Model taken from Bhatnagar et al. The results also show the
results with the BIPV system and without the BIPV system showing how effective are
the WWR on the reduction of EPI of the building. In the case of 8-h and 24-h buildings,
the integration of BIPV panels had a lesser impact on the 24-h buildings because of the
increase in the occupancy hours of the building and the increased requirement of interior
lighting and equipment energy of the buildings. The angle of inclination of PV panels
for the East and West facades was found to be 60° because these facades would mostly
receive direct sunlight at lower altitudes during the morning and evening hours hence
the BIPV panel’s angle of inclination from the normal of the façade surface of should
be steep. For the South façade, the BIPV panel’s angle of inclination was 60° because
the panels serve the purpose of overhangs also. For low-rise buildings, WWR02 (north
façade WWR-50%, east façade WWR-25%, south façade WWR-25% and west façade-
25%) gives the minimum EPI values because this combination minimizes the heat gain
inside the building through windows. For high rise buildings, WWR01 (north façade
WWR-50%, east façade WWR-35%, south façade WWR-35% and west façade-35%)
gives the minimum EPI values due to the increase in interior lighting and ventilation
requirements which require larger window area percentages.
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Abstract. An accurate model of building interiors with detailed annotations is
critical to protecting first responders and building occupants during emergencies.
First responders and building occupants can use these 3D building models to nav-
igate indoor environments or vacate the building safely. In collaboration with the
City of Memphis, we have collected extensive LiDAR and video data from seven
buildings in Memphis. We apply machine learning techniques to the video frames
to detect and classify objects of interest to first responders. We then utilize data
fusion methods on the LiDAR and image data to create a comprehensive colored
3D indoor point cloud dataset with labeled safety-related objects. This paper doc-
uments the challenges we encountered in data collection and processing, and it
presents a complete 3D mapping and labeling system for the environments inside
and adjacent to buildings. Moreover, we used two of the scanned buildings as
a case study to illustrate our process and show detailed evaluation results. Our
results show that the deep neural network Mask R-CNN with transfer learning
and hard-negative mining performs well in labeling public-safety objects in our
image dataset, especially for large objects.

Keywords: LiDAR point cloud · Indoor 2D image object detection and
instance segmentation · Indoor 3D point cloud object detection and instance
segmentation · Image dataset · 3D point cloud dataset · 3D indoor map · Public
safety objects

1 Introduction

Firefighter casualties and deaths occur every year due to the difficulties of navigation in
smoke-filled indoor environments. According to the National Fire Protection Associa-
tion, local fire departments responded to an estimated 1.3 million fires, 48 firefighters

Supported by the financial assistance award 70NANB18H247 from U.S. Department of Com-
merce, National Institute of Standards and Technology.

c© Springer Nature Switzerland AG 2022
C. Klein et al. (Eds.): SMARTGREENS 2021/ VEHITS 2021, CCIS 1612, pp. 173–196, 2022.
https://doi.org/10.1007/978-3-031-17098-0_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17098-0_9&domain=pdf
https://doi.org/10.1007/978-3-031-17098-0_9


174 M. Hossain et al.

and 3,700 people lost their lives, 16,600 people were injured, and 14.8 billion dollars
were lost in 2019 [1,13]. The National Institute for Occupational Safety and Health
(NIOSH) provides detailed accounts of firefighter fatalities [7]. One of the most dis-
heartening threads in these stories is how close to an exit the firefighters were found,
sometimes less than a mere 10 ft away. A possible technological solution to this prob-
lem is to use high-quality 3D maps of the interiors of buildings to train the firefighters
before an emergency and guide them during an emergency. In particular, equipping fire-
fighters with VR headsets or helmets that can display these high-quality 3D maps could
help them navigate indoor smoky environments more effectively and reduce some of
these unfortunate deaths.

We have been working with the City of Memphis, Tennessee, USA to produce high-
quality 3D maps of seven Memphis buildings for public safety research. We use Light
Detection and Ranging (LiDAR), video cameras, and other sensing technologies to col-
lect the building data. LiDAR is a remote sensing method that uses light (laser) pulses
to measure the distance to objects. More specifically, a LiDAR sensor transmits laser
pulses which are reflected by objects in a scene. The sensor then measures the time to
receive the reflected pulses and determines the precise distance to each surface point
on the objects. It is able to measure millions of points distributed across the surfaces in
each scan. A Simultaneous Localization and Mapping (SLAM) algorithm then uses the
data from multiple LiDAR scans to create a complete 3D point cloud. With additional
sensors, one can further determine the color and other attributes of each point. In order
to help first responders quickly locate objects of interest during a crisis event, we apply
data fusion and machine learning algorithms to identify public-safety related objects in
the point clouds.

In this paper, we describe our approach to producing georeferenced labeled RGB
building models from raw point cloud and image data. The contributions of our work
can be summarized as follows.

First, we document the challenges we encountered in data collection and processing,
which may be of interest to researchers in various areas such as building information
modeling, LiDAR design, machine learning, and public safety. We have encountered
many challenges, such as complex spaces for LiDAR scanning, lack of synchroniza-
tion among different sensor data sources, and uncommon objects not found in existing
labeled datasets. While some of these challenges, e.g., synchronizing data sources, have
been (partly) addressed by existing research, the majority require new methodologies,
which we focus on in our current and future work.

Second, we have developed a complete 3D mapping and labeling system for the
building environments including sensors, data collection processes, and a data process-
ing workflow consisting of data fusion, automatic labeling of hazards and other objects,
clustering, cleaning, stitching, and georeferencing.

Finally, we use a case study of two buildings to illustrate our system and evalu-
ate the performance of our automated labeling process, including (a) the precision and
recall of the object detection/classification on the 2D image dataset, and (b) the pre-
cision and recall of the object labels in the 3D point cloud dataset. Our results show
that the deep neural network Mask R-CNN with transfer learning from the MS COCO
dataset performs well in labeling public-safety objects in our image dataset, especially
for large objects. We also observed that, with transfer learning, adding just a few hun-
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dred labeled images from a building to the training dataset significantly improves a
model’s performance. Finally, we investigated hard-negative mining for training the
model and observed a considerable performance improvement.

2 Related Work

Generating large-scale labeled 3D datasets is costly and challenging, and not many deep
learning methods can process 3D data directly. For these reasons, there are few labeled
3D datasets available currently, especially for indoor environments. Below we describe
several public 2D and 3D datasets for indoor environments and relevant deep learning
models for object detection and classification in images and point clouds.

2.1 Labeled 2D and 3D Datasets

MCIndoor20000 [6] is a labeled 2D indoor dataset collected from a hospital. It contains
more than 20,000 digital images from 3 categories (doors, stairs, and hospital signs).
We use some images from this dataset to train our neural network model (see Sect. 5.1).
Microsoft Common Objects in Context (MS COCO) dataset [20] is a large-scale labeled
2D dataset containing more than 300,000 images in 81 categories. We use this dataset
for transfer learning (see Sect. 7.1). ImageNet [10] includes more than a million labeled
images in thousands of categories collected from different Internet sources that can be
used for 2D object detection problems. We also tried ImageNet for transfer learning,
but its performance is not as good as that of MS COCO (see Sect. 7.1).

Stanford 2D-3D-S [4] is a multi-modal, large-scale indoor spaces dataset extend-
ing the Stanford 3D Semantic Parsing work [5]. It contains around 1400 high-definition
RGB images with semantic annotations in a variety of registered modalities: 2D (RGB),
2.5D (depth maps and surface normals), and 3D (meshes and point clouds) Gibson Env
Dataset [2] also contains 2D, 2.5D, and 3D data. This data is collected from 572 build-
ings and covers 1447 floors with different indoor areas. The authors provided the 2D-
3D information for each space and semantic object labels for a fraction of the spaces.
ShapeNet Part [29] is a subset of the ShapeNet [8] repository which focuses on fine-
grained 3D object detection. It contains 31,693 meshes sampled from 16 categories of
the original dataset, which include some indoor objects. Each shape class is labeled
with two to five parts (totaling 50 object parts across the whole dataset).

While the above datasets contain various indoor objects, most of them do not
have our needed public-safety objects, e.g., fire extinguishers, fire alarms, standpipe
connections, hazmat, and exit signs. Thus, most of the existing labeled images are not
immediately helpful to our work, so we produced a new training dataset of our own.

2.2 Object Detection and Classification in 2D RGB Images

Faster R-CNN [25] is an object detection model that belongs to the region-based convo-
lutional neural network (R-CNN) machine learning model family. It produces a rectan-
gular bounding box for each detected object. As we needed to obtain precise per-point
labels, a rectangular bounding box was not sufficient. Mask R-CNN [15] is an exten-
sion of Faster R-CNN that assigns each pixel to an individual object [15]. It provides
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polygon masks that tightly bound objects and has a better overall average precision
score than Faster R-CNN. Since it generated better per-point labels in our data, we
adopted Mask R-CNN in our work.

While the above models solve the object detection problem, the following models
classify detected objects. He et al. [16] proposed ResNet, which contains the residual
block, a new neural network layer, to solve a network depth problem in traditional CNN
models for objection classification. ResNet outperforms other models by a large margin.
Szegedy et al. [27] combined their Inception architectures with residual connections and
found residual connections accelerate the training of Inception networks significantly. It
outperforms similar Inception networks without residual connections by a thin margin.

Huang et al. [18] reported that using either Inception-ResNet-V2 [27] or ResNet-
101 [16] as a feature extractor with Faster R-CNN as a meta-architecture showed good
detection accuracy with reasonable execution time. Since we prefer Mask R-CNN to
Faster R-CNN, we experimented with the Inception-ResNet-v2 model (with 164 layers)
and ResNet-101 model as a feature extractor for Mask R-CNN.

2.3 Object Detection and Classification in 3D Point Clouds

PointNet [21] is a deep neural network that takes raw point clouds as input and provides
a unified architecture for both detection and classification. The architecture features two
subnetworks: one for classification and another for detection. The detection subnetwork
concatenates global features with per-point features extracted by the classification net-
work and applies another two Multi-Layer Perceptrons (MLPs) to generate features and
produce output scores for each point. As an improvement, the same authors proposed
PointNet++ [22] which can capture local features with increasing context scales by
using metric space distances.

At the beginning of our work, we experimented with PointNet++ on our point clouds
but found that many public-safety objects, such as fire alarms and fire sprinklers,
are too small for the model to segment and classify correctly. This difficulty moti-
vated us to use images to detect and label the objects first (Sect. 5.1) and then trans-
fer the object labels to the corresponding point clouds to obtain per-point level labels
(Sect. 5.2).

2.4 Object Detection and Classification Pipelines in RGB-D Data

Armeni et al. [3] followed the Scene Graph paradigm in 3D. They captured 3D meshes
and equirectangular RGB panoramas at several fixed points in each scene. To identify
objects, they cropped the panoramas into multiple rectilinear frames, then applied their
instance detection algorithm multiple times. They then reprojected the algorithm results
to the original equirectangular format, and finally applied various methods to improve
accuracy before mapping the labels back to the 3D mesh. In our work, we capture
video from a moving camera, and thus have hundreds or thousands of panoramas per
scene. This lets us accumulate detection results from many different perspectives for
each object, which helps improve final labeling quality and accuracy, even though each
individual panorama may be deficient. We also work directly in the equirectangular
projection to improve processing speed, and do not generate meshes of our point clouds.
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Table 1. List of buildings [17].

Name Sqft Use

Pink Palace 170,000 Museum, Theaters, Public Areas, Planetarium,
Offices and Storage

Memphis Central Library 330,000 Library, Public Areas, Storage, Offices, Retail Store

Hickory Hill Community
Center (HHCC)

55,000 Public Area and Indoor Pool

National Civil Rights
Museum

100,000 Museum

Liberty Bowl Stadium 1,000,000 Football Stadium with inside and outside areas

FedEx Institute of
Technology (FIT), U.
Memphis

88,675 Reconfigurable Facility with Classrooms, Research
labs, Offices, Public Areas

Wilder Tower, U. Memphis 112,544 12-Story Building with Offices, Computer Labs,
and Public Areas

3 Overview

We have surveyed seven facilities located in Memphis with 1.86 million square feet of
indoor space that are of interest to public safety agencies (see Table 1).

Some of the buildings, e.g., the Pink Palace, have undergone many renovations,
making it difficult for first responders to obtain accurate drawings. Some buildings,
e.g., the Memphis Central Library, have historical artifacts and important documents
to protect. Others such as the Liberty Bowl and Wilder Tower have a large number of
occupants to evacuate during an emergency.

3.1 Challenges

The buildings in our survey represent a wide variety of structures. They include a
museum, library, nature center, store, classroom, office, sports stadium, residence, lab,
storage facility, theater, and planetarium (Table 1). They also vary significantly in their
age, size, and height.

First, the LiDAR and other equipment we used (Sect. 4.1) are not designed specif-
ically for an indoor survey and therefore present several indoor usage challenges. For
instance, it is difficult to scan tight spaces as the field of view of the LiDAR is too small,
and the LiDAR operator must be at least 1.5m away from the walls, which is hard to
achieve in tight spaces.

Second, repeatedly scanning the same space while turning corners leads to errors in
the Simultaneous Localization And Mapping (SLAM) algorithm. This problem occurs
when the algorithm cannot reconcile two views of the same scene, so the points are ran-
domly superimposed on each other. It makes the data unusable and forces us to restart
the scan. To avoid this, we pre-plan all the routes. Furthermore, in order to avoid accu-
mulated errors, we divide each building into multiple areas, scan each area separately,
and stitch the individual point clouds together later.
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Fig. 1. Data collection and processing workflow [17].

Third, due to scheduling problems, we sometimes surveyed buildings during their
business hours when occupants were present in the buildings. As a result, we need to
identify and remove humans from the data.

Fourth, we were challenged during the labeling of 2D images. Indoor space does not
ensure natural light, and, since artificial lighting does not have a standard, the intensity
of light varies a lot. Thus, the ambient light is not always sufficient. There are also not
enough labeled images for public-safety objects in existing datasets (Sect. 5.1). There-
fore, identifying fire hydrants, hazmat signs, and other public-safety objects requires
additional data and training.

Last but not least, we encountered difficulties in fusing LiDAR point clouds and
camera images (Sect. 5.2). Compared to RGB-D data, the fusion and synchronization
of LiDAR point clouds and camera images are tough as they are independent systems
(hardware and software) with different clocks. Further, we found that many points were
assigned incorrect labels when we projected a 2D image to a 3D point cloud. For exam-
ple, an object behind a window can be labeled as a window if it is visible through the
window. Section 5.2 describes our solutions to the above problems in data fusion.

3.2 Approaches

Figure 1 shows our overall process. We modified a GVI LiBackpack 50 [14] to mount
an Insta360 Pro 2 camera [19]. The Velodyne VLP-16 LiDAR sensor collects point
cloud data, and the camera collects 360-degree video data (Sect. 4). We collect both
datasets simultaneously to facilitate the association of RGB information from the cam-
era with points from the LiDAR (Sect. 5.2). We sample the 360-degree video frames
into equirectangular projection images.

For automated object detection and classification, we use Mask R-CNN with
Inception-ResNet-v2 or ResNet 101 on our images (Sect. 5.1). We train this deep learn-
ing model using manually labeled images from our buildings and other sources, and
leverage transfer learning from the MS COCO dataset [20]. After automatically label-
ing all our images using this trained model, we fuse the RGB colors and labels from
those images with the corresponding point clouds (Sect. 5.2), apply clustering to the
labels in the point clouds, and remove the humans and the labels of falsely labeled
objects (Sect. 5.3). Finally, we stitch together all the point clouds for a building and
georeference the final point cloud (Sect. 5.4).
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Fig. 2. Modified GVI LiBackpack [17].

4 Data Collection

In this section, we present our approach to collecting extensive LiDAR and video data in
the surveyed facilities. We describe our equipment, data types, data collection workflow,
and strategies to overcome the challenges we faced.

4.1 Hardware

We show our LiBackpack setup in Fig. 2. We retrofitted the LiBackpack with the
Insta360 Pro 2 camera on the same axis as the LiDAR sensor to allow the sensors to be
worn and operated by one person and collect the data simultaneously. The Surface Pro
tablet (in the user’s hand) connects to the LiBackpack via an Ethernet cable, controls
the LiBackpack software, and displays the in-progress scan result for evaluation during
scanning.

Video. The camera stores the recorded videos onto seven separate SD cards: six SD
cards with the full resolution recordings of each of the six lenses, plus one more SD
card with low-resolution replicas, data from the camera’s internal IMU (inertial mea-
surement unit), and recording metadata. The video from the six cameras is stitched into
a single equirectangular video by the manufacturer’s proprietary software. This stitched
video has a resolution of 3840× 1920 at 30 FPS (frame per second), and we used it for
all further video processing. Additionally, this video contains the IMU data, which is
used for time alignment during data fusion.

LiDAR. The backpack stores the raw LiDAR and IMU data (from its IMU, separate
from the camera) in the open-source ROS [23] bag file format. The manufacturer’s
proprietary onboard software performs real-time SLAM processing using this data to
generate a point cloud in PLY format. Because the bag file contains all the data required
for SLAM processing, it can be used to generate an off-board SLAM result later.
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Table 2. List of high priority objects [17].

Priority Label class Priority Label class Priority Label class

5 Hazmat 4.2 Elevator 3.6 Fire door

4.8 Utility shutoffs - electric 4 Fire alarm 3.6 Extinguisher

4.8 Utility shutoffs - gas 4 Firewall 3.6 Sign exit

4.8 Utility shutoffs - water 4 Mechanical equipment 3.2 Emergency lighting

4.6 Building entrance-exit 3.8 Sprinkler 3.2 Sign stop

4.6 Door 3.8 Sprinkler cover/escutcheon 3.2 Smoke detector

4.6 Fire hydrant 3.8 Interior structural pillar 3 Automated external defibrillators

4.4 Fire escape access 3.8 Standpipe connection 3 Individual First Aid Kit

4.4 Roof access 3.8 Window 2.4 Server equipment

4.4 Stairway 3.6 Fire alarm switch 2 Person

4.2 Data Collection Work Flow

First, the scanning team assembles the hardware, and the operator puts on the backpack.
Then, the team plans a route to maximize the distance from the walls and minimize
loops and passage through doors. The scanning team opens the doors and ensures there
are no other obstacles to the operator. The scanning team uses a map to mark down the
area and the start time of the scan. The operator starts the scan from the tablet screen
and walks through the designated area, and stops the scan once finished. The scanning
team then determines which spaces to scan next and repeats the process.

5 Data Processing

In this section, we present our process of creating the 3D point clouds with RGB color
and object labels. First, we automatically label objects in our video frames using a
machine learning model. Second, we fuse the labels and RGB data from the video
frames with the corresponding point clouds. Next, we apply a clustering algorithm to
identify individual objects present in the point clouds, and remove the points labeled
as humans and correct the labels of falsely identified objects. As we scan in parts, we
finally stitch those point clouds into a complete 3D building structure. We then apply
georeferencing to place it on the world map. The first responders can use the final 3D
model for planning, training, rescue operations, virtual/augmented reality (VR/AR),
and many other applications.

5.1 2D Image Annotation

High Priority Objects. The development of a public-safety object dataset is challeng-
ing, as incidents and scope can vary widely. Thus, we met with first responders and
collected their needs, requirements, and expectations. Based on their information, we
have identified thirty label classes (Table 2) with high priority that pose a significant
risk or other importance to first responders.
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Table 3. Latest (02/26/2021) labeled image dataset.

Data source Training Validation Testing Total

Seven facilities 1003 427 441 1871

Other sources 903 190 0 1093

Total 1906 617 441 2964

Image Projection. The Insta360 Pro 2 camera has six fisheye lenses. We stitched the
six videos from these lenses into a 360-◦ panoramic video. These 360-◦ videos are
presented as equirectangular projection with a resolution of 3840× 1920 and a field of
view (FOV) of 360 × 180 degrees. Although this projection is stretched and distorted,
this 2:1 rectangle is straightforward to visualize. Initially, we explored the cube map
projection, which provides six square 960 × 960 images, each with a 90 × 90 degrees
FOV. The cube map projection avoids the distortion inherent in the equirectangular
image. However, with progressions in our manual labeling, we increased the size of
our training dataset, which helped the deep learning model handle the distortion in
equirectangular projection, leading to better performance than the cube map projection.
Compared to the cube map projection, the equirectangular images reduce the processing
time significantly as there are six times fewer frames to label.

Manual Annotation. To produce training data for our neural network, we first iden-
tified some candidate images with public-safety objects from our video frames. We
manually labeled those images using LabelMe [28]. We then trained our Deep Neural
Network (DNN) using these images and used the trained model to label new images.
Next, we identified the hard to label images where our machine learning model made
mistakes (both false positives and false negatives). Then we manually corrected the
labels in these images and added them back to our dataset to improve the performance
of the DNN. We also labeled images from other sources to enhance and diversify our
training dataset.

In our latest image dataset (Table 3), we have 1871 manually labeled images col-
lected from all seven of the buildings. We first divided these images into training, val-
idation, and test datasets. As it is a small dataset, we tried to provide as many images
as possible for training. On the other hand, some categories have fewer examples, and
we need those categories in the validation and test datasets. Based on those constraints,
we set the split ratio of training, validation, and test datasets at 65:17:18. However, we
found this dataset was not enough, so we gathered another 1093 images from the MCIn-
door 20000 dataset, the Internet (through Google Search), and two open contests we
conducted. We first added 903 of these images to the training dataset. We then added
190 images to the validation dataset – the new validation dataset with 617 images is
called the train-dev dataset.

In Fig. 3, we show the two bars side by side with the least represented classes. The
left bars are from the validation dataset, which consist of labeled images from the seven
buildings. One can see that some categories have zero or few examples, e.g., fire escape
access and utility shutoff (gas). The grey bars on the right represent the labeled images
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Fig. 3.Distribution of the “Train-Dev” Dataset. Examples from seven buildings and other sources
are shown side by side for each category.

from other sources, showing that they add more examples to those categories with fewer
examples in the validation dataset. As the train-dev dataset contains both bars, it has a
more diverse set of images, which improves the neural network training performance.

Image Annotation Pipeline. As mentioned previously, we encountered multiple chal-
lenges in annotating the images, e.g., lack of good ambient lighting and cluttered areas.
We leveraged the improvements in object detection/classification algorithms to han-
dle these challenges. For the object detection task, we used Mask R-CNN [15] (from
the Python Tensorflow official model repository [18]) to create a bounding box and an
accurate mask of each detected object. However, this deep learning model requires a
large amount of training data to perform well. To solve this problem, we used trans-
fer learning to detect some basic indoor objects, i.e., we borrowed weights of a Mask
R-CNN model already trained on another indoor existing dataset as the initial weights
(Sect. 7.1). Figure 4 shows our image annotation pipeline. We apply the trained model
on all equirectangular video frames. Then we store the predicted bounding boxes, poly-
gon masks, and class labels in a JavaScript Object Notation (JSON) format file and
masks in a Portable Network Graphics (PNG) format file.
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Fig. 4. Image annotation pipeline [17]. Labeled frame is zoomed in for better visualization.

5.2 Data Fusion

Our hardware has two sensors: the video camera, which records color information,
and the LiDAR, which records depth information. Data fusion [17] transfers RGB and
object labels from the video frames to the LiDAR point clouds.

Coloring LiDAR Point Clouds. The fusion process finds the pixel on the video frame
corresponding to each point in the point cloud and applies its color to that point. Cal-
culating this correspondence is straightforward because the transformation between the
LiDAR and the camera is known and fixed. This correspondence is only valid if both
sensors capture the depth and pixel information simultaneously. If the system moves too
much during the capture of the depth point and pixels, it causes the coloring to appear
blurry and shift.

We previously found that reducing this time to 0.05 s or less produced good quality
coloring. Unfortunately, we could not find a reliable way of enforcing this as the time
synchronization methods between the two systems. However, we can perform a coarse
synchronization within 20 s window by assuming the clocks within the camera and
LiDAR are reasonably accurate to guess the initial clock time. Performing the 0.05 s
alignment is then possible using the IMU data recorded by both the camera and LiDAR.
As both IMUs experience the same motion, the period of maximum correlation between
the IMU streams ends up being the correct alignment around 90% of the time. The other
10% of the time, the alignment ends up wildly incorrect, which is identified during a
manual inspection and can then be corrected.

We still had difficulties ensuring the clocks were accurate. The clock in the tablet
used to timestamp the LiDAR scans drifted severely, so we had to regularly connect it
to the Internet and force a clock synchronization. We could set the clock in the camera
through a phone connection, and we could not enforce it. The camera also frequently
forgot the time during battery changes. We overcame this problem by ensuring the cam-
era saw the tablet’s clock at the start of each recording. We then corrected the timestamp
if it was wrong by reading it from the image of it.

Assigning Labels to Points. The annotation process creates label masks for objects in
the camera images. A mask contains all pixels of an image that are a part of a particular
object, along with the label of that object and the annotation algorithm’s confidence
in the label. Each pixel is labeled as the label of the mask that contains it. If multiple
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Fig. 5. Label filtering demonstration (red is low confidence). (Color figure online)

masks contain the pixel, the label with the highest confidence is used. Some pixels may
not be a part of any mask if they are not part of a recognizable object with a known
label.

In theory, labels can then be applied to the points in the same way as color. Besides
taking the RGB color of a point’s corresponding pixel, we also take the label gener-
ated from the masks. However, the implicit mapping of 2D image labels to 3D points
presents some challenges which must be addressed to improve the final labeling quality.

Objects with holes are problematic because the label masks include the pixels in the
object’s holes. This is demonstrated in Fig. 5. The left image shows all points labeled
“window” in a particular scene, and a window is indeed visible at the top of the image.
But because all the pixels in the window panes are labeled “window”, objects that are
visible through them, like the wall at the bottom, are also labeled “window”. To correct
this, we find the point in each mask that is closest to the LiDAR and only apply the
label to points that are not more than 50cm farther than that one. We determined experi-
mentally that objects visible through other objects, like items visible through windows,
almost always exceed this distance, so incorrect labels for them are effectively rejected.
The middle image in Fig. 5 demonstrates that the wall is mostly removed after this filter
is applied.

After this, we apply a confidence filter to remove low-quality labels. In the right
image in Fig. 5, all points with low confidence (illustrated as red) have their labels
deleted, though the points still remain. This removes the last remnants of the wall and
cleans up the window panes. This threshold is decided independently for each label type
based on the algorithm’s ground truth IoU predictions.

Objects in the point cloud are a result of many LiDAR captures and camera frames
from different times and positions, so some points of an object may not be labeled if the
corresponding camera frame was far away or blurry. To ensure such missed points are
labeled, we “expand” the point labels to neighboring points. For each unlabeled point
in the final labeled cloud, the closest labeled point within 5cm is located. Once all such
points have been located, if an unlabeled point has a close labeled point, its label is
transferred to the unlabeled point. This effectively ensures all points of an object are
labeled, and also extends the labeled border which helps make smaller objects more
obvious.
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Fig. 6. First floor of the FedEx Institute of
Technology (FIT).

Fig. 7. First floor of the FIT in the cleaning
tool.

5.3 Label Clustering and Manual Cleaning

We developed an interactive cleaning tool using Open3D [30] to enable a user to remove
falsely labeled objects easily from a 3D point cloud. It uses DBSCAN [12] to cluster all
the points with the same label into individual clusters. Figure 6 shows the point cloud
of the first floor of the FedEx Institute of Technology, and Fig. 7 shows the same area
in the cleaning tool. In contrast to the original, the point cloud in the cleaning tool
is simplified so the users have to deal with only tens or hundreds of clusters instead
of millions of points. After the user selects and removes the labels of falsely labeled
clusters or removes the points labeled as humans, the cleaning tool maps the removed
clusters to the original point clouds (one for each label class) and exports the corrected
point clouds. Finally, it merges all the corrected point clouds into one point cloud.

5.4 LiDAR Data Stitching and Georeferencing

For better data quality, we divided each of the buildings surveyed into sections and
scanned each part several times, allowing us to pick the best scan of each part. To
generate a complete building, the selected parts must all be stitched together. To do
this, we used the “Align by point pair picking” function provided by the open-source
CloudCompare software [9]. We choose the larger point cloud as a reference and use
this tool to transform the smaller point cloud to match the larger one. The tool calculates
the correct transformation once at least 3 pairs of homologous points are picked. We
repeat this process for each piece until we have one point cloud which contains all parts
of the building.

We measure the GPS coordinates of several points around the building’s exterior
using the REACH RS+ RTK GPS [24]. With these points, we use the alignment tool
again to georeference the building in the Universal Transverse Mercator (UTM) coor-
dinate system as the point cloud data is already in meters. The georeferenced data can
then be loaded into ArcGIS Pro [11] and visualized on a map.
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6 Application of 3D Building Maps in Public Safety

A 3D building map with annotations can be viewed on a computer, tablet, smartphone,
or VR headset, serving a variety of applications in public safety, architecture, computer
gaming, and other areas. Below we elaborate on a few of its usages in public safety.

First, these maps can help first responders perform pre-incident planning more
effectively, as they provide a much more detailed and accurate representation of indoor
space than 2D floor plans. First responders and incident commanders can calculate the
best entry/exit points and routes based on the specific type and location of an incident
before dispatching and on the way to the incident.

Second, they can be used in 3D simulations to train first responders more safely and
with less cost. First responders can put on VR headsets to practice rescue operations
in their own stations, instead of physically going into a building under dangerous con-
ditions. Fire, smoke, obstacles, and other digital effects can be overlaid on the map to
simulate different emergency situations.

Third, during a real incident, first responders can use the maps for indoor localiza-
tion and navigation. The maps can be viewed through a 3D display integrated into a first
responder’s helmet, giving them sight and information in otherwise dark or smoke-filled
environments. The first responders would also be outfitted with trackers that show their
position on the building map. The 3D display will show them the safest way out of the
building or the fastest way to reach a specific location. An incident commander outside
the building can also use the map data to locate responders and guide them inside the
building.

Finally, a 3D building map can help occupants escape safely in an emergency. It can
also help visitors navigate in an unfamiliar building more easily.

7 Evaluation Results

In this section, we present the performance of the deep learning model on the image
data and the performance of the data fusion process on the point cloud. We use the
Hickory Hill Community Center (HHCC) and the first floor of the FedEx Institute of
Technology (FIT) as a case study to show the performance of the final point cloud.
We walked through each building and identified all the safety-related objects and their
locations to create a complete ground truth.

7.1 Object Annotation

We divided the set of manually labeled images into training, validation, and testing sub-
sets (Table 3) to train and evaluate our machine learning model. We report the average
precision (AP ) and average recall given ten best detections per image (ARmax=10) [20]
as the performance metrics.

Impact of Transfer Learning in Training the DNN. We first trained our deep
learning model without transfer learning. As shown in Fig. 8, we trained a Mask R-
CNN with Inception-ResNet-V2 from scratch (green curve) for 117,000 iterations. The
AP IoU=.50 increases very slowly after 45,000 iterations and never reaches above 0.20.
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Fig. 8.AP IoU=.50 of image annotation with and without transfer learning on “Validation” dataset
(Equirectangular Projection, Mask R-CNN with Inception-ResNet-V2).

Fig. 9. ARmax=10 of image annotation with and without transfer learning on “Validation”
Dataset (Equirectangular Projection, Mask R-CNN with Inception-ResNet-V2).

We also trained our model with transfer learning. The ImageNet dataset contains
object labels and bounding boxes (not masks), we can only apply transfer learning
to the classifiers (Inception-ResNet-V2 and ResNet-101). On the other hand, the MS
COCO dataset contains object labels and masks, so we can apply transfer learning to
the classifiers and Mask R-CNNmodel. Although both MS COCO and ImageNet’s per-
formance curves (AP IoU=.50) follow the same pattern, MS COCO (red curve) reaches
over 0.35 after training with our dataset for 27,000 iterations the, while ImageNet (blue
curve) remains below 0.35 even after 45,000 iterations. Figure 9 shows similar behavior
in the AR performance.

As a result, we decided to use the weights from the MS COCO-trained model to
retrain and fine-tune our model with our dataset, saving computation time and increas-
ing capacity.
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Table 4. Labeled image dataset over time [17].

Date Training Validation Testing Total, HHCC, FIT

12/13/2019 286 54 0 340, 0, 64

2/13/2020 317 123 125 565, 225, 64

5/5/2020 610 127 128 865, 412, 64

Impact of Adding New Examples. This experiment shows the impact of adding
new labeled images to our training dataset (Table 4) over time. Note that there were
no images from HHCC in the 12/13/2019 dataset. We added 225 HHCC images on
2/13/2020 and then 187 more HHCC images on 5/5/2020.

Fig. 10. AP IoU=.50 of image annotation on “Validation” datasets (Equirectangular Projection,
Mask R-CNN with ResNet-101).

Fig. 11. ARmax=10 of image annotation on “Validation” datasets (Equirectangular Projection,
Mask R-CNN with ResNet-101).
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Figure 10 shows that the annotation performance as measured by AP IoU=.50

improved significantly from 12/13/19 (green curve) to 2/13/20 (orange curve) This indi-
cates that skewing the distribution of images towards one of the buildings improves
that building’s performance which also increases the overall performance. However, we
can also observe that the 187 additional HHCC images in the 5/5/20 dataset did not
lead to significant improvement in the AP and AR (Fig. 11), indicating that the addi-
tional images did not contain much new information compared to what was already in
the previous training dataset, i.e., the added images lack new instances of the under-
performing objects. This suggests that we need to prioritize the selection of images
containing under-performing objects which tend to be less common.

Fig. 12. AP IoU=.50 performance of image annotation with and without hard negative exam-
ples on “Validation” dataset (Equirectangular Projection, Mask R-CNN). Green curve Inception-
ResNet-V2 without hard negative examples. Red curve: Inception-ResNet-V2 with hard negative
examples. (Color figure online)

Impact of Hard Negative Mining. We adopted hard negative mining to reduce false
positive detections. We manually identified false positive examples, assigned them neg-
ative labels, and added them into the training dataset so that our neural network learns
to distinguish similar examples from different classes. The ratio of images with only
positive examples to images with negative examples for training was 8 to 1. We have
tried 2, 4, 6, 8, 10, and found that 8 gives the best results (not shown).

FaceNet [26] is one of the early papers to employ hard-negative training. They pro-
posed a loss function specific for handling the hard-negative examples in training. We
have not changed the loss function for training, and we found that manually mining
some examples produced better results. As we can see in Fig. 12, the AP for Inception-
ResNet-V2 with hard negative mining is 13.55% better compared to a conventional
trained Inception-ResNet-V2 model. In Fig. 13, the AR for Inception-ResNet-V2 with
hard negative mining is also 16.71% better than without negative mining. Neverthe-
less, using an offline semi-supervised model for hard-negative mining and applying a
modified loss function is part of our future work.
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Fig. 13. ARmax=10 performance of image annotation with and without hard negative exam-
ples on “Validation” dataset (Equirectangular Projection, Mask R-CNN). Green curve Inception-
ResNet-V2 without hard negative examples. Red curve: Inception-ResNet-V2 with hard negative
examples. (Color figure online)

Fig. 14. AP IoU=.50 of image annotation with hard negative examples on “Train-Dev” dataset
(Mask R-CNN). Yellow curve: Equirectangular Projection, ResNet-50. Magenta curve: Equirect-
angular Projection, ResNet-101. Red curve: Equirectangular Projection, Inception-ResNet-V2.
Green curve: Cubic Projection, Inception-ResNet-V2. (Color figure online)

Performance Comparison Between Neural Network Models and Projections.
When we were selecting a neural network for 2D object detection, we found that Faster
R-CNN performed slightly better than Mask R-CNN. However, we later chose Mask
R-CNN, which provides more precise polygon masks, as we need to transfer our 2D
object detection to a 3D point cloud. We then compared different feature extractors,
Inception-ResNet-V2, ResNet-50, and ResNet-101, within Mask R-CNN. Figures 14
show that Inception-ResNet-V2 and ResNet-101 have better performance than the oth-
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ers. It also shows that the AP IoU=.50 of the equirectangular projection (Red dotted
curves) is visibly better than that of the cube map projection (green dotted curves).
Therefore, we decided to use the equirectangular image projection for better perfor-
mance with a much lower processing time (6 time faster).

Performance Measurement on Image Test Dataset. We evaluated our Mask R-CNN
with Inception-ResNet-V2 and ResNet-101 model on the image test dataset. The results
from individual buildings and overall combined are show in the Table 5 (AP) and Table 6
(AR).We can observe from the tables that Inception-ResNet-V2 performs slightly better
than ResNet-101 concerning the AP and AR metrics, especially for the large objects
(APL). Thus, for our automated annotation task, we used Mask R-CNN with Inception-
ResNet-V2.

Table 5. Average precision of object detection on 2/26/21 image test dataset.

Backbone Data source AP AP50 AP75 APS APM APL

Inception-ResNet-V2 FIT 0.286 0.472 0.277 0.067 0.228 0.399

ResNet-101 0.246 0.412 0.258 0.040 0.174 0.380

Inception-ResNet-V2 HHCC 0.214 0.357 0.238 0.149 0.193 0.338

ResNet-101 0.207 0.353 0.220 0.123 0.227 0.317

Inception-ResNet-V2 LB 0.23 0.362 0.251 0.034 0.192 0.391

ResNet-101 0.203 0.332 0.224 0.047 0.189 0.369

Inception-ResNet-V2 MCL 0.229 0.365 0.235 0.008 0.18 0.392

ResNet-101 0.222 0.365 0.249 0.036 0.199 0.387

Inception-ResNet-V2 NCRM 0.278 0.437 0.297 0.044 0.327 0.34

ResNet-101 0.273 0.425 0.306 0.056 0.341 0.338

Inception-ResNet-V2 PP 0.27 0.432 0.279 0.036 0.236 0.351

ResNet-101 0.233 0.369 0.258 0.074 0.229 0.298

Inception-ResNet-V2 WT 0.287 0.508 0.293 0.027 0.209 0.5

ResNet-101 0.283 0.514 0.273 0.037 0.238 0.483

Inception-ResNet-V2 All 7 buildings combined 0.196 0.328 0.198 0.03 0.197 0.281

ResNet-101 0.184 0.312 0.198 0.031 0.213 0.273

7.2 Performance Measurement on Point Cloud

The data fusion process (Sect. 5.2) transfers the annotations in our video frames to
the corresponding 3D point clouds. The resulting 3D point clouds have multiple error
types—some errors carried over from the image annotation and some errors created
during the data fusion process. For example, as an object can be visible from different
angles, the DNN can generate different labels for the same object in different images
(from different angles). Each instance of the object is mapped to a set of points in
the point cloud. For each point, the data fusion process simply chooses the label with
the highest confidence level above a certain threshold, so different points belonging to
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Table 6. Average recall of object detection on 2/26/21 image test dataset.

Backbone Data source AR1 AR10 AR100 ARS ARM ARL

Inception-ResNet-V2 FIT 0.224 0.327 0.327 0.096 0.276 0.444

ResNet-101 0.181 0.287 0.287 0.050 0.223 0.418

Inception-ResNet-V2 HHCC 0.19 0.265 0.265 0.173 0.25 0.369

ResNet-101 0.198 0.268 0.268 0.152 0.291 0.347

Inception-ResNet-V2 LB 0.213 0.251 0.254 0.043 0.207 0.421

ResNet-101 0.184 0.228 0.231 0.060 0.213 0.392

Inception-ResNet-V2 MCL 0.151 0.27 0.27 0.015 0.251 0.431

ResNet-101 0.150 0.268 0.269 0.042 0.260 0.430

Inception-ResNet-V2 NCRM 0.23 0.31 0.31 0.053 0.351 0.37

ResNet-101 0.226 0.303 0.303 0.076 0.363 0.365

Inception-ResNet-V2 PP 0.235 0.329 0.329 0.068 0.285 0.41

ResNet-101 0.212 0.263 0.263 0.079 0.280 0.318

Inception-ResNet-V2 WT 0.22 0.325 0.325 0.043 0.276 0.532

ResNet-101 0.211 0.317 0.317 0.080 0.283 0.509

Inception-ResNet-V2 All 7 buildings combined 0.173 0.247 0.248 0.051 0.26 0.315

ResNet-101 0.150 0.222 0.223 0.054 0.268 0.305

the same object may have different labels. Suppose the threshold is 50%. If Point A
has labels X and Y with a confidence level of 60% and 40%, respectively, then Point A
receives the label X. On the other hand, Point B from the same object may have the label
X and Y with a confidence level of 30% and 70%, respectively, so Point B receives the
label Y. When we cluster the points into 3D objects, we may find more detected target
objects than the ground truth (Tables 9 and 12).

Table 7. Average precision of object detection on 5/5/20 image test dataset.

Backbone Data source AP AP50 AP75 APS APM APL

Inception-ResNet-v2 HHCC 0.200 0.338 0.212 0.003 0.110 0.316

ResNet-101 0.220 0.363 0.241 0.006 0.144 0.361

Inception-ResNet-v2 All 7 buildings combined 0.227 0.408 0.229 0.007 0.082 0.359

ResNet-101 0.25 0.451 0.258 0.014 0.104 0.388

HHCC Point Cloud. We used the dataset available on 5/5/2020 to train the DNN,
and Tables 7 and 8 show AP and AR performances on the HHCC image test dataset.
Table 9 shows the precision and recall for some of the higher priority objects in the
HHCC point cloud before the manual cleaning. Note that the table does not include
some objects with zero detection (neither true nor false positive), e.g., hazmat, as there
were very few instances of them in the training dataset.

We observe that the precision for some of the objects, e.g., door and elevator, in the
HHCC point cloud is much lower than that in the HHCC test images. This may be due
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Table 8. Average recall of object detection on 5/5/20 image test dataset.

Backbone Data source AR1 AR10 AR100 ARS ARM ARL

Inception-ResNet-v2 HHCC 0.168 0.223 0.223 0.004 0.129 0.354

ResNet-101 0.181 0.248 0.248 0.009 0.179 0.405

Inception-ResNet-v2 All 7 buildings combined 0.191 0.265 0.265 0.014 0.101 0.413

ResNet-101 0.208 0.296 0.296 0.024 0.136 0.45

Table 9. Average precision and recall of object detection on HHCC images (5/5/20 Dataset) and
point cloud.

Name HHCC (Image Test Dataset) HHCC (Point Cloud)

Precision Recall Precision Recall F1-score

Building entrance-exit 0.206 0.248 0.115 0.5 0.187

Door 0.353 0.458 0.235 1 0.381

Elevator 0.900 0.900 0.222 1 0.364

Fire alarm 0.165 0.183 0.663 0.953 0.782

Fire alarm switch 0.050 0.070 0.146 0.5 0.226

Fire suppression systems - extinguisher 0.252 0.229 0.760 0.95 0.844

Sign exit 0.229 0.243 0.493 1 0.661

Utility shutoffs - electric 0.322 0.356 0.778 1 0.875

to two reasons: (a) the performance of the DNN on the entire video of a building may be
lower than that on the limited test images; and (b) the fusion process introduced errors
that lowered the precision on the point cloud. At the same time, we can also see that
some objects. e.g., fire alarm and fire extinguisher, have a higher precision in the point
cloud. This is likely due to the fact that the precision on the test images is calculated
per image. However, an object missed by the DNN in one image may be detected in
another image. Since the point cloud aggregates the labels from many images, as long
as one of the images captures the object, the point cloud may have this object labeled.
In other words, as we scan an area from multiple angles, the probability of detecting an
object is higher than that of using a single image of the area.

Table 10. Average precision of object detection on 11/30/20 image test dataset.

Backbone Data source AP AP50 AP75 APS APM APL

Inception-ResNet-v2 FIT 0.274 0.391 0.314 0.034 0.247 0.415

ResNet-101 0.200 0.346 0.185 0.029 0.144 0.329

Inception-ResNet-v2 All 7 buildings combined 0.195 0.303 0.214 0.023 0.135 0.296

ResNet-101 0.191 0.316 0.201 0.03 0.15 0.282

FIT Point Cloud. We trained the DNN with the dataset available on 11/30/2020. This
dataset had 16% images from the HHCC and 12.9% from the FIT. We used Mask R-
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Table 11. Average recall of object detection on 11/30/20 image test dataset.

Backbone Data source AR1 AR10 AR100 ARS ARM ARL

Inception-ResNet-v2 FIT 0.237 0.316 0.316 0.046 0.280 0.473

ResNet-101 0.167 0.233 0.233 0.037 0.174 0.364

Inception-ResNet-v2 All 7 buildings combined 0.159 0.231 0.231 0.029 0.17 0.337

ResNet-101 0.162 0.233 0.233 0.05 0.189 0.324

Table 12. Average precision and recall of object detection in FIT 1st floor images (11/30/20
dataset) and point cloud.

Name FIT (Image Test Dataset) FIT (Point Cloud)

Precision Recall Precision Recall F1-score

Building entrance-exit 0.194 0.189 0.118 1 0.211

Door 0.405 0.477 0.356 1 0.525

Elevator 0.314 0.324 0.136 1 0.24

Fire alarm 0.106 0.139 0.284 0.905 0.432

Fire alarm switch 0.125 0.120 0.167 0.667 0.267

Fire suppression systems - extinguisher 0.396 0.415 0.214 1 0.353

Sign exit 0.380 0.465 0.254 1 0.405

Utility shutoffs - electric 0.719 0.725 0.020 0.25 0.037

CNN Inception-ResNet-v2 to label the FIT video data as it got in the best AP 0.274 and
AR 0.316 in the FIT image test dataset (Tables 10 and 11). Table 12 shows the precision
and recall for some of the higher priority objects in the FIT 1st-floor point cloud before
the manual cleaning. Note that this time we had fewer object types with zero detections
compared to the previous time when we processed the HHCC data. We found that the
precision is lower than the AP of all the objects in the FIT test images except for electric
utility shutoffs.

Given our limited training dataset, our results are encouraging, but there is still a
large room for improvement in the training of our DNN and the data fusion process.

8 Conclusion

We have developed a system to collect and label indoor scene images and point clouds
with thirty types of public-safety objects. While the data collection and processing pre-
sented many challenges, we overcame these challenges by leveraging various existing
approaches and innovative methods. Our results show that the Inception-ResNet-V2 as
backbone architecture for Mask R-CNN performs slightly better than ResNet-101 to
label public-safety objects in our test image dataset, especially for large objects. It also
shows that the equirectangular projection frame of the panoramic videos works better
than cubic projection. Our strategy to use hard-negative mining for training the model
showed a considerable improvement. We found that with transfer learning from the MS
COCO dataset, adding just a few hundred labeled images from a building to the training
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dataset can significantly improve the performance of our machine learning model. Our
annotation performance is encouraging despite our limited training dataset.

The outcomes show that there exists room for advancements. We will continue to
enrich our dataset, find and label more images that contain the under-performing exam-
ples. However, it is challenging as these are typically more uncommon objects, and
existing public image databases rarely have them. We plan to use artificial data synthe-
sis to increase the number of examples. We are also inspecting a new training strategy to
improve the recognition accuracy of small safety objects such as sprinklers and smoke
detectors by cropping, zooming, and resampling the training data. Moreover, we will
carry out a manual error analysis to identify the differences between the training and
validation dataset, reduce discrepancy, and increase the ratio of building images in the
training dataset. Finally, we plan to apply machine learning models directly to point
clouds as a complementary process to improve the overall accuracy and confidence.
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Abstract. Understanding the operating profile of different heavy-duty vehicles
is needed by parts manufacturers for improved configuration and better future
design of the parts. This study investigates the use of a tournament classifica-
tion approach for both vocation and fleet identification. The proposed approach
is implemented using four different classification techniques, namely, K-Means,
Expectation Maximization, Particle Swarm Optimization, and Support Vector
Machines. Vocations classifiers are developed and tested for six different voca-
tions ranging from coach buses to rail inspection vehicles. Operational field data
are obtained from a number of vehicles for each vocation and aggregated over a
pre-set distance that varies according to the data collection rate. In addition, fleet
classifiers are implemented for five fleets from the coach bus vocation using a
similar approach. The results indicate that both vocation and fleet identification
are possible with a high level of accuracy. The macro average precision and recall
of the SVM vocation classifier are approximately 85%. This result was achieved
despite the fact that each vocation consisted of multiple fleets. The macro average
precision and recall of the coach bus fleet classifier are approximately 77% even
though some fleets had similar operating profiles. These results suggest that the
proposed classifier can help support vocation and fleet identification in practice.

Keywords: Classification · Vocation · Fleet · Operating profile · Heavy-duty
vehicles

1 Introduction

The ability to understand the behavior of a vehicle or a group of vehicles in the field is
of interest to many stakeholders including manufacturers, emission regulators as well
as traffic management and planning operators. The aim of this paper is to distinguish
between groups of heavy-duty vehicles at the vocation and fleet levels using operational
field data collected from the vehicles. As mentioned above, in general this classifica-
tion is important to several stakeholders. However, the current study is motivated by the
desire of parts’ manufacturers to gain an insight into the operation of the vehicles that
house their parts. As opposed to OEMs, part manufacturers do not have direct access
to the vehicle during its assembly. Moreover, their parts can be installed in different
vocations (e.g., a school bus versus a coach bus) with varying intended purposes. Even
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within a given vocation, the parts may be installed in different fleets with varying oper-
ating conditions. Being able to classify the host vehicle using data collected from the
vehicle can help improve both the configuration as well as any future designs of the
components.

Vehicles and fleets classification have been primarily addressed in the literature for
transportation [2,4,9,12,14] and emission [1,11] purposes. For instance, GPS data was
used in [14] to distinguish between different types of vehicles. A Long-Short-Term-
Memory (LSTM) network is developed in this study to classify the vehicles into differ-
ent categories for the purpose of facilitating traffic management. Vehicle classification
using image data is also investigated in [2]. In this application, the types of vehicle
include two-wheelers, cars, and trucks. The classifier is based on a convolution neural
network (CNN) architecture. A pipeline consisting of multiple classifiers was proposed
in [4] to distinguish between different classes of vehicles including private cars, light
trailers, lorries or buses and heavy trailers. Each classifier in the pipeline is based on
fuzzy C-Means clustering and uses the dimension of the vehicle and its speed as input
variables.

Other studies focus on the identification of fleets using movement patterns. For
example, GPS in combination with satellite data were used to identify fleets of vehicles
in [12]. First, satellite image data are classified using a CNN network. The output of
this first classifier along with GPS data are then presented to a random forest classifier
in order to generate the final classification. The importance of fleet identification is not
limited to land vehicles. It was also investigated for fishing fleets in [9]. In this latter
study, the landing patterns were used to classify the vessels into eight fishing fleets.

The focus of the present paper is on developing vocation and fleet classifiers by
using the salient features in the operating profiles of heavy-duty vehicles. All the fea-
tures of the proposed classifiers are derived from the speed of the vehicle, namely,
engine speed, wheel based speed and average speed. These variables can be easily col-
lected and can be processed in a cost effective manner. Moreover, they are less prone
to privacy constraints as in the case, for instance, of GPS data. In fact, some of the
telematic service providers may be reluctant to share GPS data.

In an initial study by the authors, a one-versus-one tournament classification app-
roach was found to be efficient in distinguishing between different heavy-duty vocations
[6]. In the present study, this approach is evaluated in the context of a larger dataset and
four classification techniques: K-means (KM) [7], Expected Maximization (EM) [10],
Particle Swarm Optimization (PSO) [5] and Support Vector Machines (SVM) [13]. The
utility of the proposed tournament classification is investigated for the purpose of voca-
tion identification for several heady-duty vehicles vocations and for the purpose of fleet
identification for different coach bus fleets.

2 Related Work

Identifying the vocation of an unknown vehicle is a classification problem. Since there
are multiple vocations, this is a multi-class classification with nominal vocation labels.
Several general classification techniques are available in the literature. A review of these
techniques is provided in [15]. According to the taxonomy in this review, the classifica-
tion techniques can be organized along the following categories:
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– Logic-based (e.g., Decision Trees)
– Perceptron-based (e.g., Neural Networks)
– Statistical learning (e.g., EM)
– SVM
– Instance-based (e.g., KM, PSO)

Some of the above techniques are inherently binary. However, they can be adapted
to multi-class problems. For example, a decision tree is typically a binary classifier.
It was developed into a multi-class classifier by turning each node of the tree into an
SVM classifier which splits a group of target classes into two distinct groups [8]. The
tree expansion continues until each class is identified separately. Independently, SVM
is also a binary classifier. This classifier uses a kernel to transform the input data into
a higher dimensional space where it can be separated by a single hyperplane [13]. A
modified SVM using either the one-versus-one or the one-versus-all approach can also
be used to develop multi-class classifiers [3].

EM falls under the category of statistical learning and both KM and PSO fall under
the category of instance-based techniques. These three techniques are unsupervised
clustering techniques. They have been adapted to classification by allowing the cen-
troids of a single or multiple clusters to represent a given class in a multi-class problem.

In the present study, a multi-class classifier that follows multiple rounds of binary
one-versus-one classification is proposed. At each round, one class is eliminated [6].
Different one-versus-one classifiers are compared. They utilize either KM, EM, PSO
or SVM. The choice of a tournament approach, simple input data and a one-versus-one
classifier with a low computational cost is motivated by the large number of classes
under consideration in the current application. More complex machine learning models
and data have been used for vehicle and fleet classification in previous studies. However,
the number of classes was limited to 3 or 4 classes [2,4,9,14] and a large volume of
data was needed. These previous models were based on machine learning models such
as LSTM [14] and CNN [2,12].

The vocation and fleet identification applications under consideration require a gran-
ular classification that may cover a large number of classes. Six and five, respectively,
are used in the present study with a potential extension to additional classes. The tradi-
tional one-versus-all classification using an LSTM or CNN model is not viable due to
the large volume of data needed for training [2,12,14] and the potential confounding
between the operating profiles of some of the vocations [6]. This confounding issue
was also observed in [4]. In order to mitigate the potential for confounding between
several classes in this latter study, a pipeline of classifiers was proposed. The first stage
of the pipeline distinguishes between private cars and light trailers, on the one hand,
and buses and heavy trailers on the other hand. Subsequently, a classifier is used to
distinguish between cars and light trailers and another classifier is used to distinguish
between buses and heavy trailers. This pipeline becomes harder to develop with a large
number of vocations.

3 Methods

The purpose of the proposed classifier is to identify the vocation of a heavy-duty vehicle
using data collected from the vehicle during its daily operation. The classifier is trained
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using real data collected from the field. This dataset was obtained from two telematic
service providers and was collected from a large number of heavy-duty vehicles with
varying vocations and operational profiles. The vocations of interest and the number of
fleets under each vocation are shown in Table 1.

Table 1. List of vocations and number of fleets for each vocation.

Vocation Label Number of fleets

Coach buses CB 16

Construction trucks CT 2

Delivery trucks DT 2

Municipal trucks MT 3

Rail inspection vehicles RI 2

School buses SB 2

A total of 27 fleets from 6 different vocations are considered. The data correspond-
ing to all the coach bus (CB) fleets are obtained from the first telematic provider. The
remaining fleets are all non-coach fleets and their corresponding data were obtained
from the second telematic provider.

Using this dataset, classifier models are first trained to identify the profile of each
vocation using four different techniques: KM, EM, PSO and SVM. For each of these
techniques, the one-versus-one tournament assignment approach previously introduced
in [6] is used to classify each vehicle. The remainder of this section describes the pre-
processing performed on the raw data and the methodology used to develop each type
of classifier.

3.1 Data Aggregation

The raw data are collected using an on-board telematic device installed in each vehicle.
These data are then transmitted in packets where each packet consists of multiple mea-
surement records. A given packet is uniquely identified with a packet ID, a fleet ID and
a Vehicle ID. The measurement record includes multiple measurement-value tuples.
Not all measurements are included in all measurement records and the type of mea-
surements can vary from one measurement record to the next. Moreover, a given packet
may not include all measurements. The structure of the measurement record consists of
the following fields :

– Packet ID: unique identifier of the packet
– Fleet ID: unique identifier of the fleet
– Vehicle ID: unique identifier of the vehicle
– Measurement ID: the type of measurement
– Measurement Value: the value of the above measurement
– Timestamp: the time at which the measurement was collected.
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Out of the large number of available types of measurements, three specific measure-
ments are retained for the purpose of the current study: odometer (km), engine speed
(rpm) and wheel based vehicle speed (km/hr). Since several different values of these
measurements can be collected and transmitted over the operational period of the vehi-
cle, rules are developed to aggregate the measurements into consistent variables that
can be used by the proposed classifiers.

The aggregation is anchored around the odometer values. Linear interpolation is
used to impute measurement records with missing odometer values from the odomoter
values of their predecessor and successor measurement records. The aggregation first
establishes dynamic aggregation windows that consists of a varying number of consec-
utive measurement records depending on the current operating mode of the vehicle.

Two distinct scenarios are considered: vehicle parked and vehicle moving. If the
average speed calculated over two consecutive measurement records is less than 3 km/hr
the vehicle is considered parked. Otherwise, it is considered moving. For moving vehi-
cles, the aggregation window consists of a maximum of five consecutive measurement
records or covers a maximum distance of 100 and 15 km for the first and second telem-
atic providers, respectively. The difference in the aggregation distance between the two
providers is the result of the difference in their respective data transmission rates. As
mentioned above the first telematic provider is used by the coach buses and the second
is used by the non-coach vehicles. The time between two consecutive transmissions is
on average 1 h for the first provider and 3min for the second provider.

For parked vehicles, all the measurement records that satisfy the 3 km average
speed criteria are combined into a single aggregation window. However, special con-
siderations are given to records that represent the transition from a moving to a parked
vehicle. In order to capture the tail end of a given trip, the constraints of a maximum
number of consecutive measurement records or a maximum distance are relaxed. When
the vehicle is transitioning from moving to parked, the aggregation window can include
two or more records irrespective of the distance covered.

Once the aggregation windows are established, the following five variables are
derived for each window:

– MeanEngineSpeed and MaxEngineSpeed: the average and the maximum engine
speed across the measurement records in a given aggregation window,

– MeanWheelBasedSpeed and MaxWheelBasedSpeed: the average and the maximum
wheel-based speed across the measurement records in a given given aggregation
window,

– AverageSpeed: the average speed is calculated from the difference in odometer and
timestamp values between the first and last measurement records in the aggregation
window.

Since MeanWheelBasedSpeed and AverageSpeed could reflect the same operating
behavior, the calculations for MeanWheelBasedSpeed only include non-zero values. In
other words, MeanWheelBasedSpeed is the average of wheel speeds when the vehicle is
moving. This makes the variables MeanWheelBasedSpeed and AverageSpeed different
and introduces another exposure variable that can help capture the operating profile of
a given vehicle.
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Until now, the label measurement record was used to represent raw data collected
from the vehicle. Once the raw data is aggregated, the above five variables are calcu-
lated for each aggregation window. As a result, each aggregation window will produce
an aggregated record. For simplicity, these aggregation records will be referred to as
records in the remainder of the present paper. Moreover, the records associated with the
vehicle parked are ignored since they include limited information about the operating
profile of the vehicle. It is possible to consider the time a vehicle is parked as a poten-
tial class predictor. However, using these records was found to induce more noise in the
classifiers.

3.2 Vocation Classifiers

After aggregation, the number of records available to a vehicle varies based on the raw
data collected from each vehicle. For any vehicle, 49 records are randomly selected.
Vehicles that do not have at least 49 records are excluded from the study. The number of
selected records per vehicle is a hyper-parameter that must be tuned for each dataset. In
this study, 49 records per vehicle were necessary to provide high classification accuracy.
In a previous study [6], 13 records were shown to be sufficient for a more heterogeneous
set of vocations. In general, a prime number of records per vehicle can help reduce ties
between two vocations. Out of the vehicles that satisfy the minimum number of records
criterion, 30 are randomly selected from each vocation to train the classifier and 100
are randomly selected for testing. The number of vehicles used for training is also a
hyper-parameter. In this study, the goal was to reduce this number to a minimum while
maintaining high classification accuracy.

Two types of vocation classifiers are constructed. The first type is based on cluster-
ing techniques and the second type uses a traditional classifier. As mentioned earlier,
KM, EM and PSO are clustering techniques that can be modified in order to serve as
classifiers. SVM is originally designed as a classifier and follows a supervised learning
approach.

For the first type of classifiers, the profile of each vocation is defined during training.
This profile consists of five records that are representative of the operating profile of the
vocation. These records are often referred to as centroids and are meant to represent the
space of all the records of all the vehicles in a given vocation. The number of centroids is
a hyper-parameter specific to the first type of classifiers. Five centroids were previously
shown to be sufficient for the vocation classification of heavy-duty vehicles [6].

Under KM, the five centroids are initialized to random records selected from the
training set of vehicles in the vocation. All the records in the training vehicles are then
assigned to the closest centroid using the Euclidean distance. This establishes a cluster
of records around each centroid. The element-wise average of all the records in the
cluster is then calculated and becomes the new centroid. This step is repeated multiple
times during training.

EM uses a similar approach. However, EM is a soft classifier whereas KM is a hard
classifier. That is, in EM, a record is assigned to each cluster with a given probability
where to sum of all the probabilities across the five clusters is equal to one. In contrast,
under KM, a record is assigned to exactly one cluster. After each iteration, the EM
centroids are updated according to the new soft record assignment.
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PSO is an optimization technique that can be used for clustering. This techniques
keeps track of the best position achieved by each centroid from one iteration to the next.
It also keeps track of the best overall position among the five centroids. The former is
called the local best position for a centroid and the latter is called the global best position
across all centroids. The local best position is defined according to a fitness function.
In this study, the fitness function is the average of the Euclidean distance between the
centroid and all the member records in its cluster. The tighter the cluster, the higher
is the fitness. After each iteration, the centroid is encouraged to move towards both
its local best position and the global best position according to a weighted velocity in
each direction. The weights associated with each direction are hyper-parameters that are
referred to as local conscience and global conscience, respectively. While both KM and
EM start from a randomly selected set of centroids, PSO is initialized with the centroids
that are generated by KM. This biasing technique is typically used to encourage PSO to
find globally optimal positions and to reduce the amount of fine tuning needed for the
local and global consciences parameters [5].

KM, EM and PSO are clustering algorithms that learn the profiles of the vocations
using unsupervised training. SVM uses a supervised classifier that directly assigns the
records of each vehicle to a vocation. It accomplishes this classification by first trans-
forming the input record to a higher dimensional space which is easier to separate into
two vocations using a hyperplane. Several transformations are possible. In the present
paper, the Radial Basis Function (RBF) was used to create one-versus-one classifiers
for each pair of vocations.

Once the classifiers are developed, they are tested using a bracket tournament app-
roach among pairs of vocations. This approach was first introduced in [6]. Basically, the
set of records belonging to an unknown vehicle are presented to a classifier that discrim-
inates between two specific vocations. The winning vocation (i.e., the one that collects
the highest number of records) is retained for the next round. When the tournament is
completed, the vehicle is assigned to the vocation that survives the last round. For EM,
KM and PSO, the record of each unknown vehicle must select among ten centroids in
each round. For SVM, the record is classified using the corresponding one-versus-one
classifier for the two vocations being considered in the round.

3.3 Fleet Classifiers

In addition to exploring vocation classification, the potential for fleet classification was
also investigated. This latter investigation was motivated by two main reasons: 1) estab-
lishing the impact of the service provider and the data rate on the vocation classification
and 2) developing an understanding of whether the classification of the operational pro-
file of a heavy-duty vehicle is more appropriate at the fleet level or at the vocation level.

Towards this purpose, the CB vocation was chosen because it has a large number of
fleets (Table 1). Out of the 16 available coach fleets, 5 fleets with the most number of
vehicles were chosen. The remaining CB fleets did not have sufficient vehicles. Each of
the selected coach bus fleet operates in a different region of the country and most likely
on different routes. For each fleet, 30 vehicles were randomly selected for training and
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the remaining vehicles in the fleet were used for testing. For this set of fleet classifiers,
there was not enough coach buses to test on 100 vehicles as previously done in the case
of the vocation classification.

4 Results

The average and standard deviation of all speed variables are shown in Table 2 for each
vocation. These statistics are calculated from the aggregated records of all the vehicles
involved in both the training and testing. The last row of the table includes the average
distance covered by an aggregation record for each vocation. These results indicate that
CB vehicles have higher average distance than the other vocations. This is primarily
due to the lower transmission rate of the telematic provider that services the coach
buses and the maximum distance constraint for an aggregation window being equal to
100 km. This constraint also affects wheel speed for this vocation by introducing noise.

Mean wheel speed is the average of non-zero wheel speed values within an aggrega-
tion window whereas the average speed is computed from the odometer and time stamp
difference. For non-CB vocations, the transmission rate of the telematic data is higher
than that of the CB vocation. Therefore, for the non-CB vocations the average speed and
the mean wheel speed are more in alignment. That said, some of the non-CB vocations
still have frequent stops and as a result show a difference between mean wheel speed
and average speed (e.g., SB).

Moreover, the engine speed for CB vehicles is on average lower than that of the
other vocations. This may be due to the importance of fuel economy as an operating
parameter for CB vehicles compared to other vocations. The high standard deviation
of engine speed in non-CB vocations is due to the pattern of frequent stops with rapid
acceleration and deceleration in the operating profiles of some of vehicles from these
vocations.

4.1 Vocation Classification

Table 3 shows the precision and recall for the four vocation classifiers and the six heavy-
duty vehicle vocations. For each of the methods used, other than PSO, a high precision
and recall is seen for the CB vocation. As mentioned earlier, the service provider for all
the CB fleets is different from the provider for all the other vocations. Given that the
transmission rates for both providers are different, this can explain the high precision
and recall of the CB vocation. This observation is supported by the low average engine
speed values and the high average distances (last row) in Table 2 for the CB vocation
compared to the other vocations.

The confusion matrices for the EM and KM classifiers (Table 5) indicate that there
are three CB vehicles that were misclassified out of the entire set of 100 test CB vehi-
cles. These vehicles belong to two fleets that did not participate in the training of the cor-
responding classifier. Therefore, these CB fleets were undertrained. However, a review
of the results show that there were other fleets that participated in the training and oper-
ated in the same geographical region as the misclassified CB vehicles. Therefore, the
CB classifier was able to develop a good overall understanding of the collective oper-
ational profile of the CB vocation despite the exclusion of some of the CB fleets from
the training.
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Table 2. Average and standard deviation for each speed variable after aggregation for all training
and testing vehicles. The last row of the table includes the average and standard deviation of the
distance covered by each vocation per aggregation window.

CB CT DT MT RI SB

MeanEngineSpeed 857 1299 1205 1265 1436 1453

rpm 238 280 391 299 339 266

MaxEngineSpeed 1286 1796 1828 1904 2085 2135

rpm 305 279 403 344 369 277

MeanWheelSpeed 48 50 36 32 40 35

km/hr 35 24 25 19 31 14

MaxWheelSpeed 71 89 67 64 62 68

km/hr 40 23 30 27 33 18

Average Speed 22 42 31 22 36 27

km/hr 19 34 29 22 36 18

Average Distance 115 21 33 10 19 24

km 182 375 333 56 110 532

Table 3. Precision and Recall of the KM, EM, PSO and SVM classifiers for the 100 heavy-duty
test vehicles in each of the six vocations. The last row of the table includes the macro average
precision and recall for each classifier.

Vocation KM EM PSO SVM

P(%) R(%) P(%) R(%) P(%) R(%) P(%) R(%)

CB 100 97 100 97 100 39 99 98

CT 71 84 83 85 36 81 66 98

DT 82 59 84 54 19 15 86 64

MT 61 62 63 78 29 32 88 59

RI 87 82 87 82 37 34 90 91

SB 74 87 81 96 78 42 85 93

Macro Average 79 78 83 82 50 40 86 84

The macro precision and recall averages in Table 3 indicate that across all classifiers
and vocations, SVM has the best performance. While every effort was made to reduce
confounding among vocations, some of the vocation may still be hard to distinguish
since they have similar operating profiles. For example, the CT and MT vehicles often
operate over short distances and with frequent stops. Several of the MT vehicles were
assigned by the SVM classifier to the CT vocation (Table 6). Moreover, the DT vocation
is a large vocation that consists of delivery trucks operating in almost all the regions of
the United States. The results indicate that this vocation was not properly trained as
shown by the low recall rate for this vocation across all classifiers including the SVM
classifier.
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The SB vocation benefits from one of the highest precision and recall. This is pos-
sibly due to the fact that the two fleets that makeup this vocation are geographically
localized. That is, they both operate in a single district, one in New Jersey and the other
in South Carolina. In fact, since the training vehicles were selected randomly, a retro-
spective analysis indicated that only one vehicle from the first SB fleet participated in
the training and all the remaining 29 vehicles were from the second SB fleet. However,
during testing 16 vehicles were selected from the first fleet and 84 from the second
fleet. Out of the 13 misclassified SB vehicles (Table 5) a disproportionate number (i.e.,
4) belongs to the undertrained SB fleet. Moreover, most of the misclassified vehicles
from the SB vocation were wrongly assigned to the MT vocation. This suggests that
vehicles in the SB and MT vocations may have similar operating profiles. Given the
potential for confounding among fleets from different vocations, a fleet rather than a
vocation classifier may be more appropriate for some of the fleets as discussed in the
next section.

In order to better understand the shortcomings of the PSO classifier, the centroids
generated by the PSO classifier (Table 11) are compared to those produced by KM
and EM (Tables 9 and 10, respectively) in the case of the SB vocation. It should be
also noted that the PSO classifier is initialized with the centroids generated by the KM
classifier in an effort to boost its performance. The SVM classifier is omitted from this
comparison because it does not generate a profile (i.e., centroids) for each vocation.
All the PSO centroids are very similar indicating that this classifier is converging to
a single local minimum. While this is only shown for the SB vocation, similar trends
were observed for other vocations. In contrast, the centroids generated by KM and EM
are distinct and reflect different operating profiles. For instance, the mean wheel speed
ranges from 12.2 to 56.6 km/hr and the average speed ranges from 11.8 to 61.4 km/hr
for the KM centroids. Two alternative implementations of PSO were attempted to help
create more diverse centroids. The first PSO variant introduced a third hyper-parameter
that encourages the centroids to move away from the global best. The second PSO
alternative encouraged the centroids to move away from the other centroids in the same
vocation. Unfortunately, neither of these alternatives improved the performance of the
PSO vocation classifier.

4.2 Coach Bus Fleet Classification

The same training and testing approach was applied to a subset of the CB fleets that
had sufficient vehicles. The precision and recall rates for these five CB fleets with the
tournament KM, EM, PSO and SVM classifiers are shown in Table 4. These results
were derived from the confusion matrices in Tables 7 and 8. Among the chosen fleets,
CB1, CB2, and CB5 operate in different states of the southern region of the US; CB3
operates in the northeast and CB4 operates in the west regions of the US. For each fleet,
30 vehicles were used for training and the remaining vehicles were used for testing. The
number of testing vehicles for each CB fleet is shown in the first column of Table 4.
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Table 4. Precision and recall of the KM, EM, PSO and SVM classifiers for the test vehicles from
each of the five coach fleets. The first column of the table includes the number of test vehicles in
each fleet and the last row represent the macro average precision and recall across all the five CB
fleets.

Fleet Num. of Test KM EM PSO SVM

Vehicles P(%) R(%) P(%) R(%) P(%) R(%) P(%) R(%)

CB1 49 61 45 94 33 68 55 96 51

CB2 45 53 78 58 73 38 18 78 78

CB3 28 64 75 57 89 17 29 69 71

CB4 65 93 75 91 89 47 54 85 97

CB5 19 50 47 71 89 18 21 56 95

Macro Average 64 64 74 75 37 35 77 78

Table 4 shows lower precision and recall for the fleet classifiers compared to the
vocation classifiers. However, in terms of comparative performance among the differ-
ent classifiers, the same trend is observed consistently for both the vocation and fleet
classifications. That is, SVM and EM have a better performance than KM with PSO
having the worst performance.

Among the fleets, the worst performance is observed for CB1 and CB2. These fleets
have the highest misclassification rates. In fact, 14 out of the test vehicles from CB1
were wrongly assigned to CB2 by the KM classifier (Table 7). In the case of SVM,
13 out of the test vehicles from CB1 were assigned to CB5 (Table 8). Upon further
investigation and even though the CB fleets operate in different regions of the US, this
confounding is possible due to similar operating conditions. The centroids produced by
KM for the fleets CB1 (Table 12) and the fleet CB2 (Table 13) are in fact very similar
especially for the low average speed centroids. Despite these similarities, the SVM
classifier was able to achieve precision and recall rates higher than 75%.

5 Discussion

The present study investigates the potential of a tournament approach with four differ-
ent classification techniques in accurately classifying heavy-duty vehicles according to
their respective vocations and fleets. The proposed classifiers were trained using only
five variables, all derived from the speed of the vehicle and are therefore easy to obtain.

The raw data were collected from two different telematic providers with different
data transmission rates. The first telematic provider provided the data for all coach
buses and the second provided the data for all the remaining vocations. The raw data
were aggregated using different distance criterion for each provider according to the
data transimission rate. As a result, the standard deviation of the extended aggregation
distance for the CB vocation exhibits less variability than the remaining non-CB voca-
tions. For some of these latter vocations, the standard deviation of the average distance
across aggregation windows is as high as five times the mean value (Table 2). This high
standard deviation is due to gaps in record transmission or collection. While this is a
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clear indication that raw data for non-CB vehicles includes more noise, it also allowed
the classifiers to easily distinguish between the CB vehicles and the non-CB vehicles.
A preprocessing step could have eliminated these noisy records. In the present study,
these records were retained in order to replicate data processing in the real world as well
as to highlight some of the challenges and potential pitfalls of the current application.

The above not withstanding, the classification results still show high precision and
recall for the non-CB vocations. In general, the performance of SVM is the best fol-
lowed by EM and KM. The performance of PSO is the lowest across all vocations.
Moreover, some of the vocations are easier to identify than others. For example, with
the SVM classifier, the RI vocation achieved a precision and recall of 90% and 91%,
respectively (Table 3). Similarly, the SB vocation has precision and recall rates of 85%
and 93%, respectively.

The same classification approach was then applied to a set of CB fleets. Both EM
and SVM are able to distinguish between the fleets with a high level of precision and
recall despite the fact that the fleets in this vocation may have similar operating profiles.
As in the case of vocation classification, some of the fleets (e.g., CB4) were more distin-
guishable than other fleets. While some of the fleets tend to have more similar operating
profiles (e.g., CB1 and CB2). These findings suggest that the classification results may
not always align with our commercial definition of vocation or operating profiles.

While the SVM tournament classifier delivered the best performance, this approach
is not without limitations. This classifier requires a total of 6× 5 binary classifiers,
one for each distinct pair of vocations. In comparison, the EM classifier requires only 6
vocation profiles and these are developed independently of one another. The tournament
is only used for the assignment of a given vehicle to a vocation or a fleet. Thus, EM is
computationally more efficient and a strong contender for SVM.

6 Conclusion

In this study, a tournament-based classification approach was proposed and demon-
strated for a set of heavy-duty vocations and coach bus fleets. The data used to develop
the classifiers are collected in the field from two different telematic service providers for
a large number of vehicles belonging to various vocations. These data are collected at
different transmission rates and the current study shows that this difference can directly
impact the results of the classification. Therefore, different classifier models should be
developed for different telematic service providers.

The tournament classification was implemented with four different techniques: KM,
EM, PSO and SVM. The results show that PSO is hard to fine tune for the current
application and delivered to worst accuracy. Both EM and SVM had precision and recall
rates high enough to make the respective models suitable for the practical purpose of
vocation and fleet identification.

The input features of the classifiers were derived from the speed of the vehicle and
therefore can be easily obtained and shared. Despite the use of simple features and noisy
data, the proposed classifiers delivered nearly 80% macro average precision and recall
rates.
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Several directions for future work are currently being considered. The first is the
ability to define the number of clusters needed for each vocation as some of the voca-
tions may have more variations in their profiles than others. The second direction con-
sists of the implementation of an ensemble of classifiers that combine EM and SVM.
While SVM had higher precision and recall than EM for most of the vocations, this
result was not consistent across all the vocations. For instance the CT vocation was bet-
ter classified with EM than SVM. The same observation is applicable to the fleet classi-
fiers. Therefore, an ensemble classifier that uses different techniques for each vocation
or fleet may lead to an increase in accuracy. Finally, some previous studies show good
results with the addition of route patterns using GPS data. These data are harder to
share with third parties than vehicle data and may not be widely accessible. However,
it may be possible to develop route characteristics using speed and distance data (e.g.,
city driving versus highway driving).
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Appendix

Table 5. Confusion matrix using the KM, EM, and PSO vocation classifiers for the 100 heavy-
duty test vehicles from each of the six vocations.

Vocation KM EM PSO

CB CT DT MT RI SB CB CT DT MT RI SB CB CT DT MT RI SB

CB 97 0 0 3 0 0 97 0 0 2 1 0 39 44 0 3 14 0

CT 0 84 2 13 1 0 0 85 1 14 0 0 0 81 19 0 0 0

DT 0 17 59 12 4 8 0 9 54 23 6 8 0 31 15 34 14 6

MT 0 7 4 62 6 21 0 3 1 78 3 15 0 2 36 32 27 3

RI 0 10 4 3 82 1 0 5 7 6 82 0 0 56 6 1 34 3

SB 0 0 3 9 1 87 0 1 1 0 2 96 0 10 4 42 2 42

Table 6. Confusion matrix using the SVM vocation classifier for the 100 heavy-duty test vehicles
from each of the six vocations.

Vocation CB CT DT MT RI SB

CB 98 0 1 1 0 0

CT 0 98 1 0 1 0

DT 1 21 64 3 5 6

MT 0 20 7 59 4 10

RI 0 8 0 0 91 1

SB 0 2 1 4 0 93
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Table 7. Confusion matrix using the KM, EM, and PSO vocation classifiers for the test vehicles
from each of the coach bus fleets.

Fleet KM EM PSO

CB1 CB2 CB3 CB4 CB5 CB1 CB2 CB3 CB4 CB5 CB1 CB2 CB3 CB4 CB5

CB1 22 14 4 0 9 16 16 9 1 7 27 1 7 8 6

CB2 1 35 5 4 0 0 33 7 5 0 2 8 12 18 5

CB3 3 4 21 0 0 1 2 25 0 0 5 3 8 9 3

CB4 2 11 3 49 0 0 4 3 58 0 0 8 18 35 4

CB5 8 2 0 0 9 0 2 0 0 17 6 1 3 5 4

Table 8. Confusion matrix using the SVM vocation classifier for the test vehicles from each of
the coach bus fleets.

Fleet SVM

CB1 CB2 CB3 CB4 CB5

CB1 25 1 6 4 13

CB2 0 35 3 6 1

CB3 1 7 20 0 0

CB4 0 2 0 63 0

CB5 0 0 0 1 18

Table 9. Average and standard deviation for each speed variable and each centroid generated by
the KM classifier for the SB vocation.

Centroid KM

1 2 3 4 5

MeanEngineSpeed 1155.5 1488.3 1439.7 1580.0 1664.8

249.0 244.0 217.5 245.7 289.6

MaxEngineSpeed 1780.6 2171.1 2109.2 2197.6 2131.4

289.2 272.6 235.1 278.8 331.6

MeanWheelSpeed 12.2 44.8 28.6 40.0 56.6

5.9 10.2 6.4 8.0 9.4

MaxWheelSpeed 27.0 80.9 60.3 71.9 84.5

9.7 9.6 8.5 10.2 12.5

AverageSpeed 11.8 17.6 17.9 40.0 61.4

9.1 8.0 8.7 8.6 11.7
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Table 10. Average and standard deviation for each speed variable and each centroid generated
by the EM classifier for the SB vocation.

Centroid EM

1 2 3 4 5

MeanEngineSpeed 1343.3 1049.3 1494.5 1572.3 1673.8

244.3 363.9 171.5 157.5 188.5

MaxEngineSpeed 2013.8 1593.2 2173.4 2218.4 2146.0

248.6 453.4 171.0 171.6 218.3

MeanWheelSpeed 27.4 24.5 29.0 41.5 57.3

10.5 16.5 4.6 5.2 7.8

MaxWheelSpeed 56.6 45.1 61.8 75.3 84.2

14.8 23.5 8.9 9.8 10.7

AverageSpeed 8.1 20.1 23.7 34.2 56.0

3.0 18.1 8.3 12.8 17.5

Table 11. Average and standard deviation for each speed variable and each centroid generated
by the PSO classifier for the SB vocation.

Centroid PSO

1 2 3 4 5

MeanEngineSpeed 1536.0 1534.2 1535.9 1537.9 1535.9

510.0 487.5 330.7 305.7 310.0

MaxEngineSpeed 2148.1 2148.3 2148.3 2145.5 2148.2

599.4 559.3 348.7 371.6 361.4

MeanWheelSpeed 37.9 37.9 37.8 37.9 37.9

21.2 12.0 13.9 9.4 29.0

MaxWheelSpeed 71.0 71.0 71.0 71.1 71.0

36.4 21.7 14.3 22.9 24.4

AverageSpeed 29.6 29.7 29.7 29.7 29.7

19.0 14.6 13.6 13.8 37.3
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Table 12. Average and standard deviation for each speed variable and each centroid generated
by the KM classifier for the CB1 fleet.

Centroid CB1 fleet

1 2 3 4 5

MeanEngineSpeed 719.6 910.3 878.2 952.7 1031.7

195.7 165.2 182.6 176.1 175.1

MaxEngineSpeed 941.0 1345.0 1310.6 1319.8 1362.7

328.2 239.3 194.9 190.7 184.3

MeanWheelSpeed 3.9 34.4 37.3 94.4 97.7

6.7 13.6 13.8 13.2 14.7

MaxWheelSpeed 7.2 54.6 103.6 105.3 109.8

10.6 11.3 8.7 10.3 5.0

AverageSpeed 11.0 11.0 17.2 19.2 66.9

4.9 7.9 13.6 8.4 16.3

Table 13. Average and standard deviation for each speed variable and each centroid generated
by the KM classifier for the CB2 fleet.

Centroid CB2 fleet

1 2 3 4 5

MeanEngineSpeed 673.6 811.1 906.8 868.3 990.9

179.3 176.6 162.7 155.0 200.3

MaxEngineSpeed 894.4 1247.0 1312.4 1311.5 1368.7

276.9 243.7 212.9 199.4 199.7

MeanWheelSpeed 4.2 27.8 85.1 47.4 79.7

6.7 13.0 12.2 12.4 14.2

MaxWheelSpeed 7.7 45.3 100.4 88.9 102.8

11.4 10.8 10.3 12.2 10.4

AverageSpeed 11.0 12.1 15.5 18.0 52.3

5.2 9.0 7.5 11.0 17.8
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Abstract. In the past few decades, the advanced driver assistance systems
(ADAS) have achieved great advances. Many computer vision based techniques
have been proposed for traffic scene understanding using on-board cameras. One
important task is detection and recognition of traffic signs to provide the road
conditions for drivers. In this paper, a two-stage approach is proposed for traffic
sign detection and classification with real scene images. In the first detection net-
work, we adopt Faster R-CNN to detect the locations of traffic signs. The param-
eter setting is designed to achieve a very low miss rate at the cost of increasing
false positives. This is then passed to the classification networks with ResNet,
VGG and SVM for traffic sign validation. The public dataset TT100K and the
images collected from Taiwan road scenes are used for network training and test-
ing. Our proposed technique is carried out the videos acquired from highway,
suburb and urban scenarios. The experimental results obtained using Faster R-
CNN for detection combined with VGG for classification have demonstrated its
superior performance compared to YOLOv3 and Mask R-CNN.

Keywords: Traffic sign detection · Traffic sign classification · Advanced driver
assistance systems (ADAS) · Two-stage network

1 Introduction

In the past few years, advanced driver assistance systems (ADAS) have achieved great
advances and provided practical solutions for the real world applications. A number of
techniques are proposed for traffic scene understanding using on-board cameras, which
is then utilized for high level decision making. Among the existing ADAS modules,
the implementation for detection and recognition of traffic signs is specifically impor-
tant for road safety. The indispensable information extracted from road scene images is
provided for drivers or autonomous vehicles to comply with the traffic laws and regu-
lations [11]. Some major traffic accidents occasionally occurred when drivers did not
pay enough attention to the road signs. However, the detection of traffic signs in the
outdoor environments have many difficulties such as occlusion, distortion and lighting,
etc. To deal with these problems, many traditional methods utilizing image features,
c© Springer Nature Switzerland AG 2022
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https://doi.org/10.1007/978-3-031-17098-0_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17098-0_11&domain=pdf
https://doi.org/10.1007/978-3-031-17098-0_11


A New Traffic Sign Detection Technique Using Two-Stage Convolutional 217

including color, shape and gradient, are proposed to detect and recognize traffic signs
[9]. Nevertheless, the approach is still restricted to certain application scenarios.

In the early work, Kiran et al. presented a technique for traffic sign detection using
color-based segmentation [10]. The product of enhanced hue and saturation components
were adopted to achieve better segmentation results. An edge-based approach was then
followed to extract feature vectors for traffic pattern classification using support vector
machine (SVM). Wahyono et al. extracted possible traffic sign locations using MSER
(maximally stable extremal regions) on red and color regions [24]. The geometric prop-
erties of traffic signs were then used to remove incorrect region candidates. Finally, a
cascade support vector machine classifier was adopted for traffic sign classification. In
[20], Shao et al. presented a real-time traffic sign detection and recognition technique.
Their two-stage approach had first the image segmentation carried out by MSER on a
Gabor filter feature map, followed by filtering based on the pre-defined rules such as
size and aspect ratio of the traffic sign. In the traffic sign detection stage, triangular and
circular shapes were classified using HOG features by SVM. A convolutional neural
network (CNN) was then adopted for traffic sign classification.

Recently, deep learning based techniques have made significant progress for object
detection and classification. Many deep neural network architectures are constructed
specifically for vehicle related applications. The techniques for detection and classifica-
tion of road signs have also been greatly improved using the deep learning approaches.
Saha et al. presented a method to classify traffic sign images based on existing neural
network structures [19]. By using a planted master network followed by the modified
architectures of VGG and GoogLeNet, the number of parameters was reduced while
maintaining the classification accuracy. In [23], Tabernik and D. Skǒcaj proposed a
technique for road sign detection and classification in large scale scenes. Their method
was based on Mask R-CNN and Detectron [6,7], with an online hard-example mining
(OHEM) module [21]. The datasets collected using digital video recorders (DVRs) for
more than 200 types were utilized for training and testing. One major disadvantage of
their presented was the computational load. The detection and recognition took 0.5 s
per image.

In [16,28], Zhang et al. modified the YOLOv2 model [16] with several changes to
the network architecture, and then compared the accuracy and recall. In their implemen-
tation, the traffic signs were divided into three categories for detection and classification,
which included ‘mandatory’, ‘danger’ and ‘prohibitory’ classes. Alternatively, Rajen-
dran et al. improved the accuracy of YOLOv3 for traffic sign detection and recognition
by changing the size of anchor boxes [15,17]. They have performed the evaluation on
German traffic sign detection benchmark (GTSDB) and German traffic sign recogni-
tion benchmark (GTSRB) datasets for both the detection and recognition. Arcos-Garcia
et al. provided the empirical evaluation and experimental comparison of several deep
neural network based traffic sign detectors [1]. The network models, including Faster
R-CNN, R-FCN, SSD and YOLOv2, were trained on Microsoft COCO dataset and
tested on the GTSDB dataset with three categories mandatory, danger and prohibitory.
Some performance issues have been addressed along with different feature extraction
networks.

In addition to the above literatures, there also exist many works using public datasets
for the evaluation of road sign detection and recognition algorithms [12,14,26]. Among
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the public road scene datasets currently available, most of them were collected in the
US and Europe. However, there are still some variations on the traffic signs in many
different countries. As shown in Table 1, the number of classes, images, as well as the
resolution are very different when collected from Germany, US, Solvenian and China.
The available datasets include GTSDB, GTSRB, DFG, LISA and TT100K. Some of
them are mainly used for traffic sign detection, and there is also for recognition purpose.
The network models developed and trained on different road scene datasets might have
different traffic sign recognition results.

Table 1. The comparison of various public datasets for traffic sign detection and recognition.
GTSDB [8], GTSRB [22], DFG [23], LISA [13], TT100K [29]. The traffic signs are not all
identical for different countries.

GTSDB GTSRB DFG LISA TT100K

Resolution 1360 × 800 15 × 15 | 250 × 250 1920 × 1080 640 × 640 | 1024 × 522 2048 × 2048

Number of images 900 over 50,000 7,000 6,610 100,000

Number of classes 3 43 200 47 221

Usage Detection Classification Detection Detection Detection

Country Germany Germany Slovenian USA China

This paper presents a new convolutional neural network technique for traffic sign
detection. It is an extension of our previous work on a two-stage learning approach for
traffic sign detection and recognition [2]. First, Faster R-CNN implemented in Detec-
tron is used as the backbone of our traffic sign detection framework [18]. We adopt a
fairly loose criterion to detect the possible traffic signs to ensure the lowest miss rate
in the first stage. With a low threshold setting for the detection, there might contain a
large number of false positives similar to traffic signs from the background regions. This
detection result is then passed to the second stage of our proposed system flow to rec-
ognize the traffic sign individually. In the recognition stage, two different approaches,
SVM and CNN, are adopted for traffic sign classification. The public dataset TT100K
is mainly used for our training and testing [29]. In addition, we also collect our own
traffic scene datasets since the traffic signs are not identical for many different countries
[3]. It is required to increase the number of samples for network training.

In our implementation, the images with resolution of 512 × 512 in the datasets are
used in the first stage for traffic sign detection. As for the second recognition stage,
the road sign sub-image region extracted from the first detection stage are used for
training and testing. However, due to many problems in general outdoor scenes such
as occlusion and image blur, it is a difficult task to classify the small size road sign
image regions into specific categories. To cope with this issue, we define a minimum
size of 25 × 25 pixels for traffic sign recognition. In this case, it roughly corresponds
to about 50–60m from the camera we used in the experiments. Currently, there are 22
types of traffic signs considered for detection and recognition based on the frequency of
appearance in the road scenes. The number of traffic sign categories will be gradually
increased as more images are collected for annotation in the future.

2 The Proposed Approach

In this work, a new two-stage approach is proposed to improve the accuracy of traffic
sign detection and recognition built on up of the existing machine learning algorithms
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and neural network structures. The system flowchart of our proposed technique is illus-
trated in Fig. 1. Given an input road scene image, the first stage focuses on the detection
of traffic signs and their locations. It is then followed by the second stage for the traffic
sign classification using the extracted regions of interest. Different from the commonly
adopted two-stage object detectors such as R-CNN and Faster R-CNN [5,18], the idea
of our two-stage approach is based on a sophisticated filtering process. The first stage
is designated to achieve a very low miss rate while disregarding the number of possible
false positives. All of the candidates are then carried out to the second recognition stage
for the further validation and classification of traffic signs.

Faster-RCNNImage Sign detection

Detection

Classification
network

Crop
detection sign

Classify sign
category and display

remove background

Classification

Fig. 1. The system flowchart of the proposed two-stage traffic sign detection and recognition
technique. It consists of the first detection stage aims to achieve a low miss rate, followed by the
second recognition to classify and validate the detected traffic signs [2].

2.1 Detection Network

Our first stage detection network is constructed based on Detectron, with Faster R-
CNN+ResNet50 [6]. It is used to detect the possible traffic signs and calculate the miss
rate (or false negative rate, FNR) given by

FNR =
FN

FN + TP
(1)

where FN and TP are the numbers of false negatives and true positives, respectively.
Compared with the general techniques for traffic sign detection, the most common prob-
lem in the proposed approach is the difficulty to tell the difference between the traffic
signs and signboards in similar shapes.

In this work, we adopt Faster R-CNN as the detection framework because of its low
miss rate and high accuracy on general objects. One of the most important architectures
of the network model is the Region Proposal Network (RPN). It utilizes softmax to
distinguish the foreground regions from the background, and adopts the bounding box
regression to correct the anchor position. There contain two paths and a proposal layer
in the RPN to eliminate the smaller and out-of-bounds proposals. Our first stage traffic
sign detection network also incorporates Feature Pyramid Network (FPN) by fusing
the higher level and low-level features [25]. We combine the semantic features from the
high convolutional layers with the features from the low convolutional layers to improve
the accuracy of target detection. In addition to the detection of individual traffic signs in
the first stage, we also perform the experiments which divide the detection results into
three categories, mandatory, danger and prohibitory.
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(a) The cascading SVM classifier.
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(b) The parallel SVM classifier.

Fig. 2. Two different SVM variations (cascading and parallel) used for the second stage [2]. (a)
The implementation with all SVMs connected in series. (b) The parallel SVMs for initial predic-
tions, followed by another SVM to select the one with the highest confidence value.

2.2 Classification Network

For traffic sign recognition, possible candidate regions detected in the first stage are
extracted from the input images, and only the classes of interest are used for network
training in the second stage. A total number of 22 most common types of traffic signs
plus an additional non-sign category are selected for classification. These road sign
types are further divided into 1 category for ‘danger’, 2 categories for ‘mandatory’ and
19 categories for ‘prohibition’.

In our second recognition stage, SVM, VGG16, ResNet and SE-ResNet are adopted
for traffic sign classification. For the SVM classifiers, HOG (Histogram of Oriented
Gradient) features are used for training [24,27]. The first approach is setting one cate-
gory versus the rest categories. Figure 2(a) illustrates the implementation with all SVMs
connected in series. A second approach is to utilize the parallel SVMs for initial predic-
tions. It is then followed by another SVM to select the one with the highest confidence
value. Figure 2(b) shows the parallel SVM structure for traffic sign classification. One
major drawback of these two approaches is the computational speed. Thus, we have
further investigated other machine learning techniques.

For the deep neural network based methods, both VGG16 and ResNet have achieved
good performance in ImageNet classification competition [4]. VGG16 has a relatively



A New Traffic Sign Detection Technique Using Two-Stage Convolutional 221

simple network structure. It contains 13 convolutional layers, 5 pooling layers and 3
fully connected layers. The input image size, batch size and learning rate are set as
224 × 224, 32 and 0.002, respectively, in the implementation. It is noted that the net-
work training will stop due to insufficient memory if the batch size is set as 64. We
trained the VGG16 network with roughly 900 epochs and the weights are stored for
every 300 epochs. Finally, the model with the highest accuracy is used for testing. The
second network adopted for traffic sign classification is ResNet. It is a residual network
which is able to deal with the problem of information loss caused by too many con-
volutional layers. Moreover, we use SE-ResNet with the SE (Squeeze-and-Excitation)
module inserted into the residual structure of ResNet. The important and unimportant
features can then be enhanced and weakened by controlling the scale size. In our imple-
mentation of ResNet and SE-ResNet for traffic sign recognition, the network parameters
are given as follows: the input image size for training: 40 × 40, the batch size: 64, the
learning rate: 0.002, the training epoch: 3000. The weights in these models are also
stored for every 300 epochs. For all cases, we use cross-entropy for the loss function
and stochastic gradient descent (SGD) for the deep learning models.

3 The Dataset

Most of public datasets for traffic sign detection and recognition were collected in the
United States and Europe. However, the traffic signs are not all identical for different
countries. For example, the complexity of traffic scenes in Taiwan is different from the
US, Europe and China. There are many motorcycles on the streets in the urban areas,
but it is relatively uncommon in the western countries. In the latest investigation, the
public traffic dataset TT100K is by far the most suitable for the network training used
to detect the traffic signs in Taiwan’s road scenes. All types of traffic signs in TT100K
are illustrated in Fig. 3. Since there are still some discrepancies between our application
scenario and the images in the dataset (such as no danger signs), we further include
self-labeled Taiwan road scene images for network training and testing. In addition to
the still images, we also perform video testing. The image sequences are captured by
an on-board digital video recorder (DVR) with the original resolution of 1280× 800.

There are totally 23 categories (including 1 non-sign category) in the dataset for
the first stage detection, with 29,659 images for network training and 15,766 images
for testing. To improve the traffic sign detection result in terms of the accuracy and
its location, the input images are cropped into multiple 512 × 512 regions. A sliding
window is carried out on the image starting from the upper left corner to detect the
traffic signs in the extracted region. The stride of the sliding windows is set as 400,
and each movement has an overlap of 112 pixels to minimize the possibility of miss
detection. We have ensured that if there is a sign in an ROI (region of interest), it will
be cropped into a 512× 512 image.

For the second recognition stage, the traffic sign regions are extracted from the
images in TT100K and our dataset for classification. There are totally 10,474 (includ-
ing 711 background) images for training and 4,496 (including 55 background) images
for testing in 23 categories. We use the extracted background regions as training sam-
ples to reject the false positives (FP) shown in the detection stage. These images are
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Fig. 3. All types of traffic signs in the public dataset TT100K. It is mainly used in this work for
initial network training [2]. Since there are differences between our application scenario and the
images in TT100K (such as no danger signs), we further include self-labeled Taiwan road scene
images for training and testing.

extracted from the false detection results, and aim to be used for training the classi-
fication network. A number of false positives of the traffic signs detected in the first
stage and adopted as the training samples in the second stage classification are shown
in Fig. 4. The images do contain some features or characteristics, which are prone to be
recognized as common traffic signs.

Fig. 4. Some false positives of the traffic signed detected in the first stage and used as the training
samples in the second stage classification [2].

(a) Some examples of cropped traffic sign images from TT100K.

(b) Some examples of cropped traffic sign images captured by the vehicle on-board camera.

Fig. 5. Examples of cropped traffic sign region from TT100K and vehicle on-board camera. The
images captured by the on-board digital video recorder are generally blurry and noisy compared
to most TT100K dataset images [2].
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In real application scenarios, we are mainly interested in traffic sign detection from
the images acquired by on-board digital video recorders. However, TT100K is used to
provide about 80% of images for network training. The dataset contains primary the
still images. They are generally different from those image sequences recorded when
the vehicle is in motion (which might introduce severe blur and noise). As illustrated
in Figs. 5(a) and 5(b), the images captured by the on-board digital video recorder are
blurry and noisy compared to most TT100K dataset images. Consequently, an image
pre-processing step is first carried out to make the dataset images degraded and close
to the recorded video data. For traffic sign detection and recognition, Fig. 6 illustrates
the two-stage processing flowchart with three-category detection. It is noted that the
traffic signs are detected with different categories in the first stage, followed by the
classification in the same category.

TT100K
+

Taiwan's data

Danger
Prohibitory
Mandatory

Crop the signs
according to
ground-truth

w1w1 i5i5i5i5i4i4

Danger Mandatory

Prohibitory

enp enp

p3

pl30

p11pn p26 p10

p19p12 p23 p5 ph4.5

pl40 pl50 pl60 pl70 pl80

pl100 pl120

Added false positive 

detected by faster RCNN
The first stage

The two stage

Danger

Fig. 6. The two-stage processing flowchart with three-category detection [2]. The network train-
ing of the first stage is for all signs or three categories. In the second stage, the background false
positives are added for training.

To create a more realistic testing environment for traffic sign detection and recog-
nition algorithms, we generate three types of testing scenarios which consist of the
videos acquired in highway, suburb and urban driving. There are totally 6 real scene
videos are used for testing, with each scenario containing two image sequences. The
videos are also generated with high speed playback for the areas without traffic signs
to facilitate the evaluation of detection and recognition algorithms. All testing videos
are created with about 3-min long, and contain approximately 5,400 image frames. The
input images with resolution of 1280×800 are cropped with a 612×612 ROI for further
processing, as illustrated in Fig. 7. With these restricted regions of interest for process-
ing, the detection speed and accuracy can be greatly improved since some unnecessary
areas such as sidewalks and opposite lanes are removed [3].
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Fig. 7. The input images with resolution of 1280 × 800 are cropped with a 612 × 612 ROI for
further processing.

4 Experimental Results

For traffic sign detection, we compare three different networks: YOLOv3, Faster R-
CNN in Detectron, and the approach described in [29]. Similar to most conventional
evaluation method, we divide the traffic signs into three categories, ‘mandatory’, ‘pro-
hibitory’ and ‘danger’. In our first detection stage, the main objective is to achieve a
miss rate as low as possible. The comparison of miss rates for the three networks using
the testing videos recorded in the urban scenes is tabulated in Table 2. As shown in the
last row of the table, Faster R-CNN is further evaluated with additional 3 categories.
The table clearly indicates that the low miss rate does come with more false positives
as expected. The results also show that, although Faster R-CNN is capable of detecting
obscured signs, it often recognizes the signboards or circular shapes as traffic signs (see
Fig. 8). Nevertheless, this is suitable for our first stage detection since the major concern
is a low FNR instead of a low FDR (false discovery rate).

Table 2. The comparison of the miss rate for three networks using the urban testing videos [2].
Faster R-CNN is also evaluated with additional 3 categories. It is indicated in the table that the
low miss rate usually comes with more false positives. Only the traffic signs larger than 25× 25
in the videos are considered.

Miss rate # of Signs # of Missed False positive

YOLOv3 0.0796 1,257 100 1,766

Mask R-CNN 0.0387 1,257 68 1,995

Faster R-CNN 0.0135 1,257 17 1,985

Faster R-CNN (3 classes) 0.0220 1,257 50 1,436

For the second recognition stage, two different classification approaches are eval-
uated for comparison. The first approach is to use a still image dataset which contains
80% and 20% of the images from TT100K and our dataset, respectively, for testing.
The second evaluation method is taking the 6 video sequences created from highway,
suburb and urban road scenes as described in the previous section as inputs. Since the



A New Traffic Sign Detection Technique Using Two-Stage Convolutional 225

Fig. 8. Although faster R-CNN is capable of detecting obscured signs, it often recognizes the
signboards or circular shapes as traffic signs.

Fig. 9. Some traffic signs images captured with unusual viewpoints in the TT100K datasets.

testing sets are the output of the first stage detection results, the accuracy evaluation of
this stage is purely for the traffic sign classification and recognition.

There are two approaches adopted for the first stage in the implementation: one is
to detect the traffic signs without classification, and the other is to identify and classify
the traffic signs into three given categories, mandatory, danger and prohibition. Conse-
quently, there will be four different classification networks to be trained separately. It
is important to notice that, if the second approach is providing an incorrect category,
the subsequent classification network will always derive wrong traffic sign recognition
results. On the other hand, the first approach does not have such issue but at the cost of
resulting in a higher false positive rate.

First, we consider the traffic sign classification for the mandatory category. As
shown in Fig. 6, there are currently two different traffic signs denoted by ‘i4’ and ‘i5’
for evaluation. The experimental results of Image Test and Video Test using two classi-
fiers, ResNet18 and SVM, are tabulated in Table 3. In the table, it shows that the better
accuracy was derived for the video inputs compared to the still image inputs. This is
caused by some unusual viewpoints of traffic signs appeared in TT100K testing images
(see Fig. 9). However, our video testing dataset contains the images all captured with
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Table 3. The evaluation of image test and video test using two classifiers, ResNet18 and SVM for
the mandatory category [2]. ‘i4’ and ‘i5’ are the traffic signs shown in Fig. 6. ‘i4’ is not available
in Video Test because it does not appear in our test video. The input image size to ResNet18 is
40× 40.

Image test Video test

Classifier ResNet18 SVM ResNet18 SVM

mAP 81.53% 79.387% 95.42% 95.38%

i4 86.06% 93.97% – –

i5 86.07% 98.37% 97.35% 99.77%

Non-sign 72.45% 45.79% 93.49% 91.00%

Table 4. The evaluation of Image Test and Video Test using two classifiers, ResNet18 and SVM
for the danger category [2]. ‘w1’ is the traffic signs shown in Fig. 6. The input image size to
ResNet18 is 40× 40.

Classifier mAP w1 Non-sign

Image test ResNet18 83.6% 90.01% 77.2%

SVM 97.46% 98.55% 96.36%

Video test ResNet18 75.77% 98.33% 53.21%

SVM 46.23% 72% 20.45%

the camera facing the traffic signs. For the danger category, there is only a single traffic
sign and denoted by ‘w1’, as shown in Fig. 6. Table 4 shows the classification results
using ResNet18 and SVM for Image Test and Video Test. As illustrated in the table,
the accuracy of SVM is higher in Image Test while the accuracy of ResNet18 is higher
in Video Test. It is mainly due to many triangular signs detected in the first stage, as
shown in Fig. 10, are considered as ‘w1’ for training in the second stage.

In our experiments, there are totally 19 types of prohibitory traffic signs for testing,
and the recognition is much more challenging than danger and mandatory categories.
We have tested several classifiers, including various SVM implementations, VGG16,
ResNet18 and SE-ResNet50. The evaluation results and comparison are tabulated in
Table 5. As shown in the table, there is a big difference between the accuracy of Image
Test and Video Test. This is caused by the low image quality of the video testing data
compared to the training images in the TT100K dataset. To deal with the problem, we
incorporated Gaussian blur and Gaussian noise to TT100K images for training. Some
examples of the processed images are shown in Fig. 11. They can be considered as the
transferred version of TT100K dataset images to the on-board camera images.

To evaluate the effectiveness of the proposed pre-processing approach on the dataset
images, we perform an additional Image Test and Video Test using only the pre-
processed TT100K images (without the use of Taiwan road scene images) for train-
ing. The evaluation shows the mAPs of Image Test and Video Test without image
pre-processing using ResNet18 are 79.42% and 42.67%, respectively. After the dataset
images are incorporated for training, the mAPs are increased to 79.88% and 45.61%,
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(a) w1 (b) x (c) x (d) x

Fig. 10. The correct and incorrect triangular signs detected in the first stage. Many triangular
signs detected in the first stage are considered as ‘w1’ for training in the second stage [2].

Fig. 11. The TT100K images post-processed with Gaussian blur and Gaussian noise to simulate
more realistic road scene images captured by the on-board camera for network training [2].

respectively. It shows only a slight improvement on Video Test using ResNet18. Table 6
tabulates the evaluation of the pre-processing approach on the TT100K dataset and Tai-
wan road scene images using ResNet18. When we examined the resulting images, it
was found that some detection results were worse if the pre-processed training data
were used. This could be the result of over-filtering from some low quality images in
the TT100K dataset. To address this issue, image sharpness and Laplacian edge blur
degree are used as thresholds for image filtering. The evaluation and comparison of SE-
ResNet50 and VGG16 with various dataset image alteration are tabulated in Table 7.

From the experiments and analysis for the traffic sign detection on the three cat-
egories separately, VGG16 has the best detection accuracy for the prohibitory signs.
Thus, we use it as the framework for the direct detection for all signs in 23 classes
without the initial mandatory, danger and prohibitory classification. The resolution of
training images is set as 224×224. The mAPs of Image Test and Video Test are 83.41%
and 78.57%, respectively. It is noted that, when compared to the case with the three cat-
egories separated in the first stage, the miss rates are lower but the classification mAPs
are similar.

For the two-stage network using Faster R-CNN combined with classifiers, we adopt
SE-ResNet50 as the basic model. As the evaluation results and comparison tabulated in
Table 8, the mAP of 80.86% is achieved for the urban scene videos. Our results using
Faster R-CNN+VGG16 without and with setting 3 categories for detection are shown
in the first and second rows. The third row in the table illustrates the results using Mask
R-CNN [23] with the network training carried out on our dataset. The evaluation results
using Faster R-CNN and YOLOv3 are tabulated in the fourth and last rows, respectively.
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Table 5. The evaluation of Image Test and Video Test using several SVM implementations,
VGG16, ResNet18 and SE-ResNet50 for the prohibitory category [2].

Classifier Input image size Image test Video test

Linear SVM 40× 40 75.66% 40.16%

RBF SVM 40× 40 76.66% 47.07%

Cascaded SVM classifier 64× 64 89.85% 61.77%

Cascaded SVM classifier 40× 40 85.22% 52.35%

Parallel+Cascaded SVM 64× 64 89.78% 60.99%

VGG16 224× 224 80.63% 66.46%

ResNet18 40× 40 76.25% 56.9%

SE-ResNet50 40× 40 76.77% 66.9%

Table 6. The evaluation of the pre-processing approach on the dataset images using ResNet18
[2]. The training data are TT100K combined with Taiwan road scene images. The input image
size is 40× 40.

Classifier Categories for pre-processing Image test Video test

ResNet18 – 76.25% 56.9%

ResNet18 all 76.74% 64.13%

ResNet18 pl40, pl50, pl60, p12 (Gaussian Blur) 76.12% 56.74%

ResNet18 pl40, pl50, pl60, p12 (Motion Blur) 74.6% 62.99%

Table 7. The evaluation and comparison of SE-ResNet50 and VGG16 with various dataset image
alteration [2].

Classifier Input image size Categories for pre-processing Image test Video test

SE-ResNet50 40 – 76.77% 64.42%

SE-ResNet50 40 pl40, pl50, pl60, p12 78.63% 75.34%

SE-ResNet50 40 All 79.41% 71.34%

VGG16 224 no 80.63% 66.64%

VGG16 224 all 83.54% 77.9%

In the last experiments, we we re-train the proposed networks using GTSDB and
GTSRB and, compare the results with the technique presented by Yang et al. [25].
Their approach first extracts the traffic signs using a color probability model and clas-
sify them into three categories using an SVM, and then followed by a CNN for the
recognition of individual traffic signs. Our classification accuracy using VGG16 in the
GTSRB dataset is 97.68% for prohibition and restriction, 86.33% for compliance, and
93.62% for warning categories, respectively. The overall accuracy is 97.43%, compared
to 97.75% as presented in [25]. It is mainly due to the low recognition rate for the com-
pliance category. Furthermore, the calculation is different because our algorithm counts
all targets but their method is based on the detected signs.
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Table 8. The comparison of the proposed two-stage network using Faster R-CNN combined with
classifiers evaluated on urban scene videos. The first and second rows show our results using
Faster R-CNN+VGG16 without and with setting 3 categories for detection. The third row shows
the results using Mask R-CNN and trained on our dataset. The fourth and last rows are the result
of using Faster R-CNN and YOLOv3, respectively. The computation time is given per fame [2].

mAP P23 p5 i5 p19 pl50 Computation time

Faster R-CNN (1class) with VGG16 80.86% 0.81% 0.74% 0.87% 0.91% 0.71% 0.087 + 0.02 s

Faster R-CNN (3class) with VGG16 72.05% 0.77% 0.77% 0.36% 0.84% 0.87% 0.087 + 0.02 s

Mask R-CNN 54.92% 0.57% 0.6% 0.57% 0.5% 0.5% 0.94 s

Faster R-CNN 61.6% 0.76% 0.28% 0.88% 0.52% 0.28% 0.10 s

YOLOv3 53.55% 0.74% 0.33% 0.6% 0.52% 0.48% 0.03 s

5 Conclusions

Advanced driver assistance systems have achieved great advances and adopted for real
world applications in the past few years. Many techniques are proposed for traffic scene
understanding using on-board cameras. This paper presents a new traffic sign detection
technique using two-stage convolutional neural networks. In the proposed approach, we
first utilize Faster R-CNN and set a lower threshold to detect any possible traffic signs
with a low miss rate. It is then followed by the subsequently stage to recognize the type
of a specific traffic sign using another classifier. In the experiments, the discrepancy
between the training dataset and the road scene images recorded by on-board is ana-
lyzed. We also perform an image pre-processing stage to make the image quality of the
public dataset similar to the testing data. The proposed two-stage traffic sign detection
and recognition has achieved the mAP of over 80% on testing videos. It is superior to
the mAPs of about 50% obtained from YOLOv3 and Mask R-CNN. The future work
will focus on integrating more recent detection networks in our two-stage approach for
traffic sign recognition. It is possible to improve the detection rate without altering the
system flow and overall structure.
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Abstract. Modern traffic control systems are key to cope with current and future
traffic challenges. In this paper information obtained from a microscopic traffic
estimation using various data sources is used to feed a new developed traffic con-
trol approach. The presented method can control a traffic area with multiple traffic
light systems (TLS) reacting to individual road users and pedestrians. In contrast
to widespread green time extension techniques, this control selects the best phase
sequence by analyzing the current traffic state reconstructed in SUMO and its
predicted progress. To achieve this, the key aspect of the control strategy is to use
Model Predictive Control (MPC). In order tomaintain realism for real world appli-
cations, among other things, the traffic phase transitions are modelled in detail and
integrated within the prediction. For the efficiency, the approach incorporates a
fuzzy logic preselection of all phases reducing the computational effort. The eval-
uation itself is able to be easily adjusted to focus on various objectives like low
occupancies, reducing waiting times and emissions, few number of phase transi-
tions etc. determining the best switching times for the selected phases. Exemplary
traffic simulations demonstrate the functionality of the MPC-based control and,
in addition, some aspects under development like the real-world communication
network are also discussed.

Keywords: Traffic control · Traffic estimation · Real-time · MPC · Fuzzy ·
Isolated intersection · Networked intersection · Sensor fusion

1 Introduction

In modern times, the options for assessing and sensing traffic have become more diverse
and accurate, allowing outdated approaches for estimating and controlling the traffic
to be replaced. In near future, the knowledge of the current traffic state will be even
more reliable, e.g., with the inclusion of autonomous vehicles and V2X-communication.
This could enable sophisticated control strategies for the traffic system, which are not

© Springer Nature Switzerland AG 2022
C. Klein et al. (Eds.): SMARTGREENS 2021/ VEHITS 2021, CCIS 1612, pp. 232–254, 2022.
https://doi.org/10.1007/978-3-031-17098-0_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17098-0_12&domain=pdf
http://orcid.org/0000-0003-1183-4679
https://doi.org/10.1007/978-3-031-17098-0_12


Traffic Estimation and MPC-Based Traffic Light System Control 233

necessarily dependent on TLS [1, 2]. Since this scenario is still several years in the
future, this paper addresses the more contemporary exploitation of a known traffic state
obtained by a real-time traffic estimator to control the system through its TLS. The overall
system, which contains the information processing discussed in this chapter, is sketched
in Fig. 1. Multiple sensors gather data of the current traffic situation. These involve
induction loops in the vicinity of the TLS, radio telegrams of public busses as well as
additionally installed radar sensors at key positions that can also identify the vehicle
types and measure their velocities. The traffic estimator uses this data to reconstruct
the current traffic situation and to update it periodically. Based on this information the
control algorithm presented below calculates the control signals for the TLS which in
turn influence the real traffic situation.

Fig. 1. Overview of the closed control loop of the traffic control system.

The approach of this paper uses a microscopic traffic simulation in SUMO [3] to
represent the current traffic state as a multimodal scenario including multiple types of
vehicle users and pedestrians. The developed traffic estimator [4] takes advantage of
real-time sensor technology to reconstruct the unknown traffic state on a microscopic
level in contrast to generating macroscopic statements on origin-destination (OD) flows,
which have been determined offline solely based on historical data [5, 6]. By algorithmi-
cally linking all available information from different data sources (offline and online),
the current state of a selected complex traffic area can be estimated in real-time and
additionally predicted on a well-founded basis. E.g., in the Kalman Filter approach of
[7] the test area is simple and only consists of highways with their off- and on-ramps
and no further routing options. The essential inclusion of pedestrians is realized using
the TLS push button information obtained directly from the central traffic computer.

With this detailed traffic state, the control strategy is able to react to individual
actions of each vehicle user and pedestrian. In the literature there are already numerous
approaches trying to optimize the traffic through the traffic lights of the system. The
methods reach from pure fuzzy controllers [8–10] over reinforcement learning tech-
niques [11–13] to MPC controllers [14–16] and others. In addition to the methodology
used, a distinction can also bemade as to whether the control approaches were developed
for isolated [17] and/or networks of traffic intersections [18, 19]. However, these strate-
gies still exhibit some shortcomings, which is the reason why this contribution presents a
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new technique. There is currently no holistic approach to control a traffic area in a highly
adaptive way that covers each of the key criteria reliably. The first criterion is mainly
realism. It is expressed, among other things, by the accuracy of the traffic light phases
to be switched as well as their phase transitions and the flexibility to ensure an optimal
phase selection. This means that there is no predefined phase sequence where only the
green times are adjusted. The meaning and importance of realism can be demonstrated
by a simple example as shown in Fig. 2.

1

a) b)

2

3
3R

1

2

3

Fig. 2. Example of a TLS-controlled intersection with no multiple signal lanes in a) and with one
multiple signal lane in b).

The differentiation of separate traffic flows is necessary for the consideration of
complex phases. Instead of just three signals and approaching lanes in a), direction 3 is
split into two lanes with one signal for each lane in b). Note, a) is a realistic intersection,
but in many approaches an intersection like in b) cannot be represented or treated.
Thus, with higher complexity allowed, signal compatibility can be captured in a more
differentiated way just like in reality and phase transitions can be modeled accordingly.
The second excelling criterion is flexibility in the phase choice. With the integration of a
real traffic controller (ECU), the approach in [14] is a rare one paying detailed attention
to the complexity of phase transitions, but also does not allow the free phase choice in
optimizing the respective green time durations of the upcoming phases. In this research,
a control approach which is suitable to achieve the desired TLS optimization goals based
on the MPC principle is developed. Being the main principle, MPC is sometimes used
synonym to MPC-based strategy, although the whole controller consists of many more
aspects. Besides considering the past and current system state to determine the needed
control inputs, the presumed future traffic development is also included. Therefore, a
prediction model is required to project the current system state into the future depending
on the selected control inputs and to assess the estimated outcome. However, including
a prediction simulation in an optimization process is considerably costly and requires
multiple measures to reduce the computational effort, which are described further below.

To rewind back to the mentioned complex phase transitions, the presented method
uses a similar program to the real ECU to include correct phase transitions into the
prediction model and remedies the downsides of the fixed phase order (see Sect. 4).
The switching times and phases for the upcoming phase sequences are determined by
optimization. In termsof the predictionmodel, this strategy extends the state-spacemodel
approaches from [14–16] to a micro- and macroscopic hybrid model (see Sect. 4), which
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offers plenty of levers to reproduce and predict the real situation. The last criterion to be
mentioned is the consideration of different vehicle types and the accuracy of the traffic
state which depends highly on the traffic estimation. In terms of consideration within the
control approach, this marks another difference compared to the strategies that have been
widely discussed in literature. Since the traffic state obtained provides additional and
periodically updated information, it can be used in the optimization process of the MPC
to react evenmore specifically to the current traffic situation with its various participants.

2 Online Real-Time Traffic Estimator

Since the concept of the traffic estimation concept has already been published in [4] and
its validation in [20], this section focusses on the recap of the most important and basic
aspects. Just a brief explanation of the general procedure for integrating and updating of
the various data is given, aswell as an outline of the basic interactions of the implemented
routing concepts.

2.1 General Aspects

The concept of this dynamic traffic assignment (DTA) algorithm is to feed a microscopic
simulationmodel in SUMOwith real-time sensor measurements to act as an event-based
observer for the current traffic state. Especially the keyword ‘real-time’ is important in the
whole concept because the real-timedata also has to be processed efficiently as theremust
be sufficient computing time remaining for the TLS control, which is described in the
following section. Predictive route choices link past and (expected) futuremeasurements
to reconstruct the traffic situation between the local detector positions. The structure of
the presented simulation-based method is sketched in the block diagram of Fig. 3. It
shows how the real-world scenario interacts with the simulation and what kind of data
is used for which purpose.

Fig. 3. Structure of the presented DTA concept (inspired by [4]).

A crucial aspect of the implementation is the differentiation between the online and
offline processing and calculations, e.g., the computation of average travel times can be
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performed as an initialization. The update-intervals of other state estimators are often
minutes, e.g., in [21]. The adjusting of a running simulation and the outsourcing of
calculations to the initialization are reasons why very small update intervals of a few
seconds can be used for this online state estimation. Enhanced traffic counts of so-called
TOPO-Boxes, i.e., not only a time stamp for crossing the detector, but also the vehicle
type and the current speed are provided via radar technology as well as induction loop
data and public transport (PT) telegrams (V2I-communication of PT buses and TLS)
are used as inputs for this traffic estimation. The vehicle type distinction is important
because the developed TLS control is equipped with a vehicle-specific prioritization.
The accuracies of the different sensor information result in interdependent levels in the
decision-making process of individual vehicle routing. The vehicle types within this
whole approach are generally classified according to the ‘8 + 1 + F’ class defined by
the German Federal Road Research Institute (BASt) in [22] and the sensor manufacturer
[23]. Thus, eight different vehicle types are considered in this approach, i.e., passenger
cars together with motorcycles, trucks, trailers, etc., an unclassified group of road users
which cannot be identified with certainty and additionally bicycles (the ‘F’ results from
the German translation for bicycles).

As mentioned before, due to the variety of available data sources, the algorithm has
multiple routing levels which is briefly touched upon in the following section.

2.2 Routing Levels and Interactions

The more information and data the algorithm is capable of processing, the more precise
the traffic estimation can become and the better the control for the TLS can adapt to the
current traffic. The most exhaustive routing level is the so-called TOPO-Box Routing. It
takes advantage of known vehicle types and speeds, so that the respective measurements
at the given positions are considered in detail. Induction loops are used as the second
data source. As they are very common nowadays, this information can complement the
TOPO-Box measurements without additional investment. To control TLS, the induction
loops are extremely worthy since the TOPO-Boxes are vulnerable in congested areas.
The induction loops are found in the direct vicinity of TLS, i.e., the most congested
areas, thus the combination of the data can be very profitable. The third data source
uses V2I-technology, but exclusively for regularly driving PT buses. The transmission
of respective PT line numbers at specified locations when approaching and leaving
intersections allows routing with an a priori known route. This communication is already
used to prioritize PT, but in a way that has a significant negative impact on the rest of
the traffic, causing additional unnecessary bottlenecks.

In this research, the TOPO-Boxes are the most detailed and reliable data source in
terms of detecting vehicles. However, due to the relatively poor network coverage and
its complexity, it is still challenging to estimate the traffic state between the measuring
points. The induction loops are lane based and thus capable of detecting turning ratios at
intersections and the PT telegrams directly offer the intended route of the concerning bus
since it is scheduled. Figure 4 indicates the mutual interaction of the routing concepts
according to the drawn arrows as well as the corresponding ‘Spawn’ and ‘Routing’
features. These different strategies depend on the particular data quality and can change
based on the vehicles’ previous assignments by other concepts.
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Fig. 4. Methods and interactions of the different routing concepts according to [4].

Basically, the individual routing concepts can therefore influence vehicles based
on their current routing status and the consistency of the combined data (previous and
current measurements). It is therefore important, e.g., whether a road user is currently
being routed to a subsequent TOPO-Box based on the TOPO-BoxRouting or has already
passed this sensor, i.e., the vehicle is equippedwith a stochastic follow-up route. Depend-
ingon this, the Induction-LoopRouting can influence the vehicle or not. Such interactions
are especially important in the vicinity of TLS, as the information can complement each
other beneficial when properly synchronized. Since the influence of the PT-Telegram
Routing is limited to PT buses, the concept is very specific and plays a rather minor role
in the overall traffic estimation, as it only complements the main traffic.

3 MPC-Based Traffic Controller

Due to safety considerations, federal regulations define a framework TLS have to comply
with, i.e., the ‘RiLSA’ in Germany [24], whose regulations are currently being applied in
this researchwork, but it could also be extended to other regulations like [25] for theUSA.
These rules define legal phases, minimum split times, transition times between phases,
allowed phase sequences etc. Since these restrictions have a considerable impact on the
traffic situation, the presented predictive control algorithm takes them into account while
enabling a flexible control method including variable phase sequences and switching
times.

3.1 Controller Structure

As depicted in Fig. 5, the controller comprises of two main components: A fuzzy logic-
based phase preselection and the actual MPC.

The former is a mean to reduce the computational effort posed by the MPC by
narrowing down the regarded phases for further consideration. This is done by rating
the eligibility of all defined phases for the current traffic situation. A set of simple,
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Fig. 5. Scheme of the traffic controller.

generically defined rules is applied to the fuzzified system state and is used to assign a
priority score to each phase after defuzzyfication as shown in Fig. 6.

Fig. 6. Structure of the used fuzzy system.

The introductory literature in [26] explains the basics of fuzzy-systems just as various
membership functions aswell as aggregation and defuzzyficationmethods inmore detail.
In this research, triangular and trapezoidal membership functions are used to define the
possible linguistic sets for each input and output variable. The inputs derived from the
current traffic state are the inflows, occupations and waiting times for each of the lanes in
the vicinity of the TLS. The different rules for the interference are generated depending
on all possible phases of the TLS based solely on the respective released signals of the
individual phases. Within the defuzzyfication process the centroid method computes a
single crisp output value for the priority of each possible phase as output. Based on that,
the lowest-scored options of all phases are rejected since they are not suitable for the
current situation. An exemplary fuzzy rule for the ‘All Red’ phase is “If the occupancies
of all lanes are LOW, then the priority of phase ‘All Red’ is HIGH.” favoring quick
responsiveness to switch to any phase in the near future.

The remaining phases, representing the currently best options for a phase change,
are passed to the MPC to make the final decision on which phases to use at which time.
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Since the prediction model is capable of simulating the system for an extended predic-
tion horizon (e.g., tp > 30 s), nsplits consecutively applied phases can be considered.
Therefore, for each possible combination of the remaining phases of the length nsplits,
the MPC is used to find the respective switching times by minimizing a defined target
function which is explained in detail in the upcoming subsections. Finally, the phase
combination and the corresponding timing that leads to the best target function value
(score) is selected for application.

To demonstrate the application of the calculated phases in more detail, an example
using nsplits = 2 calculated phase changes in the prediction horizon is explained. The
following Fig. 7 shows a timeline for each of three consecutive calculation steps assum-
ing constant calculation times to simplify the illustration. The calculation processes in
the example start at t0,i with i = 1, 2, 3 and the prediction horizon tp is split into the cal-
culation time (red), the application interval for applying the calculated switches (green)
and the remaining prediction (yellow). Since switches in the red marked range cannot
be applied, a minimum threshold for the calculation tu,min has to be implemented (see
also (4)).

Fig. 7. Exemplary application timeline for two calculated switches within the prediction. (Color
figure online)

The green range accordingly results from the calculation time of the upcoming step.
In the shown example, the arising control inputs tu1,1 and tu2,1 are therefore handled
differently. The first switch is meant to be at tu1,1, thus is fixed (i.e., tf 1,2) for the next
calculation step, meaning it is transferred to the control unit. Because the second switch
tu2,1 is not in the relevant range, it can be changed in the following step. This phenomenon
can be seen in the third step, since tu1,2 �= tu1,3. Due to a changed initial situation at t0,3
in the meantime, the optimization has rated a different switching time, and possibly a
completely new phase, as a better control input.

3.2 MPC Properties and Characteristics

TheMPC consists of two components: an optimizer and the predictionmodelP(sk , u, tu)
see Fig. 5. Given a set of nsplits phases, the preselected phase combination u and the corre-
sponding switching times tu, the prediction model is able to perform a traffic simulation
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based on the current system state sk at all times k ∈ N
+
0 (step length in analogy to SUMO

and the real ECU). The state includes information about the traffic composition with the
current TLS state, the regarded lanes, expected incoming vehicles and pedestrians1:

sk :

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

TLS signal state,
Last activation time of each selectable TLS signal state for TLS signals,
Position and type of all vehicles on each lane,
Expected arrival time and type of incoming vehicles for each direction,
Waiting pedestrians at each side of the crosswalks.

To access specific information of the system state, functions can be defined to extract
the desired data. E.g., in order to get the number of vehicles xk on each lane at time step
k, the function x is used, i.e., xk = x(sk). The simulation being in the k-th time step
provides the estimated future system states

sk =
⎡

⎢
⎣

sk+1
...

sk+tp

⎤

⎥
⎦ = P(sk , u, tu) (1)

for the duration of the prediction horizon tp resulting from the selected control inputs.
Subsequently, sk is used to assess the anticipated development of the traffic state and
therefore the provided control inputs using the target function J

(
sk

)
, i.e.,

J
(
sk

) =
∑tp

i=1
j(sk+i) · g(i). (2)

This function combines the individual ratings of each predicted system state by respec-
tively applying the assessment function j and adding up the results for all i = 1, . . . , tp
as

j(sk+i) = gTw · tw(sk+i) + gTx · x(sk+i) + gu · δu + gTw,max · tw,max(sk+i). (3)

Since the simulation results presumably deviate with each further time step from the
actual future system behavior, a weighting function g can be used to reduce the influence
of later simulation steps (see (2)). The rating for each state is based on several criteria,
most of which can be derived from the given state sk+i and for the whole prediction
horizon (i = 1, . . . , tp). An important optimization goal is the reduction of waiting times
for vehicles and pedestrians alike. The vector tw(sk+i) includes this data broken down
by lane and vehicle type. By defining the weighting factor gTw , the influence of selected
vehicle types and lanes can be customized e.g., in order to prioritize public transportation
or pedestrians over regular vehicles. Besides thewaiting times another goal is to decrease
the total amount of road users in the vicinity of the TLS and to increase the traffic flow.
Therefore, the vector x(sk+i), which also distinguishes between lanes and vehicle types,

1 Depending on the used sensor technology, the pedestrian count can be a binary value (push
buttons) or ameasured number (e.g., radar sensors). Thewaiting times are applied and calculated
respectively.
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is read from the system state and weighted by gTx . The same procedure is used for the
maximum waiting time tw,max(sk+i) of individual road users (also separated by vehicle
type and lane and weighted by gTw,max). In addition, the number of phase changes δu is
taken into account with the weighting factor gu to provoke a steadier phase sequence
(i.e., δu ≤ nsplits due to all possible phase permutations). The assessment function j of
(2) serves as an example and thus can be individually manipulated according to special
requirements, e.g., to ideas of the respective city administration.

For each given set of phase combination u obtained by the fuzzy logic, the optimizer
searches for the switching times tu that minimize J(P(sk , u, tu)), as depicted in the
following equation:

tu = argmin
tu,min≤tu≤tp

J(P(sk , u, tu)). (4)

Finally, after solving the optimization problem for each relevant phase combination, the
program and its corresponding switching times that lead to the best target function value
are selected by the controller.

3.3 Prediction Model

The prediction model has to fulfill two major requirements: 1) It must be sufficiently
accurate to enable a meaningful assessment of the control inputs. 2) At the same time,
it is executed repeatedly during each MPC optimization interval and therefore must not
be computationally demanding. To illustrate that, consider a prediction horizon of 30 s
which would require 30 simulation steps using a step size of 1 s. An optimization process
(for nsplits = 1) takes about five prediction model evaluations for each preselected target
phase.Depending on the junction an amount of five preselected phaseswould be realistic.
Since the system is designed to control several TLS froma central location, a total amount
of approximately 4,500 time steps of the prediction model per MPC execution has to be
performed. This imposes high demands on the computational efficiency of the model.

TLS Controller Logic. As shown in Fig. 5, the prediction model is comprised of a
representation of the TLS controller logic and a traffic model. The former is used to
implement the given control inputs u and tu and to generate the light signals that control
the simulated traffic. As mentioned before, this process is constrained by several reg-
ulations that are defined in the RiLSA [24], which can have a significant effect on the
TLS behavior and therefore must not be neglected. These include the compliance with
following standards:

– Yellow change time,
– Red-yellow signal time (preceding the green signal in Germany),
– Minimum green time,
– Red clearance for conflicting signals,
– Delayed vehicle release for a permissive phase including pedestrians (optional).

The yellow change time depending on the maximum allowed speeds and the red-
yellow signal time have a fixed duration and need to be considered each time a green- or
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red-light signal is changed. However, the latter elements have a dynamic influence on the
system behavior, since they delay the implementation of the desired phase depending on
the previous signal states. Especially if pedestrians are involved, theminimumgreen time
added to the subsequent red clearance time can exceed 20 s for some lanes, prohibiting a
fast reaction for certain phases. By modelling these effects within the prediction model,
theMPC considers themwhile choosing the most suitable target phase. It has to be noted
again, that an adaptation of the controllermodel to complywith other national or regional
standards can easily be achieved through modification of configuration parameters.

An efficient implementation of the TLS controller logic frequently employing logical
operators ensures sufficient performance to be used in the context of the predictionmodel.
If the current signal state differs from the desired one, for each signal a series of checks
is performed to determine whether the signal state must be changed and whether this
change should be applied in the current time step. The controller logic is depicted in
Fig. 8.

Fig. 8. Controller logic for each TLS-signal.

Traffic Model. In order tomodel the trafficflows in the vicinity of theTLS, the incoming
lanes are regarded in a macroscopic way. On the one hand, this enables a computational
efficient way to simulate traffic since only every lane and not every vehicle (including
their interactions) has to be described individually. On the other hand, this is a mean
to handle the uncertainty concerning the true system state at the TLS. For example, the
system cannot knowwith certainty whether a vehicle intends to drive straight ahead, turn
left, or turn right at an intersection with only one incoming lane. However, the effects
of this intent for the system can differentiate considerably. If the driver wants to turn
left, he may have to wait for opposing traffic, hindering the following vehicles, while the
traffic flow is not affected if the desired route is straight ahead. A macroscopic model
enables to mitigate such effects as it is less influenced by decisions of individual drivers
and aims to describe the ‘average’ system behavior.
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To describe the system, the vector xi,k represents the vehicle counts of each vehicle
type on lane i at time step k and is selected as the system state for each lane. It is
influenced by the incoming flow fin,i,k and the outgoing flow fout,i,k which leads to the
discrete system dynamics equation

xi,k+1 = xi,k − m
(
xi,k

) · fout,i,k + fin,i,k . (5)

For the inflow, an estimation over the whole prediction horizon based on the current
system state sk is made. Depending on the vehicles’ positions and their velocities, an
algorithm computes at which time new vehicles of which type presumably are going
to enter each lane. The outgoing flow fout,i,k is a scalar value and does not distinguish
between vehicle types. Therefore, the function m in (5) is used to allocate the out-
flow to the available vehicle types depending on their ratio and characteristics (e.g.,
length, acceleration). For example, a given outflow effects busses differently compared
to motorcycles since they occupy different amounts of space and have diverse driving
characteristics. A parameter vector μ is introduced that defines how different vehicle
types are affected by fout,i,k . Given the example of passenger cars being the standard
(μpass = 1) and for motorcycles the value μmoto = 1.8 is used. This would result in an
80% increase of the outflow for a given fout,i,k if only motorcycles were present. Since
for this model multimodal traffic is considered, the outflow factor for each vehicle type
depends on xi,k and can be determined by

m
(
xi,k

) = μT xi,k
([
1 . . . 1

]
xi,k

)2 · xi,k . (6)

To examine fout,i,k , simulations of accelerating traffic consisting of passenger cars after
a traffic light turns green were carried out. These simulations were performed in SUMO
because it is used to model the controlled system. They show that the outflow rate is
approximately constant at fout,i,max until the majority of waiting vehicles has dissolved.
At this point the outflow approaches the inflow rate, i.e., the final slope of the curves.
Multiple simulations of this kind with varying initial queue lengths and inflow rates
are depicted in Fig. 9. Note that the initial fout,i,max, which corresponds to the slope of
the graphs until the first bend, is identical for each case. Various drivers’ imperfections
are neglected in these simulations to illustrate the general principle. Based on these
observations the following equation can be derived:

fout,i,k = ri(sk) · min
(
fout,i,max, ϕi ·

[
1 . . . 1

]
xi,k

)
. (7)

Here, the outflow fout,i,k is assumed to be proportional to the current vehicle count xi,k
on the lane, using the factor ϕi that can be selected individually for each vehicle type.
Nevertheless, the outflow must not exceed fout,i,max. The initially constant outflow rate
can also be understood by picturing the vehicles’ velocity and the corresponding gaps
between the cars. After the green light is given, the vehicle queue accelerates which
would result in an increasing vehicle flow. At the same time, however, the safety gap
between the vehicles increases and compensates this effect.

When entering the intersection, several effects can inhibit trafficflows froman incom-
ing road to an outgoing one depending on the current traffic situation, the geometry of the
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Fig. 9. Left: Initial situation of passenger vehicles waiting at a TLS; Right: Simulation results of
the vehicle flow for accelerating passenger vehicles after receiving green in the situation shown
on the left.

junction and the state of the TLS. To incorporate them, the outflow factor ri(sk) ∈ [0, 1]
is introduced in (7). There are four types of influences that are taken into account in the
prediction model and depicted in Fig. 10:

1. TLS signal state,
2. Crossing pedestrians,
3. Higher prioritized permissive traffic flows,
4. Tailback due to the effects above.

Fig. 10. Types of traffic interferences considered in the prediction model.

The outflow of each lane composes of the sum of the partial outflows of the regarded
lane to each connected lane leading away from the junction. Thus, the equation

ri,k =
∑

j
aij · rpart,ij,k (8)

can be derived for ri,k in which aij describes the average proportion of vehicles that
travel from lane i to lane k. It can be calculated from historical data for the regarded
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junction. Consequently, the expression
∑

j
aij = 1 (9)

holds. The partial flows are affected by the four obstruction effects described above
which are included in the respective outflow factors rpart,ij,k as

rpart,ij,k = rtls,i,k · rped ,ij,k · rveh,ij,k · rtb,ij,k. (10)

The factor rtls,i,k represents the TLS signal state for the regarded lane i and either allows
or denies traffic flow for outgoing traffic from this lane:

rtls,ij,k =
{
1, if the signal for lane i is green at step k,
0, otherwise.

(11)

To model the influence of pedestrians for turning traffic in a permissive green phase
another binary factor rped ,ij,k is used and defined analogously as

rped ,ij,k =
{
0, if pedestrians are present on lane j at step k,
1, otherwise.

(12)

In a real-world application pedestrians can be detected using the respective push buttons.
It is assumed that they need a certain time to cross the street and that this duration varies
depending on the side from which the pedestrians enter. E.g., if they wish to cross the
street starting from the outgoing-road side a shorter crossing-time is assumed since the
relevant lane is cleared earlier. It would also be possible to include pedestrians based on
other sensor data, if available. The third influencing factor for the outflow is oncoming
traffic which inhibits the traffic flow of left-turning vehicles. To model this effect, a
descending linear function for rveh,ij,k is chosen

rveh,ij,k = min
(
1,max

(
rveh,ij,min,mveh,ijxj,k + bveh,ij

))
, (13)

where

bveh,ij > 1;mveh,ij < 0 and 0 ≤ rveh,ij,min < 1. (14)

The function depends on the vehicle count xj,k of the conflicting lane j and can be
adjusted using the parameters mveh,ij and bveh,ij. Also rveh,ij,k is limited to the range
rveh,ij,min ≤ rveh,ij,k ≤ 1 which allows to set a minimum outflow factor. A simple binary
outflow factor would not be suitable for this kind of obstruction because the true target
and therefore the intended turning behavior of incoming vehicles is not known with
certainty, as mentioned above. Thus, a gradual transition for rveh,ij,k is required.

For presented influencing factors the obstruction of the individual traffic flows from
the regarded lane to all possible target lanes are determined independently. However due
to tailback which is caused by an inhibited flow the other traffic flows can be affected,
too. To model this, rtb,ij,k is introduced which can be calculated from the other flow
factors and the parameter vector ptb,ij as

rtb,ij,k = rtb
(
rtls,i,k , rped ,ij,k , rveh,ij,k , ptb,ij

)
. (15)
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3.4 Parameter Selection and Model Tuning

The presented TLS controller relies on multiple parameters which are used in various
parts of the system. These must be set adequately to ensure satisfactory control results.
In a first step the prediction model is considered. The goal was to match its behavior to
measurements obtained from simulations conducted with SUMO using different traffic
volumes. For any time step k of the reference simulation in SUMO, sk is predicted using
the current traffic situation as initial state. The results are stored and compared to the
reference simulation once the test scenario is completed. To rate the prediction results,
the mean square error of the vehicle count on all lanes between the prediction and the
reference simulation is determined. A parameter set which minimizes this error was
selected to be used in the prediction model. Note that some parameters can be estimated
a priori based on measurements or historical data (e.g., the average pedestrian crossing
times or aij) and therefore reduce the number of optimization variables. In addition,
traffic situations can be defined in a way to analyze specific cases isolated. For example,
it is useful to initially optimize the outflow behavior in situations without interactions
with other permissive traffic flows to select the corresponding parameters first.

Once the prediction model parameters are tuned, further optimizations of the whole
system are conducted. Similar to the MPC, a target function can be formulated which
encompasses the subjective optimization goals e.g., the time loss of vehicles and pedes-
trians, the maximum waiting time including a weighting factor for different vehicle
types. In contrast to the optimizer used in the MPC, the source for this data is the SUMO
reference simulation. Thus, the actual effect of the controller is used and not the predicted
one. By incorporating this, the weighting factors of the target function of the MPC are
adjusted to meet the requirements for the closed-loop system.

4 Simulative Application of the Control Strategy

To explain the fundamentals of a new and holistic MPC-based TLS control strategy, the
previous section has already addressed many different structural and technical aspects.
Therefore, two examples will be used to illustrate the feasibility of the implementation.
The first example is fictional just to point out the capabilities of this approach and
to introduce the framework. Exemplary phases and transition times to be abided by
the controller are presented. The second example is a real-life intersection located in
Schloß Neuhaus (Paderborn) in Germany. The applicability of the control strategy to
challenging real-world scenarios is demonstrated and preliminary results are shown
comparing different parameter settings with the currently applied TLS control of the
area for selected test scenarios. It should be noted that the results were obtained without
use of the traffic estimator. The necessary data for the control are thus perfect and taken
directly from the controlled system (ground truth simulation (GTS), see [20]) to focus
on the pure controller performance.

4.1 Simple Fictional Example

To provide a simple and clear example, the intersection already shown in the first section
in Fig. 3 b) is picked. Its phases and especially the difference between the scenarios a)
and b) are shown in the following Fig. 11.
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Phases/Model a) - 3 Signals (1,2,3) b) - 4 Signals (1,2,3,3R)
1 R-R-R R-R-R-R
2 G-R-G G-R-G-R
3 R-G-R G-R-R-R
4 - R-G-R-G
5 - R-G-R-R
6 - R-R-G-G
7 - R-R-R-G

1

1

2

1

3

1
4

1

5

1

6

1

7

3R

Fig. 11. Phases for the simple examples of Fig. 3

Given only the simplest three phases for a), a larger selection of seven phases is
available for model b). These phases are indicated next to the table in Fig. 11. With the
additional lane and the corresponding signal an increased number of phases is conceiv-
able which offers a more flexible reaction to the traffic situation and individual vehicles.
The transition times that must be met by the TLS and thus by the prediction model are
listed in the following Table 1, broken down by the corresponding signals. If the high-
lighted phases 3 and 7 of Fig. 11 serve as an example of an arbitrary phase transition,
i.e., from phase 3 to phase 7, then a transition time of 7 s must be established according
to Table 1 (first row and fourth column).

Table 1. Transition Times for the simple example.

IN
SIGNAL 1 2 3 3R

O
U
T

1 0 6 5 7

2 7 0 5 0

3 0 6 0 0

3R 4 0 0 0

Those transition times influence the traffic and therefore the simulations massively.
Their consideration enables a significantly more realistic prediction for the control strat-
egy. The flexibility of the general approach is indicated by the fact that all possible phases
were used in a sample randomized traffic simulation of 15 min. The phase sequences
and their frequencies were only influenced by the performed optimization as well as the
traffic volume and distribution.

To avoid repetition, simulations and first results are discussed in the next section
with a more sophisticated and challenging example.
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4.2 Real-World Scenario

The real-world scenario presented here is developed in cooperation with the city admin-
istration of Paderborn. In Fig. 12 the TLS-controlled intersection is illustrated using a
bird’s-eye-view with the included SUMO-GUI roads.

Fig. 12. SUMO-GUI embedded in a bird’s-eye view of a real world TLS controlled intersection
in Schloß Neuhaus [27].

Due to the four arms and individually signalized turning lanes for two directions,
the number of phases for this TLS-controlled intersection increases to 19. The phases
incorporate the respective governmental regulations and restrictions. As mentioned in
the previous section, the fuzzy interference system is used to reduce the number of eli-
gible phases for the optimization down to the most suitable six for the current traffic
situation. In addition to that, in this example the prediction horizon is set to 20 s and
just one scheduled switching time (nsplits = 1) for a phase change is calculated within
the optimization process. For the evaluation of the MPC-based control, the strategy is
compared with the currently implemented logic of this specific intersection. To incor-
porate the original control, the additional software LISUM [28] is used, which has the
advantage of directly loading TLS configurations developed in LISA2 compared to e.g.,
a SUMO-internal replication.

This evaluation acts as a first demonstration for the capabilities of the presented
strategy since an intensive and detailed study still has to be performed. The test scenarios
consist of randomized, realistic and multimodal3 traffic situations with different loads.
They range from around 3,600 veh/h for the ‘high’ traffic volume down to 2,400 veh/h
for the ‘medium’ volume and just 1,200 veh/h for the ‘low’ one. The distribution of
road user types is determined based on real sample measurements of this examined road

2 LISA is a comprehensive proprietary software package for traffic engineering, testing control
systems and for supplying ECU.

3 The traffic consists of eight different vehicle types (passenger, delivery, bicycle, bus, trailer,
semi-trailer, truck and motorcycle).
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section. For each scenario, the vehicle inflow into the traffic system is always limited to
a duration of 90 s and the simulations last until each of the corresponding vehicles has
finished its route.

Asmentioned before, the presented strategy is also pedestrian-capable, which means
that the controller reacts to pedestrians and can be tuned to favor of them. Nevertheless,
pedestrians are neglected in these exemplary test simulations for comparability reasons,
since LISUM cannot handle pedestrians in the same way. In contrast to the MPC-based
controller, the original control with LISUM does not recognize pedestrians meaning that
selected phases are not chosen with respect to them.

An excerpt of the generated results of the different simulations is provided in Table 2.
It shows the three scenarios for four control approaches with the original control realized
withLISUM, i.e., a traffic-dependent TLS controlwith release time adjustment, and three
configurations of theMPC-based strategy presented in this contribution. The parameters
of the different configurations will not be discussed in detail, but some weightenings
will be explained with meaningful data from the table. As mentioned before, the traffic
composition is identical for each case, but depending on the applied TLS control, the
simulated traffic is managed in a different period of time. The criteria listed in the table,
according to which the strategies are preliminarily evaluated, are the maximum (Max.),
the average (Ø) and the number (#) of either waiting times (WT), travel times (TT),
speeds, time losses (TL) and stops. In order to indicate the special effects on individual
road user groups, the average travel time of buses is presented separately. Since the
sample measurements for the low traffic volume does not include buses, the average bus
travel time is left empty in this scenario for each control strategy.

Before looking deeper into the generated data of Table 2, it should be mentioned
that the cumulated computation time of all MPC executions was less than one third of
the respective simulated time (<30 s), even though additional debugging queries were
made. Of course, further studies on the computation time are under investigation, but
the algorithm clearly shows the potential for a real-time implementation.

Starting the analysis of the different control approaches with the waiting times, the
table outlines that the MPC configurations show great advantages relative to the original
control. If the high traffic loads are compared, the deviations in themaximumand average
time are quite small with less than 10% improvement in the best case. However, the lower
the load, the better the performance of the MPC becomes, since the strategy reacts much
better to individual vehicles. The averagewating time for the vehicles is reduced to nearly
a third of the times for the original control. The reason for this difference is that in the
high load case the intersection is already too heavily loaded or working at capacity. The
MPC nevertheless shows an improvement there but cannot react as well to individual
vehicles and vehicle flows. It is also noticeable that Config 2 is (in terms of waiting
times) inferior to the other MPC setups, which is because this configuration induces a
high bus prioritization and thus controls the overall traffic less effectively. Config 1, on
the other hand, is designed in such a way that the weighting of the various road users is
based on the average number of people within the vehicle as well as its emissions. The
last setup (Config 3) provides equal treatment for all road users (vehicle classes).

The next compared criteria shown in Table 2 are the travel times. Regardless of
the chosen configuration, the picture is similarly positive in favor of the MPC. All
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Table 2. Results of multiple scenarios using the current control as well as various configured
versions of the presented approach.

Volume Max. 
WT [s]

Ø WT
[s]

Ø TT
[s]

Ø Bus 
TT [s]

Ø Speed 
[km/h]

Ø TL
[s]

Ø
#Stops [-]

Original
Control

high 147 41.25 80.54 125 12.09 56.82 1.45
med 114 36.82 72.45 72 13.41 48.68 1.27
low 68 27.07 58.00 / 17.23 34.51 0.85

MPC
Config 1

high 135 37.78 73.39 109 13.27 50.01 0.98
med 102 25.25 58.91 63 16.50 35.22 0.86
low 57 9.81 40.48 / 24.68 16.68 0.59

MPC
Config 2

high 151 43.08 79.28 67 12.28 55.89 1.09
med 99 26.07 59.20 59 16.42 35.56 0.89
low 38 9.33 40.26 / 24.82 16.41 0.67

MPC
Config 3

high 144 40.31 77.21 99 12.61 53.79 1.18
med 89 25.59 59.39 63 16.37 35.79 0.89
low 57 9.81 40.48 / 24.68 16.68 0.59

illustrated travel times for all traffic loads can be reduced with the use of the MPC
strategy. Again, it is noticeable that the lower the volume is, the greater the positive
influence of the MPC becomes. As an example, the bus-specific Config 2 influences the
travel times in a decreasing manner of approx. 18% for the medium load scenario. For
the high traffic volume, the effect on the corresponding bus-specific average travel times
is even more striking, as these are cut down to half. In this case, the required number
of phase changes most likely explains the underlying cause, as the original controller is
not as responsive and tuned to the current traffic as the MPC. The differences within the
various configurations themselves clearly show that the operator of the MPC (e.g., the
city administration) can deliberately affect and manipulate the results.

To summarize the remaining criteria, the MPC, regardless of the configuration used,
improves the results of the original control by increasing the average speeds, reducing
time losses and reducing stops (i.e., fewer halts lead to lower emissions and less fuel
consumption). The extent of the improvements varies and depends on the focus of the
particular setup, i.e., the traffic itself, the configuration aswell as the considered criterion.

Because the maximum and average data alone cannot display the distribution of the
measurements and both properties are prone to outliers or at least react strongly to them,
the following Fig. 13 is attached.

The boxplots of Fig. 13 confirm the impressions created by the data in the table
considered so far. Not only the extreme and average values of the travel times, waiting
times, average speeds and stops show the great impact of theMPC, but also the statistical
distribution of all data points are in favor of the presented approach. The median tends
to be ‘better’ for each of the criteria, e.g., for the average speeds it is 0.7 km/h higher
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Fig. 13. Boxplots for the ‘medium’ traffic load scenario controlled with both, the original control
and the MPC with Config 1.

compared to the original control. The difference for the third quartile is even bigger with
a gap of 1.5 km/h.

Generally, the simulations and their results are very promising. Obviously, the pos-
itive effects of the MPC can be manipulated within certain limits by modifying the
configurations and therefore offer decision makers individual levers. Since there are
configurations that are superior to the current original control in all criteria, the approach
can be judged as very positive based on this (small) evaluation.

5 Conclusion and Future Work

The presented MPC-based traffic control approach provides a customizable solution for
the fast and flexible control of real traffic systems through their TLS. Special attention
has been paid to an efficient and transferable implementation with respect to the basic
structure as well as the prediction model of the MPC. In the approach, the required
guidelines are met in all necessary components.

The topic of isolated and networked intersections was already briefly addressed
in the introduction. As seen in the remarkable results of the real-world example in
Sect. 4.2, the concept is applicable for isolated intersections, but not limited to them.
The traffic estimator can cover areas with several TLS and via the inflows, among other
things, the individual TLS-controlled intersections are linked and influence each other.
Obviously, the influence is stronger depending on the road network (spatial proximity and
turning options), so that, for example, the alignment of traffic light signals of neighboring
intersections can also be integrated into the objectives of the MPC. However, as far as
the actual calculation is concerned, individual optimization should be provided for each
TLS to keep the already mentioned computational effort as low as possible. In order
to scale the overall approach also for large urban areas, a clustering within the traffic
estimation has to be applied creating several subareas. The boundaries can be defined,
for example, by TOPO-Boxes or other sensors. The traffic of the respective clusters can
then be improved with the presented control method.
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The next steps are further testing of the control approach in combination with the
traffic estimation (optimization of all configurable parameters through parameter studies
and sensitivity analyses, development of wider test ranges etc.) and the field implementa-
tion. In this process, the real interfaces between the various system components of Fig. 1
have to be established and occurring network interfaces and communications must be
implemented. The inevitable delays have to be considered in the approach, analogously
to [29]. The test environments for the deployment of the TLS scheme are currently
evolving according to Fig. 14 from idealistic to realistic.

Fig. 14. MPC integrated in an idealistic (left) and realistic control loop (right).

The integration of the traffic estimation simulation (TES) and communications delays
τsc and τca (see [30]) will improve the development of the presented TLS control
approach (dashed rectangle).

All this research is expected to result in various applicable configurations of theMPC
to meet different needs and requirements, such as varying traffic conditions or political
decisions (e.g., to prioritize certain road users) and different strategies to handle the
network effects, which is becoming apparent during the first analyses.

With these measures in place, the approach should then be able to be tested in real
field trials and eventually used for permanent operation.

Another goal is to utilize this control approach in context of a traffic control system for
mixed autonomy traffic currently under development which offers additional potential
for optimization.
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Abstract. We investigate a complex Intersection Management Problem (IMP)
for automated vehicles and introduce a method for the automated coordination of
vehicles with the aim to minimize total clearance time for the intersection. The
method is capable of handling multiple vehicles (per lane or distributed over sev-
eral lanes), multiple lanes, variable arrival times and velocities, and multiple turn
options in non-symmetric intersection scenarios. In order to optimally coordinate
the vehicles we employ a bi-level optimization formulation coupling a schedul-
ing problem at the upper level with an optimal control problem at the lower level.
The latter takes into account the dynamics of the vehicles and the former aims
to find an optimal sequence of arrivals at the intersection. Collision avoidance on
the complete driving paths, i.e., at, before and after the intersection, is ensured by
the problem formulation. In order to solve the resulting mixed-integer nonlinear
bi-level optimization problem we develop suitable piecewise linearization tech-
niques for the value function of the optimal control problems which eventually
yields a large-scale mixed-integer linear problem. Numerical examples show the
efficiency of the proposed approach.

Keywords: Connected and automated vehicles · Cooperative driving ·
Intersection management · Piecewise linearization · Mixed integer nonlinear
programming

1 Introduction

The emerging development of automated and autonomous vehicles introduces many
challenges in view of perception, path planning, and control. The coordination of inter-
acting automated vehicles is among such challenges with high demands regarding col-
lision avoidance. Especially, intersection scenarios are well-suited to develop and to
demonstrate useful coordination control methods, since they frequently occur in every-
day urban traffic, and many vehicles typically interact in a comparatively small area.
Such intersection scenarios have gained a lot of attention in recent years, see the surveys
[14,18,20] for an overview. The coordination problem can be addressed in a central-
ized or distributed fashion. Distributed control approaches can be found in [1,2,16]. A
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priority-based model-predictive control approach is described in [15], while [2,5] use
generalized Nash equilibrium problems for coordination.

In this paper we adopt the centralized viewpoint and assume that there is a central
instance which determines the driving schedule and communicates it to the vehicles.
Note that vehicle-to-X communication is required in either case, be it centralized or
distributed. From a centralized viewpoint traffic efficiency is desirable, that is, the vehi-
cles should be coordinated such that the total time, which is necessary to clear the inter-
section, is minimized. Nevertheless, other objectives, e.g. energy efficiency or driving
comfort, may be considered as well. Of course, collision avoidance is an indispens-
able requirement throughout. We propose a bi-level optimization problem to coordinate
the vehicles. The so-called upper-level problem is a mixed-integer scheduling problem,
which aims to find optimal arrival times at the intersection for the vehicles. The upper
level-problem depends on the actual trajectories of the vehicles and their velocity pro-
files. The latter are determined by optimal control problems at the lower-level. Both
optimization levels are coupled and we obtain a mixed-integer nonlinear bi-level opti-
mization problem. A related problem was investigated in [11–13], where an SQP-type
method was used for its solution. In contrast, we propose a method based on piecewise
linearization, compare [19], which results in an MILP formulation. It turns out that
the MILP can be solved quickly and robustly even for complex scenarios. Scheduling
problems with simplifying assumptions are also considered in [7,17].

The method developed in this paper builds upon the basic intersection management
model derived in [9] and extends it in several directions. An algorithmic improvement is
achieved by adding an adaptive linearization method in Sect. 4, which enhances the pre-
vious non-adaptive strategy. The adaptive method allows to control the approximation
error in the piecewise linearization more effectively. Moreover, the model was improved
such that multiple cars per lane can be handled. To this end, additional constraints
for collision avoidance became necessary, compare (8)-(10), while the original model
contained merely constraints (7). Furthermore, rear-end collision avoidance constraints
before the intersection were introduced in (11) and rear-end collision constraints after
the intersection are given by (8) and (10). As a result of these modifications even more
realistic, and thus more complex scenarios can be handled. The piecewise linearization
approach allows to approximate the bi-level MINLP as a single-stage MILP, which can
be solved to global optimality in a very reasonable time. Herein, the approximation error
introduced by the piecewise linearization can be controlled using the adaptive scheme.
We consider this property a great advantage. The proposed approach outperforms as a
simple first-come first-serve heuristic (FCFS) by more than 60%. A similar result was
obtained in [11], where no turns or rear-end collision avoidance constraints outside the
intersection are considered.

The paper is organized as follows. Underlying assumptions and modeling concepts
are presented in Sect. 2. The intersection management problem is formulated as a bi-
level optimization problem with an optimal control problem at the lower-level and a
scheduling problem at the upper-level in Sect. 3. Section 4 is devoted to the adaptive
piecewise linearization technique, which is the key to an efficient solution of the inter-
section management problem. Numerical simulations for complex intersection scenar-
ios are presented in Sect. 5. Finally, Sect. 6 contains conclusions and an outlook with
potential extensions.
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2 General Considerations and Assumptions

In this section we define the scope of our considerations by introducing main definitions
and assumptions on vehicle states and intersection geometry. Most of the following
considerations were essentially discussed in [9], and in the underlying work we try to
keep the corresponding descriptions as short as possible. The most significant difference
lies in [9, Assumption 1], namely in its absence in this paper. Here, in comparison to [9]
a general case with an unlimited number of vehicles per lane is considered. Moreover,
in this work we consider three (instead of two) phases of vehicle motion.

2.1 Vehicles

Throughout this paper we denote by N the total number of vehicles and the corre-
sponding index set by V = {1, . . . , N}, where two consecutive vehicles in the same
lane possess consecutive indices. We assume that the states of each vehicle result from
some optimal control problem and are known without any uncertainties.

Assumption 1. The states of each vehicle are known without any uncertainties.

Moreover, we assume that we deal only with feasible initial conditions. This is
straightforward and essentially means that those initial conditions which eventually lead
to an accident are excluded. Note that in the context of CAVs this assumption is either
fulfilled or some vehicles have to execute a fail-safe maneuver.

Assumption 2. Only feasible initial conditions are considered.

2.2 Intersection Geometry

Lanes: The lanes that enter/exit an intersection are called entering/exit lanes. It is not
allowed to overtake within the same lane, and no lane change is allowed within the
portion of the intersection considered in the problem. This assumption is a very common
in the literature, see e.g. [18].

Assumption 3. No overtake or lane change maneuvers are allowed.

Paths: There exists some predefined path with explicitly known geometry which con-
nects each entering lane with each exit lane. The number of all paths is denoted by M
and the corresponding index set by P = {1, . . . , M}. The corresponding vehicle-to-
path mapping reads as

P : V → P,

where for every i ∈ V there exists exactly one k ∈ P such that P (i) = k. We assume
that every car follows exactly one path which depends on the car’s route.

Assumption 4. Each vehicle follows exactly one predefined path.

Conflict Zone: Obviously, a vehicle can not be represented by just a single point on
the corresponding path, its planar dimensions also have to be taken into account. We
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assume that the footprint of each vehicle is represented by a rectangle whose geometri-
cal center coincides with its position. A conflict zone (CZ) is the area of an intersection
that contains all the overlapping points of all paths enhanced by vehicle footprints. For
simplicity it is usually assumed that a CZ is given by some polygon, see Fig. 1 where a
canonical intersection which a square CZ is depicted.

CZ

Fig. 1. Example of an intersection geometry. The figure shows a classical road intersection. It
consists of 4 entering lanes, 4 exit lanes, and 3 possible paths for each arriving car (M = 12
paths in total). The conflict zone (CZ) is the ark area in the center.

Once a conflict zone is defined, the longitudinal motion of each vehicle can be
broken down into three phases: the approaching phase, the intersection phase and the
departure phase. The approaching phase deals with the vehicle motion from the initial
position to the point where the conflict zone begins. The main issue in this phase is
rear-end collision avoidance of consecutive vehicles in the same entering lane. We solve
this issue by introducing constraints (11). The intersection phase starts where the first
phase finishes and ends when a vehicle leaves the conflict zone. In this phase we have
different types of possible collisions. Constraints (7)–(10) handle all those conflicts.
And, the departure phase begins when the intersection phase ends. The issue related to
this phase is rear-end collision avoidance of the vehicles which possess the same exit
lane. The remedy for this issue lies in the introduction of some headway time between
a pair consecutive vehicles sharing the same exit lane. This appears in constraints (8)
and (10). The velocity of each vehicle is assumed to be constant during the intersection
phase. This assumption is also widely used in the literature, see e.g. [18].

Assumption 5. The velocity of each vehicle during the intersection phase is constant.

Conflict Matrix: A so-called conflict matrix captures all possible combinations of pair-
wise intersecting paths. If there is no conflict between a pair of paths the corresponding
entry of the matrix is equal to zero. For all conflicting pairs k, l ∈ P we distinguish
among four cases depending on the entering and exit lanes of each path. Each of these
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cases corresponds to some integer entry of the matrix. Consequently, the entry of the
conflict matrix corresponding to paths k, l ∈ P is given by

ckl =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, no conflict,
1, different entering lanes, different exit lanes,
2, different entering lanes, same exit lane,
3, same entering lane, different exit lanes,
4, same entering lane, same exit lane.

We use this matrix for the formulation of collision avoidance constraints (7)–(11). An
example of the 10-lane intersection (see Fig. 5) is given in Appendix A.

All the quantities and variables from this paper are collected in Table 1, see
Appendix A.

3 Bi-level Problem Formulation

This section is devoted to the formulation of a bi-level optimization problem which
we use as a model to solve the intersection management problem. For each vehicle in
our consideration the lower-level problem is represented by OCP (4). The objective of
such problem is to maximize the velocity of the vehicle at the end of the correspond-
ing approaching phase. Due to its simplicity the OCP (4) can be solved analytically by
treating the final times as parameters. As a result we get final velocities (5) as functions
of the corresponding final times. The upper-level problem is another optimization prob-
lem whose objective is to obtain optimal intersection crossing sequence (with the cor-
responding intersection entering times) in terms of minimal total time elapsed. For this
reason, the series of scheduling and collision avoidance constraints (7)–(11) is defined
where final velocities (5) and their reciprocals (6) play an essential role. This results in
a mixed-integer nonlinear problem (P).

3.1 Lower-Level Problem: Vehicle Motion

As stated above, the vehicle model we use is the double integrator. This choice is moti-
vated by the fact that for such a model we can find an analytic solution. The states
of each vehicle are given by its curvilinear coordinates along a predefined path si(t),
i ∈ V , and its derivatives (longitudinal velocities) vi(t), i ∈ V . The controls are longi-
tudinal accelerations/decelerations denoted by ai(t), i ∈ V . We assume that the coor-
dinates si(t) vanish at the end of the corresponding approaching phase, the velocities
vi(t) are non-negative and bounded from above, and the controls ai(t) are bounded
from below and above by some box constraints by am,i and aM,i, i ∈ V , respectively.
The resulting model for each i ∈ V reads as

v̇i(t) = ai(t),
ṡi(t) = vi(t)

(1)

with

am,i ≤ ai(t) ≤ aM,i,

0 ≤ vi(t) ≤ vM,i,
(2)
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where vM,i denotes the legal speed limit. The corresponding initial conditions read as

si(t0) = −s0,i,

vi(t0) = v0,i,
(3)

where s0,i is the distance to the CZ staring at time, and v0,i is the corresponding initial
velocity. Note that we have a minus sign in front of the terms s0,i, i ∈ V , since those
have positive values.

For the formulation of an optimal control problem we argue as follows. Taking
into account Assumption 5 and the fact that the global objective of the intersection
management problem is to minimize the total time it takes for all vehicles to clear a
given intersection, we want each vehicle to enter an intersection with the maximum
possible velocity. Hence, the underlying OCP for each i ∈ V reads as

max
ai(t)

vi(ti) (4a)

s.t. (1), (2), (3), (4b)

si(ti) = 0, vi(ti) ≤ vP (i), t ∈ Iti
t0 , (4c)

where Iti
t0 denotes the time interval from the starting time t0 to the time ti at which the

geometrical center of the i-th car enters an intersection, and is treated as a parameter.
The upper bound on the final velocity vP (i) depends on the maximum curvature of the
corresponding path P (i) ∈ P . The OCPs from above can be solved analytically, hence
we obtain final velocities as continuous functions of final times

vi(ti), ti ∈ I
ti,max

ti,min
, i ∈ V. (5)

where ti,min denotes the minimal time when the i-th car can enter the intersection,
and ti,max denotes some reasonable time after which we are sure that the i-th car will
not enter the intersection. In Sect. 3.2, when we state constraints for the upper level
problem, we require reciprocal of these functions, which are given by

Ti(ti) := 1/vi(ti), ti ∈ I
ti,max

ti,min
, i ∈ V. (6)

Obviously, the lower limits ti,min, i ∈ V , can be determined as a minimal time problem,
i.e. by substituting (4a) with

min
ai(t)

ti

in problem (4). The upper limits ti,max, i ∈ V , on the other hand, do not have to be
determined precisely, because starting from some ti,� ∈ I

ti,max

ti,min
, i ∈ V , which in turn

can be found analytically, the corresponding velocities will be constant due to velocity
saturation.

As in [9], in the underlying work we also restrict ourselves to the final velocity
optimization subject to the double integrator for each vehicle. However, techniques
presented in this papers can be also applied to any parametric functions of ti, and if
no analytic solution can be found, one can use instead some interpolation of the corre-
sponding numerical solution.
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3.2 Upper-Level Problem: Intersection Management

In this part of the underlying work we formulate the intersection management problem
subject to individual vehicle motions from the previous section. In the sequel we define
a series of different constraints which ensure not only collision avoidance in the CZ,
but also in the approaching and departure phases, and conclude this section with the
complete problem formulation.

By means of scheduling constraints, which we discuss first, one can determine an
optimal sequence of entering the CZ provided that no collisions occur between any pair
of vehicle whose corresponding footprints can possibly overlap. Such overlaps together
with some safety margin form a so-called overlapping zone. Possible overlapping zones
are discussed in the sequel of this section. The first set of scheduling constraints, which
apply for those pairs of cars which possess different entering lanes and different exit
lanes, reads as

ti + La
ijTi(ti) − tj − Lb

jiTj(tj) ≤ Clarge(1 − wij), (7a)

tj + La
jiTj(tj) − ti − Lb

ijTi(ti) ≤ Clargewij ,

wij ∈ {0, 1} ,

∀i, j ∈ V with cP (i)P (j) = 1, (7b)

where Clarge denotes some large positive constant, at least as large as the time at which
the last vehicle clears the intersection. Since this quantity is never known in advance,
one can choose instead just some very large constant. So, in case of cP (i),P (j) = 1 for
some i, j ∈ V we want to know which of the corresponding vehicles should go first. For
this reason, we introduce the binary variable wij which actually indicates the priority,
i.e. if wij = 1, the i-th vehicle goes before the j-th one and vice versa for wij = 0. That
is why constraints (7) are usually called ”either-or” constraints [19]. Indeed, assume that
wij = 1. In this case (7a) reads as

ti + La
ijTi(ti) ≤ tj + Lb

jiTj(tj),

where La
ij denotes the length of the path P (i) which i-th vehicle has to travel in a CZ in

order to leave the overlapping zone with the path of j-th vehicle. The term Lb
ji, in turn,

denotes the length of the path P (j) which the j-th vehicle has to travel in a CZ before
entering the overlapping zone with the path of i-th vehicle. For a better understanding
of the quantities see Fig. 2. Taking into account (6), the inequality from above states
exactly what we wanted: the i-th car has to leave the overlapping zone before the j-th
car enters it. Inequality (7b) becomes inactive due to the choice of Clarge. An analogous
argument holds for wij = 0.

There are different ways how to define an overlapping zone. Two limiting cases
are worth to discuss, namely when an overlapping zone is defined in a way such that
vehicle footprints do not overlap, but there is no additional safety margin (vehicles
can touch each other at one single point), and when a safety margin is the whole CZ.
Obviously, the first case is not appropriate in any real-world situation, hence in a real-
world scenario we need to preserve some safety margin for each pair of conflicting
paths. In the second case constraints (7) can be simplified to
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ti + LP (i)Ti(ti) − tj ≤ Clarge(1 − wij),
tj + LP (j)Tj(tj) − ti ≤ Clargewij ,

wij ∈ {0, 1} ,

∀i, j ∈ V with cP (i)P (j) = 1,

where LP (i) and LP (j) denote the lengths of the P (i)’s and P (j)’s paths, respectively,
see Fig. 2.

Fig. 2.CZ representation with the quantitiesLa
ij (left picture) andLb

ij (right picture), respectively.

The other set of scheduling constraints applies for those pairs of vehicles which
possess different entering lanes and the same exit lane. These constraints differ from
the first ones by the fact that we have to avoid rear-end collisions in the departure phase.
This issue can be solved e.g. with a help of some headway time which is defined as the
time it takes for the leading vehicle to reach the maximum velocity in the exit lane. Only
after that the following vehicle is allowed to exit the intersection. The corresponding
scheduling conditions read as

ti + LP (i)Ti(ti) + Theadway
i (ti) − tj − Lb

jiTj(tj) ≤ Clarge(1 − wij), (8a)

tj + LP (j)Tj(tj) + Theadway
j (tj) − ti − Lb

ijTi(ti) ≤ Clargewij ,

wij ∈ {0, 1} ,

∀i, j ∈ V with cP (i)P (j) = 2, (8b)

where

Theadway
i (ti) :=

vexit − vi(ti)
aM,i

, ti ∈ I
ti,max

ti,min
, i ∈ V,

and vexit denotes the maximum velocity in the exit lane. We assume that vexit is the
same for each exit lane. Moreover, without loss of generality, we assume that vexit ≥
vP (i), i ∈ V .

So far, we successfully defined constraints which ensure both collision avoidance
within the intersection (and after in case of same exit lanes) and optimal entering
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sequence. However, this is not sufficient, and we need to take care of those vehicles
which approach the intersection from the same lane. Note that this is not a scheduling
case due to Assumption 3. The constraints corresponding to the case with the same
entering lane and different exit lanes read as

ti + La
ii+1Ti(ti) − ti+1 ≤ 0,

∀i ∈ V with cP (i)P (i+1) = 3, (9)

and the case when a pair of consecutive cars possesses the same entering lane and the
same exit lane is covered by

ti + La
ii+1Ti(ti) − ti+1 ≤ 0, (10a)

ti + LP (i) (Ti(ti) − Ti+1(ti+1)) + Theadway
i (ti) − ti+1 ≤ 0,

∀i ∈ V with cP (i)P (i+1) = 4. (10b)

Constraints (9) and (10a) have the same meaning as constraints (7). One can actu-
ally derive them from e.g. (7a) by taking into account that no scheduling variables
are required in this case, and by setting Lb

ji = 0. The latter can be explained by the
fact that the corresponding overlapping zones are always located at the very beginning
of the CZ. However, this is also not sufficient if a pair of consecutive vehicles share
the same exit lane, and in this case we additionally exploit the same argument as for
(8). We obtain inequality (10) from e.g. (8a) (without scheduling variables) by setting
Lb

ji = Lp(i), since all overlapping zones in this case coincide with the whole CZ.
The last, but arguably, the hardest issue in the intersection management problem

is rear-end collision avoidance during the approaching phase. Due to the formulation
of the underlying OCPs one can show that each vehicle’s motion is subject to a bang-
bang control. Moreover, it always has the following structure: decelerate (if needed)
- accelerate - constant velocity vP (i), i ∈ V (if reached), and the corresponding con-
trol switching point form deceleration to acceleration can be explicitly determined as a
function of final the time ti. This function reads as

T switch
i (ti) :=

v0,i − vi(ti) − am,it0 + aM,iti
aM,i − am,i

, ti ∈ I
ti,max

ti,min
, i ∈ V.

The corresponding rear-end collision constraints are motivated by natural driving
behavior, namely the following vehicle starts to accelerate only after the leading vehicle
has started its acceleration. The constraints are given by

T switch
i (ti) − T switch

i+1 (ti+1) ≤ 0,
∀i ∈ V with cP (i)P (i+1) = 4.

(11)

Now, we are at a position to formulate the upper level optimization problem. As
already stated before, the goal of the intersection management problem is to minimize
the total time it takes for all vehicles in our consideration to clear an intersection. Note
that we do not know in advance which vehicle is going to be the last one. Therefore, the
objective function can be chosen as a total sum of individual maneuver durations. The
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underlying optimization problem results in the mixed integer nonlinear problem given
by

min
ti,wij

N∑

i=1

[
ti + LP (i)Ti(ti)

]
,

s.t. (7) − (11).

(P)

There are two options of how to approach problem (P) numerically. One can either solve
the problem with a non-linear solver, e.g. based on some SQP-type algorithm [6], or first
transform the problem into a linear one and then solve it with some linear solver. In in
this paper we choose the second option, due to two following reasons. First, nonlinear
solvers are not robust, and since we deal with a safety critical problem, we want to have
a control over the error of the corresponding numerical solution. Second, as we will see
in the sequel, modern linear solvers, e.g. GUROBI MILP-solver [10] which we exploit
for our simulations, are fast enough to handle problems resulting from a linearization
of (P).

4 Piecewise Linearization

In this section we present two linearization techniques – adaptive and non-adaptive –
we use to solve problem (P). The non-adaptive one can be found e.g. in [19]. The idea
behind such an approach is to use convex combinations of nonlinear function values at
discretization points, and to let the solver choose the optimal subintervals where the cor-
responding variables attain their optimal values by introducing some auxiliary (includ-
ing binary) variables. This approach, however, has one potential drawback. Namely, one
has to use sufficiently fine time discretizations in order to guarantee small error between
nonlinear functions and their linearized values, which requires two additional variables
(continuous and binary) per discretization point in the problem formulation. Instead,
one can start with some coarse discretizations of each interval I

ti,max

ti,min
, i ∈ V , and

then adaptively refine optimal subintervals until some predefined discretization error
tolerance ε is fulfilled. For this sake, we can slightly modify the adaptive linearization
technique from [4], see also [3], by exploiting the structure of the underlying problem
in order to get better numerical results. Since the non-adaptive technique was already
successfully introduced in [9], and it can be easily derived from the more complex
(adaptive) algorithm, we devote this section mostly to the introduction of the adaptive
technique.

Before we present the iterative algorithm, let us first present problem’s (P) linear
relaxation. For this reason, we introduce discretizations (not necessarily equidistant) of
the time intervals I

ti,max

ti,min
, i ∈ V which are given by

Ti := {ti,1, ti,2, . . . , ti,Ki
},

with ti,1 = ti,min and ti,Ki
= ti,min, where Ki denotes the number of discretization

points. Moreover, we need to introduce the maximum linearization error in terms of the
maximum under- and overestimator of a function. Let f(t) be some nonlinear function
over the interval Itb

ta
and φ(t) its linear approximation with f(ta) = φ(ta) and f(tb) =

φ(tb), then we call
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eu(f, Itb
ta
) := max

t∈I
tb
ta

f(t) − φ(t)

the maximum underestimator error and

eo(f, Itb
ta
) := max

t∈I
tb
ta

φ(t) − f(t)

the maximum overestimator error. For a detailed discussion on the under- and overesti-
mators see [8, Section 4].

In the next steps we present all necessary auxiliary variables and constraints
required for the problem discretization. For each i ∈ V we introduce the binary vari-
ables zi,k, k ∈ {1, . . . , Ki − 1} (pointers), and the real variables λi,k, k ∈ {1, . . . , Ki}
(lambdas). The role of the pointers is to indicate the optimal subinterval (where the
variable ti attains its optimal value). Therefore, only one pointer can have a non-zero
value. This results in the following constraints

Ki−1∑

k=1

zi,k = 1,

zi,k ∈ {0, 1} ,

k ∈ {1, . . . , Ki − 1}.

(12)

In turn, the role of the lambdas is nothing else but to build a convex combination over
the subinterval which the non-zero pointer is pointing at. Therefore, the lambdas shall
also sum up to one

Ki∑

k=1

λi,k = 1,

k ∈ {1, . . . , Ki}.

(13)

Moreover, in order to build a convex combination over the optimal subinterval, only two
consecutive lambdas can be unequal to zero. This can be guaranteed by the following
relation

λi,1 ≤ zi,1,

λi,k ≤ zi,k−1 + zi,k, k ∈ {2, . . . , Ki − 1},

λi,Ki
≤ zi,Ki−1.

(14)

To construct a piecewise linear relaxation of (P), one has to make sure that all feasible
points of (P) are also feasible for its corresponding relaxation. This can be provided by
building the so-called envelopes around piecewise linear functions, i.e. by relaxing them
with corresponding maximum under- and overestimators. Since nonlinear functions in
our consideration are (5) and (6), for each i ∈ V the corresponding linearizations read
as

ti =
Ki∑

k=1

λi,k ti,k, (15a)
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Ti,pw =
Ki∑

k=1

λi,k Ti(ti,k) + ei,T , (15b)

vi,pw =
Ki∑

k=1

λi,k vi(ti,k) + ei,v, (15c)

ei,T ≥ −
Ki−1∑

k=1

eo

(
Ti, I

ti,k+1
ti,k

)
zi,k, (15d)

ei,T ≤
Ki−1∑

k=1

eu

(
Ti, I

ti,k+1
ti,k

)
zi,k, (15e)

ei,v ≥ −
Ki−1∑

k=1

eo

(
vi, I

ti,k+1
ti,k

)
zi,k, (15f)

ei,v ≤
Ki−1∑

k=1

eu

(
vi, I

ti,k+1
ti,k

)
zi,k, (15g)

where (15a) is the time variable expressed as a linear combination of discretization
points, (15b) and (15c) are the linearizations of the nonlinearities vi(·) and Ti(·) (see
Fig. (3)) with the corresponding envelope terms, respectively, which in turn are bounded
by the respective maximum under- and overestimators (15d)–(15g) (Fig. 3).

Fig. 3. Example of piecewise linearization of the underlying nonlinear functions.
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Finally, the mixed integer linear relaxation of (P) reads as

min
ti,wij ,Ti,pw,vi,pw,ei,T ,ei,v

N∑

i=1

[
ti + LP (i)Ti,pw

]
,

s.t. (7) − (15)

(Π)

where continuous variables in constraints (7)–(11) have to be replaced by their discrete
counterparts. Problem (Π) can be slightly simplified, which actually results in signifi-
cantly faster runtimes of the corresponding implementation, see Sect. 5. This simplifi-
cation is given by the following proposition.

Proposition 1. In problem (Π) conditions (15d) and (15e) can be replaced by

ei,T = −
Ki−1∑

k=1

eo

(
Ti, I

ti,k+1
ti,k

)
zi,k, i ∈ V.

Proof. The statement of the proposition follows from the objective function. For each
i ∈ V consider the second summand in the objective function

LP (i)Ti,pw = LP (i)

(
Ki∑

k=1

λi,k Ti(ti,k) + ei,T

)

,

where we used condition (15b). Since LP (i) is some positive constant, it is obvious
that the minimum is attained when the variable ei,T is equal to the corresponding lower
bound. �

The adaptive algorithm works as follows. We start with some coarse discretizations
Ti of the corresponding time intervals I

ti,max

ti,min
, i ∈ V . Then, in each iteration step we

refine those subintervals where some predefined error bound ε is violated. Note that the
nonlinearities vi(·) and Ti(·), i ∈ V share the same argument, hence for each i ∈ V we
have to consider the maximum of the respective errors. The refined time discretizations
are then used in the next iteration step. This procedure is repeated until the error bound
is satisfied for all i ∈ V . A more detailed description is given in Algorithm 1. According
to [4, Corollary 3.7], Algorithm 1 terminates after a finite number of steps, if (P) is
feasible and all nonlinear functions are at least continuous.

Remark 1. Note that the result in [4, Corollary 3.7] is proven for a midpoint refine-
ment technique. However, by arguing in the same way as in [4, Section 3.1], one can
easily show that this result also holds for the refinement strategy with m equidistant
discretization points, if all nonlinear functions are one-dimensional.

In contrast, the non-adaptive approach works as follows. Essentially, one has to
choose discretizations T , i ∈ V such that the error bound ε is preserved for all
ti ∈ I

ti,max

ti,min
, i ∈ V , and solve problem (Π) without the envelope terms. Note that

the corresponding feasible set is not a superset of the feasible set of (P), which is not a
big problem in practical applications, if ε is sufficiently small.

For both the non-adaptive approach and each iteration in the adaptive one problem
(Π) is solved with the GUROBI MILP-solver [10] whose core is a linear-programming
based branch-and-bound algorithm. The next section is devoted to numerical simula-
tions.
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Algorithm 1. Global optimization by adaptively refined MIP relaxations.
Require: An MINLP (P), initial tolerance ε0, the maximal linearization error ε and the number

of new discretization points m.
Ensure: If (P) is feasible, the algorithm returns an optimal solution t̄i, i ∈ V of an MIP relax-

ation (Π) of (P) with |vi(t̄i) − vi,pw| ≤ ε and |Ti(t̄i) − Ti,pw| ≤ ε, i ∈ V and the
corresponding objective value is minimal for any admissible point of (P).

1: Define initial discretizations Ti, i ∈ V such that the corresponding nonlinearities satisfy the
initial tolerance.

2: Set n ← 0
3: repeat
4: Construct an MIP relaxation Πn of (P) from T n

i , i ∈ V .
5: Solve Πn

6: if Πn is feasible then
7: Set tn

i , i ∈ V ← optimal solution of Πn

8: Set T n
i,pw, vn

i,pw, i ∈ V ← linear approximation values of the corresponding nonlin-
ear functions

9: else
10: return infeasible
11: end if
12: Set stop ← true
13: for all i ∈ V do
14: Set errn

T ← |Ti(t
n
i ) − Ti,pw|

15: Set errn
v ← |vi(t

n
i ) − vi,pw|

16: Set errn ← max{errn
T , errn

v }
17: if errn > ε then
18: Set k ← the index of the corresponding nonzero pointer zn

i,k from the solution of
Πn

19: Set Δ ← ti,k+1−ti,k

m+1

20: Set Tnew ← {ti,k + Δ, ti,k + 2Δ, . . . , ti,k + mΔ}
21: Set T n+1

i ← T n
i ∪ Tnew

22: Set stop ← false
23: else
24: Set T n+1

i ← T n
i

25: end if
26: end for
27: Set n ← n + 1
28: until stop
29: return tn−1

i , i ∈ V

5 Numerical Simulations

We performed numerical simulations for two different intersection geometries: 16-lane
intersection and 10-lane irregular intersection as depicted in Fig. 4 and 5, respectively.
For both intersection geometries we place 3 identical vehicles with am,i = −5 m/s2,
aM,i = 3 m/s2, i ∈ V in each entering lane. This results in 24 and 12 cars in the 16-
and 10-lane intersections, respectively. The minimum distance from the CZ is chosen to
be 30m for the 16-lane intersection and 20m for the 10-lane intersection. The distance
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between two consecutive vehicles in the same lane is always 20m in both cases. This is
a reasonable safety distance for the initial velocities which are randomly generated with
normal distribution N (10, 1). For simplicity reasons we assumed that Theadway has a
constant value of 3 s. For the adaptive approach for all non-linear functions we choose
initial linearizations with 4 grid points and the number of refinements in each iteration
is m = 5. All simulations are performed on an Intel quad-core i7 2, 9 GHz processor.

2 4

9 10 12

3
5

8
7
6

14
15
16

13

1

11

si,0

Fig. 4. Intersection geometry with 16 lanes.

Algorithm Performance for the 16-Lane Intersection: In the non-adaptive case a solu-
tion is found in 0.63 s, whereas maximum number of grid points for one of the under-
lying nonlinearities is 84. In the adaptive case a solution is found in 0.61 s.

Algorithm Performance for the 10-Lane Irregular Intersection: In the non-adaptive
case a solution is found in 0.24 s. Maximum number of grid points for one of the non-
linearities is 82. In the adaptive case a solution is found in 0.21 s after 3 iterations.

It is worth mentioning that simulation for the adaptive approach are performed with
help of Proposition 1 which increased performance of the algorithm by more than 40%.
Moreover, in comparison to the FCFS strategy our approach improves the objective
function value by 64%.
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Fig. 5. Irregular intersection geometry with 10 lanes.

6 Conclusions and Outlook

In this paper we proposed a bi-level optimization algorithm for an intersection man-
agement problem with turns and multiple vehicles in the same lane. On the lower-
level for each vehicle we considered an OCP subject to a double integrator. This OCP
provided us maximized intersection entering velocity as a nonlinear function of the
corresponding time. On upper-level, in order to solve the underlying IMP, we for-
mulated an MINLP where we exploited those nonliniarities and their reciprocals in
the collision avoidance constraints. We solved the MINLP using adaptive and non-
adaptive linearization techniques. The numerical experiments demonstrated that both
approaches are robust and are indeed applicable to IMPs, however in both cases the
adaptive one slightly outperformed its non-adaptive counterpart. Nevertheless, a more
detailed numerical investigation is required in order to state the the adaptive algorithm
is in general better. Moreover, the experiments showed that our model significantly out-
performs the FCFS heuristic. The research presented in the underlying work can by
possibly extended by: testing the limits of our model in terms of traffic density; consid-
ering vehicle dynamics with uncertainties; performing real-time experiments, i.e. when
new cars are randomly generated (without violating feasibility of the problem); per-
forming experiments on real CAVs.
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A Quantities, Variables, and Conflict Matrix

Conflict matrix for the 10-lane intersection problem:

C =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

4 3 3 0 2 0 0 0 0 0
3 4 3 0 1 2 0 0 0 0
3 3 4 0 1 1 2 0 0 0
0 0 0 4 3 3 0 2 1 0
2 1 1 3 4 3 0 0 1 1
0 2 1 3 3 4 0 0 1 1
0 0 2 0 0 0 4 3 1 1
0 0 0 2 0 0 3 4 0 0
0 0 0 1 1 1 1 0 4 0
0 0 0 0 1 1 1 0 0 4

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Table 1. Quantities and variables introduced in this paper.

Symbol Description Section

i, j ∈ V Vehicle and the corresponding index set 2.1

N Number of vehicles 2.1

k, l ∈ P Path indices and corresponding index set 2.2

M Number of paths 2.2

P (i) Path corresponding to vehicle i 2.2

ckl k, l entry of a conflict matrix 2.2

si(·) Position of vehicle i along its path 3.1

vi(·) Velocity of vehicle i 3.1

ai(·) Acceleration (control variable) of vehicle i 3.1

ti Arrival time of vehicle i 3.1

ti,min, ti,max Lower and upper bounds of ti 3.1

vi(·) Arrival velocity of vehicle i 3.1

vP (i) Maximum allowed velocity on path P (i) 3.1

I
tn
ta

Time interval [ta, tb] 3.1

Ti(·) Inverse of the arrival velocity of vehicle i 3.1

ti,� Velocity saturation starting time of vehicle i 3.1

Clarge Some very large constant 3.2

wij Binary decision variable (equals to 1 if vehicle i goes first) 3.2

Lb
ij Length to travel before overlapping zone of P (i) and P (j) 3.2

La
ij Length to travel to clear overlapping zone of P (i) and P (j) 3.2

Lk Length of path k in CZ 3.2

T
headway
i (·) Time to reach maximum velocity in exit lane for vehicle i 3.2

vexit Maximum allowed velocity in exit lanes 3.2

T switch
i (·) Switching time point from deceleration to acceleration 3.2

Ti Time interval discretization corresponding to vehicle i 4

Ki Number of discretization points of i-th interval 4

eu , eo Maximum under- and overestimators 4

zi,k Pointer variable corresponding to i-th interval 4

λi,k Lambda variable corresponding to i-th interval 4

Ti,pw , vi,pw Linear approximations of Ti(·) and vi(·) 4

ei,T , ei,v Envelope variables corresponding to Ti(·) and vi(·) 4

ε Linearization error bound 4
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Abstract. The behavior of traffic participants is full of uncertainties in the real
world. It depends on their intentions, the road layout, and the interaction between
them. Probabilistic intention and motion predictions are unavoidable to safely
navigate in complex scenarios. In this work, we propose a framework to compute
the motion prediction of the surrounding vehicles taking into account all possible
routes obtained from a given map. To that end, a Dynamic Bayesian Network is
used to model the problem and a particle filter is applied to infer the probability
of being on a specific route and the intention to change lanes. Our framework,
based on Markov chains, is generic and can handle various road layouts and any
number of vehicles. The framework is evaluated in two scenarios: a two-lane
highway and a three-lane merging highway. Finally, the influence of a set of lane-
changing methods is evaluated on the predictions of the vehicles present on the
scene.

Keywords: Interaction-aware · Motion prediction · Lane change models

1 Introduction

Autonomous vehicles show promise on bringing many benefits to society, such as low
accident rates, safety, fuel saving, better life quality, reduce stress, among others. In
order to assure the safety aspect, the algorithms implemented need to deal with a large
number of possible scenarios, with a varying degree of complexity, and be able to pre-
dict the movement of other vehicles present in the scene considering their mutual inter-
actions [1].

The behavior of traffic participants is full of uncertainties in the real world. In order
to improve the driving quality, autonomous vehicles should evaluate threats, taking seri-
ously the ones with high probability to happen and not overreacting to the ones with low
probability. Probabilistic intention and motion prediction are crucial to accomplish safe
and high-quality decision-making and motion planning for autonomous vehicles [2].

This work has been partially funded by the Spanish Ministry of Science and Innovation, the
Community of Madrid through SEGVAUTO 4.0-CM (S2018-EMT-4362) Programme, and by
the European Commission and ECSEL Joint Undertaking through the Project NEWCONTROL
(826653).

c© Springer Nature Switzerland AG 2022
C. Klein et al. (Eds.): SMARTGREENS 2021/ VEHITS 2021, CCIS 1612, pp. 274–296, 2022.
https://doi.org/10.1007/978-3-031-17098-0_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17098-0_14&domain=pdf
http://orcid.org/0000-0001-5732-3263
http://orcid.org/0000-0003-2161-9876
http://orcid.org/0000-0002-3132-5348
http://orcid.org/0000-0002-3963-7952
https://doi.org/10.1007/978-3-031-17098-0_14


Interaction-Aware Motion Prediction at Highways 275

In this paper, an approach to compute the motion prediction of the surrounding vehi-
cles in all their possible routes in a short-term horizon is proposed. Since the focus is
on the lateral interaction, three models for the lateral intention are compared. In com-
parison with a previous work for motion prediction in highways of the same authors
sketched in [1], this publication presents modifications in the methods for motion pre-
diction and is evaluated using publicly available datasets.

This paper is divided as follows: Sect. 2 presents a short review of some works sim-
ilar to the one presented in this article. Section 3 describes the proposed approach with
the lateral models evaluated being presented in Sect. 4. Section 5 shows some experi-
mental results and Sect. 6 concludes.

2 Related Work

2.1 Interaction Awareness

Considering that the intention of the other drivers cannot be measured directly, it is
necessary to estimate it.

The authors in [3] present a framework for assessing traffic scenes with interaction
between traffic participants. The possible behavior patterns of the vehicles involved
are transformed into hypotheses and compute the joint probability of each hypothe-
sis by reconstructing the individual probability of each behavior. As a result, the fully
interaction-aware joint probability distribution is obtained over all the hypotheses. The
approach grows exponentially as the situation complexity and the number of vehicles
involved increase.

In [4], the authors implement a Dynamic Bayesian Network to reason about the
situations and the risks at intersections on a semantic level. The risk is assessed based
on the comparison of the intentions with what is expected from the drivers in a given
scenario. The expected vehicle’s motions are modeled based on the road network (stop
signs, give away lines), distance to the intersections and previous pose and velocity. The
intention to stop is computed based on the previous intention and current expectation.
With the intention and the maneuver, the future pose and velocity can be estimated.
An evolution of this approach considering also lateral expectations has been recently
presented [5].

Although these methods take into account the interdependence between vehicles
to find the most probable route combination or if the situation offers risk, they do not
include the motion prediction of the traffic participants, as all areas they can reach,
which is crucial when planning the ego vehicle trajectory.

2.2 Motion Prediction

The authors in [6] propose the use of set-based predictions with reachability analysis to
find all possible reachable sets based on a given map and the positions and velocities
of the traffic participants. Although this approach ensures safe planning for the ego
vehicle, given that all vehicles follow the traffic rules, it is too conservative and, given a
complex scenario with many vehicles, the ego vehicle might have to come to a full stop
since all paths are occupied.
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In another work, [7] abstracted the motion model into Markov chains using reacha-
bility analysis. It considers the vehicle’s dynamics, their mutual interactions (only based
on the road geometry and traffic rules) and also the limitation of driving maneuvers due
to road geometry, resulting in crash probabilities for the possible paths of the ego vehi-
cle.

In [8], the authors present an approach to compute the motion predictions of the
vehicles, without prior knowledge of the scene, considering separately the lateral and
longitudinal movement. The longitudinal over-approximation is based on intervals
obtained from real data. The lateral over-approximation is computed with the use of
acceptance distributions where it evaluates all considered lateral accelerations for one
specific driver influence, such a static or dynamic obstacle. The approach is compared
with occupancy predictions computed using SPOT [9] and the comparison showed that
the occupancy area size could be reduced up to 70% for a prediction horizon up to 1.3 s
without errors.

Although these methods can predict the motion of the surrounding vehicles, they
can have low accuracy in complex situations involving many vehicles, such as an inter-
section, due to their interdependent intentions and resulting actions.

2.3 Motion Prediction with Interaction Awareness

As already mentioned, in order to have a better estimation of the future positions of
the vehicles involved in the scene, the motion prediction and the interaction awareness
should be jointly considered.

The authors in [10] use a Dynamic Bayesian Network with a particle filter to eval-
uate the interaction between vehicles and estimate their route and maneuver intentions.
From these intentions, an action, represented by an acceleration and yaw rate values,
is obtained and the motion prediction is computed. This method considers only the
most probable action for the whole time horizon of the prediction, which, in complex
scenarios, may negatively influence the motion planning search space.

In [11], the authors expand their work from [6] to include the interaction between
drivers in their set-based predictions. They do it by comparing vehicles driving on the
same lane and removing the unreachable areas of the following vehicles. As a result,
the drivable area of the ego vehicle increases, since some previously occupied areas are
removed. This approach, however, considers neither intentions nor traffic rules in the
predictions.

3 Architecture

The framework here proposed belongs to the block Motion prediction from Fig. 1 and
can be mainly divided into 4 blocks: Find/Reuse corridors, Find interactions, Com-
pute intentions and Motion prediction, as shown in Fig. 2 where the flowchart and the
data entering and leaving each block is presented. The entrance data can be obtained
from simulations, exteroceptive sensors, V2X communication or from publicly avail-
able datasets. The output of the block goes to the maneuver planner of the ego vehicle.

Below, each of the building blocks appearing in Fig. 2 will be briefly described.
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Fig. 1. Architecture overview [12].

Fig. 2. Intention inference and motion prediction flowchart.

3.1 Map

The maps are loaded at the beginning of the simulation. They are formed by lanelets
[13], that are interconnected drivable road segments geometrically represented by a
right and left bound. The relation between each pair of lanelets is used to create an
adjacency graph.
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3.2 Find/Reuse Corridors

Given a map formed by lanelets [13], their relational and physical layers are used in
order to obtain all the navigable corridors for the vehicles in the scene. The length of
these corridors has, at minimum, the distance that the car can reach in a time interval
with its current speed, assuming a constant maximum acceleration.

First, the current lanelet(s) where the vehicle is located is obtained, comparing the
position and the orientation in the physical layer. Next, a graph search is performed for
surrounding lanelets starting from the vehicle lanelet(s) to create a lanelet-sequence for
each corridor.

In the next iterations, the corridors found can be either expanded or removed, if
necessary. The expansion occurs if its predicted occupancy probabilities fall in cells
that are farther then a percentage of the grid length (85% in our case). The removal
occurs if the current measured orientation of the vehicle has a difference bigger than a
threshold when compared with the center line of the corridor.

At each iteration, the lanelet in which the center of the vehicle is located is found.
Based on this information, each corridor is defined as being left, center, right or not
reachable with respect to the position of the vehicle. To reach the corridors at right/left,
a Bézier curve is created that concatenates the two road segments (the one in the current
lane with the one in the adjacent lane) with a length of max(4v, 10)m, being v the
current vehicle’s velocity and 4 is the considered duration of a lane change (in seconds).
These values were defined after analyzing the patterns of a lane change.

The detection of a lane change is based on the position of the vehicle and occurs in
one iteration: at instant t the vehicle is in lanelet x and at instant t + 1 the vehicle is in
lanelet y.

With the exception of the ego vehicle, for each corridor of the other vehicles, a
grid is created based on the shape of the road. For the ego vehicle, a route is assumed.
An example of the corridors of a vehicle is shown in the Fig. 3, where for one of the
corridors the grid is drawn.

Fig. 3. Example of corridors and grid.

3.3 Find Interactions

A search of surrounding vehicles is performed for all the vehicles in the scene, gener-
ating a table that contains their distances and velocities.

In order to restrict the motion probabilities in corridors that have another vehicle or
that can collide with the corridors of other vehicles, the collision point between these
corridors is obtained as can be seen in Fig. 4. They result from the intersection between
the corridors’ center lines, where the chosen point is the first one where the distance is
less than a given threshold.
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Fig. 4. Example of collision between corridors.

3.4 Compute Intentions

In order to compute the intention of the traffic participants, the Dynamic Bayesian Net-
work (DBN) proposed in [4] and used in [5] is applied. For each of the vehicles present
in the scene, with the exception of the ego vehicle, the network represented in Fig. 5 is
instantiated, where bold arrows represent the influences of the other vehicles on vehicle
n through some key variables (En

t , In
t , Φn

t , Zn
t ) described below.

Fig. 5. Bayesian network [1].

P (E0:T , I0:T ,Φ0:T ,Z0:T ) = P (E0, I0,Φ0,Z0)×
T∏

t=1

×
N∏

n=1

[P (En
t |It−1Φt−1) × P (In

t |Φn
t−1I

n
t−1E

n
t )×

P (Φn
t |Φn

t−1I
n
t−1I

n
t ) × P (Zn

t |Φn
t )]

(1)

– Expected maneuver En
t : represents the expected lateral behavior of the vehicle n

at instant t according to traffic rules. It models the probability that the vehicle can
make a lane change without hindering traffic. It can assume two values: stay and
change.

– Intended maneuver In
t : represents the intention of the vehicle and includes the route

the vehicle intends to follow.
– Physical vehicle state Φn

t : represents the pose and speed of the vehicle. They are
calculated at each instant based on the intentions.

– Measurements Zn
t : represents the real measurements of the physical state of the

vehicle, extracted directly from exteroceptive sensors of the ego-vehicle or via V2X
communications [14].
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Lateral Expectation. The decision to change lanes should be based on the desire to
quit the current lane, the selection of the target lane and the feasibility of the change.

Lane changes are usually classified as mandatory or discretionary, depending on the
drivers motivation. A Mandatory Lane Change (MLC) is performed when the driver is
trying to move his/her vehicle from its current lane into the target lane in anticipation
to a left or right exit or a lane closure immediately downstream. A Discretionary Lane
Change (DLC) is conducted to improve driving conditions when the driver desires a
faster speed, greater following distance, etc. in the target lane [15,16].

When implementing the aforementioned particle filter, for every vehicle in every
particle the vehicle’s followers and leaders in all possible lanes are determined. Then,
its distances bumper-to-bumper and the velocity differences are found. This information
is used to compute the expected lateral motion of the vehicles present at the scene, for
which three models were selected, implemented and compared (see Sect. 4 for more
details). Two of these models use only DLC and the third one uses a hybrid approach
between MLC and DLC.

Lateral Intention. The lateral intention is computed based on the previous intentions
(It−1) and the current expectation (Et). The intention will be considered equal to 1
(change lane) if a random value is smaller than the probability generated by Table 1.

Table 1. Lateral intention [1].

It−1 Et Probability

0 0 0.1

0 1 0.5

1 0 0.5

1 1 0.9

This step also defines the new corridor of each vehicle in each particle. If the inten-
tion is to change, one of the corridors in the target lane chosen in the previous step is
selected.

3.5 Motion Prediction

To compute the probabilistic predictions of the vehicles present at the scenarios, the
library CORA [17] has been used following the strategy proposed in [7]. The predic-
tions are computed by abstracting the system dynamics into Markov chains, where the
state space X and input space U are discretized into intervals. The state space consists
of longitudinal position s and velocity v, using intervals with size 0.5 m × 1 m/s, and
the input space represents the potential acceleration a ranging from −3m/s2 to 2m/s2

normalized into 5 intervals between −1 and 1.
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The vehicle’s longitudinal dynamics are expressed using the following differential
equation:

ṡ = v

v̇ =

{
amaxu, 0 < v < vmax ∪ u ≤ 0
0, v ≤ 0 ∪ v ≥ vmax

(2)

where amax and vmax are the maximum allowed acceleration and velocity, and u is the
input ranging from −1 to 1.

For the lateral dynamics, it is assumed that the vehicle can occupy the entire lane
with a deviation centered in the lateral position of the vehicle.

The transition probability matrices of the Markov chains for a time step Φ(τ), and
for a time interval Φ([0, τ ]), where τ is the time increment, are computed offline with
reachability analysis that aims to compute an over-approximation of the potential set
of states a system can reach from its initial states. For each state and input, the motion
model is applied for a time interval τ resulting in a set covering one or more cells from
the state space. The probability of reaching the cell j, starting from cell i under the
influence of input β is computed as follows:

Φβ
ji(τ) =

V (Rβ
i (τ) ∩ Xj)

V (Rβ
i (τ))

(3)

where the operator V returns the volume of the set and Rβ
i (τ) is the reachable set

starting from cell i applying input β. The transition probabilities between the input
states are represented by the input transition matrix Γ(tk). This matrix is composed
by two parts: a transition matrix Ψ , which models the intrinsic behavior of the vehicle
when there are no priorities for certain input values, and a priority vector λ, representing
the restrictions caused by the road layout and the interaction with other vehicles. This
vector also contains two acceleration distributions, initialInput and freeDriving:
the former representing the initial acceleration of the vehicle and the latter representing
the accelerations the vehicle might use in the case of no constrains (caused by the road
or other vehicles). A detailed explanation of these variables and how they are joined
into the priority vector can be found in [7]. Instead of using the same distributions for
every vehicle, the distributions are found for each vehicle following the Algorithm 1.
It takes into account the acceleration time series of a given vehicle and the previous
initial distribution to generate the distributions applied in the current time step. This
way, the future velocities of the vehicle can be better estimated when compared with
unique distributions applied to all vehicles.

The input transition matrix and the priority vector are joined as follows

Γβδ
i = norm(Γ̂βδ

i )

Γ̂βδ
i = λβ

i Ψβδ,∀i :
∑

β

λβ
i = 1, 0 ≤ λβ

i ≤ 1 (4)

to form the transition matrix where i is the index of the state space and β and δ are
indices of two possible input states. The reason this matrix is not joined into the transi-
tion matrix Φ(τ), is that the priority vector λ can change at each step.
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The probability distributions for future time steps p(tk+1) and time intervals
p(tk, tk+1) are computed as follows:

p(tk+1) = Γ(tk)Φ(τ)p(tk)
p(tk, tk+1) = Φ([0, τ ])p(tk)

(5)

For each corridor from each vehicle a Markov chain is instantiated and its pre-
dictions computed for a time interval. To take into account the size of the vehicle a
convolution operation is applied between a kernel with the size of the vehicle and the
predictions. These predictions are then multiplied with the sum of the weights of the
particles that contain the corridors. They are later joined into a single grid based on the
ego-vehicle position, whose size is based on the ego-vehicle’s velocity and the situation
context.

Algorithm 1. Acceleration distributions for a vehicle.

/* current acceleration, acceleration time series, previous
distribution */

Input : a, aTS, initialInputk−1

/* current acceleration distributions */

Output : initialInputk, freeDrivingk

/* acceleration’s intervals */
1 accInt = [−3, −2, −1, 0, 1, 2]
/* global free driving distribution applied for all vehicles

*/
2 globalFreeDriving = [0.01, 0.04, 0.25, 0.5, 0.2]
3 Δa = 0.3 // acceleration threshold
4 for i ← 1 to 5 do
5 initialInputk(i) ← (accInt(i) − Δa) ≤ a < (accInt(i + 1) + Δa)
6 if initialInputk(i) then
7 freeDrivingk(i) ← sum(accInt(i) − Δa ≤ aTS < accInt(i + 1) + Δa)
8 end
9 end

10 initialInputk = normalize(initialInputk)

11 initialInputk = (initialInputk + initialInputk−1)/2)

12 freeDrivingk = normalize(freeDrivingk)

13 freeDrivingk = (freeDrivingk + globalFreeDriving)/2)

4 Lateral Models

The models implemented and compared are presented below. These models were
selected based on their simplicity and low computational cost.

4.1 Model 1

The first model implemented is based on [18]. The desire to change lane is computed
by the deceleration a provoked by leading vehicles traveling in the current and adjacent
lanes:
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a =
ρvmΔv

Δxl
(6)

where v is the velocity of the vehicle, Δv is the velocity difference between the leading
vehicle and the vehicle, Δx is the distance between vehicles and ρ, m and l are param-
eter models. With the acceleration values ai in each of possible lanes, the utility Ui of
each lane i is defined as:

Ui =
eai

∑N
j=1 eaj

(7)

where ai is the acceleration with respect to the leading vehicle of lane i and N is number
of possible target lanes.

If the leading vehicle in the current lane is making the target vehicle brake, the lane
with the highest utility is selected, otherwise, a random lane, among the possible lanes,
is selected.

Once the lane is selected, it is necessary to verify that the deceleration imposed on
the new follower, computed with (6), is below a given threshold b, such that a > −b.

If the safety criteria is met, the probability to accept the gap is computed as:

P (lead) = 1 − e−λ(tlead−τ)

P (lag) = 1 − e−λ(tlag−τ) (8)

where tlead and tlag are the time gaps with respect to the leading and following vehicle
in the target lane.

The probability to change lane is the result of the multiplication of P (lead) and
P (lag) and the expected lateral movement will be to change lanes if this probability is
bigger than a random value.

4.2 Model 2

The second model implemented is the Minimizing Overall Braking Induced by Lane
Changes (MOBIL) [19], used in combination with the Intelligent Driver Model (IDM)
[20].

As in the previous model, this one also includes a safety criteria: the deceleration
of the new follower anf in the target lane, after the lane change, cannot exceed a given
safety limit bsafe

anf > −bsafe (9)

The authors of MOBIL propose two types of incentive criterion for lane changing:
one considering symmetric passing rules and an asymmetric one. The one adopted in
this work is the asymmetric model, where the right most lane is the default lane and the
lanes on the left should only be used for overtaking purposes.

The incentive criterion for a lane change to a left (L) lane and to a right (R) lane are:

L = ãc − ac + p(ãn − an) > Δath + Δabias

R = ãc − ac + p(ão − ao) > Δath − Δabias

(10)
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where ãc, ac, ão, ao, ãn and an are the accelerations of the target vehicle, old follower
and new follower after and before the lane change, p is the politeness factor, Δath and
Δabias are the acceleration threshold and bias, respectively. It can be noticed that the
lane change to a right lane considers only the advantages to the old follower. A lane
change to a left lane, on the other hand, takes into account the effects caused to the new
follower. The politeness factor p determines how much the other vehicles influence the
lane-changing decision of the target vehicle.

The IDM acceleration of each vehicle α depends on the distance sα and on the
velocity difference Δvα to the leading vehicle. It is composed of two parts: the acceler-
ation a[1 − (vα/vo)4] on a free road and the braking −a(s∗/sα)2 caused by a leading
vehicle.

v̇α = a

[
1 −

(
vα

vo

)4

− s∗(vα,Δvα)
sα

2
]

s∗(v,Δv) = so + vT +
vΔv

2
√

ab
(11)

where a is the maximum acceleration, b is the desired comfortable deceleration, so is
the minimum distance, vo is the desired velocity and T is the safe time gap.

4.3 Model 3

The third model implemented is based on [21]. The authors argue that the classification
of the lane changes into MLC or DLC does not allow to capture trade-offs between the
two types. For this reason, they created a method that includes both types in a single
model.

This model penalizes the most right lane, since it considers this lane as being of low
speed, caused by the entrances and exits.

At the highest level of the model, the driver chooses a target lane. It is the lane,
among all the possible lanes, that the driver recognizes as the best lane to be in after
considering a wide range of factors and goals. The utilities of the various lanes are given
by:

UTL
int = βi − 0.011Dint + 0.119Sint + 0.022ΔXfront

int δadj
int

+ 0.115ΔSfront
int δint − 2.783δtaigate

nt δCL
int

+ δCL
int − 2.633ΔCLint + βpath

i [dexit
nt ]−0.371

− 0.980δnext exit
nt ΔExiti − αiνn

(12)

where UTL
int is the utility of lane i as a target lane to the driver n at time t, βi is the

lane i constant, Dint and Sint are the lane-specific densities and speeds, ΔXfront
int and

ΔSfront
int are the spacing and relative speed of the front vehicle in lane i. δadj

int , δCL
int and

δtailgate
nt are indicators with value 1 if i is the current or an adjacent lane, if i is the

current lane, if vehicle n is being tailgated at time t, respectively, lane, 0 otherwise.
ΔCLint is the number of lane changes required to get to lane i from the current lane.
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βpath
i is the path plan impact coefficient for lane i, δnext exit

nt is the distance to the exit
driver n intends to use. δnext exit

nt indicates with 1 if the driver intends to take the next
exit, ΔExiti are the number of lane changes required to get to the exit lane from lane
i. αi is the parameter of the driver specific random term νn.

The target lane is chosen as the lane with the highest utility. The probabilities are
given by a multinomial logit model:

P (TLnt = i|νn) =
exp(V TL

int )|νn)∑
j=TL exp(V TL

jnt |νn)
(13)

Once the utilities are computed one has to evaluate the lead and lag gaps, which are
defined by the bumper-to-bumper distance between the lead and subject vehicles and
the bumper-to-bumper distance between the lag distance and the subject vehicles.

The gap is acceptable if it is bigger than the critical gap:

P (Ggd
nt > Ggd,cr

nt |dnt, νn) = Φ

[
ln(Ggd

nt) − Ggd,cr
nt

σg

]
(14)

where Φ[] denotes the cumulative standard normal distribution, Ggd
nt and Ggd,cr

nt are the
gap and the critical gap for vehicle n at time t. Superscript d refers to the direction of
change (current, left or right) and g to the type of gap (lead or lag).

The critical lead and lag gaps are given by:

Glead d,cr
nt = exp(1.553 − 6.389max(0,ΔSlead d

nt )

− 0.14min(0,ΔSlead d
nt − 0.008νn)

Glag d,cr
nt = exp(1.429 + 0.471max(0,ΔSlag d

nt )
− 0.234νn)

(15)

ΔSlead d
nt and ΔSlead d

nt are the relative speeds of the lead and lag vehicles in the direc-
tion of change d.

The probability to accept the gap is computed by multiplying the lead and lag gap
acceptance probability and the expected lateral movement will be to change if this prob-
ability is bigger than a random value.

Fig. 6. Paths evolution of each vehicle in the simulated scenario. (Color figure online)

5 Experimental Results

5.1 Scenario 1

The framework proposed in the previous section is evaluated first in a scenario simu-
lated with SCANeR Studio simulator [22]. It is a two-lane highway with the ego vehi-
cle (black) and 4 other vehicles (red, green, yellow and blue), where 4 lane changes
are executed. The information about the surrounding vehicles is received by the ego
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vehicle as a vector of high-level objects containing their estimated pose, velocity, and
size. Figure 6 shows the initial position and the path followed by each vehicle and Fig. 7
shows the velocities of each vehicle throughout the simulation.

Fig. 7. Velocities throughout the execution of the scenario 1. (Color figure online)

Execution of the Lateral Models. The simulation is executed three times, one for each
lateral model. Figure 8 shows the graphs of expectation and intention for each vehicle
with the three models in the simulated scenario, where the specificities of each model
can be noticed. In the expectation of the green vehicle (Fig. 8b) once it overtakes the
blue vehicle, the expectation to change lanes from Model 1 stays around 0.5, since
no deceleration is caused, meaning both lanes are possible and feasible. For Model 2,
the right most lane has always the priority, which can be seen as the expectation stays
around 1 when the vehicle is on the left lane and the right lane is available. For Model
3, in the same situation, the expectation is to stay on the current (left) lane, since it
penalizes the right most lane and also penalizes lane changes. The penalization to the
right most can be seen in the expectation of the blue vehicle (Fig. 8c) that stays the
whole simulation on the right lane and the expectation changes to 1 once the left lane
becomes available. Since this vehicle is already on the right lane, the expectation for
Model 2 stays around 0 and for Model 1 stays around 0.5 when both lanes are feasible.

Figure 9 shows the evolution of the probabilities for each vehicle and each model.
These probabilities are computed as 1 − pright, where pright is the probability of being
on the right most corridor. As mentioned before, the probability of each corridor is the
sum of the weights of the particles that contain this corridor. Each line, marked with
the color of the vehicle on the top right corner, represents the evolution of this vehicle.
The x axis is the time and the y axis is the probability of being on each lane, being 0
the right (bottom) lane and 1 the left (top) lane. The line in black is the ground truth,
the lane in which the vehicle is at, at each instant. The three models are represented by
the lines in red, green and blue, respectively. The magenta dashed line is the orientation
of the vehicle with respect to the orientation of the lane and the numbers mark the lane
changes whose leading times for each model are presented in Table 2. The dashed line
in blue is the threshold for the detection of a lane change.

Predictions and Evaluation. Figure 10 shows an example of the predictions computed
with the model from Sect. 3.5 in the last time interval (2.9–3.0 s) for all three models.
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Fig. 8. Expectation and intention for each vehicle. (Color figure online)
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Fig. 9. Evolution of each vehicle in the simulation: the line in black is the ground truth; the lines
in red, green and blue represent the evolution of the Model 1, 2, and 3, respectively; the blue line
is the threshold to identify the lane change; the line in magenta is the orientation of the vehicle
with respect to the center line of the lane. (Color figure online)

Table 2. Leading times for scenario 1.

Lane change Model

1 2 3

1 0.9 s 0.9 s 0.9 s

2 0.7 s 0.7 s 0.7 s

3 0.8 s 0.9 s 0.8 s

4 0.9 s 0.8 s 0.8 s

5 0.7 s 0.7 s 0.7 s

6 1.1 s 1.0 s 1.0 s

The time when these predictions were made was chosen at 21.1 s, to show an instant
where the red vehicle starts to make a lane change.

The differences of the models in these figures are more visible in the lane change
of the red vehicle. In this particular frame, the probability of the right most corridor is
0.49, 0.56 and 0.40 for Models 1, 2 and 3, respectively, which confirms the differences
in the leading time for this lane change (3) in Table 2.

Figure 11 shows the correlation of the prediction and the actual vehicle pose at the
time interval (1.4–1.5 s) for all three models. It also includes a numerical evaluation of
the prediction at the considered time. The metric used consists in getting the sum of the
likelihoods of the cells in which the box of the vehicle is located divided by the total
sum of the prediction made 1.5 s before. It is one of the criteria used to assess the lateral
models behaviour that are compared. Table 3 presents the sum of the evaluations for
each vehicle and for each model for the whole simulation.

The vehicles with the more accurate predictions are the ones that do not change
lanes, namely the green and the blue vehicles (the green vehicle leaves the simulation
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Table 3. Evaluation of the predictions per model.

Vehicle Model

1 2 3

Red 123.4464 123.8847 124.3137

Green 100.8117 101.1304 102.1097

Blue 160.2665 164.1376 162.1872

Yellow 112.7849 113.3725 113.5978

Fig. 10. Predictions at the interval 2.9–3.0 s for each of the models.

10.5 s before its end). Besides the early detection of the lane change, another factor that
influences the accuracy of the predictions is the fact that the lane changing corridors do
not perfectly match the movement executed by the vehicles.

5.2 Scenario 2

The second scenario is obtained from the publicly available dataset exiD [23] recorded
from a bird-eye-view perspective. These data contains public traffic data from the par-
ticipants present at the scene. For each participant, they include their pose, velocity,
acceleration, size, and also the frames where they appear.

In order to use this data for the purpose of the work, it has been downsampled and
filtered to remove undesired participants, such as static vehicles, vehicles with velocities
larger than the maximum velocity from the motion prediction setup and large trucks.
After binary tagging each frame as containing or not these participants, the intervals
are grouped and the vehicle that stays the longest in each interval is defined as the ego
vehicle. The frames in which this vehicle is not present are discarded.

It is a three-lane merging scenario containing 13 vehicles, where 10 lane changes
are executed. The evolution of the path followed by each vehicle is shown in Fig. 12
and Fig. 13 shows the velocities of each vehicle throughout the simulation.

Execution of the Lateral Models. The simulation is executed three times, one for each
lateral model. Figure 14 shows the evolution of the probabilities for each vehicle and
each model. These probabilities are computed as (1 − 2pleft + pcenter)/2, where pleft

and pcenter are the probabilities of being on the left and center corridors, respectively.
As mentioned before, the probability of each corridor is the sum of the weights of the
particles that contain this corridor. Each line, marked with the color and the number
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Fig. 11. Evaluation of the predictions.

Fig. 12. Paths evolution of each vehicle in the simulated scenario 2. (Color figure online)

of the vehicle on the top right corner, represents the evolution of this vehicle. The x
axis is the time and the y axis is the probability of being on each lane, being 0 the
right (bottom) lane, 0.5 the center lane and 1 the left (top) lane. The line in black is the
ground truth, the lane in which the vehicle is at, at each instant. The three models are
represented by the lines in red, green and blue, respectively. The magenta dashed line is
the orientation of the vehicle with respect to the orientation of the lane and the numbers
mark the lane changes whose leading times for each model are presented in Table 4.
The dashed line in blue is the threshold for the detection of a lane change.

Table 4. Leading times for scenario 2.

Lane change Model

1 2 3

1 1.7 s 1.6 s 1.6 s

2 2.5 s 2.5 s 2.6 s

3 1.9 s 1.7 s 1.6 s

4 1.3 s 1.3 s 1.4 s

5 1.5 s 1.8 s 1.5 s

6 1.8 s 1.7 s 1.4 s

7 1.7 s 1.9 s 1.6 s

8 1.9 s 1.9 s 1.7 s

9 2.2 s 2.2 s 1.4 s

10 1.6 s 1.5 s 1.1 s
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Fig. 13. Velocities throughout the execution of the scenario 2. (Color figure online)

Predictions and Evaluation. Figure 15 shows the correlation of the prediction and the
actual vehicle pose at the time interval (1.4–1.5 s) for all three models. It also includes a
numerical evaluation of the prediction at the considered time. The metric used consists
in getting the sum of the likelihoods of the cells in which the box of the vehicle is
located divided by the total sum of the prediction made 1.5 s before. The predictions
are evaluated at the time 14.5 s when 4 lane changes are occurring for vehicles 7, 8, 9
and 13. Table 5 presents the sum of the evaluations for each vehicle and for each model
for the whole simulation.

Table 5. Evaluation of the predictions per model.

Vehicle Model

1 2 3

V2 29.9947 33.0504 32.5913

V3 63.7473 63.7014 62.3174

V4 51.6042 52.0531 50.7858

V5 46.5430 46.7282 46.6516

V7 80.4974 78.9401 78.9217

V8 46.6093 45.3853 44.5390

V9 55.4693 56.4780 55.5548

V10 49.7602 48.7178 49.6738

V11 39.1920 38.8220 40.1804

V12 27.8884 26.9556 28.6192

V13 31.5722 33.0101 32.2521

V14 22.1231 23.0291 21.0353
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Fig. 14. Evolution of each vehicle in the simulation: the line in black is the ground truth; the lines
in red, green and blue represent the evolution of the Model 1, 2, and 3, respectively; the blue line
is the threshold to identify the lane change; the line in magenta is the orientation of the vehicle
with respect to the center line of the lane. (Color figure online)
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(a) Model 1 - V12: 0.3747, V13: 0.3154, V11: 0.4471, V10: 0.5090, V9: 0.3334, V8: 0.3066, V7: 0.3525

(b) Model 2 - V12: 0.3747, V13: 0.4813, V11: 0.4471, V10: 0.5471, V9: 0.4418, V8: 0.3156, V7: 0.3281

(c) Model 3 - V12: 0.3747, V13: 0.4669, V11: 0.4471, V10: 0.5088, V9: 0.4122, V8: 0.3069, V7: 0.4306

Fig. 15. Evaluation of the predictions. VX is the evaluated prediction of vehicle X .

Table 6. Metrics of each model for scenario 1.

Parameter Model

1 2 3

l 5.1 s 5.0 s 4.9 s

p 497.3096 502.5252 502.2084

f 0 0 0

5.3 Evaluation Metrics

To evaluate the quality of the results, three metrics were defined: lead time of the detec-
tion l, probability p of the current pose based on the predictions from a previous time
step, and false lane change detection f .

– Lead time of the detection l is defined as the time where the corridor that is changing
lanes has the biggest priority and maintains the dominance until the lane change is
detected.

– Probability p of the current pose is a sum of the evaluation’s probabilities for the
whole simulation.

– False lane change detection f is the sum of intervals where the probability is bigger
on a corridor that is not the correct one or a noise in the lane change. The intervals
between the lead time and the detection of a lane change are not included. One
example of a false detection is marked in Fig. 14.
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Table 7. Metrics of each model for scenario 2.

Parameter Model

1 2 3

l 18.5 s 18.5 s 16.4 s

p 545.011 546.8711 543.1223

f 36 40 48

Table 8. Normalized sum of the results.

Parameter Model

1 2 3

lnorm 2.66 2.64 2.41

pnorm 0.9585 0.9672 0.9641

fnorm 0.0325 0.0375 0.0419

Each metric is computed as follows:

lk =
N∑

v=1

Ncv∑

c=1

lc
k

v , pk =
M∑

i=1

N∑

v=1

pik

v , fk =
M∑

i=1

N∑

v=1

f ik

v

where lc
k

v is the leading time of the lane change c of the vehicle v for the model k, pik

v

is the accuracy of a previous prediction at time interval i for the vehicle v for the model
k, f ik

v is the false detection for the vehicle v at the time interval i for the model k, N is
the number of vehicles, Ncv is the number of lane changes for the vehicle v and M is
the number of simulated intervals.

Table 6 presents the values of each metric for the three models for the scenario 1. For
this scenario, model 1 yield better leading times, although the predictions from model
2 and 3 are slightly more accurate. The reason for this is mostly due to the fact that the
lane changing corridors do not perfectly match the movement executed by the vehicles.
The number of false detection are the same for the three models.

The results from the scenario 2 are presented in Table 7. In this case, model 1 and
2 yield better leading time and the lowest number of false detections. The predictions
from model 2 are better when compared with the other two models.

To combine both experiments, the values of l are normalized by the number of
lane changes, and the values of p and f are normalized by the number of simulated
intervals each vehicle is present at the simulation and the total number of vehicles.
Table 8 presents the sum of the normalized results of both simulations for each model.

Based on the results from Table 8, for the scenarios evaluated, model 1 and model
2 produced, in general, better results, being model 1 slightly better since its normalized
leading time and normalized false detection are the best among all models.
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6 Conclusion and Future Work

In this work, the current framework that is being used by the AUTOPIA Group for
the computation and evaluation of the predictions of vehicles considering their mutual
interaction at highways is presented. It is a generic approach that can handle almost any
layout and number of vehicles. Three models for the lane change were implemented
and compared. With the metrics used in this work and in the scenarios evaluated, the
model from [18] yields slightly better results.

As future work, the framework presented and the models compared will be applied
in more complex scenarios, such as highways with a larger number of lanes and
vehicles.
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Abstract. To assure safety of an autonomous vehicle, it is essential to perform
a thorough analysis of vehicle behavior with respect to its operational design
domain (ODD). This requires engineers and experts to have a systematic proce-
dure to identify different operational environments/settings that can occur within
an ODD and to consider various scenarios that can occur within those environ-
ments/settings. While automotive safety standards such as ISO 26262 and ISO
21448 require analysts and engineers to use scenario-based analysis, they do
not offer a systematic guidance for scenario-based testing and analysis. More-
over existing scenario-based methods and simulation tools only offer support for
few operating environments within an ODD and perform exhaustive or random
testing, there by resulting in potentially overlooking ODD factors and dependen-
cies. To address this limitation, in our previous work, we proposed a dependency-
based combinatorial approach that reduces the testing effort without compromis-
ing the ability to expose safety issues. In this paper, we propose a hierarchical
dependency-driven scenario-based testing approach, which is built upon our pre-
vious work. Our proposed work uses hierarchy among ODD factors, dependen-
cies among ODD factors and components in the system, and combinatorial test-
ing algorithm, IPOG, to reduce the number of test cases and systematically derive
scenarios. The results of our study has shown that our approach reduces the num-
ber of test case without missing dependencies and that our hierarchical approach
is helpful in ensuring the dependencies among ODD factors and components in
vehicle are not overlooked.

Keywords: Dependency-driven · Scenario-based testing · SOTIF · Safety ·
Autonomous vehicles

1 Introduction

To assure safety of an autonomous vehicle with respect to various known and unknown
scenarios that might occur within the operational design domain (ODD) of a vehicle, a
scenario-based testing is necessary. The industry safety standards for automotive vehi-
cles such as the functional safety (FuSa) standard, ISO 26262 [10], and the safety of
the intended functionality (SOTIF) standard, ISO 21448 [11], despite mentioning the
importance of scenarios, do not provide a systematic guidance on how to generate and
assess scenarios to assure both FuSa and SOTIF. The standards also do not provide any
guidance on how many scenarios will ensure a vehicle is safe and how many times each
scenario will need to be tested.
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While there are some approaches [1,2,12] that currently assure safety of
autonomous vehicle, they inculcate the usage of amount of miles driven by an
autonomous vehicle or the verification of safety-critical driving scenarios with assur-
ance that the vehicle meets a target set by engineers and experts based on data sets such
as accident based data [20] or naturalistic driving data [24,25]. For example, Altoff and
Lutz [2] proposed a test case generation approach that uses drivable areas to generate
potential safety critical scenarios for a vehicle. Despite their ability to expose poten-
tial situations that could compromise safety, these existing approaches still pertain the
following limitations:

– Although both ISO 26262 and ISO 21448 rely on scenarios as a part of their
hazard analysis, both standards do not offer a guidance on systematic identifica-
tion of scenarios. Rather, the task is conducted through a brainstorming by engi-
neers and experts. During the brainstorming, if any scenarios or ODD factors are
missed/overlooked, their corresponding tests would be overlooked or ignored.

– Only if diverse and representative scenarios that could occur within the defined oper-
ational design domain (ODD) are covered sufficiently, the amount of miles driven
would become an effective metric. If a fleet of vehicles is tested on the same road
and operational setting, it is not sufficient enough to ensure safety of the autonomous
vehicle as some scenarios could be overlooked or some ODD factors could be
ignored.

– Current approaches for scenario generation often fix the operational setting, i.e.,
these approaches have a fixed set of ODD factors and their attributes. However,
a vehicle’s ODD can have different operational settings. Hence, relying only on
one operational setting will not be sufficient to assure safety of the autonomous
vehicle. For an autonomous vehicle, to identify a scenario, as mentioned in ISO
21448, we should consider the combination of driving scenarios (e.g., vehicle cut-in,
overtaking), environmental factors (e.g., fog, hail), on road entities (e.g., pedestrians,
trucks), road geometry (e.g., straight road), road infrastructure (e.g., traffic signs).
Further, in simulation, we need to define goals/objectives of the scenario, i.e., the
list of tasks we aim to accomplish in the scenario (e.g., an ego vehicle should stop if
there is a vehicle in front of it).

– Current simulation tools (e.g., CARLA [5], Fortellix [8]) have in-built operating
environments created based on needs of the customers [7]. However, these built-
in operating environments do not necessarily cover different possible operational
settings that could occur within the defined operational design domain (ODD) of
an autonomous vehicle. Moreover, most of these current simulation tools generate
test cases exhaustively, i.e., generate all possible test cases for a given scenario by
taking into account different parameters and their respective values defined by the
engineers. A few tools such as Fortellix [8] offer support for combining scenarios
and operating conditions. However, the scenario description is restricted to Open
M-SDL [8] specification, which may not necessarily cover all the required ODD
factors and attributes we considered as a part of our ODD. When we perform analy-
sis using such tools, it might result in overlooking ODD factors or attributes, which
may increase the number of unknowns. For example, if a pedestrian’s gender or
race cannot be set in a simulation tool despite a wide presence of pedestrians in
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ODD such as city streets, testing may be restricted to only specific types of pedes-
trians. Further, exhaustive testing is not feasible given the complexity of ODD for
autonomous vehicles. This is because as the complexity of the ODD increases, the
need for resources, time, and effort also increases.

To overcome these limitations, in our recent work, we proposed a dependency-based
combinatorial approach (DBCA) for generating scenarios and test instances within a
scenario. The approach used a combinatorial testing algorithm called IPOG [14,15] to
not only reduce the number of test cases but also to use dependencies among ODD
factors when assigning ‘t’ value to IPOG to generate t-way combinations. Our analy-
ses have shown that our previous work reduces effort and time without compromising
the number of safety issues found. However, one drawback of the approach is there is
no systematic derivation from scenarios and corresponding test cases. To address this
limitation, in this paper, we propose a hierarchical dependency-driven scenario-based
testing (HDST) approach. Our approach is built upon DBCA and utilizes hierarchy
among operational design domain (ODD) factors to offer a systematic approach for
deriving scenarios and to further reduce the number of test cases, and there by poten-
tially reducing testing effort. We also use component-level information in our technique
to identify dependencies and to identify the ‘t’ value to generate t-way combinations
using IPOG [14,15].

Our novel contributions are summarized as follows:

1. The Use of Hierarchical Relations: Operational design domain (ODD) can be rep-
resented as a hierarchy of scenario factors, and every scenario factor can have asso-
ciated properties. For example, weather can be classified into rain, snow, sunny and
cloudy. But we can further classify rain into light rain, medium rain, and heavy rain.
The amount of rainfall can be a property we can consider for rain. In our approach,
we exploit this hierarchy by moving to the lower level of hierarchies only if the
upper level has an effect on the behavior of the system or component in a system.

2. Dependency Analysis: There exist dependencies among environmental properties
and properties of components in the system. For example, ambient light luminosity
can affect the pixel values captured by a camera. By identifying the properties of
ODD factors and components in a system, we aim to explore which ODD factors
and components must be tested together to ensure we did not miss any dependency
that could potentially affect safety.

To analyze effectiveness of our approach, we conducted an empirical study with a
pedestrian detection system by taking into account the scenario factors listed in Table
B.4 in ISO 21448 [11], and compared with exhaustive testing and combinatorial testing
with no hierarchy. Our results showed that the proposed approach reduces the number of
test cases when compared to the control techniques and helps in systematically deriving
scenarios.

The rest of the paper is organized as follows. Section 2 discusses basic terminology
used in the paper and related work. Section 3 describes our proposed methodology in
detail and Sect. 4 presents the empirical study conducted to evaluate our approach and
its results. Section 5 discusses the insights we gathered from our analysis as well as
limitations of the proposed approach. Finally, we conclude in Sect. 6.
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2 Terminology and Related Work

In this section, we discuss some technical terms we use throughout the paper and the
related literature to our proposed method.

2.1 Terminology and Definition

1. Ego Vehicle: The vehicle for which we perform analysis.
2. Operational Design Domain (ODD): A set of conditions that includes but is not

limited to environmental factors, static and dynamic entities around vehicles, various
driving maneuvers for which a system or a feature of the system is designed, and
road infrastructural elements [3,11].

3. Scenario: A scenario can be defined as a temporal sequence of situations that
includes actions and events in the surrounding operating environment of a vehicle,
where the vehicle aims to achieve the objectives defined by the stakeholders [11].
For a given environmental setting, multiple scenarios can occur.

4. IPOG Algorithm [14,15]: It is a combinatorial testing algorithm that reduces the
number of test cases by generating t-way combinations of parameter values. Usually,
the value of ‘t’ is smaller than the total number of parameters. When we use the term
“t-way combinations” between elements, it implies that between any ‘t’ elements,
all the combinations are considered. For example, let us assume four parameters x1,
x2, x3 and x4 with two values each. Then, 2-way combinations of these parameters
represent that all possible pairs of values between the 4 parameters are identified. In
this paper, we use IPOG algorithm to generate hierarchical combinations.

5. Exhaustive Testing: The testing strategy in which all possible combinations of the
values of parameters are used to generate test cases. It consumes a significant amount
of effort and resources.

2.2 Related Work

Scenario-based testing is one of the challenging tasks. Koopman and Wagner [13] have
indicated the infeasible nature of testing for autonomous vehicles. Hence, to work on
this problem, to date, many researchers [1,16,19,21] have proposed techniques for sce-
nario generation or scenario-based testing.

Some researchers [6,9,16,22] adopted combinatorial strategies to generate
scenario-based tests. For example, Rocklage et al. [22] proposed a static and hybrid
scenario generation approach that takes a given scenario and identifies feasible trajec-
tories to plan motion by checking feasibility of the trajectory using constraint solving
with a backtracking algorithm. Another example is the ontology-based approach pro-
posed by Li et al. [16] in which parameters and values are identified using ontology and
are used to generate n-way combinations. The authors then identify critical scenarios
by refining these combinations with the help of a machine learning model.

Other researchers [4,19] have proposed scenario generation using search-based
software engineering techniques. For example, Mullins et al. [19] proposed a scenario
generation framework which uses adaptive sampling with surrogate optimization as a
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search strategy. The generated scenarios are then grouped by ranking their effectiveness
using a density-based clustering technique.

A few researchers [2,21] have proposed scenario generation approaches that rely
on formal methods. For example, Nonnengart et al. [21] proposed CriSGen, a formal-
method based scenario generation approach that formalizes abstract scenarios as well
as maneuvers to generate critical scenarios. The scenarios are then subjected to for-
ward reachability analysis to verify if an unsafe state can be resulted because of any
maneuver.

In addition to the prior mentioned methodologies, a few researchers [1,13] have
generated scenarios using naturalistic driving data [23–25]. For example, Akagi
et al. [1] proposed a scenario generation framework, which uses a probabilistic model
built using naturalistic driving data (e.g., SHRP2 [25]) to generate scenarios by sam-
pling traffic risk index values and vehicle kinetic information.

While these techniques aid in identifying critical scenarios, they do not consider if
their scenarios cover all the ODD factors. Also, the techniques either rely on random
generation or exhaustive generation of scenarios for testing. Random testing makes it
difficult to guarantee if dependencies among ODD factors and components in a vehicle
are sufficiently covered whereas exhaustive generation of scenarios will require a sig-
nificant amount of resources, effort and time. In our previous work, we aimed to address
these limitations by using a dependency-based combinatorial approach (DBCA) [18].
However, we found that to establish an environment in a simulation environment, we
will need to go through different levels of hierarchy among ODD factors so that we
can offer more flexibility and insights for testing. The different levels of hierarchy pro-
vide a systematic approach for identifying overlooked aspects and in assessing required
tools and effort time. Hence, to address these issues, we proposed our hierarchical
dependency-driven scenario-based testing (HDST) process.

3 Approach

Figure 1 shows the overview of our hierarchical dependency-driven scenario-based test-
ing process. The ovals in the figure refer to the steps in the approach and the rectangles
indicate an input to a step or an output from a step. The numbers in the ovals represent
the step numbers.

As shown in the figure, we (the stakeholders) start with identifying the ODD factors
(Step 1 in Fig. 3). We then identify the different attributes and parameters of the ODD
factors (Step 2). We also define a hierarchy among the ODD factors and their parameters
(Step 3). We then identify the components in a system (Step 4) and their properties (Step
5). To construct scenarios for testing that are within the scope of the defined ODD, we
then find the dependencies between ODD factors and components by taking a hierarchy
into consideration (Step 6). We then generate hierarchical combinations by using these
dependencies (Step 7) and IPOG algorithm [14,15]. Finally, we generate test cases from
these combinations to verify the behavior of the system. We now describe each of these
steps in detail as follows.
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Fig. 1. Overview of the proposed hierarchical dependency-driven scenario-based testing process.

Step 1. Define the ODD Factors

The first step in our approach is to define the ODD factors relevant for the system
under development. Standards such as BSI 1883 [3] and ISO 21448 [11] (in Annexes)
offer insights on the factors that can be considered as a part of ODD. ODD factors
include aspects such as weather conditions, road conditions, road infrastructure condi-
tions, environmental conditions, behaviors of ego vehicle, and behaviors of static and
dynamic agents and vehicles around the ego vehicle. Let us consider the case of pedes-
trian crossing in front of the ego-vehicle. Some of the ODD factors that can be consid-
ered are as follows: weather, snow, ice, glare, road type, city street, freeway, vehicles,
trucks, cars, road users, pedestrians, and bicyclists.

Step 2. Define the Attributes and Parameters

Once the ODD factors are defined, their attributes and parameters should be identified.
An attribute is an aspect possessed by an ODD factor. For example, gender is an attribute
of a pedestrian. On other hand, a parameter is a property of an ODD factor. For example,
walking speed is a parameter of a pedestrian. Note that an attribute of an ODD factor can
also have its own parameters. For example, an elderly pedestrian may have a walking
support, and weight of the support is one of the parameters we can consider for the
walking support.

Step 3. Identify/Define the Hierarchy among ODD Factors

After defining ODD factors and their respective attributes and parameters, we identify
the hierarchy among the ODD factors. A hierarchy can be formed between two ODD
factors when one of the factors is a sub-type of the other ODD factor. The ODD factor
that contains the sub-type can be referred as a child factor, and the one that contains
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the main type is referred as a parent factor. For the example, for ODD factors discussed
for the pedestrian crossing example in Step 1, we can create a hierarchy as shown in
Table 1. Note that sometimes attributes of an ODD factor can be used as a child factor.
For example, we can use gender of pedestrians as a sub-type and create a new ODD
factors such as male, female, and other.

Table 1. Hierarchy of ODD factors generated from the pedestrian detection example.

Level 0 Level 1

Weather Ice

Snow

Glare

Road type City streets

Freeway

Vehicles Trucks

Cars

Road users Pedestrians

Bicyclists

Step 4. Identify the Components in the System

Once the hierarchical relationships among ODD factors are found, we identify the com-
ponents in a system. These components typically include the sensors, actuators, any
intermediate algorithms, and controllers. For example, if the ego vehicle that is detect-
ing pedestrians uses LIDAR point cloud as input, LIDAR-based pedestrian detection as
an intermediate algorithm to detect pedestrians, a braking algorithm that applies brakes
upon detection, and actual hydraulic brakes that apply braking, then the components of
this system are: LIDAR, LIDAR-based pedestrian detection algorithm, braking algo-
rithm, and hydraulic brakes.

Step 5. Identify the Properties of Components

Similar to ODD factors, we identify attributes and properties of components once we
identify components. Note that attributes of components often include information such
as supplier/manufacturer name and version. Every component has respective proper-
ties. These properties can be behavioral properties (e.g., the number of times a button
is pressed), user-defined properties (e.g., the number of times a pedestrian mispredic-
tion resulted in a collision), physical properties (e.g., weight), chemical properties (e.g.,
composition, decay rate), mechanical properties (e.g., tensile strength), electrical prop-
erties (e.g., voltage) or any other properties (e.g., mathematical, statistical). For the
hydraulic braking component we discussed earlier, a property is the braking torque.
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Step 6. Identify the Dependencies

After the properties of components are identified, dependencies among components and
ODD factors are found. A dependency is said to be exist between two components, a
component and ODD factor, or two ODD factors if one of them can affect the behavior
of the other. These dependencies include property-based dependencies, where a prop-
erty of a component or an ODD factor can affect a property of another component or
an ODD factor. For example, LIDAR’s behavior can be affected because of reflective
clothing. Hence, we consider that there is a dependency between LIDAR and reflective
clothing or material.

Step 7. Generate Hierarchical Combinations

Once the dependencies are finalized, we generate hierarchical combinations. To do so,
we exploit the hierarchy we defined for ODD factors in Step 3 and the dependencies we
found in Step 6. To generate the combinations, we use the following procedure.

1. Assign numbers to each level of a hierarchy of the ODD factors, starting 0 from the
topmost level.

2. Once the numbers are assigned, from the top level (level 0), identify the maximum
number (represented as ‘t’) of ODD factors and components of the system that are
dependent on each other at level 0.

3. Using IPOG algorithm [14,15], generate t-way combinations of level 0 of ODD fac-
tors taking into account their properties and attributes. These combinations represent
the most abstract level of scenarios.

4. Increment the level number. Considering each combination generated in the previ-
ous level, repeat steps 2 and 3 for identifying ‘t’ value and generating the t-way
combinations for the current level.

5. Repeat the process until the last level of ODD factors is reached. The last level
represents the most concrete level of scenarios that can be generated and that needs
to be analyzed.

Step 8. Generate Test Cases

The combinations generated in the previous step are converted into a test case format in
order to run and evaluate test cases. To do so, we need to define the pass and fail criteria
for each combination and also understand the required or allowable test case format by
the tool or test environment. Note that test cases can also be generated manually and
can be converted to the format required by the target simulation or testing tool.

4 Study

In our previous work [18], we demonstrated how using dependency-based combina-
torial approaches reduce effort without compromising the number of issues found. To
understand if the proposed approach that exploits a hierarchy among ODD factors is
beneficial in terms of reducing effort and time, we conducted a study focusing on the
following research questions:
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RQ1: Can we exploit a hierarchy among ODD factors to reduce the number of scenar-
ios and test cases?
RQ2: Does exploiting dependencies among ODD factors and components in a system
aid to reduce testing effort further when we consider hierarchy among ODD factors?

4.1 Object of Analysis

To conduct our study we utilize the scenario factors mentioned in Table B.4 in ISO
21448 [11], which is illustrated in Tables 2 and 3. The numbers in the parentheses next
to the ODD factors represent the number of children a factor has for the next level.
For example, Road Geometry and Topology factor has 6 child factors. For the system
under analysis, let us consider a pedestrian detection system that has the components
and properties defined in Table 4. The values in the parentheses represent the property
values that can be used and the number of values that are being planned to be used
in testing. Note that the list of properties detailed in the table is not exhaustive, rather
we focused only on few properties in our study. To simplify the complexity of the
problem, we focused on defining attributes and properties only for the object of interest
in the system, which is pedestrian. The attributes and parameters we considered for
‘Pedestrian’ are shown in Table 5. The numbers in parentheses represent the number of
values of attributes or parameters.

4.2 Variables

Independent Variable: The independent variable for the research questions is the tech-
nique used to generate test cases. We have one heuristic technique and two control tech-
niques. Our proposed approach is our heuristic technique. The first control technique
is the exhaustive testing technique in which all possible combinations among parame-
ters are used to generate test cases. The second control technique is the combinatorial
technique without using a hierarchy. In this technique, we remove any hierarchical rela-
tionships and flatten out all the ODD factors to a single level (similar to state flatten-
ing [17]).

Dependent Variable: The dependent variable for RQ1 and RQ2 is the number of test
cases generated. We use this variable to represent the reduction in effort and time for
testing and its respective analyses.

4.3 Experimental Procedure

Our experiment is conducted in a collaborative setting of industrial and academic
researchers. To generate t-way combinations using IPOG algorithm [14,15], we uti-
lize ACTS tool [26]. The analysis corresponding to test cases is done manually. This is
to ensure a thorough review of quality of test cases and to adhere to guidance offered
in standards such as ISO 26262 [10], which mentions the need for verification reviews
even for artifacts including test cases.

The procedure we followed for our heuristic technique is similar to the one
described in Sect. 3. We started with ODD factors described in Table B.4 of ISO 21448.
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Table 2. Scenario factors from Table B.4 in ISO 21448 [11] –1.

Level 0 Level 1 Level 2 Level 3

Road geometry
and topology (6)

Road type (3) Highway

Rural

Urban

Road geometry (2) Straight

Curve

Road elevation (3) Level

Uphill

Downhill

Road cross section (2) Number of lanes

Lane marking

Road surface (2) Roughness (4) Asphalt

Concrete

Pavement

Gravel

Damage (2) Crack

Pothole

Road intersections (4) Diverging

Merging

Weaving

Crossing

Road furniture
and limitations (2)

Boundary (6) Pole

Guardrail

Concrete barrier

Noise barrier

Tunnel

Bridge

Traffic signs (3) Traffic lights

Warnings

Limits

Temporary
physical limitations (4)

Lane reassignment

Lane markings

Road work signs

Road work barricades

Movable entities (3) Entity types (4) Vehicles (7) Cars

Trucks

Buses

Motorcycles

Emergency vehicles

Agricultural vehicles

Pedal cycles

Pedestrians

Animals

Objects

Maneuvers (9) Cruising (2) High speed

Low speed
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Table 3. Scenario factors from Table B.4 in ISO 21448 [11] –2.

Level 0 Level 1 Level 2 Level 3

Movable entities Maneuvers Speed change (2) Deceleration

Acceleration

Follow

Approach

Pass

Lane change (2) Left

Right

Turn (2) Left

Right

Turn back

Safe stop

Relative positions (4) Left

Right

In front of

Behind

Environmental
conditions (4)

Time of day (4) Early morning

Daytime

Evening

Night time

Atmospheric conditions (5) Temperature

Visibility

Wind

Clouds

Precipitation (4) Rain

Hail

Sleet

Snow

Lighting conditions (2) Sunlight

Moonlight

Road surface conditions (4) Dry

Wet

Snow covered

Icy

Since the list of ODD factors in this table is large, we only defined attributes and param-
eters for the main object of analysis of our pedestrian detection system: “pedestrian”
(shown in Table 5). We did not define any additional hierarchy as Table B.4 has a built-
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Table 4. Components and properties of a pedestrian detection system.

Component Name Properties

LIDAR Field of view (120 to 360◦, 24 values with 10◦

increment), range (1 m to 20m, 20 values)

Camera Resolution (3 mega pixel (MP) –8 MP, 6 values),
frame rate (10 frames per second (fps) –30 fps, 3 values with
10 fps increment)

Camera-based pedestrian
detection algorithm

Prediction rate (1 Hz, 1 value), precision (0.95, 1 value),
recall (0.95, 1 value)

LIDAR-based pedestrian Point cloud processing time (1 s, 1 value)

detection algorithm

Braking system Braking torque (2700 Nm–4200 Nm, 15 values with
100 value increment)

Table 5. Attributes and parameters of a pedestrian.

Name Type Values (# of values)

Gender Attribute Male, Female (2)

Race Attribute White, Black or African American, Asian, Native
Hawaiian or Other Pacific Islander, and American Indian or
Alaskan Native (5)

Age
group

Attribute Children, Adolescents, Adults, Elderly (4)

Mobility
support

Attribute None, Walking stick, White cane, Stroller, Walker, Wheel
chair, Scooter (6)

Speed Parameter 0–2 m/s (5 with 0.5 increment)

in hierarchy. The difference however is that we did not consider environmental condi-
tions as an additional fifth layer, rather we combined it with hierarchies of other ODD
factors. We then identified the components and their properties for the pedestrian detec-
tion system as shown in Table 4. Once the components and their properties are defined,
we identified the dependencies among ODD factors and components of the system. For
example, one of the dependencies we found is the dependency between camera and
weather conditions. For each level in the hierarchy, we first analyzed the number of
ODD factors and components that are mutually dependent on each other to choose the
‘t’ value for generating t-way combinations. We then generated combinations for each
level of hierarchy of ODD factors. The resultant combinations are used to generate test
cases and analyze them.
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4.4 Results

RQ1 Results: RQ1 focuses on verifying if the proposed technique is able to reduce
testing effort by exploiting the hierarchy among ODD factors. To analyze RQ1, we
generated combinations for the factors shown in Tables 2 and 3. To show scenarios only,
we did not use parameters or properties for this research question. The results of RQ1
are shown in the Table 6. From the table, we can observe that the proposed technique
produces the smallest number of combinations compared to the control techniques. The
combinations produced by the proposed approach are resultant of sums of combinations
generated across different levels of ODD factors unlike the control techniques. In total,
24 combinations are produced for Level 0 and its values, 56 combinations are produced
for Level 1, and 60 combinations for Level 2. For Level 3, we did not generate any
combinations as we did not have parameters defined for all of them.

Table 6. RQ1 results. Number of scenarios and test cases generated.

Heuristic Exhaustive testing Non-hierarchical

(Proposed technique) Combinatorial

140 95,846,400 541

RQ2 Results: To address RQ2, in which we study whether dependencies can reduce
the testing effort further, we utilized the information in Tables 4 and 5. We first iden-
tified dependencies across the ODD factors, components and their properties, as well
as attributes and parameters considered for pedestrians. The results (the number of test
cases) are shown in Table 7. After dependency analysis, we found t = 2, hence we gen-
erated 2-way combinations. It can be observed that while the number of test cases dras-
tically increased for the exhaustive testing approach, the number of test cases generated
using combinatorial approaches remain low. However, the proposed approach produced
a higher number of test cases (989) (it is the cumulative count of test cases at different
levels) when compared to the combinatorial approach that does not consider hierarchi-
cal relationships (686). We further analyzed if there are any dependencies that are lost
by comparing the result produced by of our approach which considers dependencies as
well as hierarchies and the result produced by the control technique where hierarchical
relationships are disregarded. We found that due to lack of considering hierarchical rela-
tionships and systematic analysis, certain dependencies covered by test cases generated
using our approach are not covered by the control technique. For example, we cannot
cover combinations where there is rain at night time using the controlled technique as
it considers both rain and night time to be values of the same parameter.
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Table 7. RQ2 results. Number of scenarios and test cases generated.

Heuristic Exhaustive testing Non-hierarchical

(Proposed technique) Combinatorial

989 1.16 × 1023 686

5 Discussion

From the results of our study, we found that our proposed technique is effective in
reducing the testing effort when compared to control techniques. We found that using a
hierarchy can reduce the number of test cases further without missing dependencies. We
also found that applying the proposed technique helps practitioners to systematically
develop test cases.

The proposed technique also fits well into standards such as ISO 21448 [11] and ISO
26262 [10]. It takes into account the functional dependencies which play a vital role in
assuring functional safety and it also provides ways to expose functional inefficiencies,
making it suitable to verify vehicle’s safety of the intended functionality.

Limitations: Despite the advantages offered by our approach, it still suffers from
some limitations. First, the determination of dependencies is currently manual and
not automatic. We plan to address it by proposing natural language processing based
approaches, which can help apply semi-automated or automated processes. Another
limitation is that the current approach does not discuss how to deal with conflicting
opinions between stakeholders. We aim to address this by proposing guidelines on how
to conduct manual steps involved in this approach.

6 Conclusion and Future Work

In this paper, we discussed a hierarchical dependency-driven scenario-based testing pro-
cess to reduce the amount of testing effort. Our approach exploits the concepts of a
hierarchy and dependencies to reduce the number of test cases drastically when com-
pared to exhaustive testing. To evaluate our approach, we conducted an empirical study
focusing on two research questions. Our results showed that our approach outperforms
the exhaustive technique and non-hierarchical combinatorial testing approach.

As a part of future work, we plan to address the limitations discussed in the Sect. 5.
In this paper, we conducted an empirical study only considering a pedestrian. We intend
to perform a comprehensive empirical study using a large number of components and
scenarios as a part of future work. We also plan to explore how we can apply our pro-
posed technique to various application domains.
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Abstract. We study approaches to use (real-time) data, communicated between
cars and infrastructure, to improve and to optimize traffic flow in the future and,
thereby, to support holistic, efficient and sustainable mobility solutions. To set
up virtual traffic environments ranging from artificial scenarios up to complex
real world road networks, we use microscopic traffic models and traffic sim-
ulation software SUMO. In particular, we apply a reinforcement learning app-
roach, in order to teach controllers (agents) to guide certain vehicles or to control
infrastructural guidance systems, such as traffic lights. With real-time informa-
tion obtained from other vehicles, the agent iteratively learns to improve the traf-
fic flow by repetitive observation and algorithmic optimization. For the RL app-
roach, we consider different control policies including widely used neural nets
but also Linear Models and Radial Basis Function Networks. Finally, we com-
pare our RL controller with other control approaches and analyse the robustness
of the RL traffic light controller, especially under extreme scenarios.

Keywords: Reinforcement learning · Optimal traffic control · Microscopic
traffic models · Autonomous vehicle control · Traffic light control

1 Introduction

Currently, the amount of traffic increases strongly nearly all over the world - this results
in more accidents, traffic jams and emissions as well as a high demand for sustainable,
efficient and safe mobility solutions.

At the same time, today’s vehicle technology and mobility infrastructure allow to
collect and to transmit large and comprehensive data, especially in the light of emerging
and maturing communication technologies, such as 5G. This data may be used by com-
plex driver assistance systems or (semi-) autonomous vehicles. Also, intelligent traffic
control systems may use this data to enable communication and cooperation between
road users and infrastructure.

To develop and implement such solutions, we need intelligent approaches to control
traffic flows. These approaches should take into account established modelling as well
as available data, with the goal to improve traffic control constantly.

A technique that may be able to combine all of these characteristics is reinforcement
learning (RL). In recent years, RL achieved impressive successes, especially in play-
ing games [25] or in robotics [12,24]. Despite the usually huge computational training
c© Springer Nature Switzerland AG 2022
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effort, the goal of these controllers is not to simulate every single outcome or position
but to determine iteratively which control is most likely leading to a good result. So
the central idea of RL is to repeat a certain task several times and then to evaluate it to
encourage or reinforce controls that lead to good or at least acceptable outputs. This can
be applied to traffic control by simulating realistic traffic networks in which RL agents
are learning to control a system iteratively.

In [2], we have presented a reinforcement learning approach for traffic control to
either increase traffic flow by guiding certain vehicles intelligently or by steering traffic
light systems. In this work, the main contribution is twofold. For the first application,
we compare our RL approach with other control methods at the ring road experiment,
cf. [26,27]. Then, for the latter one, we analyse certain extreme scenarios, the RL traffic
light controller may be confronted with.

Accordingly, the remaining part of the paper is organized as follows. First, in Sect. 2
we give a brief introduction to traffic modelling, especially microscopic car-following
models, and a summary over different approaches to control traffic flows. As one app-
roach to control traffic flows, in Sect. 3, we recapitulate the general concepts of model-
free reinforcement learning and policy update algorithms. The goal, in these algorithms,
is to iteratively find an optimal policy. In Sect. 3, we therefore compare different pol-
icy representations in RL with a control approach that has been applied in a real-world
experiment of the ring road [26]. Then, in Sect. 5 the RL traffic light controller is tested
in scenarios like rush hours and lack of data-availability. Finally, we close the con-
tribution in Sect. 6 with a short summary and conclusion as well as a sketch of open
problems and future work.

2 Optimal Control of Traffic Flows

Analysing traffic flows has been subject of research since the last century. This has led
to a high variety of traffic models that are capable to represent different aspects of traffic
flows [22,30].

2.1 Traffic Modelling

The first well-known model class are the so-called macroscopic traffic models. They are
based on ideas developed in the field of fluid dynamics, starting e.g. with the Lighthill-
Whitham-Richards model [14]. While they are capable of explaining a lot of traffic
phenomena like the evolution of congested regions on highways realistically, they tend
to model traffic flows overly smooth and do not offer any insights on individual vehicle’s
driving behaviour.

Therefore, in the last couple of years, more microscopic models haven been pre-
sented that take every vehicle’s specific actions, like acceleration and deceleration, into
account and a common modelling approach in this class are car-following models. For
a more detailed description of the connection between macroscopic and microscopic
models, we refer to [6].
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Car-Following Models. In car-following (or follow-the-leader) models, traffic is
described by individual driver-vehicle units that form a traffic flow and each vehicle’s
driving behaviour is determined by observations of other vehicles surrounding them.
In our case-studies, we focus on longitudinal dynamics of vehicles on single-lane sce-
narios. Then, the dynamics of each following vehicle can be described by a system of
ordinary differential equations (ODEs)

ṡi(t) = vi(t),
v̇i(t) = f(si(t), si+1(t), vi(t), vi+1(t))

(1)

where si(t), si+1(t), vi(t), vi+1(t) are the front-bumper positions and speeds at time t
of the following car i and leading car i+1, respectively. Further, we define the headway
between the two vehicles in terms of the bumper-to-bumper distance as follows

hi = si+1 − si − li+1 (2)

with li+1 being the length of the leading vehicle. Then, the dynamical system is given
by

ḣi(t) = vi+1(t) − vi(t),
v̇i(t) = f(hi(t), vi(t), vi+1(t)).

(3)

The right hand side f , that determines the acceleration of the following vehicle, depends
on the car-following model [11,13]. One of them is the Intelligent Driver Model
(IDM) [30] that we will use for modelling of human-driven vehicles. In the IDM, the
equation for the acceleration of the following vehicle i is given by

f(hi, vi, vi+1) = amax

[
1 −

(
vi

vdes

)δ

−
(

h∗(vi,Δv)
hi

)2
]

,

h∗(vi,Δv) = hmin +max
(
0, viT +

viΔv

2
√

amaxb

)
,

(4)

with Δv = vi − vi+1. The input parameters hi ,vi and vi+1 are chosen to reflect human
decision making in traffic flows as human drivers usually take into account the headway
and both the own and the leader’s speed to set their accelerations. Further, different
aspects of driving behaviour can be represented by the set of parameters

βIDM = [vdes, T, hmin, δ, amax, b] . (5)

They can be fitted to real-world traffic data or set to model different driver types, e.g.
a more or less aggressive driver. The parameter fitting as well as a detailed explanation
of the parameters are given in [30].

2.2 Traffic Control

In the real-world, traffic flows are controlled by, e.g., speed limits or traffic light pro-
grams with several different goals including efficiency, safety, sustainability, and com-
fort. In a lot of situations, these limits or programs are determined heuristically as the
outcome of time-consuming observations, experience or part of legal requirements.



316 U. Baumgart and M. Burger

But since the analysis and modelling of traffic flows have been studied, optimal
solutions to control traffic flows have been presented as well, e.g. by setting speed limits
and ramp metering [16] or switching through phases of traffic lights [7,18]. For most
of these solution approaches, traffic dynamics are defined beforehand, e.g. with one of
the models presented in Sect. 2.1, and then a certain traffic situation is optimized. But
as traffic dynamics can be very complex and driving behaviour is highly variable and
heterogeneous, it is hard to guarantee that such optimal solutions work in real-world
situations.

In the last years, an increasing amount of traffic data is being collected by not only
vehicles but also infrastructure systems. In view of faster communication technologies
(e.g. 5G-communication), these data can be transmitted almost in real-time between
vehicles and also between vehicles and infrastructure. Therefore, the use of such data
and communication may be crucial to apply optimal traffic solutions to real-world traffic
systems. We can use the data to estimate traffic model parameters more precisely to
single vehicles that we observe [4] or, from a more macroscopic point of view, take
into account phenomena like morning and evening rush hours. Accordingly, more data-
driven techniques, like RL, have been applied to control, e.g. ramp metering [3] or
traffic light systems [1,31,33].

Further, with the emerge of (semi-) autonomous vehicles, new ways to control traffic
flows arise. If we assume that we can control these vehicles directly (e.g. setting their
acceleration behaviour) we can affect the driving behaviour of other drivers more easily
and increase traffic flow more directly, e.g. with cruise control systems [21].

One specific traffic situation in which the impact of controlling certain vehicles has
been studied in recent years, is based on the ring road experiment presented in [27]. In
a closed traffic situation, it has been shown that human-driving behaviour can be inef-
ficient and traffic flow may be increased by an intelligently controlled vehicle, either in
real-world experiments [26] or in simulation with a RL controller [34]. The controlla-
bility and stability of such a control approach have been studied as well [32,35].

In our work, we therefore focus on either controlling traffic flows by intelligently
controlled vehicles (we will call them autonomous vehicles (AVs)) or by traffic guid-
ance systems, such as traffic lights. That means, in general, there is a traffic situation in
which we can either observe single vehicles or entire lanes by obtaining real-time data.
The dynamical system is then represented by discrete-time states xt. Further, there is a
controller, the AV or a traffic light system, that applies controls ut that directly change
or affect the dynamical system. The controller’s goal is to find such controls that opti-
mize the traffic flow for all vehicles in the system.

3 Model-Free Reinforcement Learning

In this section, we introduce reinforcement learning (RL) as intelligent and data-driven
approach to control and to optimize traffic flow. We recapitulate the general concepts
of model-free RL as presented in [2]. RL is based on the idea that an agent (controller)
interacts with its environment (dynamical system) and aims at controlling the system
optimally. In the general model-free RL framework the dynamics of the system are
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unknown. The agent, however, is allowed to apply different actions (controls) in differ-
ent states of the dynamical system such that controls leading to desirable outputs are
encouraged or reinforced and disadvantageous outputs are discouraged [28].

The mathematical framework for this agent-environment interaction is given by
a Markov Decision Process (MDP) [9,23,28]. Such a MDP is given by a tuple
(X ,U , P, r, ρ0, γ, tf ) with state space X , action (or control) space U , transition proba-
bility function P : X × U × X → [0, 1], reward function r : X × U → R, initial state
distribution ρ0 : X → [0, 1], discount factor γ ∈ (0, 1] and time horizon tf ∈ R>0 [8].

At the beginning of eachMDP episode, that consists of discrete time steps, the initial
state of the environment is drawn from a initial distribution x0 ∼ ρ0. Then, at each time
step, the agent determines an action ut and the environment is described by a new set of
states following the transition probability function P (xt+1|xt, ut). The reward function
r evaluates the combination of state xt and action ut such that the agent’s goal is to take
actions that lead to high rewards. At the end of each episode (often called rollout) the
trajectory data is summarized by τ = (x0, u0, x1, u1, . . . , xtf ). As in [2], the interaction
between agent and environment is visualized in Fig. 1.

Fig. 1. MDP interaction between agent and environment for traffic control scenarios [2].

3.1 Policy Optimization

In RL, we generally assume that the dynamics of the environment, which are described
by the transition probability function P (xt+1|xt, ut), are unknown. At the same time,
we wish to find optimal actions for each state and a solution approach are so-called
policy update methods, cf. [28]. Here, the agent typically determines its actions by
a deterministic policy ut = μθ(ut, xt) or by sampling from a stochastic policy
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ut ∼ πθ(ut|xt). The policy depends on a set of parameters θ and the goal is to find
such parameters that optimize the following maximization problem

max
θ

E

⎡
⎣tf−1∑

t=0

γ tr(xt, ut)

⎤
⎦ . (6)

That is, we derive parameters such that the expected value of the discounted sum of
rewards is maximized for a given time period.

Policies. In general, the policy represents a feedback law from the state space X to the
action space U , which we both assume to be real-valued (X = R

n and U = R
p). First,

we define a function fθ : X → U , that depends on parameters θ. With this function fθ,
the deterministic policy is given by

μθ = fθ(x). (7)

Accordingly, stochastic policies πθ are usually described by Gaussian distributions with
mean fθ(x) and a fixed covariance matrix Σ ∈ R

p × R
p,

πθ ∼ N (fθ(x), Σ). (8)

To find optimal policy parameters, we start with an initial set of parameters θ0. Then,
at each iteration step, we calculate trajectories τ with the current policy parameters fol-
lowing the episodic setting of MDPs. After each episode (or several episodes), we can
evaluate the collected rewards and change the parameters of θ with the goal to improve
the value of the objective function defined in Eq. (6). With such an approach, we are
able to optimize the policy parameters iteratively, without requiring exact information
about the dynamics of the environment. An overview and benchmarking of different
methods can be found in [8] and in our experiments we apply an augmented random
search as stated in [17].

In [2], we have described, how to use Linear Models (LM) and Radial Basis Func-
tion (RBF) Networks for policy representation. However, deep neural nets are often
applied in RL [10] and in this work, we compare different approaches for traffic con-
trol, see Sect. 4. In the following, we briefly summarize the use of RBF networks for
policy representation (cf. [2]) and introduce the main concepts of neural nets, based
on [5].

RBF Networks. RBF networks are well known for function approximation and have
been used in machine learning [5,19]. They can be described by a set of parameters
consisting of centres ci ∈ R

n and radii ri ∈ R (i = 1, . . . , m), bias vector b ∈ R
p

and weighting matrix W ∈ R
p×m. The hyperparameter m determines the number of

centres and the Gaussian radius function is defined as

hi(x) = exp

(
−‖x − ci‖22

2r2i

)
. (9)
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Then, to obtain a RBF network, these Gaussian radius functions are combined to a
weighted sum

fθ(x) = Wh(x) + b (10)

with h(x) = [h1(x), . . . , hm(x)]T .
To include prior knowledge and to reduce the number of optimization parameters,

we use an approach to fix the centres and radii such that the parameter vector θ only
consists of W and b. We therefore generate a dataset {x1, . . . , xN} of observed states
that includes different parts of the state space. Then, we apply a k-means clustering
algorithm [5] to determine the m centres ci and set the radii ri to fixed values.

Neural Nets. A feed-forward neural net can be described by a composition ofK layers,
k = 1, . . . K. Each layer k consists of Mk neurons and each neuron l obtains an input
zk
m from the neuron m of the previous layer k and feed-forwards an output zk+1

l . The
first layer’s input is the current state z1i = xi ,i = 1, .., n, and the last layer’s output is
the control output for the policy fθ = zK+1.

Moreover, to each neuron l of layer k, there are assigned weights wk
l,m ∈ R, m =

1, . . . ,Mk−1, and biases bk
l ∈ R. Additionally, an activation function σk : R → R for

each layer is defined and the output of each neuron l, l = 1, . . . , Mk, is given by

zk+1
l = σk(

Mk−1∑
m=1

wk
l,mzk

m + bk
l ). (11)

To take into account the entire layer, consisting of the Mk neurons, often the following
notation is used

zk+1 = σk(W kzk + bk) (12)

such that all the weights are stored in matrix W k ∈ R
Mk × R

Mk−1 and all the biases
in vector bk ∈ R

Mk . Also, the activation function is applied component-wise on each
entry of the computed vector W kzk + bk.

While the number of layers K, the number of neurons for each layer Mk and the
activation functions σk are hyperparameters that are defined preliminary, the weights
and biases have to be optimized. That means, in RL applications, the policy parameters
θ consist of the weight matrices and bias vectors W 1, b1, . . . , WK , bK of the neural
net. We visualize both policy representations in Fig. 2.

4 Ring Road Control

The experiment of Sugiyama et al. [27] has shown that human driving behaviour alone
can lead to undesirable outcomes like stop-and-go waves and congestions. Since then,
it has been studied, how connected autonomous vehicles (AVs) can be used to improve
traffic flow in the ring road scenario (Fig. 3). In this work, we compare a RL controller
with RBF network policy [2] with an RL approach based on deep learning, e.g. in [34],
and an approach that has been studied in a real-world experiment [26].

As the experiment is based on a single-lane scenario, we can represent the dynamics
of all vehicles in terms of their speeds and headways. We set-up the ring road with
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Fig. 2. Exemplary visualization of a RBF network and a two-layer neural net with state space
dimension n = 4 and action space dimension p = 1.

radius 50 m and N = 22 vehicles in which the human drivers (HDs) are described with
the IDM car-following model (cf. Eq. 3 and Eq. 4). In RL, we consider time-discrete
systems, so we update the dynamics of each HD following a mixed first-order-second-
order scheme [30]:

hi(t + Δt) =
vi+1(t + Δt) − vi(t + Δt)

2
Δt,

vi(t + Δt) = vi(t) + f(hi(t), vi(t), vi+1(t))Δt,
(13)

for vehicles i = 1, . . . , 21. In contrast, the acceleration behaviour of the AV (i = 22) is
described by its control inputs ut:

h22(t + Δt) =
v1(t + Δt) − v22(t + Δt)

2
Δt,

v22(t + Δt) = v22(t) + utΔt.
(14)

At each time step t, the RL agent observes a state input xt = [h22(t), v22(t), v1(t)]
consisting of its own headway and speed, as well as the speed of the leading vehicle.
Then, the agent computes the controls ut with a parametrized policy πθ and the current
state xt. The parameters θ are optimized with a RL algorithm as described in Sect. 3
and the reward function used here is given by the average speed over all vehicles,

r(x, u) =
1
N

N∑
i=1

vi. (15)

4.1 Experimental Set-Up

As in the real-word experiment of [27], we let all vehicles start with equal headways. To
observe the emerging stop-and-go wave, we slightly vary each HD’s driving behaviour.

This is achieved by first introducing a nominal IDM parameter set βIDM =
[16, 1, 2, 4, 1, 1.5] as described in Eq. 5. Then, at the beginning of each episode, we draw
samples from a Gaussian distribution with mean βIDM and standard deviation σ = 0.1.
Thus, for one rollout and each vehicle i, we realize each driver’s current characteristics
in terms of the corresponding IDM parameter set βi

IDM as

βi
IDM ∼ N (βIDM, σ). (16)



Optimal Control of Traffic Flow Based on Reinforcement Learning 321

-50 -40 -30 -20 -10 0 10 20 30 40 50

x Position [m]

-50

-40

-30

-20

-10

0

10

20

30

40

50

y 
P

os
iti

on
 [m

]

HD
AV

Fig. 3. Visualization of the ring road in Matlab.

The deviation of the parameters reflects the heterogeneity of human drivers which, in
this experiment, leads to inefficient driving behaviour.

For each simulation, we let the stop-and-go wave evolve for the first 300 s and then
one of the following controllers is switched on:

– HD Control: First, the AV keeps its human driving behaviour simulated by the car-
following model.

– PI with Saturation Controller: This control approach has been applied in a real-
world experiment of the ring road and we choose the same set of parameters as
presented in [26].

– RL with NN Policy: In [34] a RL approach with deep learning has been pre-
sented. To recreate this controller, we trained an agent with the Matlab Reinforce-
ment Learning Toolbox [29]. Here, the policy is presented by a Neural Net with two
hidden layers, 32 neurons for each layer and the tanh activation function.

– RL with RBF Policy: Instead of a neural net, we use a RBF network policy with
fixed centres. Here, we generated a dataset of 20 trajectories showing different sit-
uations ranging from fluent to congested traffic situations. Then, we determined 50
centres with a k-means clustering approach and fixed the radii such that only the
weights and biases of the RBF network had to be optimized.

4.2 Results

For the training of both RL agents mentioned above, the IDM parameters have been
chosen randomly before each rollout to simulate different driving styles and, accord-
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Fig. 4. Average speed [m/s] over all vehicles and the AV’s speed [m/s] for different control
approaches and time horizon tf= 600 s. The stop-and-go wave evolves and then at t= 300 s the
different controllers are switched on.

ingly, different traffic situations. Then, after the training of the RL controllers, we apply
all controllers to the same randomly chosen (and then fixed) parameters such that all of
them are confronted with the same stop-and-go situation at the AV control start.

In Fig. 4, the results are shown in terms of the average speed over all vehicles and
the speed of the controlled AV. For the first 300 s, the stop-and-go wave evolves for
all scenarios leading to higher variation of speed for each vehicle and a decrease of the
average speed. Without AV control, the impact of the stop-and-go wave increases until
a certain level and does not vanish over time.

In contrast, for each of the AV controllers, the average speed is increased at the end
and all vehicles travel more fluently, indicated by the AV’s lower deviation of speed.
While it is already remarkable that the traffic flow of 22 vehicles is increased by a
single intelligently controlled vehicle, the AV controllers differ in their characteristics
and performance. Both RL controllers decelerate strongly at the beginning and then
slowly increase their speed to lead the traffic flow back to a stable situation. In contrast,
for the PI with saturation controller, it takes some speed oscillations, i.e., phases of
acceleration and deceleration, until a stable solution is reached.

We point out, that, in this scenario, our RL control approach with RBF policy per-
forms at least as good as the other presented approaches, partially even superior to
them. The clustering of the centres, however, increases the performance and drastically
decreases the computing time, in particular, in comparison to the approach with deep
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neural nets, cf. Table 1. This is reasonable, since prior knowledge is included and the
number of optimization parameters is reduced.

Table 1. Comparison of different controllers at the ring road scenario. The average speed and
standard deviation (SD) are taken over all vehicles and time steps after the AV control start at t
=300 s. For the average required computing time in the training of the RL agents, we compare,
for each optimization, the time until a certain value of the objective function (cf. Eq. 6) is reached.

Controller Average speed
[m/s]

SD speed
[m/s]

Average computing
time training [s]

HD 4.71 4.16

PI saturation 6.17 2.21

RL NN 5.93 2.07 1198

RL RBF 6.38 1.83 114

5 Traffic Light Control

Optimal control of traffic light systems can have a huge impact on certain traffic
situations because the static behaviour of currently used traffic light programs, that
are switching through different phases with fixed durations, leaves a big potential
for improvement. Especially, if we consider the availability of real-time data, either
obtained by vehicles sending data or infrastructure systems observing them. Accord-
ingly, data-driven approaches, like RL, have been applied to find optimal solution for
traffic light control [1,31,33].

Most of these RL approaches consider single junctions or road networks of grids
that are not always representative for typically very complex real-world situations. We
have shown in [2] that a RL agent can outperform a static traffic light program at a
real-world traffic situation when it obtains data in real-time.

In this work, we study the robustness of such an approach, especially under extreme
traffic situations. First, we analyse the controller’s performance in rush hour scenarios
in which traffic flows from and towards lanes may differ a lot from usual situations
that are observed during training. Then, we study the impact of data-availability. This
is highly relevant, since, in the near future, typical traffic will be heterogeneous: some
vehicles may be able and willing to provide information, others may not.

5.1 Experimental Set-Up

We briefly summarize the design of the RL controller presented in [2]. First, we set-up
the traffic situation in SUMO [15] by importing a digital map based on OpenStreetMap
data [20] of the Opel-roundabout. We define realistic frequencies fij of vehicles enter-
ing the system on lane i and leaving it on lane j based on realistic considerations and
observations. With these frequencies, the inflow of vehicles from each lane is real-
ized by stochastic processes, to obtain appropriate and varying traffic flows in each
simulation.
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Fig. 5. Opel-roundabout in Kaiserslautern, Germany [2,20].

The RL agent observes aggregated values over all vehicles for each incoming lane.
In particular, the traffic density, the minimum distance of the closest vehicle to the
next traffic light unit, the number of waiting vehicles in front of the traffic light, the
time since the last change has occurred, and a binary variable indicating whether the
upcoming traffic light is green or not, is observed. The RL agent controls each of the
six traffic light units simultaneously by deciding at every time step whether to stay at
the current phase or to switch to the next phase.

By observing the environment and interacting with it during training, the RL agent
aims to find an optimal control policy (cf. Sect. 3) with the goal to increase the traffic
flow for all vehicles in the system. Then, we compare the RL agent to a realistic traffic
light program based on a fixed cycle time of 90 s. We have shown that a RL control
approach can increase traffic flow, not only in scenarios that have been observed during
training, but also if we evenly scale up and down the number of vehicles entering the
traffic situation, cf. [2].

5.2 Rush Hour Scenario

Since the traffic dynamics may not only change evenly, in this section, we analyse
certain rush hour scenarios as well. The lane in front of unit U2 in Fig. 5 leads to a
factory. Thus, the number of vehicles coming from that lane and leaving the system on
it can vary a lot depending on the day time.

To make the scenarios comparable and to have a similar number of vehicles in the
system, we fix the sum over all frequencies of incoming vehicles

Z =
6∑

i=1

6∑
j=1

fij . (17)
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Then, we introduce a scalar value r1 indicating the increase of vehicles leaving the
system at lane j = 4. To keep the sum over all frequencies fixed, a second scalar value
r2 is computed as follows

r2 =
Z − r1

∑6
i=1 fi4∑6

i=1

∑6
j=1,j �=4 fij

. (18)

Finally, we compute new frequencies r1 · fij for j = 4 and r2 · fij for j �= 4. For
each of the scaling steps r1 ∈ {1, 1.1, 1.2, . . . , 2.9, 3}, we simulate 20 scenarios of the
RL controller and the 90 s-program. In Fig. 6, we compare the average speed over all
of these scenarios. The increased number of vehicles entering from one lane makes it
for both controllers harder to optimally guide all vehicles through the traffic situation.
However, it is remarkable that the RL controller outperforms the 90 s-program, because
the scenarios for high scaling steps differ a lot from the ones that have been observed
during training.

Fig. 6. Rush hour scenario for the Opel-roundabout. The number of vehicles leaving at a certain
lane is scaled up while the total number of vehicles in the system is kept fixed. For both con-
trollers, RL and 90 s, and each scaling step, 20 simulation are computed and we compare the
average speed [m/s] over all vehicles and simulations at each scaling step.

5.3 Data-Availability

A crucial point in the application of data-driven traffic control approaches is the avail-
ability of data. In all our experiments so far, we assumed that traffic data is available in
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real-time and from all vehicles. However, as already said earlier, it needs to be expected
that in the near future, we will be faced with a very heterogeneous situation: only a
certain amount of vehicles will be able and willing to communicate and to send infor-
mation. Consequently, we analyse here the impact of such a heterogeneity and the data-
availability, respectively, on the performance of the RL controller.

We define a value p such that for each vehicle that enters the system, a uniformly
distributed random variable z ∼ U([0, 1]) is drawn. If z < p, the RL controller obtains
information from the vehicle and if not, the vehicle does not send any data. Again, we
scale up p ∈ {0.05.0.1, 0.15, . . . , 0.95, 1} and compute 20 different simulations for
each scaling step. We repeat this for different frequencies of incoming vehicles and the
average speed over 20 simulations for each frequency and scaling step is shown in Fig. 7.

For all frequencies, the controller’s performance at p = 0.2 is already almost as good
as for scenarios with full data-availability and does not increase significantly for higher
values than p = 0.4. This is plausible, since the controller does not take into account
the driving behaviour of individual vehicles but only observes aggregated values (cf.
Sect. 5.1). Thus, the controller does not need exact information about these values and
our results show that an amount of 20% to 40% of vehicles sending data is sufficient,
to control such a complex traffic light system optimally. The effect of data-availability
decreases for scenarios with a higher number of vehicles in the system, because the
effect of optimal traffic light control decreases as well, for high traffic densities, cf. [2].

Fig. 7. Impact of data-availability at the Opel-roundabout in terms of the average speed [m/s]
over all vehicles in the system and 20 simulations at each scaling step. We increase the ratio
of vehicles sending data from 0.05 to 1 and compare different frequencies that determine the
number of vehicles in the system.
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6 Summary and Conclusion

After an introduction to traffic modelling and control, we have presented model-free RL
as an approach to optimally control traffic flows. We have shown that an autonomous
vehicle, controlled by a RL agent, can improve traffic flow for all vehicles in the system
at the artificial ring road scenario. Our RL agent uses a RBF network policy with fixed
centres in comparison to widely used policies based on deep neural nets. We stress that
the RBF policy can outperform neural nets, while prior knowledge can be included with
a clustering approach and the number of optimization parameters can be reduced.

In addition, we have analysed the robustness of the RL traffic light controller. For
rush hour situations, that may differ a lot from the training scenarios, the RL agent is
still superior to a static traffic light program. Another remarkable result is that the RL
agent only needs between 20% to 40% of vehicles sending data to optimally control
the traffic light system. That means, the application of data-driven techniques, like this
proposed RL controller, is a quite robust approach concerning the information needed
from other actors and, even in mixed traffic scenarios, in which certain amounts of
vehicles are not providing any data, its application is promising.

Indeed, real-time data sent from the vehicles, as we have assumed it in our approach,
is usually not at all available these days. However, current developments in the vehicle
and network technology are promising to enable such real-time communication, which
make the experiments of this work realizable in real-world traffic situations.

It is remarkable that the RL agents can outperform other control approaches, without
prior knowledge about the environment but with observations they have made during
several simulations. However, it is important to point out that a stable and safe transfer
and application of RL controllers to real world scenarios is still an open task that has not
been fully solved yet. Especially, in safety-relevant situation that involve humans, the
typical training, that requires the possibility to run the controller with poor performance
up to error and failure, is almost impossible.

In our experiments, we train the controller in a virtual environment. Transferring
the controller based on virtual training scenarios would therefore require a good match
between reality and virtual environment. Moreover, the controller’s performance in dif-
ferent situations can vary a lot, depending on the scenarios that have been observed
during training. While the RL traffic light agent showed to be robust under extreme
scenarios, guaranteed accuracy and stability of RL are, at least partially, an open task as
well.

In future work, we plan to further evaluate RL in traffic control. We aim to compare
our RL approach with different control approaches ranging from more physics-based
optimal control approaches to other data-driven and AI-based techniques. By studying
different approaches, we target to improve both, the performance and interpretability,
of traffic control agents.
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Abstract. The control of urban traffic signals typically works on the basis of
predefined plans or as a centralised planning system. At least in research work, a
locally organised, self-adaptive approach has been established as a more robust,
scalable and efficient alternative. In all three cases, the best case scenario is that
the system reacts to observed current situations - but no incidents such as acci-
dents, construction work or road blockages of varying duration and extents are
detected and considered as a basis for control decisions. In this article, we present
an approach for cluster-based detection of such disturbances without the need to
extend the existing infrastructure. Based on our previous approach, additional
urban road networks are evaluated, all comprised of intersections equipped with
programmable traffic signals. An additional incident type, where not all lanes of
a road are blocked, is assessed. The underlying traffic flow data is generated in
simulations of varying traffic volumes.

Keywords: Organic traffic control · Traffic flow analysis · Traffic incident
detection · Traffic management

1 Introduction

Growing traffic demands and rising mobility cause higher vehicle densities and
increased associated travel times, particularly in urban areas with limited space for
the necessary infrastructure. The resulting traffic conditions are characterised by strong
dynamics as the overall number of vehicles entering the network change during the
course of the day as well as the week, and in response to larger events, such as foot-
ball matches. Especially these hardly foreseeable events call for automated and adaptive
control concepts for the traffic light signalisation strategies.

One such approach is the Organic Traffic Control (OTC) system [16], which works
in a self-organised, decentralised manner: Within a road network intersections equipped
with traffic lights each are controlled by OTC instances which alter the signalisation
based on local observations and locally learned decision rules. The effects of these
decisions are observed, leading to adapted and improved rule sets and, subsequently, to
a resilient traffic management. However, such an approach reacts to the current condi-
tions and is not proactive in circumventing the negative impact of disturbances such as
incidents.
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Traffic incidents such as slow moving vehicles, roadblocks due to accidents, defect
traffic lights, construction work or unloading of lorries affect the flow of traffic, which in
turn leads to a suboptimal signalling strategy of the individual intersection controllers.
For this reason, the ability to detect such incidents can enhance the adaptive capabilities
of the OTC system, as it can either proactively change its signalisation strategy or even
guide the traffic participants to avoid disturbed regions using, e.g., variable message
signs. To identify incidents automatically in urban areas, we developed a clustering-
based approach for traffic patterns in previous work [20] which uses the well-known
DBSCAN (Density-Based Spatial Clustering of Applications with Noise) technique [6]
applied to traffic flows based induction loop data.

This article extends the previous work in three directions: How does this approach
perform when confronted with flow data from a network consisting of roads with more
lanes? How does the detection change in such a network when, as a new incident type,
closed lanes instead of full road closures occur? And are there misleading results due
to boundary effects generated by the simulation?

The remaining article is organised as follows: The next section Sect. 2 presents cur-
rent work on traffic light control and traffic incident detection, followed by Sect. 3 with
a description of preliminary work in this context and the results of the evaluation of
our previous detection approach. Section 4 then expands on core techniques of this app-
roach, while Sect. 5 explains how these are applied in the context of the extended exper-
iments. This includes the results as well, which are discussed in the final Sect. 6, paired
with a summary and an outlook on possible future work.

2 Background

2.1 Adaptive Traffic Light Control

Traffic lights in urban areas are usually operated by a traffic control centre. The most
prominent systems are SCOOT [14], SCATS [15], MOVA [22], and UTOPIA/-SPOT
[9]. These systems typically rely on a centralised control loop that adapts the behaviour
of distributed intersection controllers, based on a given cost function. This cost func-
tion may include different aspects: Travel times, emissions, or public transport priority,
for instance. Despite being centralised, these systems come with at least some self-
adaptive and self-organising (SASO) capabilities, i.e., being adaptive and policy-driven.
The adaptation mechanism works on-top of a parametrisable system configuration. For
a classification and comparison of approaches, see [17]. In addition to these popular
approaches, several systems focusing on SASO and learning capabilities have been
proposed: A multi-agent approach based on fuzzy control was presented in [7], dis-
tributed W-learning was used to optimise a phase-oriented signal control in [5], and
[11] used a model with predictive control. As an alternative to phase-based systems, a
fluid-dynamic model has been discussed in [8] that uses waiting vehicles as pressure
and counter-pressure for switching policies of traffic lights. In contrast to the scope
of this proposal, these traffic control systems do not autonomously identify and clas-
sify incidents in the traffic networks and adapt their signalisation according to detected
incidents subsequently.
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2.2 Detection of Traffic Incidents

The continuous assessment of the current road situation as part of intelligent traffic
control was addressed as early as 1978 when the California Algorithm [13] was intro-
duced. It uses various traffic states combined with a state-based decision tree to identify
incidents on highways. In [12] an exhaustive list of approaches in the context of arte-
rial roads and highways is given. Many approaches focus on accidents and use various
data sources, such as video data from first-person videos (dash cams) in [23] or short-
range communications between vehicles on motorways as in [18]. Various techniques
from machine learning are applied to make use of this kind of radio data. For instance,
[4] uses Random Forest classifier for accident detection. But most concepts focus on
simpler road network models, such as highways. Our own approach [20], which this
works builds upon, is aimed at urban road networks. See Sect. 3.2 for further details
and results.

3 Preliminary Work

3.1 Organic Traffic Control

The incident detection approach based on clustering is embedded in the context of
potentially improving the Organic Traffic Control (OTC). This traffic management sys-
tem follows the observer/controller paradigm fromOrganic Computing (OC) [10]. It is a
SASO system and exhibits self-optimising, self-configuring behaviour and self-healing.
For instance, the decision-making takes place locally at each traffic light controlled
intersection. In the case of a “failing intersection” others can compensate and adapt.
As intersection controllers can communicate with direct neighbours, global goals can
be achieved without a central control instance. OTC is organised in multiple layers as
visualised in Fig. 1.

Layer 0. represents the System under Observation and Control (SuOC). This is the
actual (simulated) traffic environment which is equipped with detectors and TLCs. The
respective signal configuration can be changed by the layer above.

Layer 1. adapts dynamically to the state of the environment (assessed using the sen-
sors) and its controller which uses a Learning Classifier System. This LCS chooses
rules from a rule set to change the traffic signalisation appropriately at runtime.

Layer 2. is activated when layer 1 is confronted with an environment for which it has
no suitable rule for. In this case, a traffic simulation software is used to validate new
rules which are generated using an evolutionary algorithm.

3.2 Urban Road Networks

In the context of OTC and especially our previous clustering-based approach [20], mod-
els describing urban road networks were considered, of which major model assumptions
are described here.
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Fig. 1. Overview from [10] that depicts the multilevel OTC architecture with the SuOC at layer 0
as well as the “online layer” and “offline layer” on top.

Infrastructure. Unlike motorways, urban road networks lack highly privileged “main
roads” around which all other infrastructure is organised. Instead, single or multi-lane
road sections with speed limits considerably lower than on highways form a grid via
intersections. These are often equipped with traffic light controllers (TLC) positioned
at each incoming section. The control cycle as a basis for the signalisation is coordinated
with other intersections. But the network may also contain junctions without a TLC.

An additional assumption is that outgoing and incoming road sections are equipped
with sensors to count vehicles. These detectors could represent real-life induction loops.
Also, incoming sections of an intersection can be equipped with variable message signs
(VMS) that are readable by drivers and enable dynamic route guidance.

Traffic Demand. The edges of such a network under consideration are connected to
traffic origins and destination that simulate the incoming and outgoing traffic from the
surrounding road network. These traffic volumes can be specified using an origin-
destination matrix (O/D matrix): For each possible combination the arising vehicle
count for a given time period (e.g. veh/h) is defined. These demands may even change
during the observation period to model, for instance, rush hours or reversal commuter
traffic.

Incidents. Accidents are common traffic incidents that have an impact on the usability
of road sections and their lanes. Also, impairments due to unloading vehicles are possi-
ble. An informal description of these and other incident types is given in [19]. A coarse
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way to model these incidents in simulations is to prohibit the usage of the whole road.
A more differentiated approach is to block only one lane (of a dual-lane road). Section 5
provides more details on how this is realised in the context of this work.

3.3 Preliminary Work

Our approach [20] so far to detect incidents within urban road networks applies time
series analysis by clustering traffic flows using DBSCAN [6]. These flows are collected
from vehicle count detectors at the endings of road sections in regular single-lane 2 × 2
and 3 × 3 Manhattan grids equipped with traffic light controllers which use a synchro-
nized 90s control cycle. These sections are affected by different traffic volumes (pri-
mary, secondary, and tertiary) during a simulation of 1:15 h. After 45 min access to one
of the sections is denied for the rest of the simulation, to emulate a fully blocked road.
The first 15 min are regarded as warm-up phase to establish the traffic situation after
which the flows are considered for identifying incidents. During preprocessing, the gen-
eral development of the flows over time was taken into account using flattening where
earlier flows are included as weighted (dampened) average. The detection is a two part
process: First, a parameter set (including the distance measure) of clustering parameters
is used to indicate an incident. To then validate this a second clustering (parameter set)
is applied in combination with certain filters that represent domain knowledge regarding
the traffic flows in the network. For example, while the flow should decrease in affected
sections, it is expected to rise in “detour routes” at a later time. Also, a higher num-
ber of false positives occurring at the fringe of the simulated network were filtered out.
Section 4 provides more details on the applied techniques described above. The best
parameter sets and filters are the result of a manual and iterative selection process. The
authors of DBSCAN recommend to use minPts = 4 as the minimal number of points
necessary for forming a dense region. This turns out to be adequate, while the neigh-
bouring distance ε varies with the applied distance measure. Table 1 gives an overview
of these findings.

The application of incident filters results in a significant reduction of false alarms for
all cluster distance measures in both Manhattan networks. In the case of the 2 × 2 grid,
several parameter sets yielded good results. For instance, using the average distance
for validation and the preceding indication (relative to the mean flow) resulted in an
optimal detection and false alarm rate. This distance measure works also best for the 3
× 3 grid with a fixed ε = 95 for the indication. While all incident are detected, false
alarms cannot be prevented. Still, the Euclidean and the Cubic approximation distance
work marginally better. Finally, an important consequence of this detection approach is
the delay between the occurrence of an incident and the indication due to the flattening
which for the above results was at least two control cycles.

4 Approach

The general detection procedure as described in Sect. 3 uses density-based clustering
and includes additional prepossessing and filtering as a result of the original evaluation
process from [20]. This section expands on some of its elements.
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Table 1. This table is based on the results as presented in [20]. It summarises the best DBSCAN
parameters for detection in combination with incident filters for the 2× 2 and the 3× 3 Manhat-
tan networks. In both settings all incidents are detected, but in the second case also false positives
occurred.

Validation Indication Detection rate False alarms

Distance measure ε Relative distance measure ε

2 × 2 Manhattan Grid

Euclidean 200 Average 0.8 1 0

DTW 12 Average 0.8 1 0

Linear 20 Average 0.8 1 0

Cubic 24 Average 0.8 1 0

Average 8 Average 1 1 0

3 × 3 Manhattan Grid

Euclidean 150 Average 0.95 1 4

DTW 9 Average 0.95 1 7

Linear 10 Average 0.95 1 7

Cubic 9 Average 0.95 1 5

Average 8 Average 0.95 1 7

4.1 Preprocessing

Due to traffic light control at intersections there are always time periods when the vehi-
cles cannot freely move through a section: The red phases. But as these are significantly
shorter than an hour, this is compensated when calculating the flow in veh/h which is
based on the number of incoming and outgoing per section reported every second. The
resulting time series of these flow values is further preprocessed to account for preced-
ing control cycles. This flattening is achieved by applying a weighted average where
older traffic flows are more dampened than recent ones. The flattening factor w ∈ [0, 1]
indicates the ratio of past flows in the weighted average. To determine the flatting f
of a flow valued xt within a section of a network with a control cycle length tc, this
recursive calculation is performed (see Fig. 2 for illustration):

f(xt) =

{
xt at t = 0
wxt + (1 − w)f(xt−tc) otherwise

(1)

4.2 DBSCAN

To detect changing traffic flows, each times series of flattened flow values per section is
treated as one data point used for clustering. Based on the characteristics of the learning
problem, we decided to apply the Density Based Spatial Clustering of Applications
with Noise [6], a widely used and commonly accepted sophisticated standard clustering
algorithm. The particular reason for the choice is that DBSCAN is powerful, comes



336 I. Thomsen and S. Tomforde

(a) Control cycle at 0s (b) Control cycle at 90s (c) Control cycle at 180s

Fig. 2. These charts taken from [20] show an example of preprocessed traffic flows at section BL
> TL in the 2 × 2 network at the beginning of the simulation (after warm-up). For the second
45s of each of the first 3 cycles, the flattened and unflattened (blue) flow data is shown. (a) First
all graphs align as no weighting can be applied. Different flattening weights are denoted by the
colours green (0.33), purple (0.5) and yellow (0.66). Lower numbers indicate less impact of the
latest value, which leads to the intended flattening with fewer and smaller spikes in (b) and (c).
(Color figure online)

with only a few hyper-parameters, does not need the expected number of clusters as
input, and scales with the number of available data. DBSCAN considers the density
of data points with regard to a distance measure and works well for clusters of similar
density and any shape. It can detect multiple clusters, identifies noise data points, and
does not require prior knowledge about the expected number of clusters.

DBSCAN is built around the concept of density-reachability. To determine reacha-
bility three parameters are required: ε denotes the necessary neighbouring distance so
that one point is reachable from the other, making them connected. To determine the
distance between two points, another parameter for DBSCAN is required: The distance
measure. This can be also non-geometric similarity measure or distance function. Its
choice is important for the performance of DBSCAN. Section 5.4 describes the mea-
sure considered in this and the previous work.

Based on the distance, the ε-neighbourhood Np of a point p specifies all points p′

within the radius ε. If such a neighbourhood has a minimal number of points, defined
by the parameter minPts, the p′ points are considered directly density-reachable. With
this, all data points fall into three groups:

– Core points are directly density-reachable.
– Density-reachable points are not core points but are reachable from a core point.
They lie at the edge of a cluster.

– All other points are considered noise or outliers.
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Finally, a cluster consists of at least one core point and all other points the are
density-reachable or directly density-reachable from that core point. This implies that a
cluster has at least minPts points and its non-core points form the edge of the cluster.
Also, noise points do not belong to any cluster.

4.3 Domain Knowledge

As mentioned in Sect. 3 the usage of knowledge regarding the general occurrence of
incidents or the model in the form of filters can increase the detection rate during the
indication phase or reduce the number of false positive findings during the subsequent
validation. These strategies of our previous work are reused:

Border Filter. sieves all incidents at the edge of the traffic network.

Blacklist Filter. filters out a previous set of incidents. This is used to exclude incidents
that were already used as validators.

Downstream Validation. to check if the demands in the downstream sections
decreases as expected.

Upstream and Detour Validation. to verify that demands in the upstream and the
detour sections increase.

5 Evaluation

To analyse the behaviour of our clustering-based incident technique, we performed
close-to-reality simulations with a professional traffic simulation toolkit. In the fol-
lowing, we briefly describe the simulation environment and the considered scenarios,
including the road network topology, the traffic volumes, the applied distance mea-
sures, and the definition of different incidents in the simulation. This is followed by an
in-depth explanation of the achieved results.

5.1 Traffic Simulator

To simulate the demand-based vehicle traffic, the road networks, and the incidents, the
commercial software AIMSUN Next [1] for traffic modelling and simulation is used,
as it was for our previous approach and in the context of OTC. A plug-in was written
using the Aimsun Next API that collects for every simulation step (of 1s) all detector
counts for all sections. These are then used by the analysis server to calculate the means
(see Sect. 4.1) as a basis for the further analysis.
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5.2 Extended Road Networks

The original fully connected 2 × 2 and 3 × 3 Manhattan networks from previous work
featured mainly single lane road sections of 150mwith sides lanes for turning left. After
determining appropriate algorithm parameters for the first grid, the larger one was used
to revise these parameters. In accordance with possible future work indicated in the
original approach, new road networks are introduced to further validate the detection
algorithm: Double-lane grids and a 5 × 5 grid. Figure 3 shows the 2 × 2-DL network
where the 4 interconnecting sections gain a second main lane. Other aspects, such as the
geometry or TLCs, stay consistent in the same way they do in the respective 3 × 3-DL
grid in Fig. 4. Finally, the “enclosing” 5 × 5-EC network in Fig. 5 is used to assess the
border effects of a 3 × 3 grid, as further described in Sect. 5.6.

Fig. 3. The connecting sections in the 2 × 2-DL network have two main roads, one doubling
also as the turn-off lane to the right, with an additional side lane for left turning vehicles. The
general directions of the simulated traffic volumes as described in Sect. 5.3 are indicated by the
red (“primary”), red (“secondary”), and red (“tertiary”) arrows. (Color figure online)

5.3 Traffic Volumes

The traffic demands utilised here were the same as in our previous work and are based
upon [21]: The primary, secondary, and tertiary demands correspond to higher, medium,
and lower traffic volumes. They are oriented along the north-south and west-east ori-
entations of the various Manhattan networks, as visualised in Fig. 3 and 4 above. Due
to the symmetric nature of the demands, not all combinations of incidents and demand
sections were taken into consideration. Again, one representative per demand intensity
was evaluated as listed in Table 2 and 3.
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Fig. 4.Analogously to the 2× 2-DL this 3× 3-DL grid has double-lane roads plus a side-lane for
turning left. Again, the red (“primary”), red (“secondary”), and red (“tertiary”) arrows indicate
the traffic demands from Sect. 5.3. (Color figure online)

5.4 Distance Measures

As described in Sect. 4, a distance measure has to be specified which enables DBSCAN
to compare two time series. These are the flow values of one section for every second
of a control cycle.

Average Distance. is the most basic of these measures as simply the absolute difference
of the two mean flow values is calculated.

Polynomial Approximation. fits a polynomial function to the data points of the two
time series. In this work the linear and cubic variants were evaluated. The distance
between the resulting coefficients is computed, again, using the Euclidean distance.

Euclidean Distance. is the distance between two points in Euclidean space. Due to
constant sampling resolution in this case, the exact same time points are compared (see
Fig. 6).
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Fig. 5. The 5× 5-EC network introduced to examine the border effects in Sect. 5.6 consists of the
original 3 × 3 single-lane grid (the coloured area). This then surrounded by an additional ring of
regularly connected junctions. (Color figure online)

DTW. stands for “Dynamic Time Warping” by [2]: Points from two time series are
continuously paired, forming a monotonous and continuous “warping path” as visu-
alised in Fig. 6. Points can be chosen multiple times and all start and stop points have to
be included. Then an additional distance measure (Euclidean in this case) is employed
to calculate the cumulative distance between the points which is then normalised using
the length of the whole monotonous and continuous path.

Fig. 6. Illustration taken from [20], showing an artificial example for applying the Euclidean
distance (left) and Dynamic Time Warping (right) on a time series.
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Table 2. The primary, secondary, and tertiary traffic demands (veh/h) in the 2 × 2 and 2 × 2-DL
networks. Due to the symmetry (see Fig. 3) one representative sections per demand is chosen
for evaluation: TR > TR (primary), the opposite direction TR > TL (secondary), and BR > TR
(tertiary).

O/D Demand Opposite direction

W1 – E1 400 200

W2 – E2 200 400

N1 – S1 150 150

N2 – S2 150 150

Others 10 10

Table 3. The primary, secondary, and tertiary traffic demands (veh/h) in the 3 × 3 and 3 × 3-DL
networks (see Fig. 4). The representative sections for occurrence of demands are selected simi-
larly: TR > TR (primary), TR > TL (secondary), and on the bottom right BM > BR (tertiary).
These demands are also used for the 5 × 5 network.

O/D Demand Opposite direction

W1 – E1 400 200

W2 – E2 300 150

W3 – E3 300 150

N1 – S1 150 150

N2 – N2 150 150

N3 – N3 150 150

Other 10 10

Relative Distance. is a measure that uses any of these measures and puts it into relation
with the traffic flow: The two time series means are calculated and the higher of these
is used to normalise the previously calculated distance measure.

5.5 Section and Lane Closures

The introduction of dual-lane networks allows for further expansion of our network
model. In addition to section closure incidents, which can be used to replicate heavy
traffic accidents, an incident with potential impact on the traffic flows is considered:
lane closures, where not all main lanes are closed. Figure 7 illustrates how in the context
of this work always the “middle” lane is blocked, as well as the need to use turn closures
when applying section closures due to a certain behaviour of the simulator.
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Fig. 7. The top-left screenshot demonstrates an unintended situation created by Aimsun Next:
Vehicles that have already entered the intersection when a section closure occurs stay immobile
as the simulator is not able to resolve this deadlock. The adjacent screenshot shows how adding 3
fitting turn closures prevents cars from entering the junction. Below this, a closure of the “middle”
lane is shown. Note that this does not prevent left turns, as vehicles are allowed to cross this lane
at the end of a section.

5.6 Experiments

To further evaluate our previous detection approach under the circumstances described
in Sect. 3, the following extended experiments were conducted under comparable condi-
tions, like network geometry, traffic demands, and sections selected to exhibit incidents.

Dual-Lane Experiments. In the two dual-lane networks the full section closures at the
sections described in Table 2 and 3 were simulated at 45 min; they lasted until the end
of the 1:15 simulation time. Furthermore, these simulations were conducted with lane
closures (see Fig. 7) instead full section closures.

Simulation Border Effect. The border filter mentioned in Sect. 4.3 was introduced in
[20] when the algorithm parameters found for the 2 × 2 setting were evaluated in the
3 × 3 grid: A significant number of falsely identified incidents occurred in sections
leading towards junctions that are situated at edge of the network and are connected to
the simulated centroids. During simulation, these nodes randomly, but independently
from the control cycle cars, let vehicles enter the network. To assess this effect, the 3
× 3 grid is embedded in 5 × 5-EC network that emulates at least part of an enclosing
regular road network.

5.7 Evaluation Criteria

The three criteria to evaluate the algorithm parameters in our previous approach are
taken into account again:

1. Detection Rate: As in this experimental setup each simulation scenario has at the
most one incident; this corresponds to the true positive rate in binary classification.
A true detection implies also a correct estimate as to which section the incident
occurs in. This is the primary criterion for the evaluation.
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2. False Alarms: The secondary criterion is the number falsely identified incident
which should be minimal. This includes locating it in the wrong section.

3. Detection Delay: The time between the start of an incident and its detection and
validation becomes especially relevant when flattening during preprocessing is used
because incident-induced flow changes have to be pronounced for more than one
control cycle.

5.8 Results

Section Closures. As the traffic demands and the road layout are the same as in the
original experiment, the impact of the additional lanes is expected to be low. For the 2 ×
2-DL grid this was mostly confirmed, while the larger network exhibited an increased
number of false alarms as show in Table 4.

Table 4. Results of the 2 × 2-DL and 3 × 3-DL simulation of section closures. For the smaller
network the incident indication and validation was as perfect as with the original setup. However,
for the 3× 3-DL the number of false alarms increased slightly, with the combination of Euclidean
and the Average distance measure still coming out on top. The detection itself is comparable to
the 3 × 3 setting. An interesting exception occurred when Cubic distance measure was used for
validation, as it failed to detect the section closure exposed to the tertiary traffic demand. The
maximal detection delay for all correctly detected incidents was 3 control cycles (270s).

Validation Indication Detection
rate

False
alarmsDistance measure ε Relative distance measure ε

2 × 2-DL Manhattan Grid

Euclidean 200 Average 0.8 1 0

DTW 12 Average 0.8 1 0

Linear 20 Average 0.8 1 0

Cubic 24 Average 0.8 1 0

Average 8 Average 1 1 0

3 × 3-DL Manhattan Grid

Euclidean 150 Average 0.95 1 7

DTW 9 Average 0.95 1 9

Linear 10 Average 0.95 1 10

Cubic 9 Average 0.95 0.66 12

Average 8 Average 0.95 1 8

Lane Closures. The detection of lane closures in the double-lane grids following the
previous detection approach proved to be flawed, as detection rate dropped significantly.
In particular, the incidents in sections with low demand could not be detected. One pos-
sible explanation is that the remaining open lane offered enough capacity to compen-
sate. Table 5 and 6 list the respective results. Additionally, the relative DTW distance



344 I. Thomsen and S. Tomforde

measure was calculated, as it was the second best in terms of detection rate in the orig-
inal approach. This proved not to increase the detection rate in general, however, while
the number of false alarms even increased.

Table 5. Results of the 2 × 2-DL simulation of lane closures.

Validation Indication Detection
rate

False
alarmsDistance measure ε Relative distance measure ε

Euclidean 200 Average 0.8 0.66 1

DTW 12 Average 0.8 0.66 4

Linear 20 Average 0.8 0.66 2

Cubic 24 Average 0.8 0.33 2

Average 8 Average 1 0.66 3

Euclidean 150 Relative(DTW) 0.95 0.66 6

DTW 9 Relative(DTW) 0.95 0.33 8

Linear 10 Relative(DTW) 0.95 0.66 7

Cubic 9 Relative(DTW) 0.95 0.66 9

Average 8 Relative(DTW) 0.95 0.33 5

Table 6. Results of the 3 × 3-DL simulation of lane closures.

Validation Indication Detection
rate

False
alarmsDistance measure ε Relative distance measure ε

Euclidean 150 Average 0.8 0.66 6

DTW 9 Average 0.8 0.33 7

Linear 10 Average 0.8 0.66 4

Cubic 9 Average 0.8 0.33 6

Average 8 Average 1 0.66 11

Euclidean 150 Relative(DTW) 0.95 0.33 23

DTW 9 Relative(DTW) 0.95 0.0 21

Linear 10 Relative(DTW) 0.95 0.33 25

Cubic 9 Relative(DTW) 0.95 0.66 31

Average 8 Relative(DTW) 0.95 0.33 20

Border Effects. During the validation of the 5 × 5 simulation, all flows values from
the additional lanes (compared to the 3 × 3 network) were ignored and not included in
the following analysis. Additionally, the border incident filter was deactivated. Table 7
show the results that are similar to the previous 3 × 3 simulation. This confirms the
need for the special treatment of incidents at the fringe of the simulated network.
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Table 7. Results of the 5 × 5-EC simulation, with the deactivated border filter and flows from
enclosing roads being ignored. Compared to the previous 3 × 3 results in Table 1 with an active
filter, the number of false alarms is slightly higher but comparable. The combination of the
Euclidean and the Average distance measure still proved to be best.

Validation Indication Detection rate False alarms

Distance measure ε Relative distance measure ε

5 × 5-DL Manhattan Grid

Euclidean 150 Average 0.95 1 4

DTW 9 Average 0.95 1 8

Linear 10 Average 0.95 1 7

Cubic 9 Average 0.95 1 6

Average 8 Average 0.95 1 7

6 Summary

The findings in Sect. 5.8 depict a mixed outcome. The extended experiments confirm
that in principle, this clustering detection approach can also work in more complex
traffic settings. However, a good performance in terms of detection rate as well as of
number of false positives is only achieved in certain situations when the incidents are
more pronounced as this is the case with full section closures, ideally combined with
higher traffic demands, which induces more distinctive flow changes. This is not the
case for lane closures or the lower demands. Also, specific situations (e.g. the simulator
fringe effect) have to be recognised and provided for. This, as well as the choice of
the clustering parameters, are the result of a laborious manual process, even under the
rather basic traffic assumptions so far. An exhaustive simulation of situations with, e.g.,
less pronounced, dynamic incident types or more complex, real-word traffic network
settings is demanding and not cannot be conducted without automation. Even then, pre-
viously unforeseen situations might occur. For this reason this clustering-based incident
can be enhanced in at least two directions:

On the one hand, the simulations can be extended significantly, featuring more com-
plex, real-life road networks, highly dynamic traffic demands, and diverse road users
(e.g., public transport or heavy traffic). Also, the incident model can be more differenti-
ated (see [19]), with larger incidents that also affect intersections, speed restrictions or
disturbances that move through the networks, as well as combinations of incidents.

On the other hand, the detection approach itself can be improved: Alternative clus-
tering algorithms, such as Local Outlier Factor (LOF) by [3], can be evaluated and com-
bined with automatic hyperparameter optimisation techniques from Machine Learning.
Also, additional distance measures and feature representations are worth exploring.

This all calls for automatised execution and analysis of experiments. The further
development must focus on a decentralised detection approach, with the aim of integrat-
ing it into the Organic Traffic Control to enhance its self-adaptive and self-organising
capabilities.
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Abstract. Maneuver coordination for Connected and Automated Vehicles
(CAVs) can be enhanced by vehicle-to-everything (V2X) communication. In
order to disseminate planned maneuver intentions or requests,Maneuver Coordi-
nation Messages (MCMs) are exchanged between the CAVs that enable them to
negotiate and perform cooperative maneuvers. In this way, V2X communication
can extend the perception range of the sensors, enhance the decision making and
maneuver planning of the CAVs, as well as allow complex interactions between
the vehicles. Various maneuver coordination schemes exist for specific traffic use
cases. Recently, several maneuver coordination approaches have been proposed
that target at generic decentralized solutions which can be applied for a wide
range of use cases relying on direct vehicle-to-vehicle (V2V) communication.
This paper presents such use cases and existing generic approaches for decen-
tralized maneuver coordination. The approaches are systematically described,
compared and classified considering explicit and implicit trajectory broadcast,
space-time reservation, cost values, priority maneuvers and complex interactions
among vehicles. Furthermore, this paper outlines open research gaps in the field
and discusses future research directions.

Keywords: V2X communication · Cooperative maneuver coordination ·
Connected vehicles

1 Introduction

Advanced Driver Assistance Systems (ADAS) and automated vehicles are becoming
one of the biggest trends in the automotive industry. The automated vehicles will
reshape the mobility by increasing the safety and efficiency on the road. However, the
on-board sensors that allow the automated driving have certain limitations in the sensing
of the environment and decision making.

Vehicle-to-everything (V2X) communication with vehicle-to-vehicle (V2V) and
vehicle-to-infrastructure (V2I) communication will allow automated vehicles to
strengthen their perception of the environment and enhance the decision making and
maneuver planning processes by further enabling cooperative driving between the Con-
nected and Automated Vehicles (CAVs). The V2X communication is facilitated by two
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access technologies: WLAN-V2X and Cellular-V2X [22,27]. These access technolo-
gies operate in the 5.9GHz frequency band allocated for traffic efficiency and road
safety applications. The data dissemination relies on direct communication among vehi-
cles and with the roadside infrastructure.

For perception and maneuver coordination, three development phases of V2X com-
munication applications are commonly identified based on their time of introduction:
(i) Cooperative Awareness (CA) for the exchange of vehicle state information (position,
heading, speed, acceleration) and Decentralized Environmental Notification (DEN) for
the dissemination of dangerous events (Day-1); (ii) Collective Perception (CP) for the
exchange of vehicle sensor data as detected and classified objects in the vehicles’ vicin-
ity (Day-2); and (iii) Maneuver Coordination (MC) for the exchange of intention and
coordination data among vehicles (Day-3). Additional V2X communication services
include Signal Phase and Time (SPAT) that provides the status of the traffic lights at
signalized intersections and Map (MAP) that disseminates the road and lane topology
with an option to add lane attributes such as emergency or bus lanes.

For the European system, a dedicated message type, i.e., CAM, DENM, CPM,
MCM, SPATEM, MAPEM, has been specified for each V2X communication service
by the European Telecommunications Standards Institute (ETSI).1 While the standard-
ization of CA, DEN, SPAT and MAP services for Day 1 is completed [7–9], for the
CP service [10] a study item (Technical Report) has been published. The MC service is
mostly in a research phase and still very early in the standardization process [11].

Cooperative maneuver coordination comprises the exchange of intentions and coor-
dination information among CAVs with the goal of achieving safer and more efficient
driving. This process allows the CAVs to exchange their planned maneuvers and inten-
tions, request a certain desired maneuver and jointly cooperate with a group of other
vehicles. There are two main ways for maneuver coordination: centralized and decen-
tralized. In a centralized coordination, there is a central unit that receives all the infor-
mation, calculates coordinated routes and exchanges the planned maneuvers with the
involved vehicles. In a decentralized coordination, the vehicles mostly exchange mes-
sages and negotiate cooperative maneuvers through V2V communication. A hybrid
coordination can consider both, the coordination among the vehicles and also using
a centralized system, typically a roadside unit - RSU, to plan certain maneuvers for the
involved CAVs.

Another way to differentiate the cooperation between the CAVs is by explicit and
implicit coordination. In an implicit coordination, the vehicles share their intentions,
but have to observe from the changed intentions of the other CAVs in their vicinity
whether their request has been accepted or not. Explicit coordination involves explicit
negotiation and agreement between the vehicles to perform a certain acknowledged
cooperative maneuver in an event-based manner. Furthermore, the coordination can be
divided into use case-specific and generic approaches. Use case-specific coordination
approach can be used only for specific traffic situations, while generic coordination can
be utilized to solve different cooperative use cases such as cooperative lane change,
merging, overtaking as well as cooperative driving in certain junctions, roundabouts
and intersections.

1 Published ETSI standards are available at https://www.etsi.org/standards.

https://www.etsi.org/standards
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Fig. 1. Classification of approaches for generic decentralized cooperative maneuver coordina-
tion [20].

The present paper analyzes state-of-the-art approaches for decentralized maneu-
ver coordination considering communication among the vehicles. The existing generic
approaches are applicable to various coordination scenarios and are classified into
six categories as presented in Fig. 1: Explicit Trajectory Broadcast (ETB), Extended
Explicit Trajectory Broadcast (EETB), Implicit Trajectory Broadcast with Cost Values
(ITB-CV), Space-Time Reservation (STR), Priority Maneuver Coordination (PriMa)
and Complex Vehicular Interactions Protocol (CVIP). For each category, the respective
publication is presented and analyzed, followed by a comparison of the characteristics
as well as the benefits and disadvantages of the presented approaches. Furthermore,
after the review of the existing approaches, open research topics in the field of maneu-
ver coordination are discussed. This systematic review is regarded as a contribution for
further development, standardization and research of maneuver coordination for con-
nected and automated driving utilizing V2X communication.2

The main research question can be phrased as: How to enable safe, efficient, fast and
comfortable maneuver coordination process among the CAVs that is independent of the
use case and satisfies the V2X communication requirements?

Main contributions of the paper are as follows:

– Selection of use cases for maneuver coordination;
– Description and comparison of the existing decentralized coordination approaches
using a similar abstraction level that shows their commonalities and differences;

– Analysis of the novelties and benefits, as well as shortcomings of each approach in
relation to the coordination protocol and communication pattern;

2 This paper is an extended version of [20] that describes and compares four approaches for
generic decentralized maneuver coordination with CAVs. The present paper covers two addi-
tional approaches, PriMa and CVIP that were not available at the publication of [20], as well
as two updated versions of the previously published approaches ETB and STR. We have used
the same type of figures as in [20] that demonstrate the use cases and extended them for the
new approaches. In addition, the comparison and research gaps as well as the references are
extended and updated accordingly.
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Fig. 2. Cooperative ACC [20]. Fig. 3. Driving in a convoy [20].

– Identification and discussion of research questions divided into three main research
gaps: detection and decision logic, maneuver coordination protocol and V2X com-
munication;

– Proposal of possible research directions for each research question.

The remainder of this paper is structured as follows. Cooperative driving use cases
for maneuver coordination are presented in Sect. 2. Section 3 presents the generic
decentralized approaches followed by their comparison in Sect. 4. Discussion of open
research gaps is given in Sect. 5 and finally the paper is concluded in Sect. 6.

2 Use Cases for Cooperative Maneuver Coordination

Utilizing V2X communication enabled cooperative driving, the traffic flow can be opti-
mized and the CAVs can achieve safer, more efficient and more comfortable driving.
Furthermore, the CAVs can jointly coordinate their maneuvers in some specific traf-
fic scenarios that can cause conflicted situations for the conventional, as well as auto-
mated vehicles. The R&D projects AutoNet2030 and IMAGinE [15,18] identified sev-
eral cooperative use cases, where utilizing V2X communication based maneuver coor-
dination can bring benefits for the CAVs, summarizing them in the following way:

Cooperative-ACC (C-ACC), Platoon and Convoy. Cooperative Adaptive Cruise Con-
trol (C-ACC) as presented by Fig. 2 extends the standard ACC by using V2X commu-
nication to allow exchange of additional information between the vehicles to achieve
synchronization of the velocities and avoid more frequent acceleration or deceleration,
preventing potentially critical situations. Furthermore, C-ACC can enable platooning:
A group of vehicles driving on the same lane on a highway, typically trucks, repre-
sents a platoon that allows the vehicles to keep small distances between each other and
drive in a stable formation. The main goal is to increase the road capacity, as well as
the traffic comfort and efficiency. A master vehicle leads the platoon and manages and
coordinates the maneuvers with the other following platoon members. Another way for
grouping vehicles on highways is driving in a single or multi-lane convoy shown in
Fig. 3, where the control is distributed over all convoy participants in longitudinal and
lateral direction. Only the information regarding the dynamics of the adjacent vehicles
is needed in a convoy to create a stable formation. Driving in a platoon or convoy is
considered as vehicles cooperatively driving in a formation.
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Fig. 4. Cooperative lane changing [20]. Fig. 5. Cooperative lane merging [20].

Fig. 6. Cooperative overtaking [20]. Fig. 7. Cooperative driving at junction [20].

Cooperative Lane Changing, Lane Merging and Overtaking. Lane change is a very
common situation on roads where V2X communication can bring benefits to enable
two or more vehicles to cooperatively change lanes in a safe and efficient way. Some of
the vehicles will have to decelerate or accelerate in order to create the needed gap for
a lane change as shown in Fig. 4 where the red vehicle slows down. Another common
maneuver on highways is lane merging as presented in Fig. 5 that can also be performed
in a similar safe and efficient fashion by exchanging the planned and desired maneuvers
of the vehicles. Also such a maneuver can occur due to construction sites on the roads.
Cooperative overtaking is another important maneuver that especially occurs on rural
roads, as shown in Fig. 6. Such a cooperative maneuver can also be exploited by heavily
loaded trucks on the highway where they can exchange their planned overtaking speed
and weight for optimal coordination. The current overtaking assisting systems, which
can also be based on periodic vehicle status messages, provide the drivers with a warn-
ing if vehicles are detected going in opposite direction on the adjacent lane, but does not
actively support the driver. By exchanging the future planned trajectories in the over-
taking scenario as well as the other presented traffic scenarios, the connected vehicles
in an automated mode can avoid conflicting situations and execute such maneuvers in a
safe and efficient way without the need of a driver.

Cooperative Driving at Intersections, Roundabouts or Junctions without Signal-
ization. CAVs can coordinate each other more effectively by exchanging their planned
intentions in non-signalized intersections, junctions or roundabouts that can often cause
conflicted situations. Such a non-signalized junction where the CAVs exchange their
planned maneuvers is illustrated in Fig. 7. In such manner, the CAVs can negotiate and
adapt their future trajectories to safely execute the turning maneuvers in a cooperative
way.
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Fig. 8. Cooperative intersection [20].

Infrastructure-Controlled or Assisted Cooperative Driving. V2I communication
can be used to plan and optimize the traffic flow with the CAVs in a centralized manner,
by creating and exchanging the global plan with the involved vehicles. Such an intersec-
tion management can be realized in both, signalized and non-signalized intersections or
junctions in order to optimize the traffic lights as well as manage each vehicle’s passing
through the cooperative intersection as shown in Fig. 8. The cooperative lane merging
scenario can also be managed or assisted by the infrastructure.

3 Decentralized Maneuver Coordination

In this context, the decentralized maneuver coordination depends solely on the commu-
nication among the CAVs to negotiate cooperative maneuvers. In addition, the decen-
tralized coordination can be categorized into use case-specific and generic. In a use
case-specific coordination, a coordination application is required that focuses only on
one specific traffic situation, such as the ones presented in Sect. 2, and uses a protocol
only relevant to the respective use case. Generic coordination aims at using one protocol
to solve all of the presented cooperative driving use cases.

3.1 Use Case-Specific Coordination Approaches

A large number of research contributions exists on the topic of use case-specific coor-
dination to solve separate traffic situations. Typical examples represent the platoon-
ing [28] and C-ACC [5] applications that have been widely investigated and numerous
approaches exist on their characteristics and control. These applications utilize the com-
munication among the vehicles and are mostly based on a longitudinal coordination. In
a decentralized convoy formation, the members of the convoy can keep a stable forma-
tion by adjusting their lateral and longitudinal dynamics [21]. Applications designed
for cooperative lane change and merging require both, lateral and longitudinal coordi-
nation, as the vehicles also accelerate and decelerate to create the required gap. In [15],
a cooperative lane change service is proposed consisting of a search, preparation and
execution phase. This service supports maneuver negotiations and space reservations
using dedicated broadcast lane change messages in each of the three separate phases.
An overview of C-ACC that can also be used for lane change and merging coordination
is presented in [1]. Distributed resource reservation protocols utilizing various message
sets are discussed in [3], where distributed intersection and roundabouts management
without the need for infrastructure support is analyzed.
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3.2 Generic Coordination Approaches

From recent years, the attention in research has turned towards generic decentralized
coordination that utilizes one protocol to solve different traffic situations between the
CAVs. A lot of work on this topic has already been published. However, a lot of research
gaps remain open in order to design a solution that enables safe and efficient coordina-
tion protocol by exploiting the advantages and resolving the limitations of the available
communication technologies. Therefore, the review in this paper is also focused on
generic approaches that utilize trajectory broadcast, maneuver request or reservation
in space and time. A similar lane merging scenario consisting of four CAVs is used
to describe the characteristics of each of the reviewed decentralized approaches. The
V2X communication messages, that are broadcast by the cooperative vehicles, con-
sist of planned (PT), desired (DT), requested (RT) and alternative (AT) trajectories, as
well as space-time reservation (STR). The details of the trajectory planning process and
decision making logic of the CAVs are not discussed in the respective publications. The
main emphasis is put on the negotiation process that includes the communication pat-
terns required to complete a coordination. Since some of the reviewed approaches do
not have a name, in order to differentiate them, a name is assigned to each approach and
the appropriate abbreviation is used as a reference, presented in Fig. 1.

Explicit Trajectory Broadcast (ETB). The first generic decentralized approach was
proposed by [16] that also defined a new V2X message type based on trajectory related
data, named Maneuver Coordination Message (MCM). In order to complete the coor-
dination, three phases were identified that are typical for each maneuver coordination:
detection, negotiation and execution. Initially the approach was proposed as an implicit
coordination in [16], but was later upgraded into explicit coordination with the inclusion
of the IDs of the CAVs in the MCM, followed by an additional safety analysis in [17].

The approach is explained in the following lane merging scenario demonstrated in
Fig. 9. The scenario includes four CAVs that exchange MCMs including their PTs. It
includes periodic broadcast of planned trajectories (PT) and optionally a desired tra-
jectory (DT) that represents an alternative, more preferred trajectory that is currently
hindered by another vehicle’s right-of-way.

(a) Desired trajectory request (b) Desired trajectory accepted

Fig. 9. Maneuver coordination process in ETB [20].

After vehicle A detects a need for coordination to merge in the lane, it sends a MCM
including its PT and DT that intersects with the PT of vehicle B, in this way starting
the negotiation process (Fig. 9a). Vehicle B performs assessment of the received DT
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and decides whether to accept or reject such a message. Although vehicles C and D
also receive the message, the included DT does not interfere with their PTs, therefore
they do not react on the message. In this situation, vehicle B accepts the request by
broadcasting a new MCM with its adapted PT that allows vehicle A to perform its DT
that is now adapted into a new PT (Fig. 9b).

Theoretical safety analysis was performed showing that this simple approach that
requires two messages is safe for a coordination between two CAVs impacted by differ-
ent communication errors such as message losses, as it could only lead to an inefficient
but not safety critical coordination. If the accept message with the adapted PT is not
delivered, vehicle B will perform an inefficient maneuver changing its PT, resulting
into vehicle A not executing its accepted DT. An explicit communication pattern with
a request and accept or reject message seems to be a promising safe and fast solution
with only one initiating requesting vehicle. A safety analysis in a coordination with
three vehicles was also demonstrated, however the same approach could lead to ineffi-
cient and divergent situation if one of the cooperating vehicles accept the request and
changes its PT, while the other vehicle rejects the request as the plan of all included
vehicles is not confirmed to be conflict-free.

Extended Explicit Trajectory Broadcast (EETB). EETB extends ETB with a more
concrete explicit coordination protocol that puts the emphasis on the negotiation
phase, especially in a situation involving three or more vehicles. The approach is also
based on the broadcast of trajectories. An additional set of three MCM subtypes is
included: request, promise and confirm. Furthermore, the MCM can carry multiple tra-
jectories in parallel, in comparison with the serial ETB approach that considers only one
trajectory at a time. Figure 10 explains the protocol including numbers on the messages
to indicate their temporal order in the negotiation phase.

(a) Request and promise (b) Confirm

Fig. 10.Maneuver coordination process in EETB [20].

In this situation, vehicle A requires a gap between vehicles B and C. A request
message that can include multiple DTs is sent in order to perform the desired maneu-
ver that is hindered by vehicles B and C. If the receiving vehicles can plan conflict-
free trajectories, they can include these alternative trajectories (AT) in a promise mes-
sage (Fig. 10a). Multiple ATs are possible too. After receiving all required messages, the
requesting vehicle performs collision checking of all received trajectories, creates and
sends the plan with the promised trajectories for each vehicle via a confirm message.
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However, an additional message is required to complete the coordination. After both of
the vehicles, B and C, following the received confirm update their PTs and accordingly
broadcast a new MCM, the coordination is successful and vehicle A can perform its
request after a minimum of four message intervals, given that each message is sent at a
first try (Fig. 10b). There is also a certain timeout in which the requesting vehicle can
abort the coordination if some of the vehicles is not able to adapt their trajectories as
in the promise message. Different promise and confirm messages are forbidden for a
certain period of time in order to prevent ambiguities with other vehicles and divergent
situations that can result in contradictory trajectories between the vehicles.

Communication failures are discussed in this protocol as well. The only conflicting
situation can arise if the confirm message is delivered to a subset of the accepting vehi-
cles, otherwise none of the vehicles will change their maneuvers if any communication
errors occur before this message. In this case, e.g. vehicle B can change its promised
trajectory while vehicle C will not change its PT because it did not receive the confirm
message. Consequently, the requesting vehicle A will not execute its request. In some
situations, this can cause overhead between the movement of the accepting vehicles, but
a safety critical situation will be prevented because the promise and confirm messages
ensure that the vehicles can offer and take conflict-free trajectories.

Implicit Trajectory Broadcast with Cost Values (ITB-CV). An implicit coordination
approach that also utilizes the trajectory based MCM is proposed in [18]. It differs
from the other explicit approaches because it does not include the IDs of the vehicles.
Otherwise, similarly to the other approaches, the MCM includes the basic message
information, the current position and the trajectory related data. Additional cost values
are added to each trajectory that express the necessity and willingness of the involved
CAVs to cooperate, which contributes to the decision making system of the vehicles.
The following scenario explains the characteristics of the cooperation protocol (Fig. 11).

(a) Alternative trajectories offer (b) Trajectories request

(c) Request accepted

Fig. 11.Maneuver coordination process in ITB-CV [20].
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Three different types of trajectories are included: reference (PT), alternative (AT)
and requested (RT) trajectory. Each CAV periodically broadcasts a PT with a cost value
that represents the future planned trajectory of the vehicle and the willingness or neces-
sity to cooperate. In the presented scenario, vehicle A shares a PT with a cost value
C = 0.7, showing it has a necessity to cooperate because C > 0. Vehicle B broad-
casts a PT with a cost value of −0.2, which means C < 0 indicating its willingness to
cooperate with other vehicles. A vehicle is not interested in a cooperation whenC = 0.
In this scenario, vehicle B recognizes the need of vehicle A and broadcasts a MCMwith
ATs including cost values on both trajectories which represents an offer for vehicle A
(Fig. 11a). These cost values are by definition higher than the reference costs because
they can only be executed through a coordination between the vehicles. After receiving
this message, vehicle A broadcasts a new MCM including two RTs with high willing-
ness cost values:−1.0 and−0.8 (Fig. 11b). RT1 has the higher willingness cost value of
-1.0 which is also the maximum cost value, meaning it is the most preferred trajectory
of A. The accepting vehicle B can then decide on the most suitable trajectory that gives
lowest total cost and accordingly adapt its new PT in a new MCM. Finally, vehicle A
will be able to execute its request to successfully complete the cooperation (Fig. 11c).
How the cost values can be generated is not discussed in [18].

Space-Time Reservation (STR). The space-time reservation approach [13,14,24,25]
is a continuously developed and upgraded explicit coordination protocol based on a
reservation of position and time constraints among the communicating vehicles. It rep-
resents a different solution that does not use the concept of periodically broadcast MCM
based trajectory exchange. A reservation request is broadcast through an extended CAM
message that includes an additional container with required time and position parame-
ters. Furthermore, the aforementioned constraints are exchanged once a need for coop-
eration is detected in an event based manner, hence requires less message exchange
with simple reservation encoding.

(a) STR request (b) STR accepted

Fig. 12.Maneuver coordination process in STR [20].

In the lane merging scenario in Fig. 12, a request message consisting of time and
position constraints is broadcast by vehicle A with the following parameters: starting
position of the reservation, time interval, overall length of the area, velocity, ID of the
requesting vehicle as well as a reference to the corresponding request (Fig. 12a). After
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receiving the request, vehicle B evaluates the constraints and sends a commit message
(Fig. 12b) if the requested reservation area can be avoided for the defined boundaries.
A reject message can also be broadcast to reject the request. The request can also be
canceled by vehicle A. For better visibility, Fig. 12 shows the trajectories of the vehicles.
However, the trajectories are not broadcast among the vehicles, only the position and
time constraints.

Priority Maneuver Coordination (PriMa). Priority Maneuver Coordination
(PriMa) [19] is a trajectory broadcast approach that additionally introduces three lev-
els of priority requests: low, medium and high. In this way, PriMa contributes to the
decision making process to request and accept a maneuver coordination. Low priority
request is used in common situations when the CAV wants to perform a desired maneu-
ver in order to improve time efficiency or perform a certain maneuver earlier. Medium
priority request is sent in a situation when the vehicle needs to perform a necessary
maneuver which is not critical, while high priority maneuvers are requested in order to
avoid a safety critical situation.

The accepting vehicles use the priority information to make a decision whether
to accept or reject a request. The vehicle accepts low priority requests when a small
change of its original plan is required, while the threshold for acceptance is increased
for medium priority maneuvers. High priority request is accepted whenever the vehicle
can plan a conflict-free trajectory.

(a) Different priority requests (b) Higher priority accepted

Fig. 13. Maneuver coordination process in PriMa.

The message flow in PriMa is based on the ETB and EETB approaches. PriMa fur-
ther introduces additional MCM subtypes that are used during the negotiation process,
in addition to the regular periodic MCM that includes the planned trajectory. In a coor-
dination with two vehicles, PriMa utilizes the same message flow as ETB and STR with
the request and accept/reject messages, further adding the execute message that is sent
while the vehicle is performing the maneuver. Such an execute message is not required
for the accepting vehicle, it only shows that the CAV is performing a requested maneu-
ver. The PriMa approach and its advantage are shown in the lane merging scenario in
Fig. 13. The ego vehicle A sends a medium priority request including its requested tra-
jectory (RT) to vehicle B to perform the necessary lane merging maneuver. In the same
moment, vehicle D sends a low priority request to perform lane change in the mid-
dle lane too (Fig. 13a). In such a situation without priority, vehicle B might accept the
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request from vehicle D, which will require vehicle A to decelerate. With the additional
priority information, the requesting vehicle will always accept a higher priority request
whenever it is possible to plan a conflict free trajectory. If the priority is the same, addi-
tional metrics will be used to decide which request is more suitable for the accepting
vehicle. Such metrics are not discussed in [19]. After the maneuver was accepted, the
requesting vehicle A performs the lane merge while broadcasting an execute message
(Fig. 13b). After the maneuver is executed, the ego vehicle broadcasts a regular MCM.

In a coordination with three or more vehicles, PriMa uses similar message flow as
EETB: request, offer, confirm, accept/reject, execute. In such a way PriMa uses safe
and effective communication pattern in a coordination with only two vehicles as well
as in a coordination involving three or more cooperating vehicles.

Furthermore, PriMa proposes a maneuver cascading approach shown in Fig. 14, that
can be used in an initial coordination between two vehicles. For visualization, the tem-
poral order of the messages is numbered. After vehicle B receives the request, it sends
a further cascading request message to vehicle D including its RT (Fig. 14a). Vehicle B
can accept the request only if vehicle D accepts the cascading request. After minimum
four message exchange intervals, same as in a regular coordination with more than two
vehicles, the requesting vehicle A can execute its RT by broadcasting an execute mes-
sage (Fig. 14b). In order to prevent longer and more complicated process, the cascading
maneuver is limited to one additional vehicle, e.g. vehicle D in this scenario.

(a) Cascading request (b) Cascading request accepted

Fig. 14. Maneuver cascading in PriMa.

Complex Vehicular Interactions Protocol (CVIP). The Complex Vehicular Interac-
tions Protocol (CVIP) [12] is a generic explicit maneuver coordination approach con-
sisting of complex maneuvers between arbitrary number of vehicles. Complex interac-
tions between vehicles are defined as interactions consisting of minimum three mes-
sage exchanges between two or more vehicles where at least one of those messages
depends on another. CVIP uses four types of messages that are only broadcast in an
event-driven manner, not periodically. The protocol is demonstrated in the following
scenario shown in Fig. 15. For visualization, the figures also include the trajectories,
however they are not explicitly specified in the protocol. The message containers in
CVIP consist of maneuvers that can be described with functions, standardized names
or trajectories.

Vehicle A broadcasts a Cooperative Request Message (CQM) similar to the MCM
which can also have additional information depending on the scenario. After receiv-
ing the message and evaluating the information, the accepting vehicles B and C send
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Cooperative Response Message (CRM) which shows their willingness to cooperate
(Fig. 15a). The CRM is also similar to the MCM that includes the planned maneu-
ver and optionally can include proposed changes. Such an iteration of CPM and CRM
can be repeated until there are no changes proposed. This ensures the vehicles that all
involved participants have agreed to a maneuver. Also the vehicles can send a negative
response. After receiving all of the required responses, vehicle A will update the pro-
posal accordingly and send a new CQM stating which vehicles are willing, necessary
or capable to cooperate. In this situation, vehicles B and C are necessary vehicles that
also showed willingness to cooperate with the CRMs, therefore vehicle A broadcasts
a Maneuver Status Message (MSM) with the agreed maneuvers that also shows the
state of the maneuver whether it is in progress, finished or cancelled. The accepting
vehicles then finally perform the maneuvers broadcasting a Maneuver Feedback Mes-
sage (MFM) as an acknowledgement that the MSM from the requesting vehicle was
received, which also prevents divergent situation (Fig. 15b). Certain message timeouts
and re-sending of the message can be adjusted accordingly.

(a) CQM and CRM (b) MSM and MFM

Fig. 15.Maneuver coordination process in CVIP.

Infrastructure Support for Decentralized Coordination. An enhancement of the
MCM to consider infrastructure support is proposed in [4]. Alongside the maneuver
container that includes the trajectory related data exchanged through V2V communi-
cation, an additional suggested maneuver container is proposed to be included in the
MCM broadcast through V2I communication that includes advice on proposed gap
between the vehicles, speed, lane and transition of control between the driver and the
automated system. In specific traffic situations and transition areas, roadside unit (RSU)
information can lead to a more neutral coordination between multiple vehicles in a
centralized way as well as an enhanced perception, demonstrated through experiments
in [26].

4 Comparison of Approaches

A comparison of the presented generic decentralized approaches for maneuver coor-
dination using different criteria is shown in Table 1. Due to the lack of performance
evaluation or incomparable results, the comparison of the approaches is rather based on
their conceptual designs, as well as on an analysis of their advantages and shortcomings.
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Table 1. Comparison of generic approaches for decentralized maneuver coordination.

ETB
[16,17]

EETB
[29]

ITB-CV
[18]

STR
[13,25]

PriMa
[19]

CVIP
[12]

Coordination type Explicit Explicit Implicit Explicit Explicit Explicit

Communication type Periodic Periodic Periodic Non-periodic Periodic Non-periodic

Message type MCM MCM MCM CAM MCM (MCM)

Number of messages 2 4 4 2 2/4 4

Request method DTa DT RTb space-time PRTc RMd

Type of approach Serial Parallel Parallel Parallel Parallel Serial

Protocol ambiguities Limited No Yes Limited No No

Comm. errors impact Limited Limited Yes Limited Limited Limited

Simulation study No Yes No Yes Yes Yes

Experimental study No No No Yes No No
aDT = Desired Trajectory
bRT = Requested Trajectory
cPRT = Priority Requested Trajectory
dRM = Requested Maneuver

Coordination Type. Implicit coordination can result into protocol and communication
failure ambiguities as the requesting vehicle does not have a guarantee whether the
accepting vehicle is adapting its trajectory because of the given request or because of
a request from another vehicle, which can especially be conflicting in a coordination
with three or more vehicles. Therefore, most of the approaches are proposing explicit
coordination that includes the IDs of the included vehicles and allows safer cooperation
that can eliminate the protocol ambiguities and limit the impact of the communication
errors.

Communication Type. Four of the presented approaches utilize the periodic broad-
cast of planned trajectories which can improve the prediction system of the CAVs and
reduce the uncertainty in many conflicting situations, as the exchanged planned trajec-
tories represent the best prediction about the movement of the other adjacent vehicles.
However, periodic broadcast brings disadvantages with high data rate and increased
possibility of channel congestion. On the other side, non-periodic broadcast in an event
based manner only when there is a need for cooperation is used in the STR and CVIP
approaches which significantly improves the bandwidth usage.

Message Type. Most of the approaches utilize the MCM which is also in the early
standardization phase as part of a separate Maneuver Coordination Service (MCS) con-
sidering planned and desired trajectories as proposed by [16]. Such a message is shown
in Fig. 16. Every MCM consists of the ITS PDU header which describes the protocol,
message type and IDs; the timestamp which shows when the message was sent; and
the basic container which includes the reference position and station type whether it is
a vehicle or a roadside unit. For a coordination between the vehicles using V2V com-
munication, a vehicle maneuver container is proposed that includes the dynamics of
the vehicle, the planned and requested trajectories as well as some further information.
Additional suggested maneuver container proposed by [4] can be sent by the infrastruc-
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Fig. 16. Format of the Maneuver Coordination Message proposed in [16] and [4].

ture and can include various advice for the vehicles on the lane, speed, gap or transition
of control (ToC). CVIP does not mention the MCS or MCM, but proposes a message
with a similar content. STR is the only approach that uses an extended CAM only when
a coordination is required, hence needs the lowest bandwidth in comparison with the
other approaches and can be used on the already standardized Cooperative Awareness
Service (CAS).

Number of Messages. Number of messages refers to the minimum number of mes-
sages that are required to complete a maneuver negotiation given that each message is
successfully sent and received at a first try, without the need to be repeated. The request
message is counted as a first message while the response accepting message is the final
one. ETB and STR utilize two messages: request and accept/reject, which is sufficient
in a situation with two vehicles. EETB requires four messages to complete a coordina-
tion which is advantageous in a situation with three or more vehicles with the additional
confirm message. However, such a communication pattern is less efficient in a situation
with two vehicles and requires longer time. PriMa uses the two message communica-
tion pattern in a coordination with two vehicles, same as ETB and STR, while utilizes
similar communication pattern as proposed in EETB for a coordination with three or
more vehicles, therefore using the more effective and safer way for each coordination.
ITB-CV and CVIP also require at least four message intervals regardless of the num-
ber of the included vehicles, which is also less efficient in comparison with the other
approaches.

Request Method. Most of the approaches use the method of a desired or requested
trajectory which clearly describes the maneuvers that the requesting vehicles are will-
ing to take. CVIP also consists of a maneuver request which can be described as
a parametrized function or trajectory. A space-time reservation with position and
time constraints, proposed by the STR approach, differs from the trajectory related
approaches by also offering certain flexibility that the requesting vehicle can modify
its planned maneuver within the reserved area. In such a way, the trajectory control
errors, that can appear in the trajectory request approaches where the executed trajec-
tory can differ from the requested one, can be considered and eliminated within the
reserved area.
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Type of Approach. In this context, type of approach refers to whether an approach is
serial or parallel. Serial coordination approaches are the ones that can negotiate one
request at a time, e.g. one trajectory at a time, while parallel approaches can send more
requests with multiple requested trajectories or maneuvers. Negotiation of multiple tra-
jectories at a time increases the probability of performing a successful and faster coor-
dination, however the complexity of the motion planning system increases too.

Protocol Ambiguities. An implicit approach can especially cause protocol ambiguities
in a coordination with three or more vehicles, or in a situation when a vehicle receives
multiple requests at once. Since the implicit approach does not include the IDs of the
involved vehicles in comparison with the explicit coordination, a requesting vehicle can
not know whether the accepting vehicle is adapting its planned trajectory due to the
given request or because of another vehicle’s request. All of the explicit approaches
avoid protocol ambiguities in a coordination with two vehicles, however ambiguities
can arise in the ETB and STR approaches in a situation with three or more vehicles.
A divergent situation can appear if one of the accepting vehicles accept the request
and consequently adapts its trajectory, while the other vehicle rejects the request. In
such situation, the accepting vehicles can have contradictory trajectories. EETB and
PriMa include additional promise (offer) and confirm messages which ensure conflict-
free trajectories between the included CAVs. CVIP also includes response messages
from each vehicle to confirm the conflict-free plan.

Communication Errors Impact. The impact of the communication errors, in the form
of communication delays or message losses, is inevitable. Due to similar reasons as
the protocol ambiguities, the communication failures will have bigger effect on the
implicit approach, as well as on the explicit approaches in a situation with three or
more vehicles. If some communication errors occur in an explicit coordination between
two vehicles, a consequence can be an inefficient maneuver for the accepting vehicle
when it accepts the requested maneuver, but the accept message is not delivered to the
requesting vehicle which consequently does not execute its request. In a coordination
with three or more vehicles, the impact of the communication errors is limited in the
EETB and PriMa approaches through the promise (offer) and confirm messages that
ensure that only conflict free trajectories can be offered and taken. Similar response and
status messages limit the consequences in CVIP too.

Simulation Study. Several approaches performed simulation studies. In EETB, the
vehicular networking simulation framework Artery3 was used to evaluate the loss of
time by driving below the ideal speed in a highway lane merging scenario. The study
showed that with the EETB approach the total time loss for the CAVs can be reduced
up to 50% compared to non-communicating vehicles. PriMa also presented a proof of
concept that shows the benefits of the priority maneuvers in different lane change sce-
narios. The STR approach is continuously further developed and is validated through
simulation in diverse conflict lane change and intersections scenarios [25]. Using the
space-time reservation method, the conducted tests show that this approach can effec-
tively resolve different conflicted scenarios. In CVIP, the success rate of successfully

3 https://github.com/riebl/artery.

https://github.com/riebl/artery
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performed maneuvers was analyzed with different packet loss probability that showed
the applicability of the approach for ITS-G5 or LTE-V2X technologies.

Experiments Study. STR is the only approach that performed experiments in different
lane change and intersection scenarios using connected and automated test vehicles [24,
25].

5 Research Gaps in Cooperative Maneuver Coordination

The review and analysis from the previous sections show that there are several
approaches with different characteristics. In general, a V2X based maneuver coordina-
tion between CAVs consists of three phases: detection of the maneuver need, negotia-
tion between the vehicles and execution of the agreed maneuver. Therefore, this section
presents maneuver coordination related research questions (RQs) divided into three sub-
sections that represent the following research gaps: detection and decision logic, maneu-
ver coordination protocol and V2X communication. The detection and decision logic
research gap discusses RQs related to the logic how CAVs can decide when to send a
maneuver request, and accordingly when to accept or reject such a request. The maneu-
ver coordination protocol subsection mainly discusses RQs in relation to the design
of the protocol with the required communication pattern, the information included in
the messages as well as the security, implementation and required metrics to evaluate
the protocol. In the final subsection, the V2X communication requirements for maneu-
ver coordination are discussed alongside advanced features of the access technologies,
communication type and multi-channel operation.

5.1 Detection and Decision Logic

RQ 1: How to Decide When to Send a Maneuver Coordination Request? The anal-
ysed approaches discuss only what happens after the need for cooperation has been rec-
ognized without describing the detection process. Cooperating vehicles equipped with
maneuver coordination protocol that hinder the desired maneuver need to be clearly
identified in mixed traffic scenarios with connected and non-connected vehicles as sce-
narios with only CAVs on the road is not likely to happen in the near future. An addi-
tional information needs to be included in the request that describes why the vehicle is
requesting a certain maneuver. Such a priority maneuver coordination is presented in
PriMa that differentiates between desired, necessary and critical maneuvers with low,
medium and high priority requests, respectively. ITB-CV proposes cost values on each
trajectory that express the necessity or willingness to cooperate. However, the logic
how to differentiate between the three levels of priority or cost values is still not exactly
defined and will vary in different traffic situations. To make a decision, different metrics
are required in relation to time efficiency and safety critical situations.

RQ 2: How to Decide When to Accept a Maneuver Coordination Request? A
received maneuver request needs to be correctly assessed by the potential accepting
vehicles. This mostly represents a subjective decision when the receiving vehicle needs
an evaluation of the request whether it is feasible to accept it and at what cost. The best
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solution for maneuver coordination is the one that is beneficial for all of the involved
vehicles. However, in most of the situations the potential accepting vehicles will be dis-
advantaged, e.g. to decelerate for a certain period of time or to drive below the desired
speed. Different types of cooperative and uncooperative behaviors are defined in [6]
based on a total utility function. Different metrics and cost functions considering loss
of time, required speed, deceleration or safety critical consequences can be utilized to
make such a decision. In PriMa, based on the priority of the request, different thresh-
olds are proposed for different priority requests. However, a high priority request which
represents a critical maneuver should be accepted whenever the accepting vehicles can
plan a conflict-free trajectory with the surrounding vehicles. Different incentives could
also be used that could benefit the accepting vehicles in future coordination situations.

5.2 Maneuver Coordination Protocol

RQ 3: What Kind of Message Type and Format Will Be Used? A new dedicated
Maneuver Coordination Message (MCM) for the exchange of trajectory-related data
using V2V communication is proposed in most of the existing approaches (Fig. 16),
which is also in the early stage of a standardization as a part of a new Maneuver Coor-
dination Service [11]. A suggested maneuver container from the infrastructure is also
considered to be part of the MCM format to include V2I communication in order to
enhance the coordination process. Different MCM subtypes need to be defined for dif-
ferent situations. The data carried by the maneuver container will be defined by the
required standardized format of trajectory representation which has to be application-
independent. A cooperation process including in-accurate trajectory related data can
lead to conflicted negotiation outcome and potentially a safety-critical situation for the
involved vehicles. Therefore, the trajectory and vehicle dynamics data have to be cor-
rectly interpreted at both, the requesting and accepting vehicles.

RQ 4: How to Include Additional Use Case-specific Information? Additional infor-
mation might be required for a specific use case in order to start or complete a maneu-
ver coordination. A generic protocol needs to consider an addition of use-case specific
information in the MCM or special use-case specific MCM subtypes. Such type of a
specific message can include additional information about the vehicles required for e.g.
the management of a platoon or convoy, or to perform any of the presented use cases.

RQ 5: What Kind of Message Generation Rules Can Be Applied? The message
generation rules play important role on the data traffic to prevent congestion on the
communication channel as they define the rules when and which vehicle should send
a message. Periodic broadcast is proposed in most of the approaches, but the exact
interval is not defined. Dynamic generation rules that depend on the vehicle dynamics,
i.e., speed, heading or acceleration, are applied for CAM and CPM and could also be
considered for the MCMs.

RQ 6: HowMany Messages Are Required to Complete a Coordination? In order to
perform a fast, safe, unambiguous and efficient coordination, certain amount of negoti-
ation messages are required for different coordination situations between two and more
than two vehicles. Request and acceptance messages are required for each coordination,
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while additional final message such as the confirm message ensures that the coordina-
tion will be executed as planned in a coordination involving three or more CAVs. Spe-
cific situations require additional messages that describe the status of the coordination
whether a maneuver was canceled, aborted or executed.

RQ 7: HowMany Vehicles Can Be Involved in a Coordination?Coordination among
two vehicles appears to be the most promising way for an implicit or explicit coordina-
tion considering the communication errors, complexity and reduced probability of suc-
cessful cooperation involving a group of three or more vehicles. The current approaches
do not define an upper bound on the cooperating vehicles. Further research is required
to analyze the scalability of the coordination and the impact on the number of included
vehicles.

RQ 8: Is Maneuver Cascading Feasible? Maneuver cascading represents a situation
where a vehicle, in order to accept an incoming request, needs to send a request itself to
another vehicle. Most of the approaches avoid such a complex maneuver that can lead to
a successful maneuver coordination process in many situations that initially involve two
vehicles, however the negotiation process can be significantly prolonged as well. PriMa
presents a cascading approach that limits the coordination to one additional vehicle
and requires minimum four message intervals to complete the coordination. Further
research is required to show the safety and effectiveness of such maneuver.

RQ 9: Are Data Security and Privacy Guaranteed? Safety-critical application such
as maneuver coordination needs to guarantee a data security by applying digital sig-
natures and certificates that provide integrity, authentication and non-repudation of the
exchanged V2X messages. A guarantee for privacy is expected to rely on short-living
and changing pseudonyms. However for a safety-critical application, such pseudonyms
must not be changed during the negotiated maneuver.

RQ 10: How to Implement, Test and Evaluate the Maneuver Coordination Proto-
col? The maneuver coordination protocol that relies onMCMs needs to be implemented
with the motion planning and control system of a CAV in order to exchange accurate
trajectory related data. The test framework needs to include the V2X communication,
the dynamics and the decision making system of the vehicle. Global metrics related to
the safety and efficiency of the protocol need to be defined in different traffic scenarios
in order to create and validate a safe and efficient protocol that eliminates any additional
safety risks. The communication errors impact on the coordination need to be further
investigated too. An analysis on the impact of the coordination on the global traffic is
required to show whether the coordination can only provide benefits to the requesting
vehicle or can improve the traffic flow globally too.

5.3 V2X Communication

RQ 11: What Are the Communication Requirements for a Maneuver Coordina-
tion Application? The maneuver coordination represents a safety-critical application
that requires very high reliability (>99%) and very low latency (∼10ms). The maxi-
mum expected data rate per vehicle for an emergency collision avoidance situation is
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1.3Mb/s for a trajectory that is periodically transmitted every 10ms, e.g. for a trajec-
tory of 5 s length with 12B per coordinate and 10ms resolution [2]. These requirements
need to be considered when developing such a protocol. The V2X communication appli-
cations that are developed so far have relaxed requirements as they do not represent
safety-critical applications in comparison with maneuver coordination.

RQ 12: Which Advanced Features of the Underlying Access Technology Can Be
Further Exploited? Both access technologies, WLAN-V2X and Cellular-V2X, have
been widely studied and are continuously developed to provide more benefits for the
potential safety applications [23]. Specific advanced features from the respective access
technologies can improve the maneuver coordination performance. An example of
such advanced Cellular V2X features is the bounded latency of Sensing-based Semi-
Persistent Scheduling (SB-SPS) in network scenarios with high load. Further research
is required to investigate whether the evolution of the access technologies, including
802.11bd and 5G NR V2X, can bring additional benefits for the latency or reliability of
the V2X message exchange.

RQ 13: What Kind of Communication Type Should Be Used? So far all approaches
propose a broadcast communication between the CAVs. Single-hop broadcast or multi-
hop broadcast within a defined geographical area are primarily used for V2X com-
munication. The feedback implosion in broadcast communication prevents applying
acknowledgements and re-transmissions and therefore does not provide reliable mes-
sage exchange. Since maneuver coordination mainly involves only a small amount of
vehicles located in direct neighborhood, other communication types such as small group
multicast with explicit acknowledgement that increases the reliability could be analyzed
too.

RQ 14: Will Multi-channel Operation Be Necessary?With the increase of the traffic
density, the higher number of exchanged V2X messages between the vehicles can lead
to increased channel load that can cause consequences such as channel congestion,
higher packet error rates, lower reliability and longer latency. In order to avoid these
consequences, an evaluation is required to determine whether in some traffic situations
the MCM could be integrated on the same channel with the CAM and CPMmessages or
a multi-channel operation, where each service is operated on a separate channel, would
be a better solution.

6 Conclusion

Cooperative maneuver coordination can be enabled by V2X communication to achieve
a safer, more comfortable and efficient driving for CAVs. Many publications have been
presented that consider coordination for a specific use case. The most recent state-of-the
art research trend introduces generic coordination proposals that offer the possibility to
solve different traffic situations using a scenario-independent solution. Such approaches
are presented and compared in this paper. The paper also presented use cases where
maneuver coordination is expected to bring benefits such as C-ACC, cooperative lane
changing, lane merging, overtaking, cooperative intersection as well as infrastructure-
controlled cooperative driving.
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This paper classifies the existing generic approaches into six categories: Explicit
Trajectory Broadcast (ETB), Extended Explicit Trajectory Broadcast (EETB), Implicit
Trajectory Broadcast with Cost Values (ITB-CV), Space-Time Reservation (STR), Pri-
ority Maneuver Coordination (PriMa) and Complex Vehicular Interactions Protocol
(CVIP). Each approach is analyzed and described for a similar lane merging scenario
that shows their commonalities and differences. A comparison of the concept designs
of each approach is given that opens further discussion regarding their characteristics,
as well as benefits of each coordination proposal. The performed analysis shows that
mainly explicit maneuver negotiation is proposed based on a periodic broadcast of
Maneuver Coordination Messages (MCMs). Main part of the MCM is the trajectory
related data in the form of planned and requested trajectories. Additionally, requests
with time and position constraints that significantly differ from the trajectory broadcast
approaches, are proposed and successfully implemented in the STR approach. The com-
parison of the approaches shows that two messages in the form of request and accept
messages can be sufficient for a coordination between two vehicles. However, in order
to avoid protocol ambiguities and divergent situation, coordination with more than two
involved CAVs will require additional confirm messages that ensure each vehicle will
take a conflict-free trajectory. Additional message information might also be required
for specific use case situations. The analysis also shows that explicit maneuver negotia-
tion and broadcast of maneuver intentions and requests using V2X communication can
facilitate maneuver coordination that has the potential to be safe and efficient. How-
ever, further research is needed to evaluate the impact of the presented approaches on
the traffic safety and efficiency, as well as the impact of the communication errors.

In the paper, challenges in the form of research questions were highlighted and
future research directions discussed, divided into three research gaps: detection and
decision logic, maneuver coordination protocol and V2X communication. The discus-
sion in the first research gap is related to the logic how the CAVs can decide when
to request and when to accept or reject a maneuver coordination. An additional infor-
mation will be required that shows the necessity of each coordination request. Such
information that contributes to the decision making process of the vehicles is proposed
in the form of cost values in ITB-CV or priority maneuvers in PriMa. In the maneu-
ver coordination protocol subsection, the designs of the protocols are discussed mainly
related to the communication pattern in a coordination situation with two or more vehi-
cles, the information included in the messages, as well as research questions related to
the security, implementation and evaluation of the protocols. Well-defined metrics for
traffic safety and efficiency should be considered to assess the protocol performance
as well as the impact on the global traffic flow. The introduction of additional safety
risks needs to be eliminated. In the final research gap related to the V2X communica-
tion, a discussion is introduced in relation to the V2X communication requirements,
advanced features of the access technologies, the required communication type as well
as a potential multi-channel operation with the CAM and CPM messages that can help
to avoid congestion of the communication channel. A safety-critical application such as
maneuver coordination requires very high reliability and very low latency that need to
be taken in consideration in the design of the protocol.
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The key research question remains: How to design a use case-independent, reliable
and low-latency protocol for safe, fast, unambiguous and efficient maneuver coordina-
tion?
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cooperative automated vehicles. In: IEEE International Conference on Vehicular Electronics
and Safety (ICVES), p. 7 (2019). https://doi.org/10.1109/ICVES.2019.8906401

25. Nichting, M., Heß, D., Schindler, J., Hesse, T., Köster, F.: Space time reservation procedure
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Abstract. The free-flow speed profile is one of the essential elements in the design
and operation of the roads. The speed profile is employed to improve road design,
traffic emissions models, fuel consumptions models, evaluate the consistency,
among others. Speed profiles are built with speed, acceleration, and deceleration
models. Therefore, understanding how different factors affect speed, acceleration,
and deceleration is a critical research question. Many studies have focused on
rural roads and only a few on urban roads. In urban environments, studies did
not yet reach conclusive results. This research attempted to address these limita-
tions by developing speed, acceleration, and decelerationmodels in urban tangents
under free-flow conditions in the city of Loja, Ecuador. Three different tangents
were selected: before stop-controlled intersections, before signal-controlled inter-
sections, and before roundabout intersections. Speeds of light vehicles, equipped
with GPS, were collected in 13 tangents with 45 drivers. Geometric and oper-
ation characteristics were also collected: geometric elements of the street, street
environment, driver, and vehicle-related. Forty-five speed, acceleration, and decel-
eration regression models were calibrated and validated. This research expands
the knowledge of the most influential variables on speed in various urban settings,
offering useful information for city planners and designers.

Keywords: Free-flow speed profile · Speed models · Acceleration and
deceleration models · Urban tangents

1 Introduction

The free-flow, operating, or 85th percentile speed profile is one of the elements that
improve the design and operation of streets and highways. This profile allows deter-
mining traffic emissions [1], fuel consumption [2], evaluating consistency [3], among
others. The speed profile can be used during the highway project or in its operation.
When the road is already in operation, speed is collected on-site, and in projects, it
must be calculated indirectly using prediction models. These models must find the rela-
tionship between speed, acceleration, and deceleration with the characteristics related
to the driving. This relationship is a critical research question and is complicated to
answer, so the studies have not yet reached conclusive results. Answering this question

© Springer Nature Switzerland AG 2022
C. Klein et al. (Eds.): SMARTGREENS 2021/ VEHITS 2021, CCIS 1612, pp. 371–391, 2022.
https://doi.org/10.1007/978-3-031-17098-0_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17098-0_19&domain=pdf
http://orcid.org/0000-0002-0250-5155
http://orcid.org/0000-0002-2070-6946
http://orcid.org/0000-0002-9344-9506
http://orcid.org/0000-0001-5813-8844
https://doi.org/10.1007/978-3-031-17098-0_19


372 Y. García-Ramírez et al.

also would help controlling vehicle speed [4–7]. In general, five parameters influencing
speed, acceleration, and deceleration in free-flow conditions: driver, vehicle, roadway,
environment, traffic operation and control [8].

Driver characteristics impact their vehicle speed choice, such as personality [7, 9,
10], age [11–14], gender [14], driving experience [14], speeding intention [15], among
others [16–19]. Speed choice also is influenced by the vehicle characteristics, such as
the age of the vehicle [7], vehicle class [7, 16, 20, 21], or vehicle length [22]. Also,
roadway impacts on the speed choice, such as number of lanes [16, 23, 24], roadway
width [23, 25], lane width [14, 25, 26], length of the street [16, 23], road grade [27], road
surface condition [8, 16, 24], or pavement markings [27, 28]. Environment also plays an
important role on the driver speed choice, specially, access density [16], roadside objects
density [16, 23, 29], parking presence [7, 16, 24], crash barriers [29], bus stop presence
[29], adjacent land uses [7, 16, 22], lighting conditions [30–32] weather conditions [33,
34], day of the week [24, 33]. On the other hand, traffic operation and control could
also affect speed choice, for instance, the speed limits [14, 35] or the posted speed [36],
speed enforcement system [37], speed cameras [36], photo-radar presence [38]. Despite
the effort to build prediction models with these parameters, the results have been mixed.
Furthermore, little research focused on urban streets that are complex to study.

Therefore, the present study aims to analyze the relationship between various param-
eters that affect the choice of speed, acceleration, and deceleration in free-flow condi-
tions. Urban tangents were analyzed in three types of intersections: stop-controlled,
signal-controlled, and roundabouts. Preliminary results of this study on signalized inter-
sections can explore it in [39] and free-flow speeds [40]. The article is organized as
follows: materials y methods, pattern analysis, results, and conclusions. The materials
and methods sections describe the sample size, measurement site, equipment, and driver
selection. Also, it details the data collection and processing. Then the pattern analysis
is shown, which evaluates the parameters and their influence on the variables of speed,
acceleration, and deceleration. Subsequently, in the result section, the calibration of the
prediction models and their respective validation are shown. And finally, the principal
conclusions are presented.

2 Materials and Methods

2.1 Sample Size

Equation 1 [41] allowed to calculate the study sample size. A standard deviation of
13 km/h [42] and an error of 5 km/h were assumed. With a confidence level of 95%
(K = 1.96) and a value of U = 1.04 (for operating speed), the minimum number of
observations in every tangent was 40. Then, 45 observations were collected in this
study, thereby reducing the error or the confidence level of the results is increased.

n = K2 × σ 2 × (
2+ U2

)

2× el2
(1)

where: n= sample size, K= constant based on the chosen confidence level, σ= standard
deviation, U = normal deviation corresponding to the desired speed percentile, el =
precision or maximum permissible error.
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2.2 Road Test Section

The road test sections had to have grades less than 3%, have pavement in good condition,
and a maximum speed limit of 60 km/h. Thus, thirty-four urban streets were selected in
the city of Loja (Ecuador). Of these 34 sections, 13 were tangents before stop-controlled
intersections, 12 were tangents before signal-controlled intersections, and 9 were tan-
gents before roundabout intersections. Figure 1. Shows the typical configuration of these
intersections. In the first intersections, the tangent lengths were between 47–226 m, up
to 2 traffic lanes, and the roadway width was between 7 to 9 m, and one-way or two-
way direction. In signal-controlled intersections, the length of the tangents had 94 to
121 m, up to 3 lanes, the roadway width between 7 to 10 m, and both directions. In
the roundabouts, the tangent lengths were between 63–830 m, up to 3 traffic lanes, the
roadway width had seven up to 13 m. Additionally, the length traveled within the circle
was between 17–118 m, the internal diameter was between 11.5 to 25 m, the external
diameter was between 26–61 m, the width of entrance and exit of the roundabout was
between 7–11 m, and the width of the road within the roundabout was between 9 to
14 m.

Fig. 1. Typical studied two-lane intersections in this research.

2.3 Research Instruments

Two types of instruments were used for data collection: traditional and GPS-based. The
traditional tools (such as tape measure, paper, pencil) were used to measure the width
of the lane, distance to fixed objects, among others. The GPS-based instrument was
employed to measure the speed, acceleration, and deceleration of the vehicle. However,
it was also used to estimate the length of the tangent. In addition, the GPS equipment has
an integrated camera helping to count the number of trees, number of power poles, and
others. The GPS equipment, called Video VBOX Lite, was installed inside each driver’s
vehicle. It has an accuracy of 0.02 km/h in speed and 0.05% in the traveled distance.
This equipment has previously been used for speed studies.
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2.4 Driver Selection

The participants were drivers who have a valid driver’s license, have a light vehicle, and
have driven regularly in the last two months. Forty-five drivers participated in this study,
of which twenty-three were men. The main requirement was that drivers had to have
their light vehicles, to eliminate the effect of out of habit.

2.5 Driver and Car Data Collection

After driving the circuit, the drivers answered two principal surveys: MDSI-S [43] to
estimate their personality traits and ZKPQ-50-cc [44] to estimate their driving style. The
ZQPK-50-cc survey has 50 questions related to the five traits of personality: aggression
- hostility, impulsive sensation seeking, neuroticism - anxiety, sociability, and activity.
MDSI-S survey (41 questions) estimates the driving style that prevails in the driver: risky
and high-velocity style, dissociative style, angry style, careful and patient style, anxious
style, or distress reduction style.

Additionally, drivers answered another survey about their characteristics and their
vehicles. Thus, drivers had an average age of 30.5 years and a driving experience of
9.3 years. The year of manufacture of the vehicles was on average 2008, the mean
cylinder capacity was 1850 cm3, and the last revision was on average 52 days before the
day of data collection.

2.6 Speed Data Collection

The Video VBOX Lite was installed in light vehicles, taking care not to interfere with
the driver’s visibility. The GPS antenna was placed in the central part of the vehicle roof.
The camera was on the front windshield facing the street. During the data collection,
a researcher operated the equipment and notified in advance the study streets. Speeds
were collected in good weather conditions, dry pavement, and during daylight.

2.7 Data Processing

The position, distance traveled, and speed were exported every second from the data
collected by the Video VBOX Lite. The profiles that were not in free-flow were elimi-
nated, as shown in Fig. 2. In tangents before stop-controlled intersections, there were 21
free-flow profiles for each section and 423 speed profiles in total. In the signal-controlled
intersections, 67 profiles in free-flow condition were in a green light, 45 in red, and 13
in amber. On the other hand, the free-flow speed profiles in tangents before roundabout
intersections were 90, while inside the roundabout were 125.

It calculated in each street the operating speed,mean free-flowspeed, and the standard
deviation of free-flow speed in the middle of the tangent. Acceleration and deceleration
were estimated based on the recorded speeds data by Eq. (2). The 85th percentile of
the acceleration and deceleration, their mean values, and their standard deviations were
estimated by using the individual results from Eq. (2).

a = V2
f − V2

i

25.92 × di,i−1
(2)
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where: a = acceleration or deceleration in m/s2, Vf = final speed in km/h, Vi = initial
speed in km/h, di, i-1 = distance between points “i” and “i-1” in m.

Fig. 2. Example of speed profiles recorded and processed for a street on free-flow condition.

Regarding the results of the ZQPK-50-cc andMDSI-S surveys, most participants had
predominant traits such as impulsive sensation-seeking (44.4%) and activity (42.2%).
Most drivers were careful and patient style (53.3%) or risky and high-velocity style
(26.7%).
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3 Pattern Analysis

In this section, a correlation analysis was performed using the independent and the
dependent variables. The objective of this section was to detect the most influential
variables on speed, acceleration, and deceleration. The variables with a statistically
significant effect (P< 0.05) will be used in the model calibration. All statistical analyzes
were performed with the help of the R program [45].

3.1 Driver and Car Variables

For all intersections, variables related to the driver (driving style scores, personality
trait scores, sex, age, and driving experience) and the vehicle variables (type of vehicle,
year of manufacture, cylinder capacity, period of previous maintenance, vehicle make,
vehicle model) were not statistically significant at 95% level of confidence for the speed,
acceleration, or deceleration. This outcome was opposite to previous literature. This
result means that the remaining parameters are more influential than the driver or vehicle
itself.

3.2 Street and Environmental Variables

Nine independent variables of the street and the environment were evaluated (see
Table 1): 1) length of the street, 2) roadway width, 3) lane width, 4) land use in five
categories: commercial, industrial, residential, recreational, and productive; 5) density
of objects in three categories: poles (right, left or both), trees (right, left or both) and
traffic signs (right, left or both); 6) access density; 7) the number of lanes; 8) parking
presence (right, left or both) and 9) sidewalk presence (right, left or both). In addition to
those variables, the analysis of the acceleration included the speed of the vehicle at the
beginning of the tangent (see Table 2), while the decelerations had the speed at the end
of the street (Table 3). In roundabouts, the following variables were analyzed: internal
circle diameter, external circle diameter, drive curve (calculated according to [46]), entry
roadway width, entry deviation angle, and approach/exit speed, but none of them were
statistically significant.

Regarding the results of the street and environment variables and their influence on
the operating speed, mean free-flow speed and standard deviation of free-flow speed are
shown in Table 1. In this table, the variables that have a significant statistical relationship
are the length of the street, the lane width, the density of objects, and the presence of
parking. The analyzed categories of land use were not statistically significant. A similar
outcome in previous investigations [7, 23]. In the case of no predictor variables, for
example, mean free-flow speed in a green light, the models or equations will be constant
or fixed values.
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Table 1. Results of the statistically significant relationship between street and environment
variables with operating speed, mean free-flow speed, and standard deviation of free-flow speed.
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*the highlighted box means the statistical relationship between the variables at 95% of the
confidence level.
v85: operating speed, vAVG: mean free-flow speed, vSD: free-flow speed standard deviation.

The statistical relationships between the 85th percentile of the acceleration, themean
acceleration in free-flow, and the standard deviation of the acceleration in free-flow with
the variables of the street and the environment are shown in Table 2. Most independent
variables were statistically significant with at least one or more dependent variables,
except the number of lanes. Table 2 also shows that the standard deviation of the acceler-
ation in free-flow, the accelerations in amber light, and the standard deviation in tangents
before roundabouts intersections did not have any statistically significant relationship.
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Table 2. Results of the statistical relationship between the street and environment variables with
the 85th percentile of acceleration, mean acceleration in free-flow, and standard deviation of
acceleration in free-flow.
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*the highlighted box means the statistical relationship between the variables at 95% of the
confidence level.
a85: 85th percentile acceleration, aAVG: mean free-flow acceleration, aSD: free-flow acceleration
standard deviation.

The statistical relationships between the 85th percentile of the deceleration, themean
deceleration of free-flow, and the standard deviation of the deceleration in free-flowwith
the variables of the street and the environment are shown in Table 3. The independent
variables that were not predictors of any deceleration values were: roadway width, land
use, access density, and parking presence. It is possible that object density close to the
street only affects the drivers ‘choice of’ lateral position [29]. Likewise, other researchers
also found no statistical relationship between the parking presence and speed [25].
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Table 3. Results of the statistical relationship of the street and environment variables with the
85th percentile of the deceleration, mean deceleration in free-flow, and standard deviation of the
deceleration in free-flow.
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**the highlighted box means the statistical relationship between the variables at 95% of the
confidence level.
d85: 85th percentile deceleration, dAVG: mean free-flow deceleration, dSD: free-flow deceleration
standard deviation.

4 Results

Then it calibrated the speed, acceleration, and deceleration models based on the most
influential variables detected in Tables 1, 2, 3. For the calibration, a linear regression
analysiswas performedwith a level of confidence of 95%.When therewas no statistically
significant variable, fixed values were calculated. After calibration, the models were
validated with collected data in other streets with similar characteristics to the initial
ones. This validation was carried out by analyzing the prediction errors.
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4.1 Calibration Models

Tangents before Stop-Controlled Intersections. The speed, acceleration, and decel-
eration models were calibrated based on the variables detected in Tables 1, 2, 3. Not all
the variables were statistically significant in the global model, despite being individually
significant. So, the most influential variables were the length of the street, the initial,
and the final speed (See Eqs. 3–11). These equations are coherent with what happens in
actual driving. For example, in long tangents, drivers have more freedom to choose their
speed, and possibly they decide to speed up; and occur the opposite in short tangents.
With high initial speeds, drivers have low accelerations since they are approaching the
desired speed or a high velocity for the tangent. Likewise, it is coherent that the decel-
eration is related to the final speed of the maneuver since it is the speed at which drivers
wish to reach when they arrive at the intersection.

Proposed Models for Tangents Before Stop-Controlled Intersections.

• Speed in the center of the tangent. Application range: 47–226 m. R2 adjusted: 0.94,
0.95, 0.79, respectively.

v85 = 22.4 + 0.114 L (3)

vAVG = 20.1 + 0.105 L (4)

vSD = 1.99 + 0.0146 L (5)

where: v85 = operating speed in km/h, vAVG =mean free-flow speed in km/h, vSD =
free-flow speed standard deviation in km/h, L= length of the street in m, R2 adjusted
= adjusted coefficient of determination.

• Acceleration at the start of the tangent. Application range: 0–45 km/h. R2 adjusted:
0.86, 0.93, 0.65, respectively.

a85 = 0.975 − 0.0151 vi (6)

aAVG = 0.807 − 0.0136 vi (7)

aSD = 0.181 − 0.0018 vi (8)

where: a85 = 85th percentile acceleration inm/s2, aAVG =mean free-flow acceleration
in m/s2, aSD = free-flow acceleration standard deviation in m/s2, vi = entry speed in
km/h, R2 adjusted = adjusted coefficient of determination.

• Deceleration at the end of the tangent. Application range: 0–45 km/h. R2 adjusted:
0.83, 0.94, 0.57, respectively.

d85 = − 1.84+ 0.0314 vf (9)

dAVG = − 1.50+ 0.0301 vf (10)

dSD = 0.310 + 0.010 vf − 0.00033 v2f (11)
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where: d85 = 85th percentile deceleration m/s2, dAVG = mean free-flow deceleration in
m/s2, dSD = free-flow deceleration standard deviation in m/s2, vf = exit speed in km/h,
R2 adjusted = adjusted coefficient of determination.

Tangents Before Signal-Controlled Intersections. The tangents before signal-
controlled intersections are more complex than in the previous case. In the proposed
models (Eqs. 12–38) for the green, amber and red lights they only have two predictors:
a) the initial speed at the 85th percentile of the acceleration and the standard deviation
of the free-flow acceleration for the green light, and b) density of objects (trees, traffic
signs, and poles) for the speed of operation when the light is red. For the rest of the
conditions, constant values were calculated. Based on this, it can be said that the choice
of speed, acceleration, and deceleration is conditioned mainly by the presence of the
traffic light, and not by the characteristics of the street, environment, vehicle or driver.

Proposed Models for Tangents Before Signal-Controlled Intersections and Green
Light. When the light is green, the speeds are slower than when the light is amber, since
many drivers tend to accelerate to pass the traffic light in amber light, when they are in
the zone dilemma [47].

• Speed in the center of the tangent. Application range: 94–122 m. R2 adjusted: not
available.

v85 = 52.72 km/h (12)

vAVG = 43.55 km/h (13)

vSD = 4.34 km/h (14)

where: v85 = operating speed in km/h, vAVG = mean free-flow speed in km/h, vSD
= free-flow speed standard deviation in km/h, R2 adjusted = adjusted coefficient of
determination.

• Acceleration at the start of the tangent. Application range: 0–45 km/h. R2 adjusted:
0.86, 0.93, not available, respectively.

a85 = 1.06 − 0.015 vi (15)

aAVG = 1.13 − 0.021 vi (16)

aSD = 0.21 m/s2 (17)

where: a85 = 85th percentile acceleration in m/s2, aAVG = mean free-flow acceleration
in m/s2, aSD = free-flow acceleration standard deviation in m/s2, vi = entry speed in
km/h, R2 adjusted = adjusted coefficient of determination.
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• Deceleration at the end of the tangent. Application range: 94–122 m. R2 adjusted: not
available.

d85 = − 0.07 m/s2 (18)

dAVG = − 0.32 m/s2 (19)

dSD = 0.18 m/s2 (20)

where: d85 = 85th percentile deceleration m/s2, dAVG = mean free-flow deceleration in
m/s2, dSD = free-flow deceleration standard deviation in m/s2, R2 adjusted = adjusted
coefficient of determination.

Proposed Models for Tangents Before Signal-Controlled Intersections and Amber
Light. When the traffic light is in amber, the mean deceleration is higher than the high
green light, but its dispersion is high, again a characteristic of the zone dilemma. The
same happens with the dispersion of the speed in green and amber light. In green lights,
drivers would continue crossing the intersection, and low decelerations are expected,
which are seen in these models.

• Speed in the center of the tangent. Application range: 94–122 m. R2 adjusted: not
available.

v85 = 56.28 km/h (21)

vAVG = 43.31 km/h (22)

vSD = 9.82 km/h (23)

where: v85 = operating speed in km/h, vAVG = mean free-flow speed in km/h, vSD
= free-flow speed standard deviation in km/h, R2 adjusted = adjusted coefficient of
determination.

• Acceleration at the start of the tangent. Application range: 94–122 m. R2 adjusted:
not available.

a85 = 0.55 m/s2 (24)

aAVG = 0.28 m/s2 (25)

aSD = 0.24 m/s2 (26)

where: a85 = 85th percentile acceleration in m/s2, aAVG = mean free-flow acceleration
in m/s2, aSD = free-flow acceleration standard deviation in m/s2, R2 adjusted= adjusted
coefficient of determination.
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• Deceleration at the end of the tangent. Application range: 94–122 m. R2 adjusted: not
available.

d85 = −0.10 m/s2 (27)

dAVG = −0.73 m/s2 (28)

dSD = 0.74 m/s2 (29)

where: d85 = 85th percentile deceleration m/s2, dAVG = mean free-flow deceleration in
m/s2, dSD = free-flow deceleration standard deviation in m/s2, R2 adjusted = adjusted
coefficient of determination.

Proposed Models for Tangents Before Signal-Controlled Intersections and Red Light.
In red light, the speeds are lower than the previous two conditions. This behavior is
because drivers already know to stop at a red light, and the high values of decelerations
confirm that. However, the acceleration values are higher than the two previous condi-
tions, maybe due to the impulsive sensation-seeking detected in the sample of drivers.
Even though the drivers know they must stop at the intersection, they accelerate with a
higher value, possibly to cross the intersection.

• Speed in the center of the tangent. Application range: 5.3–29.1 u/100 m. R2 adjusted:
0.49, not available, and not available, respectively.

v85 = 33.4 + 0.533 OD (30)

vAVG = 39.71 km/h (31)

vSD = 4.45 km/h (32)

where: v85 = operating speed in km/h, vAVG = mean free-flow speed in km/h, vSD =
free-flow speed standard deviation in km/h, OD=Object density in units per each 100m,
R2 adjusted = adjusted coefficient of determination.

• Acceleration at the start of the tangent. Application range: 0–45 km/h. R2 adjusted:
0.66, 0,65, and not available, respectively.

a85 = 1.40 − 0.024 vi (33)

aAVG = 1.33 − 0.024 vi (34)

aSD = 0.32 m/s2 (35)

where: a85 = 85th percentile acceleration in m/s2, aAVG = mean free-flow acceleration
in m/s2, aSD = free-flow acceleration standard deviation in m/s2, vi = entry speed in
km/h, R2 adjusted = adjusted coefficient of determination.
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• Deceleration at the end of the tangent. Application range: 94–122 m. R2 adjusted: not
available.

d85 = −0.75 m/s2 (36)

dAVG = −1.50 m/s2 (37)

dSD = 0.54 m/s2 (38)

where: d85 = 85th percentile deceleration m/s2, dAVG = mean free-flow deceleration in
m/s2, dSD = free-flow deceleration standard deviation in m/s2, R2 adjusted = adjusted
coefficient of determination.

Tangents before Roundabouts Intersections. Models 39 to 47 were calibrated based
on the variables in Tables 1, 2, 3 The speed values are higher than those recorded in the
previous intersections.Also, the acceleration values of themodels are slightly higher than
the values of the acceleration models at tangents before stop-controlled intersections,
since they are tangents with similar starting conditions. Additionally, equation values
are closer to the deceleration models in tangents before signal-controlled intersections
with amber light. This trend is because there is also a dilemma zone in the circle. The
driver may doubt whether to continue or stop the vehicle before the approach of vehicles
within the ring. Themost statistically significant variables were the length of the tangent,
entry or initial speed, and traffic signs density. Speed choice in previous studies were
related to entry width [46, 48], internal circle diameter [46, 48], drive curve [46], entry
deviation angle [46] and approach/exit speed [48].

Proposed Models for Tangents Before Roundabout.

• Speed in the center of the tangent. Application range: 63–321 m. R2 adjusted: 0.98,
0,90, and not available, respectively.

v85 = 28.3 + 0.091 L (39)

vAVG = 20.5 + 0.080 L (40)

vSD = 5.38 km/h (41)

where: v85 = operating speed in km/h, vAVG = mean free-flow speed in km/h, vSD =
free-flow speed standard deviation in km/h, L = length of the street in m, R2 adjusted
= adjusted coefficient of determination.

• Acceleration at the start of the tangent. Application range: 10–50 km/h. R2 adjusted:
0.88, 0,77, and not available, respectively.

a85 = 1.04 − 0.015 vi (42)
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aAVG = 0.90 − 0.014 vi (43)

aSD = 0.23 m/s2 (44)

where: a85 = 85th percentile acceleration in m/s2, aAVG=mean free-flow acceleration
in m/s2, aSD = free-flow acceleration standard deviation in m/s2, vi = entry speed in
km/h, R2 adjusted = adjusted coefficient of determination.

• Deceleration at the end of the tangent. Application range: 94–122 m. R2 adjusted:
0.66, not available, and not available.

d85 = 0.002L + 0.07 TSD (45)

dAVG = −0.70 m/s2 (46)

dSD = 0.55 m/s2 (47)

where: d85 = 85th percentile deceleration m/s2, dAVG = mean free-flow deceleration
in m/s2, dSD = free-flow deceleration standard deviation in m/s2, L = length of the
street in m, TSD= traffic signs density in units per each 100 m, R2 adjusted= adjusted
coefficient of determination.

Despite trying to find statistical relationships between geometric and operating ele-
mentswithin the circle and speed, nonewere found.Therefore, the equations had constant
values. The calculated values were: mean speed of 28.60 km/h and standard deviation
of 4.66 km/h. These values are valid within roundabouts an internal diameter between
11.5–25 m and an external diameter between 26–61 m. The mean speed found was sim-
ilar to that recorded in other investigations: 30 km/h [49], 17–26 km/h [48], as well as
their standard deviation of 4.13–5.21 km/h [48].

4.2 Validation

The calibrated models were validated using information collected from another circuit
in the same city. This circuit had similar geometric and operation characteristics to the
initial sections. For the tangents before stop-controlled intersections, there were eight
sections between 47 to 112 m. Twelve tangents before signal-controlled intersections
were collected to validate the models, with 94 and 120 m long. And for the tangents
before the roundabout, six sections, between 66 to 287 m, were used.

Six drivers participated in the validation circuit, of which half were men. Drivers
had an average age of 26.3 years and driving experience of 7.2 years. The average
year of manufacture was 2007, the mean cylinder capacity was 2000 cm3, and the last
average revision was 53 days. The measuring equipment was the same employed in the
collection data, and the same data processing was performed for speed, acceleration,
and deceleration data.
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For the validation of the speed, acceleration, and deceleration models, forecast errors
were calculated: mean squared error (MSE), mean absolute error (MAE), the mean
absolute percentage error (MAPE), and the Chi-squared test. Table 4 shows these values.
Models with constant values were not included in this table; since it is impossible to
calculate forecast errors. However, in those cases, an analysis of variancewas performed,
to determine if the fixed values do not differ from the values found in the validation, at
95% level of confidence.

Table 4 shows that the highest values of MSE and MAE were obtained by the
model of the operating speed and the average speed in free-flow for the tangents before
roundabouts, so caution should be taken when using these equations. The prediction
error will be around 5 km/h (starting assumption). The highest MAPE values were for
the equations of the 85th percentile of acceleration and deceleration for the tangents
before roundabouts, so caution is also suggested in their use. However, these equations
and others in Table 4, the chi-calculated did not exceed the chi-critical; therefore, the
equations are valid. All the fixed models were also valid since in the analysis of variance
no significant statistical differences were found (p-value > 0.05).

Table 4. Prediction errors and Chi-square values for the equations of speed, acceleration, and
deceleration calibrated models.

Tangents before Prediction
equation

Error estimator

MSE MAE MAPE
(%)

χ2

calculated
χ2

critic

Stop-controlled intersections V85 3.83 1.27 4.04 0.95 14.07

VAVG 5.85 2.13 7.69 1.68 14.07

VSD 0.82 0.70 22.84 2.11 14.07

a85 0.02 0.14 17.52 0.13 9.49

aAVG 0.02 0.14 22.01 0.16 9.49

aSD 0.00 0.02 11.36 0.01 9.49

d85 0.01 0.10 6.85 0.05 9.49

dAVG 0.01 0.10 8.57 0.05 9.49

dSD 0.00 0.03 8.52 0.02 9.49

Signal-controlled
intersections

Green
light

a85 0.04 0.13 22.23 0.68 14.07

aAVG 0.02 0.08 16.75 0.30 14.07

Red light V85 8.77 2.44 5.70 1.41 12.59

(continued)
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Table 4. (continued)

Tangents before Prediction
equation

Error estimator

MSE MAE MAPE
(%)

χ2

calculated
χ2

critic

a85 0.01 0.09 17.02 0.16 9.49

aAVG 0.01 0.06 15.56 0.11 9.49

Roundabouts intersections V85 36.79 5.44 11.60 4.54 11.07

VAVG 26.60 5.11 14.39 4.44 11.07

a85 0.04 0.17 34.29 0.54 12.59

aAVG 0.01 0.10 28.84 0.27 12.59

d85 0.03 0.16 36.39 0.41 9.49

V85 = operating speed in km/h, VAVG = mean free-flow speed in km/h, VSD = free-flow speed
standard deviation in km/h, a85 = 85th percentile acceleration in m/s2, aAVG = mean free-flow
acceleration inm/s2, aSD= free-flowacceleration standard deviation inm/s2, d85=85th percentile
deceleration in m/s2, dAVG = mean free-flow deceleration in m/s2, dSD = free-flow deceleration
standard deviation in m/s2, MSE = mean squared error in (km/h)2 for the speed and (m/s2)2 for
the acceleration or deceleration, MAE = mean absolute error in km/h for the speed and m/s2

for the acceleration or deceleration, MAPE = mean absolute percentage error in percentage, χ2

calculated = Chi-squared calculated, χ2 critic = Chi-value where if the χ2 calculated is greater
than χ2 critic the model is not valid.

5 Conclusions

The objective of this article was to investigate the influence of several urban street,
driver, and vehicle characteristics on speed, acceleration, and deceleration in free-flow
conditions. Three scenarios were analyzed: tangents before stop-controlled intersec-
tions, tangents before signal-controlled intersections, and tangents before roundabout
intersections. After the presented results, the following conclusions are presented:

In stop-controlled intersections, the length of the tangent, the speed at the start and
the end of the maneuver were the most influential variables on speed, acceleration,
and deceleration, respectively. In signal-controlled intersections, there were only two
sporadic predictors: the initial speed and the object density. Regarding roundabout, the
length of the street influenced the operating speed and mean free-flow speed, the initial
speed influenced the 85th percentile of the acceleration, and the traffic sign density
impacted the 85th percentile of the deceleration. All models were valid, and they can
use to get speed profiles on these types of streets. These profiles can be used to analyze
the consistency of streets, calculate fuel consumption, calculate polluting gas emissions,
or in macroscopic traffic modeling.

In conclusion, the most influential parameters in the driver’s speed choice in urban
streets are the street characteristics and its environment. Neither the type of vehicle,
year of manufacture, cylinder capacity, period of previous maintenance, vehicle brand,
vehicle model; or the values of personality traits, values of driving styles, age, or sex of
the driver were statistically significant variables. For the drivers, the physical elements
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of the road scene are more important than their characteristics or their vehicles. This
outcome is because an urban environment is limited space, where drivers do not have
enough freedom/space to accelerate or decelerate. Thus, on rural roads, drivers should
have different behavior; therefore, the prediction models of one type of road cannot be
employed in another one different from the calibration data. This issue can be explored
in future research.

This study has several limitations. First, the speed in the middle of the tangent was
representative; however, the highest speed (for safety reasons) could be found in another
spot in the tangent. The models should be used in the range where they were calibrated
and validated. The local and geographic characteristics could influence the values of the
models. Despite these limitations, the study helps to understand the complex relationship
between the knowledge about the speed profile in free-flow conditions. The calibrated
models were coherent with the actual driver behavior. Additionally, it covers three types
of intersections, that previous research only studies one intersection. Finally, this study
would help designers and urban planners.
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Abstract. Traffic data are obtained from various distributed sources such as
infrastructure and vehicle sensors developed by various organisations, and often
cannot be processed together because of data privacy regulations. Thus, dis-
tributed machine learning methods are required to process the data without shar-
ing them. Federated learning allows the processing of data distributed by trans-
mitting only the parameters without sharing the real data. The federated learning
architecture is based mainly on deep learning, which is often more accurate than
other machine learning approaches. However, deep-learning-based models are
black-box models, and should be explained to increase trust in the system for
both users and developers. Despite the fact that various explainability methods
have been proposed, the solutions for explainable federated models are insuffi-
cient.

In this study, we used a federated deep learning model to predict a taxi trip
duration within Brunswick region. We showed situations for which federated
learning improves the prediction quality, allowing for an accuracy comparable to
that obtained on the complete dataset. Moreover, we investigated how the amount
of transmitted information in federated learning can be optimised while main-
taining the same accuracy. Finally, we propose how the federated deep learning
model can be interpreted using explainability methods without transmitting raw
data and compare the results of various explainability approaches.

Keywords: FCD trajectories · Trip duration · Forecasting · Federated
learning · Explainability

1 Introduction

Traffic data are geographically scattered across different places, distributed sources, and
various organisations, and often cannot be aggregated. These data can be used for var-
ious applications, for example, traffic planning, delivery optimisers, and ride-sharing,
which require a trip duration forecasting model as a basis for their more complex fore-
casting and decision-making functionalities. By processing only all available data, it is
clearly possible to obtain a more accurate model. However, organisations that possess
the data are reluctant to cooperate with each other and have a trade-off between the
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decision to build the model individually without the risk of data sharing and to share
the data to get more accurate models.

Distributed machine learning methods can help with this trade-off, providing an
alternative to process the distributed data without sharing them. Federated learning [14]
allows to organise a privacy-preserving cooperation among the partners. It has three
major advantages: 1) no raw data transmission to the server is needed; 2) the compu-
tational load is distributed among the participants, and 3) parameter synchronisation
of the local models leads to more accurate models. The main assumption is that the
federated model should be parametric (e.g., deep learning) because the algorithm syn-
chronises the models by synchronising the parameters.

A known limitation of deep learning is that it is based on “black box” models of neu-
ral networks, which should be explained to increase trust in the system for developers
and users. Numerous model-agnostic (e.g., LIME, Shapley values) and model-specific
(e.g., Integrated gradients (IG), DeepLIFT) methods for explanation of black-box mod-
els are available [21]. Distributed versions of these methods exist, which allow them
to be executed on various processes on graphics processing units (GPUs) [13]. How-
ever studies on the explainability of geographically distributed federated deep learning
models are lacking.

Our first research question was to investigate the conditions under which feder-
ated learning is profitable for participating companies. This approach was demonstrated
using floating car data (FCD) from Brunswick, Germany for a taxi trip duration fore-
casting. In this study, we extended the research conducted in [10] by providing more
evidence regarding which situations federated learning makes sense and how its model
synchronisation architecture can be optimised to reduce the data transmission without
a significant loss in the forecasting accuracy. We modified the federated learning algo-
rithm proposed in [10].

Focusing on federated deep learning models, we continued to investigate the fact
that deep learning is often addressed as a black-box model, in which results and func-
tioning logic are not interpretable. The Intergated Gradients (IG) explanation method
was already discussed in [10] and its distributed federated version was provided. Thus,
our second research question is to focus on how different explanation methods can be
applied to the federated model, how their results differ, and how these results can be
aggregated.

The rest of the paper is organised as follows. Section 2 describes the state-of-the-art
of trip duration forecast, federated learning and explainability methods. Section 3 intro-
duces our proposed explainable federated learning approach. Section 4 describes the
available data, experimental setup and results of the conducted experiments. Section 5
concludes the paper.

2 State of the Art

2.1 Travel Time Forecasting

Accurate travel time or trip duration prediction helps to reduce delays and transport
delivery costs in transportation networks. It is an important parameter to improve relia-
bility through better selection of routes and to increases the service quality of commer-
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cial delivery by bringing goods within the required time window [5]. In [1] a centralised
deep learning based travel-time estimation was discussed as an important stage for ride-
sharing problem optimisation. A centralized travel time prediction was considered in-
vehicle route guidance and advanced traffic management systems [17]. A decentralized
travel time forecasting using neural networks, where travel time is predicted for each
link of the network separately was considered in [6].

To build more accurate and specified travel time forecasting models data
pre-processing like filtering and aggregation is required. Travel-time aggregation mod-
els (non-parametric, semi-parametric) for decentralized data clustering and correspond-
ing coordination and parameter exchange algorithms were proposed in [9]. Decen-
tralised travel-time estimation and forecasting based on multivariate linear and kernel-
density regression models with corresponding parameter/data exchange were proposed
in [8].

This paper is an extended version of [10], in which various forecasting models on
the complete dataset were applied to find the best hypothetical method to have a cen-
tralised reference model, to be discussed in the distributed scenarios. Different regres-
sion types as linear, Lasso, random forest and XGBoost models were compared with
deep-learning. It was discovered that deep learning provides the second best accurate
forecast and the only XGBoost and random forest, (which gave the same results) outper-
form it slightly. However, XGBoost and random forest are non parametric decision-tree
based ensemble methods and can not be easily federated. It was also shown that start-
ing with less then 12,5% of the available data, there is no more possible to do accurate
forecasts with individual models and a collaboration has sense.

2.2 Federated Learning

Federated learning [14] focuses mainly on development of privacy-preserved machine
learning models for physically distributed data and continues the research line of dis-
tributed machine learning. When a company cannot create an accurate model with its
local dataset only, the mechanism of federated learning enables access to more knowl-
edge and better accuracy of models without sharing local raw data.

Federated learning enables different devices to collaboratively learn a shared pre-
diction model while maintaining all training data on the device and without the need
to store the data in the cloud. The main difference between federated learning and dis-
tributed learning is attributed to the assumptions on the properties of the local datasets,
as distributed learning originally aims to parallelise the computing power, whereas fed-
erated learning originally aims to train on heterogeneous datasets [14]. This approach
may use a central server that orchestrates the different steps of the algorithm or they
may have peer-to-peer architecture.

In this study, we use a central server for this aggregation, while local nodes perform
local training [29].

The main procedure consists of training local models on local datasets and exchang-
ing parameters (e.g., the weights or gradients of a deep neural network) between these
local models at some frequency to establish a global model [3]. Federated learning
relies on an iterative process broken down into learning rounds, which represent a set
of client-server interactions [29]. Each round consists of transmitting the current global
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model state to participating nodes, training local models on these local nodes to pro-
duce a set of potential model updates at each node, and aggregating and processing
these local updates into a single global update and applying it to the global model.

Fig. 1. Federated learning architecture.

We consider N data owners {Fi}N
i=1, who wish to train a machine learning model

by consolidating their respective data {Di}N
i=1. A centralised approach uses all data

together D = ∪N
i=1Di to train a model MΣ . A federated system is a learning process

in which the data owners collaboratively train a model MFD, where any data owner Fi

does not expose its data Di to others. In addition, the accuracy of MFD, denoted as
VFD, should be very close to the performance of MΣ , VΣ [29]. Formally, we consider
δ, a non-negative real number; if |VFD − VΣ | < δ, we can state that the federated
learning algorithm has δ -accuracy loss. Each row of the matrix Di represents a sample,
while each column represents a feature. Some datasets may also contain label data. The
feature X , label Y , and sample Ids I constitute the complete training dataset (I , X ,
Y ). The feature and sample space of the data parties may not be identical. We classify
federated learning into horizontal, vertical, and federated transfer learning based on
the data distribution among various parties. In horizontal or sample-based federated
learning data sets share the same feature space but different in samples.

In vertical or feature-based federated learning data sets share the same sample ID
space but differ in feature space. In federated transfer learning data sets differ in both
sample and feature space, having small intersections. In this study, we consider a hori-
zontal federated learning case.

In [10] the federated learning algorithm was discussed. We developed a joint
privacy-preserving model of trip duration forecasting of different service providers
based on the horizontal federated learning architecture. The training process of such
a system was independent on specific machine learning algorithms. All participants
share the final model parameters (Fig. 1). We started from the synchronisation at every
batch and reduced the synchronisation frequency watching the obtained accuracy. It
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was concluded that with the synchronisation each second batch of data (reducing the
number of the transmitted data twice) it is still possible to obtain the results with the
same accuracy.

In this study, we aim to extend the federated algorithm and to conduct the corre-
sponding experiments, reducing the number of the necessary communications by reduc-
ing the number of partners that send their data at each synchronisation time.

2.3 Explainable AI

Conventional machine learning methods are often “white-box” or “glass-box” mod-
els, such as linear regression, decision trees, and support vector machine, can easily
produce explainable results. Typically, highly accurate complex deep learning-based or
ensemble-based “black box” models are favoured over less accurate but more inter-
pretable “white box” models [21]. Various techniques are designed in the past few
years to make AI methods more explainable, interpretable, transparent and trustwor-
thy to developers and users [18]. Joining such methods in hybrid systems (e.g., ensem-
bling) further increases their explainability and obtained accuracy, [12]. AI for explain-
ing decisions in MAS was discussed in [15].

Model-agnostic methods and model-specific explanation methods have been
reported in [21]. Model-agnostic methods are implementable for each model and can
be local such as LIME [23], Shapley Values [19] or global such as Feature permutation
[11]. However, model-agnostic methods often require a large number of computations
and often are not applicable for big datasets used in deep learning [21]. Shapley val-
ues method was implemented in [28] to interpret a vertical federated learning model.
Model-specific methods are focused on only one type of model (e.g., neural networks)
and are more computationally effective [21].In this study, we discuss deep learning
specific attribution explainability methods: DeepLIFT [24], [2], Saliency [26], Input X
Gradient [25], Guided Backpropagation [27], Deconvolution [30] and Layer-wise rel-
evance propagation [16]. These methods have an additive nature, which enables com-
puting them in a distributed manner across processors, machines, or GPUs [13].

DeepLIFT. is a back-propagation based approach that attributes a change to inputs
based on the differences between the inputs and corresponding references (or baselines)
for non-linear activations. It seeks to explain the difference in the output from reference
in terms of the difference in inputs from reference. DeepLIFT uses the concept of mul-
tipliers to “blame” specific neurons for the difference in output. The definition of a
multiplier is as follows:

mΔxΔt =
CΔxΔt

Δx
,

where x is the input neuron with a difference from reference Δx, and t is the target
neuron with a difference from reference Δt, and CΔxΔt is then the contribution of Δx
toΔt. Like partial derivatives (gradients) used in back propagation, multipliers obey the
Chain Rule. DeepLIFT can be overwritten as the modified partial derivatives of output
of non-linear activations with respect to their inputs [2,24].
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LIME. [23] provides local model interpretability by means of local surrogate mod-
els, which are interpretable models that are trained to explain individual predictions
of black box machine learning models. Instead of training a global surrogate model,
LIME focuses on training local surrogate models to explain individual predictions.
LIME attempts to understand the model by perturbing the input of data samples and
understanding how the predictions change. It generates a new dataset consisting of per-
turbed samples and the corresponding predictions of the black box model. On this new
dataset LIME then trains an interpretable model, which is weighted by the proximity of
the sampled instances to the instance of interest.

Mathematically, local surrogate models with interpretability constraint can be
expressed as follows:

explanation(x) = argmin
g∈G

L(f, g, πx) + Ω(g),

The explanation model for instance x is the model g that minimizes loss L, which
measures how close the explanation is to the prediction of the original model f , while
the model complexity Ω(g) is kept low. G is the family of possible explanations, for
example all possible linear regression models. The proximity measure πx defines how
large the neighborhood around instance x is that we consider for the explanation.

Saliency. (Saliency maps) [26] computes input attribution by returning the gradient of
the output with respect to the input. This approach can be explained as taking a first-
order Taylor expansion of the network at the input, and the gradients are simply the
coefficients of each feature in the linear representation of the model. The absolute value
of these coefficients can be taken to represent feature importance.

Input X Gradient. [25] extends the saliency approach, taking the gradients of the
output with respect to the input and multiplying by the input feature values. It is like
considering a linear model, in which the gradients are simply the coefficients of each
input, and the product of the input with a coefficient corresponds to the total contribution
of the feature to the output of this linear model.

Guided Backpropagation [27] and Deconvolution [30]. Both methods compute the
gradient of the target output with respect to the input, but backpropagation of ReLU
functions is overridden so that only non-negative gradients are backpropagated. The
methods deffer in how they apply the ReLU function: in guided backpropagation this
function is applied to the input gradients, and in deconvolution it is applied to the output
gradients and directly backpropagated. Both approaches were proposed in the context
of a convolutional network and are generally used for convolutional networks, however
they can be applied generically.

Feature Permutation. Feature permutation [11,21] is a perturbation based approach
which takes each feature individually, randomly permutes the feature values within a
batch and computes the change in output (or loss) as a result of this modification. Input
features can also be grouped and shuffled together rather than individually.
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Shapley Value sampling method is based on the Shapley value attribution method,
which is based on a concept from cooperative game theory [21]. This method involves
taking each permutation of the input features and adding them one-by-one to a given
baseline. The output difference after adding each feature corresponds to its contribution,
and these differences are averaged over all permutations to obtain the attribution. To
take all permutations as supposed by the Shapley value method is extremely computa-
tionally intensive so, Shapley Value Sampling [4] was proposed. It takes only a sample
of random permutations and averages the marginal contribution of features based on
these permutations.

Kernel SHAP. Kernel SHAP [19] computes Shapley Values based on the LIME frame-
work. Thus setting the loss function, weighting kernel and regularization terms appro-
priately using LIME approach allows calculating Shapley Values more efficiently.

Layer-wise Relevance Propagation. [16] applies a backward propagation mechanism
sequentially to all layers of the model. The model output score represents the initial rel-
evance, which is decomposed into values for each neuron of the underlying layers. The
decomposition is defined by rules that are chosen for each layer, involving its weights
and activations.

Feature Ablation. [20] is a perturbation based approach to computing attribution,
involving replacing each input feature with a given baseline / reference, and computing
the difference in output. Given a dataset of n rows and m features, the procedure goes
like this: Train the model on your train set and calculate a score on the test set. You
can pick whatever scoring metric you like. For each of the m features, remove it from
the training data and train the model. Then, calculate the score on the test set. Rank the
features by the difference between the original score (from the model with all features)
and the score for the model using all features but one.

In this study, we investigate how different explainability methods could be applied
to the same model, how they could be distributed, how different are their results and
how these results could be aggregated.

3 Explainable Federated Learning

3.1 Federated Deep-learning

In the following we first describe our proposed federated architecture and federated
deep learning algorithm for taxi trip duration forecasting. We explain which informa-
tion and how often should be exchanged and introduce parameters that could be opti-
mised. Moreover, our aim is to describe the application of state-of-the-art explainability
methods to federated learning, while maintaining data privacy. However, the application
of each explainability method to a concrete task only produces baseline results because
the result interpretation is specific to the particular task or application at hand [7].
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Fig. 2. Explainable federated learning architecture.

Let N participants {Fi}N
i=1 own datasets {Di}N

i=1 as previously defined. For the
federated learning process, each participant Fi divides its dataset Di = DTR

i ∪ DTE
i

into training set DTR
i and test set DTE

i . We train the models on DTR
i and test the

prediction quality on DTE
i . {Mi}N

i=1 are the local models of each participant, while
MFD is the federated model.

Algorithm 1. Federated learning training process.

Result: Collaboratively trained models Mi by each participant Fi

Define initial wi for Mi, epoch=1, N ;
while The loss function does not converge do

foreach batch of data do
synch list =random ind(N, num synch);
foreach Fi in parallel do

Train(M<epoch,batch>
i , DTR,batch

i );
if synchronisation & Fi in synch list then

Fi sends Δw<epoch,batch>
i to the server;

if synchronisation then
Server averages the parameter updates/gradients and broadcasts them:
Δw<epoch,batch>

FD = FedAverage(Δw<epoch,batch>
i );

foreach Fi in parallel do
Fi receives parameter updates from the server and updates its model:
w<epoch,batch>

i = w<epoch,old>
i + Δw<epoch,batch>

FD ;
epoch = epoch + 1

Training process is over. Each participant Fi has its final model Mi;

As we consider learning on batches, M<epoch,batch>
i is the local model of the par-

ticipant Fi for the current epoch and batch of data. wepoch,batch
i are the current param-

eters of the model M<epoch,batch>
i : wepoch,batch

i = w(M<epoch,batch>
i ). The training

process is described in Algorithm 1. Note, that the synchronisation should not appear
each batch, so a logical variable synchronisation supervises this process and defines the
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synchronisation frequency. FedAverage() is a parameter synchronisation procedure at
server side, which, in the simplest case, is an average value, calculated for each param-
eter over all local models.

After the federated training process is finished and each Fi has its collaboratively
trained model Mi, it can use it for the prediction of the test data.

In this study, we extended the algorithm [10], considering that it is not necessary and
is expensive to synchronise all models in each batch. Therefore, the models of all par-
ticipants synchronised at each batch are selected randomly in accord with a predefined
number of synchronisations num synch at each step, forming a random set synch list
of participants, who send their data for synchronisation at a given synchronisation time.
Finally, the synchronised models are used locally by each provider for predicting the
trip duration.

3.2 Explaining of Federated Models

We start the variable explanation process when the federated training process is finished
and each participant Fi has its collaboratively trained modelMi. The mentioned attribu-
tion scoring explainability methods have an additive nature, which enables computing
them in a distributed manner across processors, machines, or GPUs. For example, the
explainability scores can be calculated on the participants’ local data, and then accumu-
lated at the server together [13]. This property allowed us to apply those methods to the
federated learning case, when each provider does not have enough data to explain the
federated model accurately. The cooperation in this case can be organised similar to the
federated learning principle, keeping data privacy condition.

The federated attribution scoring is presented in Algorithm 2. The algorithm
assumes that no raw data are transferred but only some aggregated information. Thus,
each data owner calculates the average attribution scores sci∗ based on available local
data. The attribution scores are first calculated for each available data instance and then
averaged by all locally available data. Note, that sci,j is a one dimensional vector, in
which the number of components is equal to the number of attributes in the model to
be explained and the averaging of sci∗ is executed for each component. However, the
division by |Di| for the calculation of sci∗ and then the multiplying with |Di| for the
calculation of scFD seems to be redundant, we decided to keep it. This ensures that
each local model has its local attribution score properly calculated before it obtains a
federated version.

After averaged attribution scores are calculated each participant sends them to the
server. Then, the server aggregates the received scores as scFD and broadcasts the result
to all the local participants. Finally, each data owner updates its attribution scores. The
scoring function is one of the explainability methods mentioned above (e.g., Integrated
gradients, DeepLIFT, LIME).

4 Experiments

4.1 Available Data

We forecast the Brunswick taxi trip duration based on floating car data (FCD) trajecto-
ries. The data are obtained from two different taxi service providers of Brunswick and
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Algorithm 2. Federated attribution score calculation process.

Given: Final synchronised model Mi by each participant Fi;
foreach participant Fi in parallel do

foreach instance j of Di dataset do
Calculates attribution scores:
sci,j = ScoringAlgorithm(M<localFD>

i ,Di,j);

Fi calculates its average scores and sends the result to the server: sci∗ =
∑

j sci,j

|Di| ;

Server aggregates the participant scores and broadcasts the result: scFD =
∑

i sci∗ |̇Di|
|∪iDi| ;

foreach participant Fi in parallel do
Each Fi updates its attribution scores: sci∗ = scFD;

surrounding for the period of January 2014 - January 2015. We consider only the data
inside a coordination box in the latitude range of 51.87◦−52.62◦ and longitude range
of 10.07◦−11.05◦ (Fig. 3). The data are available in raw format, so each data item con-
tains: car identifier, time moment, geographical point and status (free, drives to client,
drives with client, etc.). The data were received approximately every 40 s.

As the data were not separated into trips, but contained FCD records for longer
time periods and multiple trips of one vehicle together, our first task was to split each
data record into trips. We developed a multi-step data pre-processing procedure. First,
we constructed a script to transform the data into trajectories according to time points,
locations, and car identifier. Then, the raw trajectories were analysed to determine their
correctness and cleaned accordingly. We split trajectories with long stay periods into
shorter trips. Round trips with the same source and destination were separated into two
trips. Some noisy unrealistic data with probably incorrect global positioning system
(GPS) signals, with incorrect status, or unrealistic average speeds, were also removed.
After this cleaning, the number of trajectories was 542066.

The next pre-processing step was to improve the prediction model and filter the
noisy data. So, we connected the trajectories with the open street map and obtained
a routable graph. Additionally, we divided the map into different size grids (e.g.,
200m × 200m) to determine whether this aggregation can improve our forecasts.
Therefore, we knew to which zone the start and end points of each trip belong. More-
over, we found the nearest road graph node to the source and destination of each trip
and calculated the shortest-path distance. We calculated the distance between the start
and end points of each trip according to the FCD trajectory. If the distances of the short-
est path trajectory and FCD trajectory were considerably different, we analysed the trip
more closely and divided it into a couple of more realistic trips, excluding false GPS
signal places.

To evaluate whether the trip duration depends on weather conditions, we used cor-
responding historical data about rains, wind, temperature, atmospheric pressure, etc.
However, good-quality weather data for the given region were available only until the
end of September 2014, so that we reduced our trajectory dataset accordingly.

For data storage, selection and filtering we used PostgreSQL database with pgRout-
ing and PostGIS extentions, which provided data visualisation and advanced routing
algorithms. So the raw data, trip data, weather data, and graph data obtained from open
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street map (roads and nodes) were available in PostgreSQL. We used QGIS1 (Fig. 3) for
visual presentation of trips, their sources and destinations as well as graph representa-
tion of roads network of Brunswick.

Fig. 3. Road network of Brunswick and surrounding [10].

4.2 Experimental Setup

We predicted the taxi trip duration using different methods (Table 1) and found the
corresponding best hyper-parameters by the grid search.

Table 1. Optimal model hyperparameters.

Model Hyperparameters

XGBoost colsample bytree = 0.7; learning rate = 0.12;
max depth = 9, α = 15; n estimators = 570

Deep learn. fully conn. percentron with 2 hid. layers,
number of neurons: 64–100; Re-Lu act. function;
0.2 dropout between hid. layers; optimiser SGD; MSE loss function;
NN batchsize = 128, epochs = 800; learning rate = 0.02

Federated learn. synchronisation each 2nd batch, NN batch size is proportional to
the size of each provider’s dataset, the sum of all provider’s
NN batch size = 128

The best forecasts for trip duration in seconds were based on the following factors:
coordinates of the start zone and end zone (200m × 200m), FCD distance, transformed
(with sine and cosine) weekday and hour, as well as temperature, air pressure, and
rain. We divided the dataset into training (80%) and test (20%) sets. The dataset was
normalised with MinMax Scaler before the application of the above methods. We used

1 https://www.qgis.org/.

https://www.qgis.org/
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the mean squared error (MSE) as an efficiency criterion and 5-fold cross validation for
model comparison. The accuracy with anMSE of .0010 corresponds to 5min, while that
with an MSE of .0018 to 7.5min. We used Python programming language, PyTorch for
deep learning models, and an open-source Python library captum [13], which provides
model interpretability for PyTorch, to find the importances of variables for black-box
models.

4.3 Alternative Local and Federated Models

Table 2.MSE of travel time prediction with different ML methods.

Model Number of data providers

1 4 8 16 32

XGBoost .00097 .0011 .0012 .0012 .0013

Deep learning .0011 .0012 .0013 .0014 .0015

Federated deep learning — .0011 .0011 .0011 .0011

Our task was to determine under which conditions federated deep learning was effec-
tive. In [10] various alternative local models were investigated like linear and Lasso
regression, random forest and XGBoost models were compared with deep-learning. It
was discovered that deep learning provides the second best accurate forecast and the
only XGBoost and random forest, (which gave the same results) outperform it slightly.
Despite the fact that XGBoost method provided the most accurate results for the cen-
tralised approach, federated learning could be implemented only on parametric models
like deep learning. As it was mentioned above the data were obtained from different
taxi providers, however it was unfortunately unknown, which data belonged to which
provider. Thus, we randomly distributed the data among the providers and this led to the
assumption of identically distributed and equally sized local datasets, which in feder-
ated learning is often not true. Our aim was to analyse after which point the distributed
non-synchronised local models lose their accuracy and federated learning outperformed
them. Thus, we executed various machine learning models locally on each provider
without synchronisation.

Each column of Table 2 represents the MSE of trip duration prediction on dis-
tributed data increasing the number of providers (decreasing the percentage of data
each provider has). The average accuracy of all models except federated deep learning
was reduced. The federated approach led to the same result as that of the centralised
deep learning. Starting at eight data providers (each provider with 12.5% of data), fed-
erated learning became beneficial because it performed better than local machine learn-
ing methods. With more data providers, the benefits of federated learning became more
evident. The MSE of the federated model’s prediction remained constant, 0.0011.

Another important parameter that influenced deep learning models was the batch
size. In our centralised deep learning model, the optimal solution was obtained with
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batch size = 128 or smaller. The experiments showed that with the increase in the batch
size, the computing speed increased, but the accuracy of the model decreased. This
implied that, to obtain the same accuracy by federated learning, we had to distribute the
batches proportionally among the providers. Accordingly, with eight data providers,
with equally sized datasets, the batch size will be 128/8 = 16.

Moreover, in [10] the effect of the synchronisation frequency on the accuracy of the
federated model was investigated. The accuracy decreased with the step-wise decrease
in the synchronisation frequency. It was shown that with the synchronisation every sec-
ond batch it was still possible to keep the accuracy of 0.0011 for the federated model.

4.4 Further Optimisation of Synchronisation Procedure

We aim to extend the federated algorithm and to conduct the corresponding experi-
ments, reducing the number of the necessary communications by reducing the number
of partners, which send their data at each synchronisation round. Therefore, the mod-
els of participants that will be synchronised at each batch were selected randomly in
accordance with a predefined number of synchronizations num synch at each step
forming random set synch list of participants, who send their data for synchronisation
at each synchronisation round. As Table 3 shows, when considering an example with
eight providers, we reduced the parameter num synch, in step by step manner, and
the prediction accuracy remained high. Figure 4 illustrates the corresponding learning
process graphically.

Table 3. MSE of federated models with different number of partners sending their parameter
updates.

num synch 8 5 4 2 1

Federated deep learning, N = 8 .00110 .00110 .00113 .00117 .00131

Fig. 4. Learning of federated models.
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We can see that reducing num synch from 8 to 4 did not significantly influence the
learning process and led to the same accuracy after 800 epochs. With num synch = 2,
the learning is slower, but after 800 epochs, leads to almost the same accuracy. How-
ever, the experiments show that with num synch = 1 the accuracy within 800 epochs
decreases, and the learning process is similar to the learning of the non-synchronised
models. This allowed us to conclude that, in the case of eight providers, as a trade-off
between accuracy and the amount of information to be transmitted, the number of part-
ners that send their parameters for synchronisation can be reduced to 2. Moreover, this
allows the consideration of a peer-to-peer federated learning architecture instead of one
with a central server.

4.5 Federated Model Explainability

In this section, we investigate the parameters that have the greatest influence on the
results. We show how the size of the dataset influences the accuracy of the feature attri-
bution, which is particularly important for explaining the decisions of local data owners
in federated statements. We then compare the results of the variable importance for
local predictions and show that federated explanations are comparable with centralised
versions. Finally, we apply different explainability methods, i.e. model-agnostic (local
and global) and model-specific, and compare their results.

Figure 5 shows the variable importance calculated using the federated model for
each of the eight data providers locally when applying DeepLIFT attribution score algo-
rithm for different dataset sizes. Despite the fact that the main tendency in terms of the
variable importance by all eight providers remains the same, the locally obtained results
differ from the importance scores calculated using all of the data. This may lead to an
inaccurate explainability by some local providers, particularly with a small dataset. We
can observe that having more data can significantly increase the accuracy of the attri-
bution scores.

Fig. 5.DeepLIFT explainability of individual models: small dataset of size 2000 (left), big dataset
of all locally available data (right).
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Fig. 6. Explainability of federated vs centralised approach.

The proposed importance score-averaging mechanism (Algorithm 2) avoids this
inaccuracy without transmitting the local datasets. Figure 6 shows that the attribution
scores obtained by the federated approach are the same as those obtained through the
centralised approach using the exemplary DeepLIFT method.

Finally, we investigate which parameters have the greatest influence on the results.
We apply various attribution score calculation algorithms, the results of which are pro-
vided in Figs. 5, 7, 8.

To compare the attribution score results of the different methods, we used small
local datasets with 2000 records. Remarkably, feature permutation and Shapley value
sampling methods provided extremely unstable results for small sample sizes compared
with other methods. This means that the federated approach is especially important for
those methods and helps to get more accurate and reliable results. Because different
algorithms use different importance-estimation techniques, the signs of the attribution
scores are different. Thus, we consider the absolute values of the attribution scores to
compare the results of the different explanation techniques. We can observe that the
results of the different methods differ, with the most important variable varying from
the distance to zone coordinates. Thus, although 8 from the 11 methods declared the
distance attribute as the most important, 3 others considered the most important to be
the zone coordinates. This can be explained by the large correlation between the coordi-
nates and distance. The next important variables were sine and cosine of the travelling
hours and days of the week. The division of the map into zones improved the predic-
tions. However, despite our expectations, none of the weather parameters significantly
influence the predictions.

One straightforward solution for the aggregation of the obtained results might be the
normalisation of the results of each algorithm, followed by an averaging of the results.
However, simply averaging the attribution scores can be an incorrect technique because
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Fig. 7. Local attribution scores: LIME, Feature Ablation, Saliency, InputXGradient, Guided
Beckpropagation, Deconvolution.

of the different possible scales and distributions of each attribution algorithm. There-
fore, as applied in this study, we propose looking at the results of different methods and
trying to find some similarities in the results.
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Fig. 8. Local attribution scores: Feature permutation, Shapley Value Sampling, Kernel shap,
layer-wise relevance propagation.

5 Discussion and Conclusion

We analysed the Brunswick taxi FCD data trajectories for a taxi trip duration forecast-
ing using different prediction methods. First, we compared different machine learning
methods for the considered prediction problem, assuming that the entire dataset is avail-
able in a single place. Although this was an artificial case, we wanted to determine the
best possible prediction accuracy as well as the best prediction technique. We discov-
ered that XGBoost and random forest slightly outperform deep learning model (with an
MSE 0.00097 in comparison to 0.0011, respectively).

Second, we considered a more realistic case in which the data were distributed
among various providers. The data owners do not want to share raw data for privacy
reasons. However, they agreed to collaborate in a federated way, transferring the model
parameters. Because these methods are non-parametric and do not assume sequential
learning, there is no known application of federated XGBoost or random forest. The
best candidate for the federated approach was deep learning, which showed relatively
promising results in the first case with all available data. We divided the data equally
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among the providers and showed that starting from eight data providers, the federated
deep learning approach could outperform the local models without cooperation. This
means that for data owners with less than 12% data, the federated approach provides
certain benefits. Moreover, we optimised the federated process and showed that upon
the synchronisation executed on each second batch, the corresponding federated deep
learning model did not decrease in accuracy. Moreover, to reduce the data transmission
without significant decreasing the forecasting accuracy, we continued to investigate the
possible optimisation of the federated model synchronisation mechanism by reducing
the number of data providers sending their data for synchronisation during each round.
We discovered that for eight data providers, this number of active providers, can be
reduced to 4, mostly without a reduction in accuracy (0.00113), and up to 2 with an
accuracy of 0.00117. For a simpler calculation in our experiments, the local datasets
of all providers were of the same size, and the data were identically distributed in all
datasets, which is often not true in real-world problems. In our future experiments, we
plan to consider datasets that are not equally sized and not identically distributed. A
particularly beneficial case could be to suppose a confidential and locally processed
(self-interested ride providers) datasets of each taxi, as applied in [22].

Third, considering the deep learning approach, we should not forget that this is a
black-box model, which should be explained to increase its trustworthiness. We pro-
posed an approach to explaining the horizontal federated learning model using state-
of-the-art explainability methods without transferring raw data to the central server.
This enables more accurate determination of the most important prediction variables
of the federated model as if each provider had access to the data of the other partici-
pants. Moreover, the proposed federated explainability approach does not depend on the
explainability method. This allowed us to compare different explainability attribution
score algorithms, i.e., model-specific and model-agnostic, local and global. Despite the
fact that each method shows different results the main tendency remains. Thus, con-
sidering the absolute attribution score values, attributes such as the distance and zone
geographical coordinates remain the most important for each method. In turn, weather
attributes are of little meaning. We believe that this approach could be successfully
implemented for more complex prediction and classification tasks with more complex
deep learning and federated learning architectures. For example, we aim to implement
explainable federated learning for traffic demand forecasting models.

Acknowledgements. The research was funded by the Lower Saxony Ministry of Science and
Culture under grant number ZN3493 within the Lower Saxony “Vorab” of the Volkswagen Foun-
dation and supported by the Center for Digital Innovations (ZDIN). The Brunswick taxi FCD
data were provided by SocialCars Research Training Group Project of the German Research
Foundation.

References

1. Al-Abbasi, A.O., Ghosh, A., Aggarwal, V.: Deeppool: distributed model-free algorithm
for ride-sharing using deep reinforcement learning. IEEE Trans. ITSs 20(12), 4714–4727
(2019). https://doi.org/10.1109/TITS.2019.2931830

https://doi.org/10.1109/TITS.2019.2931830


410 J. Fiosina

2. Ancona, M., Ceolini, E., Öztireli, C., Gross, M.: Towards better understanding of gradient-
based attribution methods for deep neural networks. In: Proceedings of 6th Interna-
tional Conference on Learning Representations, ICLR (2018). https://openreview.net/forum?
id=Sy21R9JAW

3. Bonawitz, K., et al.: Towards federated learning at scale: system design. CoRR
abs/1902.01046 (2019)
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Abstract. With the ongoing shift from fossil fuels towards electric mobility,
there’s an increasing need for charging infrastructure for electric vehicles, both
private and public. With this increasing role of charging infrastructure in day-to-
day life, safety and security should be guaranteed for these systems. In this work
we report on the development of an integrated electronic charging infrastruc-
ture system. The development was based on both current functional safety and
charging infrastructure standards. The whole development process is presented,
including requirements analysis, overall system design, safety hardware and soft-
ware design, as well as the verification & validation of the safety system against
the requirements set in the beginning. The presented work can be used as a basis
and reference for the functional safety aspects when developing next generation
charging infrastructure systems.

Keywords: Electric vehicle charging · Functional safety · Safety-related
systems · System design · Verification & validation

1 Introduction

Climate concerns are driving a significant shift from the use of fossil fuels towards elec-
tric vehicles. According to the IEA [3], the amount of electric vehicles (EVs) jumped
from 17 000 cars in 2010 to 7.2 million in 2019. To be feasible, this shift requires sig-
nificant investments in charging infrastructure for EVs. Aside from a network of public
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charging stations, charging equipment will be increasingly installed in homes and used
on a daily basis to charge electric vehicles overnight. In 2019, 7.3 million chargers
worldwide have been installed, majority of them private [3]. With this increasing role
of charging infrastructure in day-to-day life, safety and security should be guaranteed
for these systems.

In this work we present results from the research project SiLis (“Sicheres Lade-
infrastruktursystem für Elektrofahrzeuge”: “a safe charging infrastructure system for
EVs”). The goal of the project was to develop a compact and cost-effective electronic
control system for both private and public 3-phase AC (mode 3) charging stations. The
developed system integrates several functions which are currently implemented by sep-
arate discrete components (e.g. residual current device, charging controller and contac-
tor, energy meter) into a single electronic system. As this electronic system implements
safety-related functions previously handled by discrete electromechanical components,
functional safety, i.e. the “part of the overall safety [...] that depends on the correct
functioning of the electric/electronic/programmable electronics (E/E/PE) safety-related
systems and other risk reduction measures” [9], needs to be considered during the devel-
opment. The system was therefore developed considering, apart from the requirements
from the current EV supply equipment (EVSE) standards, also the current functional
safety standards.

The relevant background information about EVSE and functional safety is provided
in Sect. 2. Section 3 discusses the performed risk assessment for the charging appli-
cation, and the derived safety requirements for the system. The system design, along-
side the detailed design of the safety hardware and software and performed FMEA are
discussed in Sect. 4. Finally, Sect. 5 discusses the verification and validation (V&V)
activities performed in the project, including e.g. software- and hardware-in-the-loop
(SIL/HIL) tests, fuzzing for the internal communication, and reaction time measure-
ments to validate the fault current protection safety function (SF).

This work is a revised and extended version of the paper presented at the 7th Inter-
national Conference on Vehicle Technology and Intelligent Transport Systems [17].
The focus in the previous work was on the requirements analysis and the overall sys-
tem design. In this work the requirements analysis is presented in a summarised form.
The focus is shifted towards the system design, presented in more detail, and the V&V,
included as a new section.

2 Background

2.1 Electric Vehicle Supply Equipment

The general and safety requirements for EVSE are provided by the IEC 61851 standard
series [7]. The complete EV charging system includes the EVSE and the functions
within the EV required for charging [7]. The standard sets general safety requirements
for EVSE, but does not currently include explicit functional safety requirements. The
EV side safety requirements for the charging system are defined in ISO 17409 [16]. IEC
61851-1 [7] defines different configurations of the EV charging system and different
charging modes, including AC and DC charging. The presented system targets mode 3
charging, i.e. AC charging with dedicated EVSE permanently connected to the grid [7].
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The standard series IEC 62196 [10] defines standardized plugs, socket-outlets, vehi-
cle connectors and vehicle inlets for EV charging. Specifically, IEC 62196-2 [11]
defines standardized connectors for use in AC charging, including the Type 2 connec-
tor, commonly used in Europe. The standards IEC 62196-1 [10] and IEC 61851-1 [13]
define the basic vehicle interface for AC charging and the Control Pilot (CP)-function
for basic communication between the EVSE and the EV during charging, allowing for
continuous monitoring of the proximity of the EV, basic signalling between the EVSE
and EV, and encoding the charging cable current capability. The power supply to the
EV shall be energized and de-energized based on the state of the CP signal [13]. For
this work, we assumed the use of IEC 62196-2 [11] conforming connectors and the
basic interface with CP function. The developed system can optionally support high-
level communication e.g. according to ISO 15118 [15], but the safety-related functions
are based on the basic interface.

The basic electrical protection requirements [4] and other requirements from IEC
61851-1 [13] were taken into account during the development project, but for the pur-
poses of this paper we focus on the main functions relevant for the development of the
safety-related control system.

In addition to the mandatory functions related to mode 3, IEC 61851-1 [13] sets
requirements for electrical fault protection. Fault protection (protection against indirect
contact) shall be provided with one or more measures according to IEC 60364-4-41
[4]. When using a socket-outlet or connector according to IEC 62196 series [10], in
addition to AC, a DC sensitive residual current protection device (RCD) shall be used.
Protective earthing conductor shall be provided and for mode 3 it shall not be switched.
The developed system shall therefore include fault current protection for both AC and
DC faults.

2.2 Safety Engineering and Functional Safety

Since the system to be developed is an infrastructure system and not part of the EV
itself, the standard IEC 61508 [7] was chosen as development guidance and certification
target. The standard provides generic guidance for the development of safety-related
E/E/PE systems. The goal of safety engineering is to assure the safety of a system
over its lifecycle. In the concept phase, the system to be developed is analysed: the
hazards related to the system are first identified and the associated risk is estimated and
evaluated. Based on the risk assessment, risk reduction measures are designed to reduce
the risks in the system to an acceptable level. Risk reduction measures can be passive
measures, such as basic electrical isolation or active measures, such as fault current
protection. A safety integrity level (SIL) is used to specify the integrity requirements
for a safety function, which will be allocated to a E/E/PE-system. The standard defines
SILs 1–4, with a higher level corresponding to higher risk reduction [7].

2.3 Related Work

Scientific literature regarding charging infrastructure systems seldom include consid-
erations for functional safety, focusing instead on other aspects, such as for example
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power electronic solutions for high power charging [27] or smart charging strategies
and grid integration [29,31].

Schmittner et al. previously studied functional and electrical safety for charging
stations [25]. The authors considered a typical implementation of a charging station
with the safety-related functions implemented mainly through discrete electromechan-
ical and electronic components, whereas we consider an integrated software controlled
system.

A thorough safety assessment for EV charging was presented by Vogt et al. [30].
They considered several hazard types (e.g. electrical, mechanical, ergonomic) based
on ISO 12100 [14] and defined safety goals to be fulfilled by the EVSE or through
other means and assigned SIL-targets for each. Their work provided a basis for the
risk analysis performed in the SiLis-project. However, some safety goals are reached
through a combination of risk reduction measures. Thus, a more detailed analysis is
required in order to determine the required contribution of each risk reduction measure
towards the safety goal.

Several charging systems and in-cable-charging devices are available on the market
today. To the author’s knowledge, none of them are currently certified with respect to
functional safety.

3 Safety Requirements

The project target was to develop a compact and cost-effective electronic charging
infrastructure system, which integrates several functions, currently typically imple-
mented with multiple discrete components (e.g. RCD, charging contactor, charging con-
troller, energy meter), required in a charging station. As safety functions, such as fault
current protection, will be implemented on a programmable electronic system instead
of the traditional electromechanical solution, the functional safety of the system needs
to be considered. The charging application and associated risks need to be assessed
to determine the required risk reduction and the functional safety requirements for the
system.

In this section we briefly present the risk assessment for the charging application
and the defined safety requirements for the charging infrastructure system. The charg-
ing infrastructure system should provide a common basis for both public and private
charging. Mode 3 was the main target, but the risk analysis was held as generic as
possible to cover the different charging configurations defined by IEC 61851-1. The
focus of the work was on AC-charging, but the developed safety system should also be
adaptable to DC-charging in the future.

3.1 Risk Assessment

The goal of the risk assessment was to specify the functional safety requirements for the
system. This section presents a summary of the previously reported work [17]. The app-
roach and results of Vogt et al. [30] was taken as a basis for the assessment. The focus
of the assessment was on electrical hazards. Basic electrical protection against elec-
trical hazards were considered covered through following the product standardisation.
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This includes for example fulfilling the isolation, breaking capacity and IP-classification
requirements set for housing and cabling in IEC 61851-1 [13] and using the charg-
ing plugs and sockets as defined in e.g. IEC 62196-2 [11]. Other, e.g. mechanical or
ergonomic hazards were similarly considered covered through the existing standardisa-
tion. The hazards considered are shown in Table 1.

Vogt et al. [30] considered several environmental and operational conditions. For
this work, some of the conditions were summarised to focus on the worst case scenarios
to derive the functional safety requirements. The considered environmental conditions
and process states are shown in Table 2. All combinations were considered, but some
non-realistic combinations, e.g. VS2 and A were filtered out, or situations were com-
bined where e.g. the weather conditions made no significant difference. To cover all
cases, the worst case location, a public charging station on the side of a public road and
no cover or roofing, was taken as the basis for the assessment. The user of the charging
station was assumed to be a layperson with limited knowledge regarding electric equip-
ment. Thus in most cases a worst case assumption has to be made about the capability
of the user to detect and avoid hazards. Assumed was, that the vehicle fulfils ISO 17409
[16] requirements, which do not allow vehicle movement powered by its own drives
while it is connected to external power supply, excluding this as a possible state. Other
possible situations where the vehicle is moving are covered by VS2.

For each situation, all the 4 hazards and possible hazard situations were considered.
Considered hazard situations included, for example, the user touching live parts or the
system short-circuiting, both due to failure of the basic protection as the user is plugging
the charging connector into the EV to begin charging. A total of 53 cases were analysed.
As the functions related to the basic vehicle interface are part of the risk reduction
measures, the analysis assumed that they are not yet present in the system, in order
to evaluate their required contribution to risk reduction. The considered risk reduction
measures are shown in Table 3. For each case the initial risk was evaluated and risk
reduction measures were added until the remaining risk was considered acceptable. For
a more detailed discussion of the risk assessment, refer to the previous publication [17].

Table 1. Hazards considered in the risk assessment [17].

ID Hazards

Hz1 Electric shock through contact with live electric parts

Hz2 Electric shock through contact with live electric parts when considering external misuse (e.g.
vandalism)

Hz3 Fire, burnout, projection of molten parts due to arcing or sparking

Hz4 Fire, burnout, projection of molten parts due to short-circuit or overload of the charging system

3.2 Functional Safety Requirements for the Charging Station

Based on the risk assessment, the safety functions required to reduce the risk of the haz-
ards related to the charging application were defined as shown in Table 4. The defined
safety functions cover the risk reduction measures RM1-RM3 (SF1-SF3). SF4 is addi-
tionally needed to safely activate the power supply to allow charging in the first place.
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Table 2. Situation parameters [17].

ID Weather conditions

W1 Fog or otherwise high humidity

W2 Ice, snow or snowfall

W3 Rain, driving or heavy rain, water splashes from passing vehicles, or flooding

ID Operating states

A User insert charging connector, charging process is started

B Charging connector is plugged in, charging process ongoing

C User removes charging connector, charging process is stopped

ID Vehicle states

VS1 Vehicle is standing (velocity = 0)

VS2 Vehicle is moving (velocity > 0) due to external influences

Table 3. Considered risk reduction measures based on IEC 61851-1 [13,17].

ID Risk reduction measures

RM1 Overload and short circuit protection

RM2 Fault current protection (AC & DC)

RM3 EV Proximity monitoring, energy supply only when present and automatic disconnection by loss
of continuity (CP/Basic vehicle interface)

RM4 Charging cable capacity detection and overload protection (CP/Basic vehicle interface)

RM5 Locking mechanism for the charging connector (Optional requirement for modes 2–4)

The measures RM4 & RM5 provide further risk reduction, but were assigned no SIL
requirements.

Risk assessments are always subjective [23], the results might vary significantly
depending on the assessors. The participants tried to remain conscious of any sub-
jective biases, and to make worst case estimates as objectively as possible. Thus the
requirements here are tending towards conservative. Considering that charging station
usage is still relatively limited and that as a society we have relatively little experi-
ence over longer periods of time in laypersons using such equipment on a daily basis,
a conservative approach seems reasonable. Once more information and real-life expe-
riences over the lifecycle is gathered with the currently installed equipment, the risk
assessment could be revisited. For low power home charging a lower risk level can pos-
sibly be argued. For high power public DC-charging a more detailed analysis should be
performed considering the specific characteristics of those systems.

4 Design

4.1 System Design

The designed overall system architecture is shown in Fig. 1. The main subsystems are
the main board, safety board (SAB), and the operational board (OPB). The main board
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Table 4. Safety requirements for the system [17].

ID Safety functions SIL Related hazards

SF1 EVSE Overload and short circuit protection SIL3 Hz4

SF2 AC & DC Fault current protection SIL2 Hz1, Hz2

SF3 Proximity monitoring, disconnection of energy supply upon
loss of continuity

SIL2 Hz1–Hz4

SF4 Safe start and stop of charging process. Start only when EV
connected and self-test successful. Internal system supervision
and stop upon detection of unsafe state or internal faults

SIL2 Hz1–Hz4

includes fuses and the main charging circuit. The main charging circuit includes redun-
dant charging relays, to supply power to the EV, and associated feedback signals, a
fault current sensor, current sensors, the basic vehicle interface circuitry, DC power
supply and interfaces for SAB and OPB. The SAB is responsible for the safety-related
functions (core charging control) and the OPB for non-safety-related functions such
as energy monitoring, EV communication, communication with the user over a web- or
application-based GUI and with the backend servers required in public charging for e.g.
payment processing. The safety and operational board communicate over a serial bus
with a Modbus RTU-protocol modified with additional reliability measures. The system
architecture allows for separation and freedom from interference between safety- and
non-safety-related functions.

The SF1 (Overload protection) is implemented through fuses on the main board.
The SAB does not take part in this SIL3-rated SF. The SAB is responsible for imple-
menting the control logic for the remaining SFs, which are all rated SIL2. Thus, the
SAB development targets systematic capability SC2 (required for SIL2) according to
IEC 61508 [7].

The control loop implementing SF2 (AC & DC Fault current protection) consists
of the fault current sensor within the main charging circuit, the SAB and the charging
relays. Detected fault current leads to immediate disconnection of the power supply.
The chosen 30 mA AC & 6 mA DC fault current sensor (Bender RCMB121) includes a
self-test function. Additionally, an independent fault current emulation circuit is imple-
mented as part of the main charging circuit. The self-test and independent test are per-
formed each time before a charging process is started to detect possible faults in the
sensor circuit.

The CP driver signal is generated by the OPB. The SAB has a separate measurement
of the CP signal to independently detect the EV proximity and that the charging cable is
properly plugged in. The IEC 62196-2 [11] charging connectors guarantee that the CP-
lines are connected last and disconnected first. The SF3 is implemented with the control
loop consisting of the CP voltage measurement circuit, the SAB and the charging relays.

The SF4 is implemented by the control loop including the SAB and the redundant
charging relays and their contact feedbacks. For the targeted current rating (32A), force
guided relays, were not available. Thus, a redundant set of standard relays (the con-
tacts in two rows in series connection) were used. In order to detect faults in the relay
contacts (contact welded shut, contact remains open), a feedback signal was included
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for each grid phase (L1–L3) contact. The SAB controls each relay row separately, and
thus is capable of diagnosing each relay row separately during energization and de-
energization, and reliably de-energize the system if any single relay contact is welded
shut. Additionally, the SAB and the used safety MCU (Microcontroller unit) include
numerous self-diagnostics. Upon detection of internal faults, the system is brought to a
safe state (energy supply de-energized).

Fig. 1. System architecture [17].

The risk reduction measures RM4 (and the optional RM5) were not allocated any
SIL-requirements, and thus these functions were allocated onto the OPB instead of the
SAB. For RM4 (Cable capacity detection and overload protection), the OPB detects
the capacity through the basic vehicle interface. The OPB utilises the current sensors in
the main circuit for charging cable protection as well as for energy monitoring of the
charging process. Upon overload the OPB requests the SAB to stop the power supply
to the EV.

To initiate or stop the charging process, the OPB can send requests to and get diag-
nostics from the SAB through the communication interface. The SAB is in control of
and continuously monitors the charging process and deactivates the power supply to the
EV if any faults are detected. The system design and communication solution provides
moderate protection against cybersecurity threats to safety. Since all external commu-
nication is implemented on the OPB, the SAB itself is not in direct connection to the
internet and uses direct physical digital and analogue IO for the safety-related functions.



420 T. Kivelä et al.

Fig. 2. Functional prototype of the main charging circuit with the SAB [17]. 1: Grid connection,
2: Redundant main relays, 3: Fault current sensor, 4: EV Power connection, 5: SAB, 6: FC sensor
diagnostic circuit, 7: DC power terminals, 8: Measurement and communication terminals, 9: CP
signal generation, 10: Status LEDs.

A prototype of the main charging circuit is shown in Fig. 2, built to allow for easy
verification of the circuit concept and safety software with additional measurement ter-
minals. This prototype was used to assist the safety software development. The indus-
trial project partners have developed a compact production version of the same hard-
ware concept and the OPB. Diagnostics and redundancy were included in the system
design to ensure that singular component failures cannot bring the system to a haz-
ardous state or that faults are detected and the energy supply is de-energized before an
accident can occur. The SAB implements a 1oo1D architecture [2], whereas the main
application circuitry is redundant.

4.2 Safety Board Design

The SAB (block diagram and the hardware shown respectively in Figs. 3 and 4) is
responsible for carrying out the majority of safety functions. To achieve the safety
integrity requirements, the board was designed around a safety-certified MCU (TI Her-
cules RM48). The MCU has redundant Arithmetic Logic Units (ALUs) in lockstep,
error correction code (ECC) memory and built-in self-tests. The SAB includes galvanic
isolations for inputs, outputs and the power supply, as well as voltage monitoring and a
two-stage hardware watchdog.

The two-stage hardware watchdog consists of two dual retriggerable monostable
multivibrator chips (Fig. 5). The output of the first chip is connected to the diagnostic
circuit and to the input of the second chip. The second chip is used to verify the opera-
tion of the WD by reading its output from the MCU during the periodic test. When the
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Fig. 3. Block diagram of the safety board.

Fig. 4. The safety board [17]. 1: Safety MCU. 2: External voltage monitoring. 3: Internal voltage
monitoring. 4: Galvanic isolation. 5: Mainboard connector. 6: Control logic circuitry. 7: Hardware
Watchdog. 8: Status LEDs. 9: Programming and diagnostics interface.

WD chips are not triggered, the output is always high. The output is low only when the
WD chips are triggered every 10 ms. During the periodic test, the WD is triggered and
the WD diagnostic signal is read to test the functionality of the WD.
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Fig. 5. (a): Block diagram of the two-stage hardware watchdog, (b): Timing diagram for the
watchdog circuit: Watchdog fault is activated if the trigger is not repeated within 10 ms of the
previous one.

Fig. 6. Fault control logic implemented on the SAB.

A SAB-internal fault control logic was designed as diagnostic system to enforce the
charging system to a safe state if faults are detected on the SAB. In the case of a fault,
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the control signal from the MCU is not passed to the relays. There are four diagnostic
signals: Watchdog signal, external and internal voltage monitoring faults signals and a
fault signal from the safety MCU. The four signals are coupled through an OR gate, as
shown in Fig. 6. The output of the OR gate is inverted and connected to the relay control
signal coming from the MCU via an AND gate. The output of the AND gate provides
the control signal for the relays. If an error occurs in one of the four signals, the output
of the OR gate is “true” and thus the control signal of the relays is always low. This
means that the system is in the de-energized mode, which is the safe state.

4.3 Design FMEA

One of the most common techniques used for safety analysis of technical systems is
the failure modes and effects analysis (FMEA). There are various types of FMEA,
e.g. design FMEA, process FMEA, and system FMEA [24]. During the SiLis-project,
FMEAs were performed for both the SAB and the main charging circuit and the designs
optimised based on the analysis results. In this section the SAB DFMEA is discussed
in more detail.

In DFMEA, after planning and preparation, a structure and function analysis is per-
formed to identify subsystems and components as well as their functions. After this
step, the failure analysis is performed. For each component, the possible failure modes,
their causes and effects on the system are considered and evaluated [24]. In a functional
safety context, the focus of the analysis is on dangerous faults, i.e. faults whose effects
could bring the system to a hazardous state. For the SAB DFMEA, a risk priority num-
ber (RPN) based evaluation was used. Based on the failure analysis, the quantitative
parameters, severity (S), probability of occurrence (O), and detectability (D), are esti-
mated. Each parameter has a value between 1 and 10, where the value of 1 represents
the lowest severity, and the probability of occurrence, and the highest detectability of
the failure. On the other hand, the value of ten represents the highest severity and prob-
ability and the lowest detectability [28]. The three parameters are used to calculate the
RPN: RPN = S × O × D.

If the determined RPN value is higher than 125 (5 × 5 × 5), the risk is high, and
the design has to be optimized in order to reduce this risk. This can be done by reduc-
ing the probability of occurrence (e.g. by implementing redundancy in the system) or
increasing the detectability of the failure (e.g. by adding further diagnostics). For more
information about this methodology, see [28].

The structure of the SAB was previously shown in the SAB block diagram in Fig. 3.
All subsystems except the serial bus for communication with the OPB were analysed
in the DFMEA. The serial bus subsystem was excluded as it is not a safety-relevant
module (functionality not part of directly implementing any SF). All other subsystems
were considered in the analysis, their functions identified and the failure analysis was
performed accordingly. In the following, examples of the SAB DFMEA for two sub-
systems are discussed.

Power Supply. The SAB board is supplied with 12 V from the main board. It is used
to supply the safety chip with 3.3 V and 1.2 V, while the other chips are supplied with
3.3 V. Therefore, there are two voltage converter modules on the SAB board, namely the



424 T. Kivelä et al.

DC-DC converter (converts 12 V to 3.3 V) and the TPS73701DCQR voltage regulator
(converts 3.3 V to 1.2 V).

Most failures in this subsystem either have no immediate effects or cause the SAB
to have no power, thus effectively bringing the system to a safe state. The maximum
RPN of all failures in this module is 60, which is below the critical limit (125). This
means that none of the failure modes of the components in this module is critical and
therefore no further actions are needed.

External Voltage Monitoring. The task of this module is to monitor the voltages
supplied by the main board. The module consists of photocouplers, resistors, bipolar
transistors, an analog comparator and a Z-diode. For several resistors used e.g. as part
of the comparator circuit as pull-ups or to generate a reference voltage, the failure of the
resistor can lead to a loss of the voltage monitoring function, possibly leading to a haz-
ardous failure. The RPN number for the worst cases are 120, close to the critical limit.
Thus, further improvements to the system should be considered. Periodical testing of
the voltage monitoring can be used for fault detection. High quality MELF resistors, or
alternatively two parallel resistors can be used to improve the reliability of the solution.

4.4 Safety Software Design

The modular design of the safety SW running on the SAB was kept as simple as possible
for ease of analysis. A time-triggered architecture (single main-loop running at 1 ms
with a hardware timer) with a minimum of interrupt routines was implemented. The
safety-SW executes the charging supervision functions and handles possible incoming
messages each loop. MCU Self-tests are executed at boot time.

A high-level view of the main state machine is shown in Fig. 7. When EV presence
is detected, a test sequence for the fault current sensor is first required and performed by
the SAB when requested by the OPB. If the test is successfully executed, the system is
ready to charge. Upon request from OPB the charging relays are activated row-by-row.
Once both rows are on, the power supply to the EV is active. The OPB can request to
turn the power off, triggering the row-by-row de-activation sequence. The de-activation
sequence is also triggered if the user unplugs the EV during charging. If any faults are
detected during the charging sequence, the system transitions to the fault state accom-
panied by immediate de-energization of both relay rows to bring the charging process
to a safe state. For a subset of faults, the OPB can request a fault reset, which moves the
system back to the idle state, other faults require cycling power to the SAB to reset.

5 Verification and Validation

The verification and validation of the safety-related subsystem was performed accord-
ing to the V-model, with the approach including both analysis and testing. Functional
tests were performed for the SAB hardware. For the verification of the software and the
complete safety-related subsystem (integrated HW and SW), a multistep approach with
static analysis, unit tests, software integration tests, and hardware-software integration
and system tests was utilised. In this section we report on a selection of the performed
V&V work: the verification approach for the safety software and for the integrated
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Fig. 7. State machine model for the SAB software [17].

safety system, including e.g. software- and hardware-in-the-loop (SIL and HIL) tests,
and finally the functional tests to validate the reaction time of the fault current protection
(SF2 in Table 4).

5.1 Software Verification

Software verification was performed in stages according to the V-model [8]. Different
approaches were used alongside the progression from verification of software modules
to software integration tests.

Unit Testing and Static Analysis. For the software modules, unit testing was per-
formed. In addition to the unit testing, to achieve the safety integrity targets, all the
software modules were implemented following the MISRA C:2012 [21] guidelines.
The MISRA C rules were checked by both the utilised TI compiler as well as Math-
Works Polyspace [20]. Polyspace Bug Finder and Code Prover [20] were additionally
used for static analysis of the implemented safety software. Apart from typical issues
such as undefined behaviour, the software was analysed for concurrency issues (related
to the interrupt handlers) and security issues (focusing on the modules handling the
OPB-facing communication), and detected critical issues were handled.

Security. For security, the OPB-facing communication modules are the most critical
point in the safety system. The OPB is responsible for most security-measures in the
system (such as access control, encrypted communications), but care was taken to fur-
ther reduce cybersecurity-related risks, which could affect the safety of the charging
system. In case of critical bugs in the communication modules, the whole safety system
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could be compromised if the hypothetical attacker first compromised the OPB. Thus,
the integrity of the communication modules was handled equally to the other modules,
even if they do not implement safety functions.

Fuzz testing, or fuzzing, was used for further testing of the communication modules.
Fuzzing is an automated test technique, where a large number of test inputs are gener-
ated for the software under test, e.g. with the help of guided randomization. The tech-
nique is useful for exercising a multitude of boundary cases to find errors which could
be used as security vulnerabilities [22,26]. The LLVM libFuzzer [18] was utilised for
the testing, which uses coverage-based test case generation. A wrapper was created to
target the function handling received messages. Some reliability measures of the SAB-
OPB-communication, such as CRC-checks were disabled to better focus the testing.
Over 100M test cases were generated, but in total a set of 78 test inputs were found
to exercise all the test paths found with the method (the implemented communication
protocol was relatively simple). A buffer overflow-error not detected by the previous
tests and tools was found and corrected. It can be concluded that the method proved a
useful addition even on top of the already utilised tools.

Software-in-the-Loop Testing. For functional testing of individual functions and soft-
ware integration, A software-in-the-loop (SIL) approach was used for testing individual
functions and for software integration tests. A simulation model was created in Mat-
lab Simulink [19], see Fig. 8. The model includes the main charging circuit and the
EV, with the control pilot circuitry. Interface models for the SAB inputs and outputs
(including the SAB-internal circuitry) were created, which allow to manually override
each input as well as inject pre-programmed faults. A simplified UART-simulation and
OPB-model was implemented to send requests to the safety software. The model was
initially implemented based on circuit diagrams and LTSpice [1] simulations of the sys-
tem design, and later fine-tuned as the design was adjusted and as prototype hardware
became available for reference measurements and model validation. The implemented
model provides a realistic environment for testing the safety software. A wrapper library
was implemented to compile the safety software into a single executable Matlab Exe-
cutable (MEX) Simulink-model. The wrapper library included a modified implemen-
tation for part of the TI-provided HAL (HW Abstraction Layer) to interface calls to
TI-libraries with the Simulink-model. This approach allowed testing the safety software
with only minor modifications within Simulink.

Fig. 8. Structure of the implemented simulation model.
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An example performed fault injection SIL test for SF3 is shown in Fig. 9. The charg-
ing process has been previously started. Both the relay control outputs are active, energy
is provided to the EV. The feedback to the SAB is provided by an analog circuit, which
provides a pulsing feedback if the 1kHz CP signal is provided by the OPB and an EV
is present to reduce the CP-signal voltage to a correct range according to IEC 61851-
1 [13]. This analog signal is shown at the top, with the logical signal provided to the
MCU shown below it. The third subplot shows the CP signal frequency estimated by
the safety software, which needs to be in the correct range, 980-1020Hz, according
to IEC 61851-1 [13]. Additional noise is injected into the analog signal starting from
t = 10ms, followed by a stuck-at fault from t = 20ms. The injected fault causes the
estimated CP frequency to deviate from the allowed range. This is taken as EV no longer
being present, leading to switching off of both the redundant relay rows to de-energize
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Fig. 9. Example simulation from the SIL-tests for SF3. The analog CP feedback signal is injected
with noise (from t = 10ms), followed by a stuck-at fault (from t = 20ms). Charging is stopped
as estimated CP frequency is beyond allowed limits.
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the system. To maximise the lifetime of the relays, the first row to be opened or closed
is alternated to distribute the load cycles (here row 2 was opened first). In the case of a
fault current and detected internal faults, both relay rows are opened immediately.

5.2 System Integration Tests

For system integration tests a two-stage approach was used. For integrating the SAB
HW with the safety software, hardware-in-the-loop (HIL) testing was used. For system
integration tests, a functional prototype of the SiLis main charging circuit was built to
test the SAB alongside the safety software. Figure 10 shows the entire experimental
setup with all of its hardware components.

Hardware-in-the-Loop Testing. The simulation model presented in the previous
section was modified for hardware-in-the-loop-tests. The simulation of the SAB inter-
nal hardware was removed. The model interfaces were configured for HIL-testing with
the dSpace Scalexio HIL-Simulator (cf. 10 in Fig. 10). An adapter interface was built
to interface the SAB directly with the dSpace simulator (cf. 6 in Fig. 10). This test
setup was used for further fault injection tests with the SAB hardware and functional
tests for SAB HW-SW integration, allowing for easy verification of the individual SAB
interfaces and functions.

Testing with the Main Charging Circuit. The functional prototype of the main charg-
ing circuit, the test-PC communication interface and the electrical interfaces (cf. 1, 7,
and 4 in Fig. 10, respectively) were used for functional testing of the whole safety sys-
tem. The functional prototype allowed testing the main safety-related functionality, such
as relay control and monitoring, fault current and control pilot monitoring, while simul-
taneously allowing for easy connection of external measuring equipment. The test-PC
connection was used for simulating the OPB for charging process control requests and
to monitor the system using the SAB-OPB-communication protocol. All the various
steps of the charging process were played out. The electrical interfaces were used to
connect a normal payload or a fault current-simulating payload to test the fault current
supervision.

5.3 Validation

As a last step of the V-model, the safety functions were validated as a whole. In this
section we present the validation testing of the fault current protection (SF2). The target
of the testing was to validate that the implemented SF achieves the switch-off times as
required by the relevant standards (cf. Sect. 2.1).

Fault Current Protection Reaction Time Tests. To test the achieved reaction times
for various fault current (FC) values, an additional fault current simulation board and
separate controller for it was built (cf. 8 and 9 in Fig. 10). Both DC and AC faults can
be simulated, each load can be switched on and off individually. A pulsating half-wave
was used for the DC faults.

Figure 11 shows the circuit diagram for the FC experiments. The SiLis Home board
includes the redundant relay rows and the FC sensor. The 3 phases and the neutral line
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Fig. 10. Test setup for the safety system. 1: SiLis Home functional prototype, 2: SAB, 3: Older
functional prototype, 4: Electrical interfaces for e.g. electrical load, 5: Power supply units, 6:
SAB-dSpace Interface for HIL-testing, 7: Serial bus to test-PC for OPB-emulation, 8: Controls
for fault current simulation, 9: Fault current simulation board, 10: dSpace Scalexio for HIL-tests,
11: 3.3 V power supply.
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pass through the sensor. The switch S3 can be used to select the phase used for the test
and S2 for connecting a normal load (a 2kW load was used for the testing). External
current measurement is used to independently measure the fault current used in the test.
The FC simulation board is connected to the grid N-phase before the SiLis home board,
allowing for simulation of fault currents. The sum current through the FC sensor is non-
zero, as the connected output phase supplies current to the simulated FC load, but the
return path of the current bypasses the sensor neutral (N ′), flowing directly back to the
grid (N ).

Fig. 11. Circuit diagram for the FC experiments.

An example reaction time measurement is shown in Fig. 12. A fault is activated
starting from t = 20ms, is indicated by the FC sensor at t ≈ 59ms, switched-off by the
SAB at t ≈ 60ms, and finally effectively switched off at t ≈ 63ms. An oscilloscope
was used to measure the fault current, the relevant FC sensor output, as well as the relay
control output from, and one of the relay feedbacks to the SAB. The starting time of
the fault is detected from the current measurement. The final switch-off time is detected
from measured current and the relay feedback, whichever is active last indicates the
switch-off time. The difference between the start and switch-off of the fault is the reac-
tion time of the SF. The measurements were additionally used to evaluate the reaction
time of the SAB as the time between the activation of the fault current feedback from
the FC sensor to the de-activation of the relay control output from the SAB.

The results for the total reaction time of the FC protection SF are shown in Table 5.
For each fault current value the measurement was repeated 20 times. For the AC faults,
the measurements were performed with and without the 2kW load on the same phase
to evaluate the effect of additional load on the fault reaction time. As can be seen from
the results, the additional load slightly slows (in the range of 4–5 ms) the reaction time
of SF.

In the whole measurement set, for the SAB reaction time the maximum was 1.1 ms,
median 0.6 ms and minimum slightly below 0.2 ms. To execute a single tick of the safety
software takes well below the targeted cycle time of 1 ms. The maximum reaction time
can be explained by the SAB currently executing a single cycle as the signal value
changes, causing the full 1 ms delay before the updated signal value is reacted to.

The distributions of the reaction times as function of the tested fault current val-
ues are visualised as boxplots in Figs. 13 and 14. The figures additionally illustrate the
required reaction time, for AC faults according to IEC 61008 [6] (assumed nominal
fault current 30 mA) and for DC faults according to IEC 62423 [5]. Other standards
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Fig. 12. Example reaction time measurement (60 mA AC fault current). The black vertical lines
indicate the start of the fault and when the system reaches a safe state.

Table 5. Results of the reaction time experiments for the fault current protection.

Load current active Fault current Total reaction time
Type Value (mA) Maximum (ms) Median (ms)

No AC 30 149.40 141.53

No AC 60 52.45 47.05

No AC 150 23.38 19.84

No AC 250 13.81 12.37

Yes AC 30 152.54 146.38

Yes AC 60 56.32 49.15

Yes AC 150 27.68 22.55

Yes AC 250 19.03 14.04

No DC 20 169.82 156.71

No DC 40 62.15 48.44

No DC 60 38.90 29.27

No DC 84 39.17 26.58

No DC 100 25.24 13.08

No DC 350 20.93 9.80

No DC 500 21.31 9.69
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Fig. 13. Reaction time of the fault current protection safety function (AC fault current without
active load current) compared to the required reaction time.

Fig. 14. Reaction time of the fault current protection safety function (DC fault current without
active load current) compared to the required reaction time.

were also considered, but the most strict required reaction times were chosen as the val-
idation target. Other AC RCD standards provide the same required reaction time, and
for DC faults e.g. IEC 62752 [12] (for mode 2 in-cable charging devices) could be used,
but provides less strict reaction times than IEC 62423 [5].
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As can be seen from Figs. 13 and 14, the achieved reaction time for the SF is well
below the required reaction times for both AC and DC faults. The AC fault reaction
times are less spread than reaction times for the DC faults. For the pulsating half-wave,
the test might be started towards the beginning or end of the active half-wave, which
affects the delay from the start of the test to the FC sensor indicating the fault.

6 Conclusions

In this work we presented the development of a safe electronic charging infrastruc-
ture system from requirements to V&V. The developed system fulfils the requirements
defined in the initial requirements analysis. The system was developed according to
the current functional safety and EVSE standards. The presented results are, however,
based on a research prototype. The industrial project partners are developing a commer-
cialised version of the system and a safety certification is planned for the future.

The work presented here can be used as a basis and a reference for the development
of safe next generation EVSE. Even with the urgent need for this new critical infras-
tructure, the proper care should be taken in building it. As more electronics are included
in our everyday lives and in charge of controlling critical functions such as charging our
vehicles, functional safety considerations should be included directly from the begin-
ning when developing new solutions.
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Abstract. To be able to limit the temperature increase to clearly under 2 °C above
pre-industrial levels, the European Union and Germany in particular are facing
profound change in their energy system in the coming years. The end of coal-fired
power generation, the coupling of different sectors (e.g. electricity, heat, mobil-
ity…) and the associated digitization are confronting companies with changed
market and framework conditions. In order to master this change towards a sus-
tainable and reliable energy supply and to use it as an opportunity, innovative
technologies and well-trained specialists and managers are needed. The combi-
nation of in-depth knowledge from the fields of energy technology with in-depth
knowledge of digitization and its business models as well as IT security offers a
unique opportunity to master these challenges in a sustainable and controllable
manner. This paper addresses challenges arising from the digitization of the energy
system and shows exemplary solutions from projects at the recently established
Fraunhofer Center for Digital Energy.

Keywords: Energy systems · Digitization · IT security · Business models

1 Motivation and Concept

For an industrial nation like Germany, production, mobility, communication or trade
are the foundation of prosperity, growth and peace. The backbone for this is a reliable,
affordable and permanently available energy supply. But this is precisely where a fun-
damental shift must take place, away from the use of fossil fuels in historically grown
infrastructures toward de-carbonization, decentralization and interacting, digitized, and
automated energy systems. This is accompanied with the coupling of different sectors
(e.g. electricity, heat, gas, mobility,…), communication-technology links among most
diverse system participants (e.g. from the areas of energy, industry, transport,…) as
well as the development of highly precise digital twins of the energy systems for their
planning, monitoring and automation of control.

This paper is an extended version of an invited keynote presentation given by the first author at
the SmartGreens 2020 conference.
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1.1 Fundamental Changes in Energy Supply

In order to fulfill the EU commitment in the COP21 agreement [1], to limit the tempera-
ture increase to clearly less than 2 °C above pre-industrial levels, the energy system needs
to be restructured. Even disruptive structural developments can be necessary. Not only
the electricity sector needs to be de-carbonized but also other sectors such as heating,
gas, and mobility. Nevertheless, while renewing the energy system, the energy trilemma
must be fulfilled, maintaining affordability, sustainability, and safety of supply.

The energy systemof the sectors electricity, gas, andheat consists of four central com-
ponents that can be distinguished with the dimensions asset type and central/decentral
level: Transmission infrastructure, distribution infrastructure, centralized technologies,
and decentralized technologies (cf. Fig. 1).

Fig. 1. Components for planning the energy system (based on [2]).

Historically, energy in the electricity and gas sectors has been generated primarily in
centralized technologies. Centralized large-scale power plants and conveyance systems
are themain examples.Heat can also be generated as district heating in large power plants
and distributed via distribution infrastructure in district heating networks.However, these
centralized technologies need to be re-planned, as renewable energy is often intermittent.
Highgeneration fromwind energy canbedevelopedmainly in coastal regions, generation
from solar energy mainly in southern Europe.

The change in centralized technologies directly impacts the transmission infras-
tructure, which enables the transmission of energy across long distances. In the past,
electricity was generated in large power plants close to the load. In the future, generation
from renewable energy plants away from load centres, e.g. off-shore wind farms, will
increase the amount of electricity, that has to be transported across long distances, thus
challenging the transmission system.
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Anewbuilding block in the energy system is the expansion of decentralized technolo-
gies. In this field, all sectors can be found, including electricity, heat, and gas. Above
all, new generation plants and sector-coupling loads such as heat pumps and electric
mobility are being installed as decentralized systems. Local heating networks are also
additional building blocks of the decentralized energy system.

The expansion of decentralized technologies influences the distribution infrastruc-
tures that distribute energy within spatially limited areas. They represent the interface
between the transmission infrastructure and the end customers. While in the past unidi-
rectional power flows have been the case at this level (from transmission infrastructure
to end customer), bidirectional power flows will also be possible in the future. In addi-
tion, new technologies such as renewable generation plants and electrical loads pose
challenges due to power peaks.

A look at the electrical energy system shows the impact of these changes particular
clearly using the example of residual load. The residual load describes the difference
between generated power from volatile, renewable energy sources (e.g. wind, photo-
voltaics) and the consumption. Based on simulations of an exemplary spring day within
the grid development plan of the German Federal Network Agency (Bundesnetzagentur,
the residual loads were calculated and the results are shown in Fig. 2 for the “Most
Likely” scenarios of the years 2024 (40% renewables) and 2035 (80% renewables).

Fig. 2. Residual load based on themost likely scenario of theGermanpower network development
plan for 2024 (40% share of renewables) on the left and 2035+ (80% share of renewables) on the
right. © RWTH Aachen University, IAEW.

Put simply, generation and consumptionmust be always in harmony, at each location
in the electrical energy system. The residual load thus describes the supply task to be
solved. In the past, generation followed consumption. Power plants and power gridswere
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built accordingly to balance the load. Due to the removal of large and fossil power plants
as well as the continuous decentral integration of renewable and volatile generation
plants, generation and consumption are already no longer in harmony today (Fig. 2,
left). Starting from a few thousand power plants, the number of connected generation
plants in Germany developed to more than 2 million generation plants in 2020 [3].
In the future, generation is to be considered as decoupled from consumption and a
significantly larger dimension is to be expected of connected and controllable equipment
in the infrastructures (Fig. 2, right).

This increase is to be expected both on the generation side but also on the flexible
consumer and storage side, for example in the areas of mobility or heat supply. Also the
grid equipment itself must become more flexible. This leads to a multitude of challenges
but also strong opportunities in decarbonized energy supply.

In this paper, we focus on digitalization, cross-sector communication and automa-
tion of energy systems as an opportunity to make a significant contribution to build
up a sustainable and fully decarbonized energy system. From a research perspective,
the following topics, among others, emerge as highly relevant for the success of this
transition:

• Ensuring Reliability of Supply and de-Carbonization. The development of a sus-
tainable and CO2-free energy system is based on an increasing number of renewable
generation plants, flexible loads (e.g. electric vehicles) and storage technologies. Cou-
pling these assets via power grids, combined with a reduction of large power plant
reserves and their rotating masses, requires intensive investigations of the resulting
challenges in the field of supply reliability.

• Development and Integration of Digitization Technologies. Innovative digital tech-
nologies (e.g. distributed ledger technologies, quantum computing or artificial intel-
ligence) need to be developed and integrated into existing energy infrastructures and
markets to optimize processes within energy systems or build up verifiable CO2 reduc-
tions. Technological change has accelerated in recent years with numerous new digital
technologies. Innovations in grid control, supply placement, demand forecasting and
schedule optimization, especially also in the context of sector-coupled microgrids and
virtual power plants led to the emergence of new market players.

• Realization of Cyber Security. The increased integration of digital technologies also
leads to stronger interactions between these and the physical infrastructures (e.g. elec-
tricity, gas, heat or water grids). Thus, there is also a risk that intentional attacks or
unintentional IT failures can have an impact on energy distribution or trade. A success-
ful development of concepts and IT security technologies for prevention, detection
and response are a key instrument in the digitization of critical infrastructures.

• Sustainable Planning and Operation of Energy Supply Systems. Due to the nec-
essary investments in the range of several billion euros annually in energy infrastruc-
tures, energy systems must continue to be planned and operated in the long term and
especially with foresight for sustainability and flexibility.

• New Business Models in Changing Environments. The business models of stake-
holders in the energy industry are changing dramatically. The success of the introduc-
tion of novel digital technologies is based on innovative, digital business models that
have had a disruptive impact on the energy industry. It is imperative for companies
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to leverage the potential of such disruptive technologies in an economically viable
way to enable innovative business models and ensure competitiveness. This creates
massive pressure for companies to act.

In summary, this means an enormous need for society, politics, industry and research
for deep knowledge of energy systems in combination with deep knowledge of cyber
security, digitization and financial management.
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Fig. 3. Fraunhofer-Center digital energy – interdisciplinary research excellence.

1.2 The Fraunhofer-Center Digital Energy

Digitization of critical infrastructures, their operators, users, manufacturers and markets
has the potential to cope with central societal challenges (e.g. energy transition, climate
change, urbanization or mobility change) while at the same time preserving European
business competitiveness. On the other hand, however, this development also involves
considerable risks, since erroneous developments, decisions, or even unintentional or
intentional criminal external influences can have immediate effects on society (energy
costs, jobs, technological leadership, etc.) that threaten its existence.

An application-oriented and responsible design of digitization within the backbone
of the society and industry - the energy supply - urgently requires a reorientation of
previously specialized research and industry branches, to an interdisciplinary, directly
operational and independent research and development as well as education and training.
To master this task, the Fraunhofer Society and RWTHAachen University have founded
the “Fraunhofer-Center Digital Energy” in Aachen, as part of the German federal struc-
ture renewal program in connection with the plan to end coal-fired power generation
within roughly the next decade. The goal is to establish a permanent, cross-domain
expertise of leading research institutions in one location. Thus, in-depth knowledge
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from the energy sector is combined with in-depth knowledge of IT security, digitization
as well as finance and information management (Fig. 3).

A successful digitization needs new technologies, qualified personnel and suitable
business models. For this reason, the Fraunhofer-Center Digital Energy specifically
addresses the pillars “research and development” of new technologies, “education and
training” to attract and train qualified personnel, and “testing and verification” to ensure
that research results can be integrated into products and services. The cross-domain focus
of expertise enables a solid basis for goal-oriented transformation toward successful
digitization in the energy sector.

2 Research Challenges and Project Examples

The primary goal in future research of digitization of energy systems has to be to improve
the controllability of the digitization process between energy supply, transmission and
distribution and its central industrial sectors and infrastructures, as well as their inter-
connection with current and future market structures. In this context, dealing with the
complexity and heterogeneity of systems, devices and communication infrastructures
is just as much a research topic as dealing with emerging IT security threats or novel
market structures and business strategies.

2.1 Harmonizing and Planning European Energy Systems

The digitization of energy systems describes the next stage in the convergence of infor-
mation and communications technology with the energy system. The basis for future
energy systems and their operational management is the constant exchange of data and
the availability of process data between different stakeholders. The transfer of modern
data management methods (e.g. platform technologies, cloud-based process data pro-
cessing, standardized data models, interoperability testing of components) for use in the
energy sector is therefore a step towards the digitization of the energy supply and barrier-
and discrimination-free networking of the stakeholders. The central goal must to opti-
mize the energy supply structure and the grid infrastructure in line with sustainability,
market and operational requirements. To this end, new tools for planning and operating
future energy grids (transmission and distribution grid automation, use of market- and
grid-side flexibilities, consideration of simultaneity/scale effects, e.g., through the elec-
trification of mobility or heat provision) as well as the necessary IT security tools for
the required communication, control, and process technology must be developed, tested,
and raised to a technologically usable level. Digital twins could serve to optimize the
operating processes of the energy systemwith regard to energy markets, communication
technologies and infrastructures.

Digitization, coupled with modern IT technologies and automation, offers enormous
potential to integrate the multitude of sustainable generation and consumption technolo-
gies in a technologically and economically sensible way - without affecting the quality
of supply or unnecessarily increasing the costs of grid expansion. These partly new tasks
require appropriate, scalable and secure solutions. Defining architectures for data man-
agement and control (e.g. in the distribution grid) is also a major challenge for industry.



Digital Energy: Towards Comprehensive Digital Support 441

Understanding the right solution in terms of communication and information technology
(e.g. 5G networks, integration of cloud & edge computing, blockchain,…) is another
key research area.

Project Example: OneNet. TheEuropeanCommission launchedHorizon2020project
OneNet (One Network for Europe) in October 2020 to tackle the challenges posed to
transmission and distribution systemoperators and consumers in theEuropean electricity
market (cf. https://onenet-project.eu/). While the electrical grid is moving from being
a fully centralized to a highly decentralized system, grid operators have to adapt to
this changing environment and adjust their current business model to accommodate
faster reactions and adaptive flexibility. This is an unprecedented challenge requiring an
unprecedented solution. For this reason, the two major associations of grid operators in
Europe, ENTSO-E and EDSO, have activated their members to put together a unique
consortium.

Under the leadership of the Fraunhofer Center Digital Energy, OneNet aims at devel-
oping and demonstrating the key instruments for a European approach to energy flex-
ibility. Many projects addressed this issue in the past, but OneNet’s scope and size
are unparalleled with a total budget of over 28 Me and more than 70 partners in the
consortium. Key elements of the project include:

1. Definition of a commonmarket design for Europe: this means standardized products
and key parameters for grid services which aim at the coordination of all actors, from
grid operators to customers;

2. definition of a common IT Architecture and common IT Interfaces: this means not
trying to create a single IT platform for all the products, but enabling an open
architecture of interactions among several platforms so that anybody can join any
market across Europe; and

3. large-scale demonstrators implement and showcase the scalable solutions developed
throughout the project. These demonstrators are organized in four clusters, aiming
to test innovative use cases in each region of Europe.

For example, the Western cluster is developing use cases on cross-system operator
grid-prequalification, which checks the capability of a service provider to provide the
offered service, considering the grid conditions; and improvements to the information
exchange related to short / long-term congestion management.

One focal point of the demos is the improvement of the TSO-DSO information
exchange as demanded in the ASM report [4] to coordinate the use of flexibility across
voltage levels. Besides, FSPs (Flexibility Service Provider) as well as electricity market
operators will participate in the demos. Among the solutions tested in the demos are a
local market platform where DSOs and FSPs trade flexibility and a blockchain based
distributed ledger to facilitate trusted data exchange between TSOs, DSOs and FSPs
(Fig. 4).

Summarizing,OneNet calls for the creation of a unified vision for Europe’s electricity
market to which operators, consumers and stakeholders across Europe are urged to
contribute. To this end, throughout the project duration and afterwards, the project is

https://onenet-project.eu/
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Fig. 4. OneNet – Cluster Overview.

developing the open forum initiative GRIFOn, a platform to freely discuss results with
all relevant stakeholders external to the project and collect their feedback.

In addition to energy system operation, the planning of future energy systems and
network infrastructures and their communication technologies should be a significant
component of future research tasks. This complex of topics focuses on aspects of system
integration of increasingly decentralized energy systems. Due to the necessity of a cross-
sectoral viewof future energy systems, approaches that combine the sectors of electricity,
heat, gas and mobility are particularly important [5].

Besides the challenges occurring through decentralized technologies, opportunities
arise. The new plants can be coordinated to exploit synergy effects and stabilize the
distribution grid. In addition, new business models can be developed for municipal util-
ities and prosumers. In addition to inter-block dependencies, inter-sector dependencies
can also be perceived. Through the electrification of mobility and heat generation, new
demands in the electric sector arise. The gas sector can in turn relieve the electricity
sector by using hydrogen.

Project Example: PlaMES. Against the backdrop of these interdependencies, Horizon
2020 project PlaMES (Integrated Planning of Multimodal Energy Systems) is develop-
ing a comprehensive planning tool for optimal transition paths. An operation tool for
affordable, sustainable, and secure energy systems shall integrate the sectors and energy
system blocks to find the overall optimal system design solution (cf. Fig. 5).
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Fig. 5. Conceptual overview of the comprehensive planning tool developed in PlaMES.

Modelling large energy systems and generating such a planning tool address several
problems for PlaMES. Four key challenges in the field of digital energy, in which the
Fraunhofer-CenterDigitalEnergy is also involved, are:Modellingof the supply structure,
data handling, computational complexity, and provision of a decision support system for
customers of the energy system modelling.

To be able to model realistic future scenarios, information about the supply structure
is required. Here, electrical and thermal load, and driving profiles need to be modelled
for households, commerce trade and services, and industry. Depending on the modelling
target, the granularity needs to be adjusted.Tomodel the central level, the supply structure
on transmission grid nodes needs to be determined. Here, models using socio-economic
data as a basis can be used [6]. Consideration of the decentral level requiresmore granular
supply structures, e.g., modelling at the building level as in [7]. Other methods include
the use of ortho-photography and machine learning.

When energy systems are modeled with high granularity, the resulting large data sets
require awell-defined data handling. These include the supply task aswell as energy grid
models, generation plants, and time series. Data formats and storage location need to be
clearly defined. Further, scenarios (e.g. for different years) as well as data versions need
to be clearly distinguished [8]. To address these issues, a specialized data management
system is implemented within PlaMES. To manage different versions of data, a defined
data versioning and scenario management has been implemented.

Modeling the energy system can lead to high computational complexity. First, many
aspects of energy systems such as the transmission of energy (electrical, thermal or
chemical) lead to non-linear optimization problems. Second, binary decision variables
are often required to model investment decisions, further complicating the optimiza-
tion. Third, investment decisions can create complicating columns, while time-coupling
constraints such as energy storage can create complicating rows. Finally, the size of the
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optimization problem increases with increasing region of interest and granularity [9–
11]. Thereby, large and complex optimization problems arise. These problems can be
solved by decomposing the optimization problem and using high computational power
to parallelize simulations on high performance computing clusters.

Most energy systemmodels require considerable effort to run simulations and to eval-
uate, process, and present the results. In PlaMES, this problemwill be solved by allowing
planners themselves to set parameters, run simulations, and view the results. For this
purpose, a Decision Support System accessible to PlaMES customers is implemented,
in which planners can manage and evaluate their simulations independently.

2.2 Digitization for Demand-Side Energy Savings and Flexibility

As illustrated in the PlaMES example, computer science research in the Fraunhofer Cen-
ter Digital Energy aims to develop application-oriented solution methods, technologies
and tools to.

1. deal with emerging complexity and heterogeneity (reliable software, architectures,
middleware, usability, acceptance,…)

2. provide appropriate devices and communication infrastructures (sensor networks,
5G, reliable systems and hardware, energy efficiency/sustainability,…)

3. deal with emerging large, heterogeneous data masses (big data analytics, visualiza-
tion, machine learning,…)

The volatility of an energy system based on renewable sources requires not just
novel solutions from the supplier perspective addressed in the previous section, but also
increased demand-side flexibility. This concerns both private households and energy-
intensive industries.

Project Examples: SEAM4US and Flex4Grid. Over the past decade, many projects
at Fraunhofer FIT have employed Internet of Things (IOT) technologies together with
data management and simulation tools for small to medium-scale energy preservation
and demand flexibilization applications.

For example, in many major cities, subways are among the largest users of urban
electrical energy, e.g. in London equivalent to 250.000 households. In the EU project
SEAM4US [12], an energy management system for subway stations was developed and
installed in Barcelona’s most-frequented subway station. This IoT-based solution com-
bines sensor-based monitoring of visitors, lighting, and air conditioning devices, with
dynamic simulation models for their usage planning and control. Based on measure-
ments about an extended period of time, long-term simulations resulted in a savings
potential of over 13% without any reduction in comfort for travelers and employees,
corresponding to the energy usage of several thousand households (Fig. 6).

Building on early experiments in small segregated energy usage settings such as the
Danish island of Fur, the Horizon 2020 EU project Flex4Grid [13] developed a flexibility
management system as a low-cost solution for networks of residential consumers wish-
ing to participate in power-grid balancing. The Flex4Grid system continuously forecasts
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Fig. 6. Digital flexibility management as a key approach to demand-side energy innovation ©
Fraunhofer FIT.

the need for flexibility in a power grid, and informs consumers about the flexibility man-
agement periods. Consumers can provide their flexibility to an aggregator in exchange
for a reward which depends on the selected incentive scheme. The automation of the
flexibility-management events is provided by interfacingwith devices and the system via
the Z-Wave and open platform communication unified architecture (OPCUA) technolo-
gies. The Flex4Grid system was deployed in three pilots in Slovenia and Germany. Two
smaller German pilots with a total of 185 participants were used for testing the technical
capabilities. Whereas a large-scale pilot in Celje, Slovenia, with 1047 participants, was
used to collect statistical data regarding how consumers participate in the flexibility-
management events, using a critical peak-pricing incentive scheme.. On average, the
pilots’ participants reduced their load by 10% during a peak event. User-satisfaction
surveys indicate that the proposed approach is appropriate for engaging consumers in
flexibility-management events.

Project Example: SynErgie. In energy-intensive industries, the paradigm shift result-
ing from the move to renewable energy supplies may be even more disruptive than for
private consumers or suppliers. Here, the traditional approach was that energy usage
demand drives energy production; i.e. a steel or aluminum factory would have a fossil or
nuclear energy plant built close to its site, or would set a new location close to plants with
low-cost energy supply. The foreseen closure of fossil and (at least in Germany) nuclear
power plants will destroy this classical pattern and require new flexibility in industrial
energy demand patterns if Europe wants to maintain its industrial base.

Unfortunately, the options for increased industrial demand flexibility are poorly
understood and as diverse as the industries themselves, both in quality and in quantity.
In order to better understand this diversity and to develop associated socio-technical
and business strategies, the German government has set up a 10-year, 100 Me, project
called SynErgie [14] whose industrial partners account over 60% of Germany’s indus-
trial energy consumption. In the first three years of SynErgie, detailed analysis of the
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flexibilization potential in no less than fourteen (!) industry sectors have been pro-
vided: aluminum, steel, air compression and decomposition, graphite, bio-chemical
processes, automotive production, non-iron metal forming, food processing, paper, and
glass, machine tool engineering, fire-resistant materials management, cement handling,
and steam production. Complementary to these domain-specific issues, the usage of IoT-
based approaches studied in the European Industry 4.0 initiatives as an enabler for in-
domain and cross-domain digitization of demand-side industrial flexibility management
has been proposed in [15]. In the current second SynErgie phase, the implementation
and evaluation of such approaches is specific settings as well as the debate on required
changes in the regulatory systems and new business models are in the foreground of
interest.

2.3 Protecting the Digitized Energy System with IT Security

Digitization of the energy system is surely an essential part of the solution. But it also
creates severe new problems. Whereas industry-oriented research on threats to energy
distribution in the late 2000’s focused, e.g., on the safety (e.g., against ice-coverage) and
physical security (against attacks with explosives) of high-power transmission lines, the
digital transformation requires the additional consideration of new threats and protection
opportunities.

Future energy systems will increasingly be confronted with threats (e.g., attacks on
ICT, equipment failures, simultaneity effects, conflicts of interest) that can endanger
secure grid and system operation, and thus also the critical supply task for industry and
the general public. A topic of particular priority is therefore the research of threats and
the development of required IT security technologies to enable a reliable energy supply
even in the digitalized environment.

Organized IT attacks on industrial and critical infrastructures are often multi-stage
and usually have long observation periods for information acquisition in the context
of Advanced Persistent Threats (APT). Based on acquisition of information, static net-
works with deterministic traffic, such as may exist in the context of electricity supply or
other industries, allow planning of complex, distributed and synchronized attack vectors.
Especially in critical grid situations and operation close to the stability limit, targeted
attacks could lead to cascading equipment failures and - in the last instance - supply
outages with far-reaching consequences for the physical system.

To prevent such scenarios, the approaches to resilience and reliability of energy
systems described above must mesh with the approaches to IT security described below.
This building block must address overarching solutions based on the three pillars of
prevention, detection and response:

4. In the area of prevention, targeted research must be conducted into measures to
prevent IT security incidents. This includes in particular the development ofmeasures
for testing, acceptance, and hardening of systems and networks.

5. The goal of detection is to identify IT security incidents. The time between an
attack and its detection must be minimized by continuous monitoring of the status of
systems and networks.Approaches in this area include networkmonitoring, intrusion
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detection systems, security information and event management, decoy systems or
threat intelligence.

6. Response deals with the actions taken after an IT security incident has been detected.
The damage to the victim must be minimized if possible, the attackers’ modus
operandi must be understood, and knowledge must be gained for attributing the
attackers. Important topics in this area include incident response, IT forensics and
malware analysis.

The necessary development of technologies, concepts and methods for the detec-
tion, prevention and response to energy-system related IT security incidents is carried
out within the Fraunhofer Center Digital Energy in close cooperation with authorities,
leading industrial companies and infrastructure operators.

Project Example: MEDIT. Monitoring at the IT/OT (information/operation technol-
ogy) level is not yet fully implemented in practice. Therefore, ICT-caused malfunction
sometimes cannot be adequately attributed, leading to a “blind spot”, i.e. challenges
for the operators to detect early indications of a compromised network that threatens
the availability and system security and leads to potentially higher downtimes. In par-
ticular, if monitoring and control capabilities of decentralized assets are more closely
integrated into operations management, even compromises of decentralized assets can
have direct repercussions for the power grid. MEDIT is developing an interoperable,
vendor-independent solution for monitoring IT and OT in the process network of grid
operators, which can be used analogously to the primary technology control system and
enables the differentiation between primary technology, IT, and OT faults [16].

Compared to IT networks, a particular characteristic of OT networks is the compara-
tively high homogeneity and lower number of different device types. Data traffic within
such networks is directly attributable to the configuration of the individual components
and can thus be deterministically assigned to fixed endpoints and a specific purpose.
In addition, special industrial communication protocols such as the TCP protocol IEC
60870-5-104 are used. These characteristics must be considered when developing an
effective approach to intrusion detection for the energy sector.

To detect cyber-attacks on the protocol layer, an approach that extends the classical
whitelisting will be the result of MEDIT. Fraunhofer FIT is developing an approach for
multi-stage cyber-attack detection, which correlates indicators of compromise from the
various domains of primary technology,OT, and IT.On this basis, not only the probability
of a cyber-attack is detected, but also a statement is made as to which step of the cyber
kill chain an attacker is in, and whether the malicious actor follows a specific attack
pattern. This enables situational awareness of the cyber-attack evolution and about the
potential threat of a detected cyber-attack [17].

Even the most reliable cyber-attack prevention and detection technologies cannot
provide complete protection against security incidents. MEDIT provides stakeholders
with actionable incident response guidance, and a simulation environment for secu-
rity training. The guideline suggest specific actions for non-IT staff who is potentially
confronted with observations that could indicate a security incident [16].

In addition to incident response training deployment, simulation and laboratory envi-
ronments are needed in which cybersecurity technologies can be developed and tested.
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In particular, regarding the generation of data traffic for the verification of the intrusion
detection system, a co-simulation is being utilized (Fig. 7). It allows to carry out the sim-
ulation of the energy grid and the emulation of the OT network as well as the mapping
of the dependencies between them in a modular environment. Thus, with the integra-
tion of cyber-attack emulation, both data traffic under normal operating conditions and
malicious traffic can be generated in a scalable manner.
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Fig. 7. MEDIT’s co-simulation environment for digitized distribution grids to investigate
cybersecurity incidents and develop cybersecurity technologies [18].

These technologies are deployed in a laboratory environment, and in a near-field
environment at Schleswig-Holstein Netz AG in order to provide an improved technology
readiness level and evaluate the integrability potential into real power systems.

2.4 Digital Transformation of Energy Business Models

The expansion of decentralized energy conversion systems (DEA) for generation, storage
and consumption, which goes hand in hand with the energy transition, requires suitable
integration strategies in order to ensure economic and reliable, but also sustainable energy
system operation in the future. This creates the opportunity, but also the necessity, of
new business models for different stakeholders.

According to a conceptual model of digitalization developed by the Business Infor-
matics department of Fraunhofer FIT (cf. Fig. 8), there are three basic strategies which
also apply to the energy sector.

Digital Transformation refers to the derivation of economically sensible and technically
as well as organizationally feasible transformation paths towards the digitalization of
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traditional enterprises. The SynErgie initiative (cf. Sect. 2.2) provides many large-scale
examples of industry-specific digital transformations but also a discussion of related
market engineering and regulatory aspects, led by Fraunhofer FIT [19].

Genuine Digital Business addresses fundamentally new business models in the vir-
tual world, which of course can also influence the physical world. Often, sharing settings
are characterized by multi-sided markets in which not only money but also services are
exchanged among partners [20]. Typical examples close to the energy sector are Sharing
Economy start-ups in the energy and mobility sector which, despite their digital nature,
indirectly also influence the physical energy market.

Fig. 8. Different business model strategies for digitization © Fraunhofer FIT.

Digital Disruption leads to the replacement of existing technologies, products,
or services by digital innovations, in order to unlock the economic potential of new
technologies.

In addition to already established aggregation approaches for the synergetic coor-
dination of increasingly small-scale DEA (e.g. virtual power plants), decentralized
approaches such as local energy markets (LEM) and neighborhood concepts are cur-
rently designed, simulated and demonstrated in the laboratory or in field trials. They
include platforms for trading local energy or flexibility products, as well as alternative
sharing or balancing approaches to incentivize the highest possible local resource allo-
cation. Close collaboration with industry partners plays a central role in identifying and
evaluating the resulting business models. Simulation models developed at the Fraun-
hofer Center for Digital Energy contribute to the identification of business models, for
example by determining the potential of trading volumes in a LEM [21].
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Project Example: Pebbles. The pebbles project (peer-to-peer energy trading based on
blockchains) was realized by a consortium consisting of Allgäuer Überlandwerk GmbH,
AllgäuNetz GmbH& Co. KG, Siemens AG, Hochschule Kempten, and Fraunhofer FIT.
The goal of the project was to design, develop and field test a digital platform for
peer-to-peer (P2P) trading of electrical energy and flexibility options at a local level.
The resulting LEM is intended to reduce grid expansion, and enable citizens and small
and medium enterprises to engage in energy and flexibility trading. The background
hypothesis is that this would increase the acceptance for the deployment of decentralized
energy systems and accelerate the energy transition, and reduce the load on long-distance
energy transport [22].

The LEM in pebbles is a day-ahead market where participants with flexible DEA can
place bids. The market algorithm then determines the scheduling of DEA and trading
partners. An overview of all modules and interfaces of pebbles’ system architecture is
shown in Fig. 9. At the center of the system architecture, the digital platform serves as
the interface to all components, and calculates the market result. A special market algo-
rithm enables economic optimization of trade, while avoiding grid bottlenecks as far as
possible. In order to be able to consider information about the grid status, the distribu-
tion system operator has an interface to the trading platform that allows it to set grid
restrictions for the next trading period [23].

The pebbles platform allows different types of users to participate in the local energy
market. In the demonstrator phase, for example, households participated in the form of
consumers and prosumers, but also small tomedium enterprises. Participants have access
to a smart phone application where they can set their price preferences for local or green
electricity. They can also view the trading result and monitor their energy consumption.

Depending on participant needs, bidding is fully automated, so that no additional
effort is required. In this case, all necessary steps for bidding are carried out by cloud
services. Forecast algorithms analyze historical energy consumption and submit cor-
responding purchase bids. For participants with renewable energy plants, generation
forecasts are created and corresponding sell bids are sent to the trading platform.

Another special feature of the pebbles trading platform is that it can coordinate
flexible assets by providing general information about them. After the market matching,
the trading result is fed back to the controllable assets as a schedule by the energy
management system located in the cloud. Participantswith their own energymanagement
system have the opportunity to trade their residuals on the local energy market and thus
minimize their electricity costs and maximize revenues.

If participants cannot sell their electricity on the LEM or cannot cover their demand
through the LEM, they have the possibility to trade with the energy supplier as a backup
option. Thus, the power supply for all participants is ensured. After a trading phase is
completed, automated billing is performed by smart contracts in a blockchain. If actual
consumption or generation deviates from the contracted values, subsequent financial
compensation would be required.

Six months of field testing in pebbles have shown that utility sales are reduced by up
to 97% in a generation-dominated region. The need for new business models for utilities
in the case of a rollout of LEMs becomes thus apparent. One possible business model
could be to operate such a LEM platform, with customers paying a fee to participate in
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Fig. 9. Modules and Interfaces of pebbles’ system architecture.

the LEM. At the same time, the digital platform offers important interfaces for opening
up new business models, for example in the form of cloud services.

The field tests have shown that the ongoing digitalization has made LEMs realizable
from a technical point of view. This offers added economic value by avoiding grid
expansion. However, in order for LEMs to be deployed beyond research projects, the
regulatory framework must be adapted by policymakers [24].

3 Impact

Digitization in the area of critical infrastructures calls for new solutions tomake the asso-
ciated risks manageable. By building on existing research infrastructures and the inter-
disciplinary collaboration of internationally respected research institutions, the inter-
disciplinary treatment of topics such as IT security, digitization and the financing of a
sustainable energy supply can succeed.

Furthermore, the close cooperation of manufacturing and applying companies in
cross-thematic futuremarketsmust be supported and a targeted and efficient development
of products across the entire value chain of the critical energy system infrastructure must
be enabled. Only this will enable international top-level research as well as a new type
of education and training in the field of digitization of energy systems, which has the
following special features:

7. Very short start-up timedue to cooperation of respected research institutions ensures
short-term realization of relevant results and technologies
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8. Bringing together a large, cross-industry network provides access to industry-
independent, cross-domain expertise in a future market

9. Targeted training of specialists and decision-makers
10. Rapid and direct diffusion or transfer of research results, technologies and business

models into the areas of energy supply, digitization and IT security

This is exactly the approach that the Fraunhofer-Center Digital Energy is pursuing,
providing laboratory infrastructure and expertise to develop and test novel hardware and
software technologies as well as processes in advance of industrial implementation in a
secure, trustworthy and real operating environment. This reduces the risk of undesirable
developments with far-reaching consequences later on. Accordingly, the probability of
successful digitization in the energy sector increases.
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