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Chapter 7
The Problem of Interpretation 
in Experimental Research

Davood Gozli

When we design an experiment, we set out to compare a number of conditions with 
respect to a set of dependent variable(s). The design serves its intended purpose 
when the conditions are similar except with respect to our independent (manipu-
lated) variables. A well-known error arises when an independent variable is con-
flated with an unintended change (a confound). In the present chapter, we are 
interested in a particular type of confound, namely, the meaning participants assign 
to events in the experiment. By raising the question, “What else could the events 
mean for the research participants?,” we are raising another closely connected ques-
tion, “What else can the findings mean?” If the meaning assigned to events changes 
across experimental conditions, we can no longer assume that independent variables 
are manipulated within otherwise “controlled” conditions. Recognizing how the 
meaning of events might have changed for the research participants in turn changes 
the meaning of the experimental findings, which could deflate or undermine both 
the rationale and the theoretical significance of the research.

Let us illustrate the main point with a simple example. Imagine that we are inter-
ested in the effect of the loudness of task instructions on participants’ performance. 
We divide participants into two groups, one receives instruction in normal voice and 
the other receives instruction in a loud voice. Some of the participants in the “loud” 
condition might interpret the experimenter’s loudness as impatience, rudeness, or 
negative mood. If that is the case, describing the two conditions in terms of loudness 
alone would be inadequate. Consequently, any observed difference in performance 
cannot be attributed to the loudness of instructions alone. To explain a difference 
between the two conditions, we will have to consider that a loudly delivered instruc-
tion might have a different meaning, compared with the same instruction delivered 
in a normal voice. Such differences in interpretation can produce differences in the 
perceived context of research participation (Bergner, 2010, 2016). A condition in 
which participants follow the instructions of a rude researcher represents a qualita-
tively different context, compared to one where the researcher behaves politely 
(Johns, 2006).
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To formulate the problem more generally, researchers might want to test whether 
there is a relation between two variables (e.g., loudness of the verbal instructions 
and the speed of task performance) while assuming no change in the kind of pro-
cesses under investigation. However, differences in the participants’ interpretation 
can undermine that assumption (Toomela, 2008; Valsiner & Brinkmann, 2016). 
There is no guarantee for participants’ perspective to uniformly conform to what is 
assumed in the experimental design and the categories applied in advance to what 
happens during the experiment. Across different experimental conditions, events 
might differ partly in ways that are intended by the experimenters (e.g., loudness of 
voice) and partly in ways that are unintended (e.g., perceived rudeness or impa-
tience of the experimenter).

In the following sections, I first review several studies that have explicitly 
addressed the role of meaning and interpretation. The message from these studies is 
that changing the meaning assigned to a task (e.g., how the procedure is described to 
the participants), without changing anything else about the experimental situation, 
can change the results by influencing participants’ sensitivity and responsiveness to 
the situation. Next, I turn to another set of studies that illustrate how people detect 
normative dimension in a given situation, including the experimental situation. These 
studies suggest that norms can be detected rapidly, automatically, and without explicit 
instructions. Participants can move from “X happened” to “X ought to happen” or 
from “X ought not to happen” to “X is acceptable.” For our purpose, it is important 
that research participants might consider a type of action desirable or acceptable in a 
situation, without the researchers recognizing it. There might be, in other words, a 
mismatch between the normative situation perceived by the participants and those 
presupposed by the researchers. I will next turn to several examples in experimental 
research that involve neglecting possible changes in meaning. The possible mismatch 
between how participants experience events, on the one hand, and what researchers 
believe about the participants’ experience, on the other hand, is important with regard 
to the meaning of the experimental findings. The present argument, therefore, intends 
to show the problem of interpretation in experimental psychology and the continuing 
relevance of theoretical psychology in experimental research.

�Meaning of Events

In explaining human performance, it might appear that all we need is third-person 
knowledge of the structure of the task, including what features of the environment 
people are acting upon and what types of movements are available to them. Third-
person knowledge of a task does, under some circumstances, give us some predic-
tive ability. Before beginning to discuss variations in task performance, however, 
the participants’ intention (e.g., agreeing to respond to stimuli according to the 
instructions), as well as their selective attention and interpretation of the situation, 
is assumed to (a) mirror the researchers’ instructions and (b) be fixed throughout the 
experimental session and across conditions. Such assumed transparency enables 
researchers to bracket out the participants’ interpretation and construct third-person 

D. Gozli



99

descriptions that appear complete and independent of the participants’ interpreta-
tion (Mammen, 2017). In the present section, I review research from several fields 
in cognitive-experimental psychology, all sharing a common theme: participants’ 
understanding of a task (first-person perspective) can change how the task is per-
formed and, consequently, what factors that can further influence performance, even 
in the absence of any overt change (third-person description) in the situation and 
task features.

In simple stimulus-response (S-R) tasks, people are on average faster with con-
gruent S-R arrangements (left and right keys paired, respectively, with left and right 
stimuli) than with incongruent arrangements (left and right keys paired, respec-
tively, with right and left stimuli). A variant of this phenomenon is the effect of the 
relation between an irrelevant spatial feature of the stimulus and the response 
(Simon, 1990). For example, imagine a task in which people are instructed to use 
left/right keys to respond to high−/low-pitched tone. The tone could be emitted 
either from the left or the right side. The pitch of the tone is relevant to the task, and 
its location is irrelevant. Nevertheless, on average, responses are faster when the 
tone and response are congruent in their location, compared to when they are incon-
gruent. This is known as the Simon effect (Hommel, 2011).

In a landmark study, Hommel (1993) reported that the Simon effect can be 
reversed just by changing the instructions delivered to the participants. In his experi-
ment, participants responded to low−/high-pitched tones using left/right keys. Each 
key was connected to a light on the opposite side, such that pressing the right key 
would illuminate a light on the left-hand side and pressing the left key would illu-
minate a light on the right-hand side. What was special about this task was the 
ambiguity of the response location. How do you respond to a low-pitched tone? Do 
you press the key on the left-hand side or turn on the light on the right-hand side? 
Both descriptions were available to the participants. Hommel (1993) divided the 
participants into two groups. For the first group, the instructions emphasized the 
location of the keys (“press the left key if you hear low tone”). For the second group, 
the instructions emphasized the location of the lights that turned on with key-press 
responses (“turn on the light on the right side if you hear the low tone”). Despite 
identical physical properties of the two conditions, the Simon effect was reversed 
across the two groups. Thus, the intended response location, i.e., how participants 
conceived of the responses, made a qualitative difference in the interaction between 
stimulus and response features.

Another example of how interpretation can change a behavioral effect was found 
in the joint version of the Simon task. Imagine the Simon task performed by two 
participants, sitting side by side, such that each is responsible for one response 
(Sebanz et al., 2003). For instance, two participants respond to the onset of a single 
red/green visual stimulus that could appear on the left/right side of the screen. We 
instruct the participant sitting on the left side to respond to the green stimuli, ignor-
ing stimulus location, while instructing the participant on the right-hand side to 
respond to the red stimuli, again ignoring stimulus location. In this setup, when a 
stimulus appears on the left side, regardless of its color, the participant sitting on the 
left tends to be (on average) faster than the participants sitting on the right side. 
Likewise, in response to a stimulus on the right side, the participant sitting on the 
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right would be, on average, relatively faster. This joint Simon effect suggests that 
two actors take into account, in addition to what they are instructed to do, the role 
of their co-actor.

Hommel et al. (2009) introduced an additional manipulation in a joint Simon 
task. Before the co-actors began performing the task together, the authors induced 
either a cooperative or a competitive relation between them. In the cooperative con-
dition, the authors found a joint Simon effect, suggesting that participants took each 
other’s role into account. By contrast, in the competitive condition, the authors did 
not find a joint Simon effect. These findings suggest that changing the way two 
people think about each other can affect the organization of a shared task and, sub-
sequently, how the shared task is susceptible to further manipulations, even if the 
overt physical structure of the task remains the same.

With a task that is performed by one person, the presence of another person who 
observes task performance can change the meaning of the task, even when all other 
aspects are the task and instruction are kept the same. Sartori et al. (2009) asked 
participants to perform a series of manual actions (reaching and lifting) with some 
objects on a table. In the “individual” (control) condition, participants performed 
the actions alone according to the instructions. When they were being observed by 
a fellow participant, however, their movements differed in subtle ways. The 
researchers reasoned that the communicative intention—showing one’s movement 
to the other person—changed performance characteristics. A follow-up experiment 
confirmed the role of communicative intention, as opposed to the mere presence of 
another person, by testing the effect of a blindfolded person. As predicted, the 
blindfolded person did not cause changes in movement characteristics, compared 
with the “individual” condition (Sartori et al., 2009; see also Quesque et al., 2013, 
for a related demonstration in experimental economics, and see Dana et al., 2007).

The next example is from a task-switching study. Experiments that investigate 
task switching require participants to learn and prepare for two distinct tasks, 
performing only one task per trial (e.g., Task 1, judging a number’s parity; Task 
2, judging if the number is smaller/larger than 5). A cue might determine which 
task is performed at any given time (e.g., the color of the number). The typical 
finding is a performance cost (slower response time and reduced accuracy), when 
the task switches from trial n to trial n + 1, compared with when the task repeats. 
But does the switch cost depend on participants’ understanding that they are, 
indeed, performing two distinct tasks? To answer this question, Dreisbach et al. 
(2007) provided different instructions for the same task (involving eight stimuli 
and two responses). One group of participants was instructed to perform a single 
task involving eight alphanumerical items mapped, arbitrarily, onto two responses. 
For the second group, the task was described, less arbitrarily, in terms of two sub-
tasks: a “number task” and a “letter task” (each sub-task associated with four 
stimuli and two responses). Dreisbach et al. found a robust switch cost (when the 
stimulus switched from letter to number and vice versa) in the latter group and 
found no switch cost in the former group. In short, the presence of a switch cost, 
which is itself indicative of how a task is organized, depended on participants’ 
understanding that there were two distinct tasks (Gozli, 2019, Chap. 5).
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Another example comes from a visual-search study. Huffman et al. (2017) used a 
visual search, in which participants looked for a non-salient target (a green circle 
among green squares). A salient distractor could also be present on the display (a red 
square among the green items), which was supposed to be ignored. In one condition, 
the location of the salient distractor changed randomly from trial to trial, while in 
another condition, it was predictable, moving in a clockwise pattern. First, Huffman 
et  al. found that the salient distractor interfered with performance more when its 
location changed predictably, compared to when it changed randomly. More relevant 
for our purpose, the researchers compared participants who noticed the predictability 
of the distractor location with those who did not notice it. The former group was 
presumably more likely to keep track and actively ignore the distractor, but it was for 
this group that the distractor caused the largest interference. Therefore, for the same 
task, with the same search arrays and the same instructions, participants’ understand-
ing that a salient distractor is predictable and should be ignored increased the cost of 
the distractor on performance. One might argue that participants’ awareness of the 
predictable distractor resulted from their noticing the higher-performance cost of the 
distractor and not the other way around. Regardless, what is important in the present 
context is the association between, on the one hand, different meanings assigned to 
the distractor (predictable vs. unpredictable) and, on the other hand, different perfor-
mance costs of the distractor. Without inquiring about the participants’ points of 
view and asking whether they were keeping track of the distractor, we could only 
attribute variations in performance to external factors.

As a final example for this section, we can turn to a study on the effect of per-
ceived effort and commitment of a partner in shared task. Székely and Michael 
(2018) measured participants’ commitment to a game, defined as the time taken 
before the participant quits a round of the game. The authors used a computer-
mediated two-party game, which became increasingly boring over time. Participants 
were playing with a “partner” that was, in fact, a computer algorithm. At the begin-
ning of each round, the “partner” had to unlock the round by solving a CAPTCHA 
problem that was either easy or difficult. The participant could either end the round, 
by pressing the space bar, or wait for their partner to solve the problem. Participants 
showed more commitment to the game as a result of the perceived effort of their 
partner. This was observed only when they believed the partner was another person 
(Experiment 1) and not when they believed the partner was a computer program 
(Experiment 2) or when they played the game alone (Experiment 3). Therefore, 
even when the superficial characteristics of a game remain the same, participants’ 
decisions change based on the meaning they attribute to events.

�Detection and Adoption of Norms

Meaning of events and situations can vary across many different dimensions, and 
central among them are those groups under the “normative” category (Brinkmann, 
2010). Norms feature in our experience not as isolated and detached individuals but 
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as members of communities and groups (Searle, 1995). A norm cannot remain a 
norm if everyone around you, or everyone in your group, violates it. Thus, the way 
we think about a norm is sensitive to how others—particularly others in our group—
regard the norm. In reference to the meaning of actions, the normative meaning can 
change with a change in the social context (Bergner, 2016), particularly in response 
to how other people evaluate the given action.

If someone breaks a norm (or a rule) repeatedly, then their evaluation of the norm 
or their self-judgment might change in order to rationally adjust to their own behav-
ior (Festinger, 1964). Imagine a person violating a norm for the first time (at time 
t1), then for the second time (t2), and so on until the tenth time (t10). Among other 
considerations, we ought to consider whether and how the meaning of the norm 
changes in the perspective of this person. Particularly when breaking the norm is 
associated with a positive outcome, and no negative outcome, it is possible that the 
violation is regarded as more acceptable at t10 than at t1.

Our general sensitivity to norms has been demonstrated in developmental studies 
with children. A study with 3-year-olds suggested that when children observe some-
one play with a toy for the first time, even once, they interpret the use in a normative 
sense (“one ought to play with the toy in this manner”; Schmidt et al., 2016). This 
claim was based on the observation that when the children later see someone else 
play with the toy in a different way, they object and try to enforce the way in which 
the toy “ought to” be used.

Efficient adoption of norms in children has been linked to the phenomenon of 
over-imitation. In imitating others, human children imitate both causally relevant 
and causally irrelevant steps of procedure, compared to non-human primates who 
tend to imitate only the causally relevant steps (Whiten et al., 2009). Kenward et al. 
(2010) asked whether over-imitation in human children should be attributed to norm 
learning or to a distorted causal learning. They designed an apparatus through which 
children were instructed to retrieve objects. Children were then asked to provide 
verbal explanations for their understanding of the causal mechanisms. The appara-
tus was in a transparent case, and the instructions to reach the objects included both 
causally relevant (moving the objects with a stick) and irrelevant actions (inserting 
the stick into an empty compartment). Although the children’s action included the 
irrelevant action, their explanations suggested that they performed the unnecessary 
action out of norm learning and not for misunderstanding the causal mechanism.

The label “unnecessary action” (i.e., instrumentally superfluous) should be used 
with caution. Picking up and conforming to seemingly unnecessary actions play a 
crucial role in communication and in sustaining our social-cultural reality (Toomela, 
2016). A polite gesture could appear unnecessary while being not unnecessary (such 
double-negations are discussed by Engelsted, 2017), if it signifies something about 
the relationship, its cultural embeddedness, its history, and its anticipated future. 
Thus, our capacity to detect norms or rules rapidly and flexibly should be viewed in 
light of the complex and dynamic nature of our social reality (Mammen, 2008). 
Indeed, the presence of another person can change the likelihood of rule-breaking, 
depending on their stance on (the meaning they assigned to) rule-breaking. Simons-
Morton et al. (2014) studied rule violations in young males’ driving with a driving 
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simulator with or without a passenger (confederate). They compared traffic rule 
violations when participants drove (a) alone, (b) with passenger who was accepting 
of risk, and (c) in the company of a passenger who was aversive to risk. They found 
that the presence of a risk-accepting passenger can increase the likelihood of com-
mitting traffic rule violation. These findings demonstrate the social nature of rules 
and norms and the role of others’ perspective in determining what one ought to do.

The influence of others can be exerted indirectly, based on the observable effects 
of their actions. It might be possible, for instance, that observing the violation of one 
norm could promote the violation of other norms. Keizer et al. (2008) described 
such phenomena as “cross-norm inhibition” (p. 1683). In their first study, Keizer 
et al. staged different conditions in public bicycle-parking areas. In their so-called 
“disorder” condition, they covered the wall with graffiti right next to a clearly visi-
ble sign prohibiting graffiti. In the “order” condition, they kept the wall clean. 
Moreover, flyers were attached to the handlebars of the parked bicycles, and the 
owners had to remove it before riding the bicycle. The question was whether people 
litter when they remove the flyers attached to their bicycles, particularly in the pres-
ence of an already existing violation. The authors found that, when seeing rule vio-
lation in one domain (graffiti against the rules), people become more likely to 
violate a rule in another domain (littering).

�Neglecting Meaning

In this section, I turn to several studies that seem to have neglected the role of inter-
pretation and meaning. Explanations are offered with reference to situational fac-
tors, but not with reference to the possible differences in subjective meaning 
assigned to those factors. Researchers might only be interested in how participants 
respond overtly to stimuli and how those responses change with changes in situa-
tional factors, without concern for the meaning assigned to those events. Careful 
experimental designs and instructions, which negotiate and clarify the meaning of 
events prior to collection of data, are attempts to side-step to the issue of meaning 
(Wachtel, 1973). Nevertheless, it is possible that the intended manipulations result 
in unintended changes in participants’ interpretations, with some degree of indi-
vidual differences. The following studies are selected from a diverse set of topics 
related to decision-making, rule violation, second-language effects, meditation, and 
cooperative/punitive behavior. The studies share in common an insistence on 
describing the experimental manipulation and their effects from a third-person 
viewpoint, neglecting the possibility that the (first-person) meaning assigned by the 
participants might be a confounding factor and perhaps the primary explanation of 
the findings. Taking changes in meaning into account, as we shall see, results in a 
view of the research findings that fundamentally diverges from the one provided by 
the researchers.

The experimental-cognitive studies of rule violation have insisted on adopting a 
third-person perspective on participants’ behavior, which requires fixing the 
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meaning of “rule” and “rule-breaking” across different conditions, ignoring possi-
ble variations of meaning in the participants’ perspective. For instance, research 
initiated by Pfister and colleagues examines the potential costs of rule violation on 
performance (Pfister et al., 2016a, b). More generally, this research aims to offer 
description of rule-following and rule-breaking action in terms of relatively low-
level, sensorimotor characteristics of actions, although this requires specifying the 
task requirement at the higher level of abstraction (i.e., determining what counts as 
rule violation). Researchers have found, using target-directed movement tasks, that 
hand movements that violate a rule tend to be on average slower, both in their initia-
tion and in their completion, and their trajectory tends to deviate from a straight 
path, compared to movements that conform to the rule (Pfister et al., 2016b; Wirth 
et al., 2016).

Wirth et al. (2018a) found that the costs associated with rule violation are elimi-
nated if the rule violation (a) is performed frequently and (b) has been committed 
recently. The authors assumed that increasing the frequency of rule-violation trials 
and their recency does not change the meaning of the behavior with respect to the 
rules. This assumption would be inconsistent with the research on norms, which 
suggests we adopt norms rapidly and flexibly in response to the changing contexts 
and in response to changes in our own behaviors (Ting, 2018). If we accept that the 
meaning of rule (violation) changed across the conditions, then recency and fre-
quency are confounded with meaning. Rather than stating that participants are now 
committing the same action (“rule-breaking”) with more efficiency, we might have 
to state that participants are performing a different type of action (“breaking a rela-
tively strict rule” vs. “breaking a nominal and flexible rule”). The meaning assigned 
to an action might change during the experiment, as an unintended outcome of 
experimental manipulations.

Another example highlights how tasks might be differently interpreted by differ-
ent groups of participants. Kozasa et al. (2012) aimed to test the effect of long-term 
meditation practice on attention. They compared the performance of regular medita-
tors and non-meditators in a Stroop task (Stroop, 1935). In a Stroop task, partici-
pants are instructed to report the color (ink) of words, one word at a time, while 
ignoring the meaning of the words. For each color-word stimulus, the color and the 
meaning of the word could be congruent (RED typed in red), incongruent (GREEN 
typed in red), or unrelated (SHELF typed in red). Compared to neutral trials, perfor-
mance is usually better on congruent trials and worse on incongruent trials. Kozasa 
et al. (2012, p. 745) reasoned that the Stroop task requires “attention and impulse 
control” and asked whether these abilities are superior in regular meditators. Using 
brain imaging, the authors found increased activity on incongruent trials relative to 
congruent trials but only for non-meditators. The increased brain activity, associated 
with incongruent color-word stimuli, was not observed in regular meditators.

How do we know that the meditators and non-meditators had the same under-
standing of the Stroop task? Recall that Huffman et al. (2017) showed how an active 
approach to ignoring a distractor might increase the cost of the distractor. Could a 
similar and costly strategy have been adopted by the non-meditators in the Kozasa 
et al.’s (2012) study? If we assume that there is only one way to understand and 
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engage with this task, or at least both groups of participants understood the task in 
the same manner (deploying the same set of cognitive capacities), then we could 
conclude that meditators were relatively more efficient than the non-meditators, in 
exercising a set of common capacities. If, however, the meditators took a different 
approach to the Stroop task and, in effect, performed a different task, then we cannot 
conclude that the meditators had a quantifiable increase with regard to the same 
capacities. For example, the regular meditators might have taken a more passive 
approach to the irrelevant word meaning—letting go of the irrelevant stimulus fea-
ture rather than actively suppressing it—making it unnecessary to exert cognitive 
control on monitoring color-word conflict. In other words, rather than enhancing the 
ability to cognitive control (in response to interference), meditation might promote 
an understanding of task performance that reduces the necessity for cognitive con-
trol (by letting go of the source of interference).

In social and cooperative situations, different interpretations of actions can simi-
larly result in different outcomes. Six-year-olds have been found to intervene in an 
unfair interaction, even when that is costly for themselves (McAuliffe et al., 2015). 
When observing another child unfairly and selfishly dividing candies with a partner, 
children demonstrate a tendency to intervene; they refuse the allocation, thereby 
punishing the “selfish” allocator. We might describe the perspective of the child 
who can intervene as a detached third party, and this characterization might be rea-
sonable in certain conditions. However, some manipulations might change the 
child’s perspective. Consider, for instance, that the intervention itself can become 
costly (i.e., intervention could cost the child a candy). Here, the intended manipula-
tions are described as the fairness of the allocation decision and the cost of interven-
tion, though the two factors might interact and change the meaning assigned to the 
act of intervention. Choosing a costly intervention might involve the child’s stand-
point having shifted from a neutral third party to an “ally of the underdog,” given 
that both are placed in positions of disadvantage. If so, what happens in the experi-
ment might not fit the neat and clear categories imposed by the experimental design. 
While experimenters claim to establish a causal link between variables, the cost of 
intervention, and the probability of intervention, they end up instead constructing 
different dramaturgical scenarios (narratives) in the different conditions (Harré, 
1993). If we acknowledge the differences between conditions as differences between 
the dramaturgical scenarios, we will not assume the same variables are at play 
across the conditions.

Turning to a line of research quite different from what I have discussed above, 
though it helps further illustrate my main point, let us now consider the so-called 
second-language effect on cheating behavior. The background for this line of 
research are studies on cheating, in which participants roll a die and report whether 
the outcome matched a pre-specified target number (in which case they would 
receive monetary reward). The die is rolled inside a cup, and no one other than the 
participant can see the outcome. There is, therefore, an incentive to cheat, and par-
ticipants can cheat without being detected, although the rate of cheating can be 
estimated at the group level (Hilbig & Thielmann, 2017). Interestingly, Bereby-
Meyer et al. (2018) reported that the rate of cheating is lower when people use their 

7  The Problem of Interpretation in Experimental Research



106

second language (L2) during the study session, compared to when they use their 
native language (L1). The authors interpreted this effect in terms of the different 
efficiency of information processing across different languages. Presuming that we 
are less efficient with L2, communicating in L2 would prolong decision-making, 
increasing the probability that the relatively slow and rational modes of thought 
dominate our decision. Alternatively, presuming that using L2 and cheating are both 
associated with extra cognitive effort, participants might decide to behave honestly 
merely to avoid the additional effort (Pfister et al. 2016a, b). These interpretations 
both treat cheating as the same type of action (qualitatively equivalent) across the 
two language conditions.

It is possible, however, that different languages evoke different norms, leading 
participants to assign different meanings to a dishonest expression depending on the 
medium of expression. Communicating in L2, particularly for novices, might be 
associated with a range of relationships and sociocultural positions (teachers, fellow 
language students, being in the out-group, etc.), distinct from those that are domi-
nantly associated with L1. It is possible that communicating in L2 evokes situations 
in which dishonesty is either less accessible or evaluated more negatively. Wirth 
et al. (2018b) have argued that rule-breaking sensitizes participants to the concept 
of authority. This phenomenon might itself depend on the medium of communica-
tion. In particular, the concept of authority might be more accessible, and more 
easily evoked, when using L2. If so, then a dishonest expression in L1 and L2 ought 
to be considered as qualitatively different actions, by virtue of evoking different 
meanings (Bergner, 2016; Gozli, 2017). This interpretation stands in contrast to the 
approach that compares the probability of cheating, as the same type of action, 
across different conditions (for a review, see Gozli, 2019).

The second-language effect has been investigated on other forms of decision-
making bias. The studies on the so-called framing effect show that, for the same 
decision, people can become more or less tolerant of risk, depending on whether 
their choice is presented with respect to its potential loss or its potential gains 
(Tversky & Kahneman, 1981). Recent studies have shown the framing effects can 
decrease if the choices are presented in L2, compared to when they are presented in 
L1 (Costa et al., 2014; Keysar et al., 2012). Keysar et al. (2012) found no evidence 
of a framing effect in L2. They interpreted the results in terms of a cognitive and 
emotional distance that comes with using L2, which in turn could result in more 
rational responses. Similarly, Costa et al. (2014) presented participants with moral 
dilemmas and found that a higher number of participants responded in a utilitarian 
(“rational”) manner, e.g., saving five people by killing one person, when the 
dilemma is presented in L2.

Again, it is possible that certain heuristics—or decision “shortcuts”—are less 
accessible in L2. Embodied cognition perspectives are relevant for these lines of 
research (Barsalou, 1999; Gallese & Lakoff, 2005). The meaning of words is 
grounded in perceptual-motor experience and bodily affective sensations. Concepts 
expressed in L1 could be associated with stronger embodied correlates compared to 
L2. An embodied feeling of loss/gain, and its impact on decision-making, might be 
more easily evoked in L1; similarly, a utilitarian response to a moral dilemma might 
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evoke more aversive connotations, or embodied meaning, when considered in L1, 
compared to when it is considered in L2.

A recent study by Korn et al. (2018) fits with the idea that the effect of L2 on the 
framing effect might be due to differences in meaning, rather than differences in 
cognitive effort. Korn et al. attempted to generalize the foreign-language effects in 
terms of the more abstract construct, such as cognitive fluency or cognitive effort. 
To do so, instead of presenting problems in L1 and L2, they presented them either 
in an easy-to-read font (fluent, low effort) or in a hard-to-read font (dysfluent, high 
effort). In their first two experiments, recruiting 158 and 271 participants, the 
authors found no effect of font type. In an online version of the experiment, recruit-
ing a larger sample of 732, they found a small effect of font type in the expected 
direction: the framing effect was smaller with the hard-to-read font. The difficulty 
in obtaining the effect, as reported by Korn et al. (2018), lends support to my alter-
native account of the second-language effect. Beyond variations in cognitive flu-
ency or efficiency, the differences between L1 and L2 might be related to variations 
in meaning and interpretation.

A final example comes from research comparing human-human and human-
computer interaction. Tenbrink et  al. (2010) compared how people gave route 
instructions to (1) another person and (2) to a computer program. Instructions varied 
more widely in the former condition, compared to the latter. In other words, when 
humans addressed a computer, they remained within a narrower range of expres-
sions. While the intended manipulation in the study was the addressee type (two 
categories: human vs. computer program), the unintended manipulation (meaning) 
might have been the perceived linguistic competence of the addressee. Assuming 
that a higher level of linguistic competence in an addressee might lead us to use 
language more freely and flexibly, consequently introducing more variety in our 
expressions. If this explanation holds, we would expect to see a similar pattern of 
findings if we compare how people communicate to computer programs of different 
degrees of sophistication. Moreover, in human-human interactions, we would also 
expect differences in how people communicate to native speakers of a language and 
novice speakers. It would, therefore, be worthwhile to explore variations in how 
people interpret the context and their addressees.

�Conclusion

The aim of the present chapter was to highlight the role of interpretation (on the part 
of research participants) in experimental research (Gozli, 2019; Toomela, 2008; 
Valsiner & Brinkmann, 2016). Aiming to discover causal relations among variables 
of interest, experimental researchers attempt to isolate variables in relatively simple 
laboratory settings (Gozli & Deng, 2018), in which events and behaviors are 
described with respect to a set of already determined categories (Gozli, 2017; 
Mammen, 2017). When the effect of rule-breaking is concerned, for example, 
researchers aim to keep all else equal across conditions, except for whether a given 
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action reflects “conforming to” or “violating” a rule; similarly, when the effect of 
long-term meditation is concerned, we aim to keep all else equal, except for the 
prior meditation experience of the participants. Accordingly, we assume that the 
meaning of events does not change systematically—from the perspective of the 
research participants—as we introduce other manipulations. We might implicitly 
assume that rule-breaking preserves its meaning within the context of the task, 
regardless of the frequency and recency of rule-breaking. Similarly, we might 
assume that the meaning assigned to a distracting item (i.e., how one ought to think, 
and what one ought to do, about the distractor) is the same in the meditator and non-
meditator groups.

My argument consisted of three stages. First, I reviewed several examples from 
experimental psychology, where task interpretation was explicitly manipulated—by 
changing the task instructions—and was found to impact performance in the task. 
These changes do not require changing the physical features of the task. Second, I 
discussed a particular dimension of meaning, namely, the normative dimension, 
within which actions could be identified as “good,” “bad,” “unacceptable,” “desir-
able,” and so forth. Research has demonstrated our ability to detect norms rapidly 
and flexibly, our sensitivity to the presence of others, and our sensitivity to the per-
spective of others in evaluating our own actions. Third, I reviewed several different 
lines of research (on rule-breaking, meditation, intervention by children, and 
second-language effects), where there are clear possibilities for the intended manip-
ulations to be confounded with changes in participants’ interpretation of the events. 
If my criticisms are valid, it would mean that the experiments did not isolate the 
variables of interest (e.g., meditation ➔ distractor suppression) within controlled 
processes (i.e., one and the same task). Rather, different conditions correspond to 
qualitatively different tasks, which could not be neatly compared only with respect 
to the intended manipulations and measures.

Disentangling meaning of an event from experimental manipulations is not 
straightforward (Bergner, 2016). Meaning is not an isolable part of the experimental 
setting, but has to do with how the setting is framed. When the meaning of a given 
task/event changes from the point of view of the research participants, it could mean 
that (a) what the participants view as potentially available is different, including 
potential social incentives and prohibitions; (b) what the participants regard as 
acceptable, good, bad, and so forth, in the experimental context might be different; 
and (c) the presumed purpose of the experimental session might change. All these 
might happen despite the researchers’ belief in the validity of their prior categories 
of description and evaluation.

Once we recognize that our intended manipulations can change the meaning of 
events from the perspective of research participants, we will allow ourselves to 
describe differences between conditions in qualitative terms, in terms of tasks that 
differ in kind, and with respect to different normative standards. What else could 
change, for instance, when a problem is presented in L2, rather than L1? Might 
long-term meditators think differently about the task, which subsequently renders 
them differently prepared for the events in the experiment? Might a child interpret 
intervention differently, once we associate the act of intervention with personal 
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cost? Pursuing such questions requires including the participants’ perspective, 
rather than an insistence on a uniform, third-person description. Social situations, 
including experimental sessions that include researchers and participants, are usu-
ally open to multiple descriptions and transformation, which is to say they have 
depth (Mammen, 2017, 2019). What actually happens, therefore, as a result of our 
experimental manipulations might not fit within the pre-specified categories of 
description and evaluation.
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