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Preface

Digitalization and technological innovations are driving unprecedented changes in the
economy and society, continuously changing life as we know it. The digital economy
and across-the-board digital transformation, significantly accelerated by COVID-19,
pose a number of opportunities and challenges to practitioners, academics, and
policy-makers.

In this context, addressing and understanding the multi-faceted, multi-disciplinary,
and multi-sectorial implications of digital transformation processes for users, systems,
processes, and consumers is crucial. This is the focus of the International Conference
on Digital Economy (IDCEc), which aims at establishing itself as a key forum for
researchers in this area, including junior researchers and doctoral students. The con-
ference encourages a constructive reviewing process at the submission stage and rich
discussion among participants during the conference, which may help authors to further
develop their ideas and grow as researchers.

This book, entitled “Digital Economy: Emerging Technologies and Business
Innovation” gathers the contributions presented at the seventh edition of the conference
(ICDEc 2022), which took place during May 9–11, 2022, in Bucharest, Romania
(https://www.aten.tn/ICDEc2022). The intended audience of this book mainly consists
of researchers and practitioners in the following domains: digital transformation, digital
business models, digital marketing, e-health, and e-learning.

The call for papers invited submissions addressing the requirements of a
multi-sectorial approach when studying the digital transformation process. The Pro-
gram Committee received a number of exciting contributions from a diverse range of
research contexts and countries, relating to the impact of digitalizationin different
sectors. These submissions were XX-blind reviewed by at least two peers, but more
often three, four, and even five peers. In fact, we would like to take this opportunity to
thank the Program Committee who were invaluable in providing helpful and insightful
comments for authors.

This review process led to the acceptance of 15 papers that were presented at this
year’s edition of ICDEc, which constitutes an acceptance rate of 34%. The conference
was held in a mixed format. While we look forward to a safe return to live events, we
wanted to accommodate the participation of authors who still faced travel restrictions.

This book gathers those 15 papers, which address different angles of digitalization,
including the impact of COVID-19 on digitalization, digital models for education and
healthcare, information technology user behavior and satisfaction, and digital mar-
keting and digital transformation.

https://www.aten.tn/ICDEc2022


Special thanks go to the organizers, sponsors, and scientific partners of the con-
ference, in particular the hosting organizations: Bucharest Business School and the
Bucharest University of Economic Studies.

August 2022 Mohamed Anis Bach Tobji
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Two Faces of the Same Coin: Exploring
the Multilateral Perspective of Informality

in Relation to Sustainable Development Goals.
Fostering Formal Work with Digital Tools

Adriana Davidescu

Department of Statistics and Econometrics, Bucharest University of
Economic Studies, Romania

Digital transformation of the labour market is challenging the notion of decent work
with new forms of informality. There is an increasing trend to apply digital tools in
policy design and implementation for accelerating the transition to formality. The
pandemic shows how digitalisation can affect the precarity of informal work.

Mankind is going through a crucial stage of awareness of responsibilities for its
own actions that have generated serious imbalances both in society and at the envi-
ronmental level, overwhelming its future. Achieving a fair, prosperous and sustainable
future is realised through the adoption of the 2030 Development Agenda, which
includes 17 Sustainable Development Goals (SDGs) and has 169 goals.

According to the 2030 Agenda, the concept of “leaving no one behind” (Samman
et al. 2019) focuses on reducing social and economic cleavages and including dis-
criminated and marginalized groups, including those participating in informal activi-
ties. In the light of the recent global situation, international organizations are
strengthening the relevance of considering informality in various concepts, including
resilience, sustainable development, social economy or circular economy.

Therefore, the presentation is focused on the one hand, on the presentation of the
research field of informality from a dual perspective—unilateral versus multilateral—in
relation to Sustainable Development Goals, based on research publications extracted
from Web of Science published between 1978–2021 and on the other hand, on high-
lighting the relevance of knowing the main determinants of the phenomenon,
emphasizing that keeping the incidence of the shadow economy and its causes under
control could offer an alternative in the process of achieving the sustainable develop-
ment. Last, but not least the presentation highlights some approaches on fostering
formal work with digital tools. Digitalisation is redefining work in the informal labour
market. Digitalisation is remaking the world of work, not least in the vast informal
economy that provides livelihoods for more than 2 billion people worldwide.



Spreading the Word on the Digital Economy

Leith Campbell

School of Engineering at RMIT University Australia
Managing Editor of Journal of Telecommunication and Digital Economy

The concept of the digital economy has been around since the 1990s and its
ever-expanding reach is leading to more and more activities being conducted online.
This, in turn, is leading to an expansion of the digital society with its attendant benefits
and issues. The Journal of Telecommunications and the Digital Economy (JTDE), for
example, is seeing more papers evaluating the acceptance of, or resistance to, the
introduction of new online services. It is important, therefore, as ICDEc is doing, to
promote research and discussion on the digital economy and the digital society.

This talk is based on a new initiative by ICDEc and the JTDE to encourage
expanded research papers on a wide range of aspects of the digital economy. It will
describe in broad terms the topics that have been accepted for publication and provide
some indications of what has not been accepted. It will attempt to draw some lessons
on what is important for future studies of the digital economy and where gaps may exist
in research interests.
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The Impact of Digitalization on Unemployment
During Covid-19 Pandemic

Sarah Hariri Haykal and Mohammad Makki(B)

Universite Saint-Joseph De Beyrouth, Beirut, Lebanon
sarah.haykal@usj.edu.lb, mohammad.makki@net.usj.edu.lb

Abstract. The Covid19 pandemic that hit the world turned to be far more than
a health crisis; the lock downs and the untraditional measures that were taken by
most of the countries of the world to decrease the spread of the virus changed
the form of our daily activities, and resulted in major socio-economic challenges.
Although many businesses and institutions shifted to online mode in several sec-
tors and industries, the lack of solid digital technologies and communications
infrastructure made it hard for other countries to cope with the new global real-
ity [1]. This paper claims that digitalized countries; countries with higher Digital
Quality of Life (DQL) Index that is developed by the cyber security Company
Surfshark in 2019, reported lower increase in their unemployment rate. The paper
also claims that higher Covid19 annual cases lead to higher increase in unemploy-
ment rates. A Generalized Linear Model, for a sample of 59 countries including
118 panel data observations, was adopted to test the paper’s claims. The regression
results revealed that there is a significant inverse relationship between DQL index
and the percentage change in the unemployment rate, yet the positive coefficient
between the percentage change in Covid19 cases and the percentage change in the
unemployment rate is insignificant.

Keywords: Unemployment rate · Digital quality of life index · Covid19 cases ·
Digitalization · Socio-economic challenges

1 Introduction

Covid19 viral pandemic is an unforgettable health shock that changed the waywe live on
earth; the daily physical activities that we were used to, have witnessed an untraditional
transformation to heavily depend on online platforms especially when the countries of
the world had to activate measures to reduce the transmission of the virus. The preven-
tive measures to control social distancing and to avoid gathering made many economic
activities impossible; economic activity contracted worldwide to bring the global eco-
nomic growth rate down from 2.9% in 2019 to -3% in 2020. The world major advanced
economies that constitute around sixty percent of the global economic activity are fore-
casted to operate under their potential levels through at least the end of 2024 [2]. As a
consequence of the workplace closures, the supply chains and labor productivity were
disrupted which led to massive employees’ layoffs, income reduction, future uncertainty

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. A. Bach Tobji et al. (Eds.): ICDEc 2022, LNBIP 461, pp. 3–15, 2022.
https://doi.org/10.1007/978-3-031-17037-9_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-17037-9_1&domain=pdf
http://orcid.org/0000-0001-7486-0685
http://orcid.org/0000-0002-2135-9253
https://doi.org/10.1007/978-3-031-17037-9_1


4 S. H. Haykal and M. Makki

and lower spending; resulting in higher unemployment rates and higher poverty levels
[3].

To ensure their survival, many businesses shifted to online mode to perform their
daily operations; information technology played an important role in sustaining many
sectors and industries by reimbursing for economic, social and business losses [4]. How-
ever, the socio-economic and demographic conditions of many countries including the
lack of economic opportunities and other inequalities have made it difficult for those
countries to cope with the existing health shock and have resulted in collateral dam-
ages [5]. The digital technologies and the communications infrastructure as well as the
development of digital capabilities were and are still essential elements for a successful
digital transformation, but the lack of those elements has increased the costs in terms of
isolation, health and opportunities for the billions of unconnected people [6].

This paper intends to examine the significance and the impact of digitalization, mea-
sured by the Digital Quality of Life index (DQL) on the percentage change in unemploy-
ment rate during the Covid19 health crisis. DQL index is developed by the cyber security
Company Surfshark in 2019, and it measures internet affordability, internet quality, e-
infrastructure, e-security and e-government. The paper postulates that countries with
higher DQL index recorded lower increases in their unemployment rate which indicates
an inverse relationship between the two variables. The paper also tests the impact of the
percentage change in Covid19 cases on the percentage change in unemployment rate
while predicting a direct relationship between the two variables. The following sections
of the paper present the available literature in the field of digitalization and health shocks,
the methodology being adapted to test the proposed claims, and analyze the regression
results and the conclusions.

2 Literature Review

Health shocks are illnesses that prevent households from performing their normal daily
activities [7]. They have negative economic implications where the risks are greater
in the countries that lack public healthcare and sanitations systems, and that have high
population densities [8]. Health shocks significantly affect the income, consumption pat-
terns and asset accumulation in developing countries, and they also decrease individual
savings [9]. The close history showed that the outbreak of a similar virus namely the
“SARS” have resulted in a decrease in travel and tourism income of most of the infected
countries [10]. It has affected the demand and supply sides of the labor market with
significant Human Resource Management consequences mainly on hotel employment
in China and Singapore [11].

Lenhart (2018) investigated the impact of a sudden health shock on the productivity
of labor, household income and employment status, as well as on the working hours to
prove that sudden health shocks reduce earnings, especially for highly educated males in
managerial jobs. The results also indicate that health shocks cause lower productivity in
the labor market [12]. Furthermore, adverse health shocks negatively affect employment
and income especially for the less educated males and for those in middle-ranking
positions [13]. The remaining part of the literature review addresses two major issues:
the consequences of the Covid19 pandemic on unemployment rate and poverty levels,
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and the importance of Digitalization in sustaining businesses in several sectors and
industries and in preventing job losses.

The Covid19 is labeled as the “Great Equalizer”, which indicates that everyone is
equally exposed to the virus, and that the economic activity of most of the people, espe-
cially low-income groups, is similarly affected [14, 15]. Although Covid19 vaccination
has started, economic recovery varies between the countries of the world; the pandemic
has divided theworld into twomajor blocs: the countries that created the vaccines and the
rest of the world. Given the production capacities and the distribution inequalities, it will
be very hard to maintain equal and fast recovery among all [16]. The spread prevention
and control measures implemented by most of the countries of the world have resulted
in an extraordinary decline in people’s movement along with a reduction in energy and
fuel demand [17]. Many businesses and SMEs were forced to shut down. Employees’
layoffs increased, supply value chains and cash flows were interrupted, and the spending
and demand behaviors of people endangered migrants and displaced populations and
heightened unemployment rates and poverty levels [18]. Although digital transforma-
tion is regarded as a catalyst in bringing in business sustainability and in ensuring a
survival mode [19], the lack of digital infrastructure, digital awareness and the weak
internet connectivity pose critical questions regarding jobs and unemployment rates in
many countries.

According to the International Labor Organization (ILO), around 255 million full-
time jobs were lost across the world [20]. In the focus on urgent action to save lives
and to repair livelihoods, many businesses had to shut down where the largest job losses
took place during April 2020, and the major sectors and industries that were negatively
affected by the pandemic are entertainment and hospitality, travel and transportation,
support jobs for mining and oil and gas extraction, construction, food manufacturing,
and retail, as well as the self-employed workers [21].

The shutdowns of many small to medium businesses which are financially-fragile
have induced higher poverty levels among both genders, yet womenwere highly affected
thanmen.Covid19pandemic is predicted to deepen the economic disparities and inequal-
ities among people and to add further financial stress to businesses and to consumers [22].
Cyzmara et al. (2020) stated that women had to quit their jobs to stay with their children
during the school lockdowns and to control their social contacts [23]. Hai-Anh et al.
(2021) indicated that women are 24% more likely to permanently lose their jobs than
menwhichwould result in 50% fall in their income andwould lead to lower consumption
patterns [24]. While the worldwide efforts were successfully able to decrease poverty in
2019, the Covid19 pandemic has reformed the decreasing trend and is estimated to add
to the existing figures an additional 49 million people [25].

The rolling consequences of the rising unemployment and poverty in most of the
countries of the world have deepened income inequality and created vaccine inequity. It
has also caused food insecurity, adverse individual and public health outcomes [26], and
has pushed millions of students out of the education systems especially in low-income
countries [27]. Since lower paid workers, mainly women, alongside the poor, elderly,
disabled and migrant populations, serve in essential services’ sectors like transportation,
teaching, cleaning, hotels and restaurants, policing and others, they bared the harmful
consequences more than others [28].
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As many businesses turn to an online mode in several sectors and industries, the
Covid19 pandemic proved that digital connectivity is crucial for their survival and for
social resilience especially during the peak times of the health crisis [29]. Organizations
in all sectors are transforming most of their possible physical daily activities digitally
to respond to the needs of their customers, patients, citizens and all other beneficiaries
in their communities; yet many other companies and businesses were unable to trans-
form their workforce digitally due to the lack of digital infrastructure and due to the
shortage of skilled employees who can facilitate the process [30]. It is indicated that
while digitalization can reduce human errors, retain customers and jobs and create inno-
vative opportunities, the process might be difficult for many businesses due to limited
resources, bureaucratic processes, and deficient commitment from senior administration
[31].

The companies that were able to transform many of their physical activities into
digital ones were able to save their employees and to serve their customers especially
those who face mobility restrictions [32]. E-commerce and telecommuting proved to be
very helpful in absorbing the health shock and its economic consequences; the firms that
stepped rapidly into the information and communication technologies and have trans-
formed their activities digitally were able to survive and stay in the market. Wang et al.
(2021) indicated that the Covid19 pandemic has changed the labor market parameters
after the rapid shift to online modes; the investment in human capital digital-skills is now
an essential element for the sustainability of the workers and the enterprises [33]. Based
on Dell’s Digital Transformation Index that surveyed more than 4000 business leaders
across the world, it was clear that 80% of the organizations tracked rapidly their digital
transformation programs in 2020. The report shows that technology and digitalization
is no longer a choice; it is a business strategy that shall be set as part of the strategic
planning of every organization, since it can lead to effective collaboration within and
between organizations, higher employee innovation and productivity, business growth
and job creation [34].

Although digital transformation have a great potential in boosting growth and in
preserving jobs and businesses, many countries witnessed network congestion, decline
in average internet speed and failing of service quality even in relatively developed mar-
kets. In addition to that the unequal access to quality broadband connectivity risked the
stability and increased social inequality between those who can use digital connectivity
to ensure business continuity and observe social distancing and those who are unable
to do so, mainly refugees, the poor and the minorities [35]. According to a report by
the International Fund for Agricultural Development, millions of rural families will stay
in poverty due to the lack of digital infrastructure; in many rural areas of many coun-
tries, people are still living under tough conditions where the access to banking services
or mobile connectivity is limited if not impossible. During the pandemic many families
stopped receiving the money that usually arrives with migrant workers whichmade them
unable to cover their basic needs such as food, schooling, medical bills, and housing
[36].

Based on the above-mentioned literature, it is evident that digitalization; mainly
transforming the business activities, where possible, to digital ones is an important
element that can smoothen the negative impacts of the pandemic, sustain the businesses
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and decrease the rate of losing jobs; thus, decreasing the possibility of losing income
and entering into poverty.

3 Research Methodology

The main purpose of this paper is to examine the significance and the directional impact
of digitalization,measured by theDigital Quality of Life Index, on the percentage change
in unemployment rate during the Covid19 pandemic. Furthermore, the paper tests the
significance and the directional relationship between the percentage change in unemploy-
ment rate and the percentage change in Covid19 annual cases. To achieve the purpose of
the paper; a sample of 118 observations for 59 countries was selected. The countries that
were considered in the study - are all countries that have DQL index in years 2020, and
2021 since the cyber security Surfshark Company have cancelled few and added others
- are Australia, France, Singapore, Norway, Japan, Canada, Denmark, Italy, Sweden,
United States, Netherlands, Israel, Switzerland, Spain, United Kingdom, Finland, Ger-
many, New Zealand, Belgium, Austria, Lithuania, Hungary, Portugal, Poland, Russia,
Estonia, Slovenia, Ireland, United Arab Emirates, India, Romania, Qatar, Turkey, Slo-
vakia,Mexico,Croatia, Latvia, SouthAfrica,Malaysia,Uruguay,Chile, CzechRepublic,
Albania, China, Greece, Georgia, Azerbaijan, Philippines, Brazil, Argentina, Armenia,
Iran, Morocco, Indonesia, Thailand, Nepal, Pakistan, and Algeria.

The panel data sample included 118 observations for the following variables: the
Unemployment rate, Digital Quality of Life Index, Covid19 annual cases, electronic
government index, and per capitaGDP.TheCovid19 annual caseswere gathered from the
Worldmeter website [37], and the annual observations of the year 2021 were calculated
by deducting the total number of the accumulated cases reported on December 31, 2021
from those reported on December 31, 2020. All 2019 cases reported zero values and
were not considered in the data set. The Digital Quality of Life Index, developed by the
cyber security company Surfshark based in British Virgin Islands, ranks countries based
on five fundamental digital well-being pillars: internet affordability, internet quality,
electronic infrastructure, electronic security, and electronic government. The Index was
first developed in year 2019 and it included 65 countries, then the company removed
few countries and added others to calculate the index for a total of 112 countries in 2020
and in 2021. The data on DQL and on the electronic government index were gathered
from the homepage of Surfshark [38].

The natural logs were applied to unemployment rates since the change in natural
logs are equivalent to percentage change in the variable. Natural logs were also applied
to Covid19 cases to linearize the variable as Covid19 cases (count variable) are assumed
to follow a power law function [39, 40]. Per capita GDPwas calculated by dividing GDP
by population and the data on GDP, population and unemployment rate were gathered
from theWorld Bank development indicators [41], Statistica [42], andMacrotrends [43]
websites. E-Views software was used to generate the results.

Since the number of observations N (118) is greater than the selected time period for
each country T (2), stationarity testing is not an essential pre-requisite [44], thus unit root
testing was not performed. Scatter diagrams were generated to provide a preliminary
view on the relationship between several variable, especially for the variables that were



8 S. H. Haykal and M. Makki

included in the regression. Descriptive statistics are provided, Ordinary Least Squared
method was used to regress the percentage change in unemployment rate on DQL index
and on the percentage change in Covid19 annual cases, residual normality, and het-
eroskedasticity tests were conducted. The Generalized Linear Model was later used to
regress unemployment rate on the considered independent variables due to the major
reasons: the residuals are not normally distributed, heteroskedasticity was detected and
Covid19 cases follow a power law function.

4 Results and Analysis

Box-plots were generated for the considered variables to detect the existence of any
outliers; LnU data showed outliers as provided in in Fig. 1 below.

Fig. 1. Box-plot for Ln unemployment

The outliers corresponded to three observations related to South Africa and Thailand
and the two countries were removed from the sample data set to avoid high variability
and to ensure that the regression results are statistically significant. The scatter diagrams
in Fig. 2 below were determined to provide preliminary visual figures to detect the
relationship between DQL index and the percentage change in unemployment rate;
provided as LnU, as well as between LnCovid19 and LnU.

The first two diagrams concern the mentioned variables and it can be concluded
that the plots are inversely scattered for DQL index and LnU while they tend to directly
scatter betweenLnCovid19 andLnU.The third diagram shows that the plots are inversely
scattered, thus there is an inverse relationship between electronic government index and
LnU. The last diagram clearly presents a direct relationship between DQL index and the
per capita GDP.

Table 1 below provides the correlation matrix that was generated to detect any high
correlation between any of the considered independent variables. The matrix shows a
high correlation between DQL index and the Electronic Government Index since the
latter is used to construct DQL along with other variables. Thus Electronic government
index will not be used in the regression function. On the other side DQL index and
LnCovid19 are not correlated.
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Fig. 2. Scatter diagrams

Table 1. Correlation matrix of exogenous variables.

Descriptive statistics for the three variables that were used in the regression model
are provided in Table 2 below. As indicated, the total number of observations considered
in the sample is 114, and according to the P-value of the associated Jarque-Bera, all
variables are normally distributed with a P-value higher than 5% level of significance.

Since the main purpose of the paper is to determine the partial slope coefficients
of DQL index and LnCovid19 and to test their significance in affecting the percentage
change in Unemployment rate, the regression function stated in Eq. (1) was regressed
using Ordinary Least Squares method.

LnU = β1 + β2DQL Index + β3LnCovid19+ ui (1)
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Table 2. Descriptive statistics of the regression variables.

where β1 is the model intercept, β2 and β3 are partial slope coefficients and ui is the
stochastic disturbance term. The regression results using OLS are presented in Table
3 below. The P-values of the model intercept and DQL Index partial slope coefficient
are lower than the 5% level of significance while that of LnCovid19 is higher. Thus, the
intercept andDQL Index are significant while LnCovid19 is not. Furthermore, the partial
slope of DQL index is negative indicating an inverse relationship between DQL index
and LnU. The Overall model is significant with an F-Statistic corresponding P-value of
0.0077 which is lower than 5% level of significance. R2 is 8.3% indicating that 8.3%
of the variation in LnU is due to the variation in DQL index. The value of R2 is low
indicating that other structural and cyclical variables like GDP, healthcare insurance,
government intervention, etc. can be added to the equation to explain the variation in the
unemployment rate. This is to note that the unemployment rate is a structural and cyclical
variable, while DQL index is a structural variable, measuring the long-term investment
in digitalization, and that Covid19 annual cases’ is a circumstantial one [45].

The normality of residuals was also checked taking into consideration that the null
hypothesis states that residuals are normally distributed. The P-value of the Jarque-
Bera, that is 0.2161 appeared to be greater than 5% level of significance, which provides
enough evidence to retain the null hypothesis. The heteroskedasticity test couldn’t not
be carried out due to near singular matrix error although DQL and LnCovid19 are not
correlated. The auxiliary regressions between DQL and LnCovid19 were performed
and the coefficients are insignificant. As a result, the constant term in the equation
was dropped and heteroskedasticity was evident with a P-value of 0.0010 which is
lower than 5% level of significance. The null hypothesis is rejected, and the problem of
heteroskedasticity exists.

The Generalized Linear Model (GLM), which assumes homoscedasticity, allows
for different error distributions and permits the dependent variable to have different
relationships with the independent variables [46]. Since the residuals in the previously
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Table 3. Regression results using OLS

regressed model are not normally distributed, and since the problem of heteroskedas-
ticity was detected, the paper utilizes the GLM [47] to regress LnU on the considered
independent variables. The GLM regression results are provided in Table 4 below.

The P-values of the model intercept and DQL Index partial slope coefficient are
lower than the 5% level of significance while that of LnCovid19 remains higher. Thus,
the intercept and DQL Index are significant while LnCovid19 is not. Furthermore, the
partial slope of DQL index is negative indicating an inverse relationship between DQL
index and lnU; as DQL index increases by 1 point on average, the percentage change in
the unemployment rate decreases by 0.516 points.

Regarding the Likelihood ratio test, the null hypothesis sates that there is no differ-
ence between the full and reduced model, while the alternative hypothesis states that the
full model is better. With P-value of 0.0062 for the LR statistic indicates that the null
hypothesis is rejected at the level of significance of 5% and that additional variable(s)
should be added to increase the predictive power of the model.

The regression results presented in Table 4 indicate that digitalization including
internet affordability, internet quality, e-infrastructure, e-security, and e-government is
a determinant factor that leads to lower surges in unemployment rate during shocks like
the Covid-19 pandemic. Countries with higher Digital Quality of Life index can better
respond to lockdowns and health control measures by shifting to online operations and
hence preventing people from losing their jobs. Digital transformation became vital
for all the sectors of the economy especially after the pandemic. The rise of digital
currencies, digital technologies, and digital innovation are changing business processes,
products and services and are driving business leaders to restructure their operations
and their business relationships [48]. Thus, the future of the economies is expected to
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Table 4. Regression results using GLM.

follow the digital trend where international cooperation for regulating digital relations
and digital operations is urged to guarantee efficient global macroeconomic results [49].

5 Conclusion

Covid19 pandemic is a health shock that hit the world during the last quarter of 2019 and
outbreak in 2020 while endangering the lives of millions. The negative consequences
of the Covid19 pandemic were plentiful; millions of people lost their jobs, and millions
entered into poverty levels. The officialmeasures undertaken by the authorities inmost of
the countries of the world to contain the virus, threatened the existence of the businesses
and have led to many shutdowns. For many businesses, shifting to online modes and
digitalizing their daily activities where possible was a needed action to ensure their
survival. This paper succeeded in providing evidence on the significance and the inverse
effects of the Digital Quality of Life index on the change in unemployment rate but it
failed to prove that the percentage change in Covid19 cases directly affect the percentage
change in the unemployment rate.

United Arab Emirates, Sweden, Denmark, Qatar and Norway were the top five
countrieswith themost developedE-infrastructure, the highest DQL index [38], andwith
high Human Development index values in 2020 [50], while Nigeria, Nepal, Bangladesh,
Kenya and Pakistan were the last five countries with the least developed E-infrastructure,
the lowest DQL index, and with low Human Development index in the same year. This
helps in explaining how the Covid19 health shock differently impacted the countries of
the world; for example, Denmark was able to bring unemployment rate from 5.66% in
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2020 to 3.1% in 2021, while Pakistan’s unemployment rate increased by around 1% in
2021 [41].

The paper’s results open the door for public and private sectors to set and activate
predictive plans to absorb any unexpected future shocks by incorporating digital trans-
formation into daily activities and business strategies. Furthermore, countries that are
facing lack of digital infrastructure should invest more resources in the sector to prevent
businesses and their citizens from the negative effects of similar future and unexpected
shocks.
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Abstract. This paper focuses on the impact of the COVID-19 pandemic on ICT
sector employment through the prism of digital gender gap divide change in 2020
as a comparative analysis of EU-27 country’s performance. The paper aims to
examine the share of employedwomen andmen ICTprofessionals in total employ-
ment in the ICT sector, aged 15 to 74, from2011 to 2020 in the EU-27, highlighting
annual national disparities in the 2020 pandemic year. The standard deviations (Z-
score) and percentage deviations of the European Union countries from the EU-27
average in 2020were calculated. The data used for the analysis have been obtained
from Eurostat (2021): Employed ICT specialists by sex.

The analysis results show that in the pandemic 2020, the deviation of women’s
employment in the ICT sector of the EU-27 from the EU-27 average ranges from
2.4 σ to -1.6 σ. The deviation of employed men in the ICT sector from the EU-27
average is in the same range but opposite.

Peak differences and their causes have been explained. Conclusively, lim-
itations and further research orientations within the wider topic frame are
elaborated.

Keywords: Digital gender gap · ICT employment · European union · COVID-19

1 Introduction

The early 2020 outbreak of the COVID-19 pandemic has brought about years of change
in the ubiquity of digitization. How our lives have changed has not left space untouched,
including all business sectors in all world regions. According to the McKinsey Global
Survey, business companies have accelerated the digitization of their customer interac-
tions, supply chain and internal operations in three to four years. The share of digital or
digitally enabled products in their portfolios has accelerated almost twice as fast: in a
shocking seven years [1].

Besides the digital acceleration, the pandemic outbreak also exposed and further rein-
forced our existing traditional divides between north and south, east and west, developed
and underdeveloped, rich and poor, transforming them into connected and disconnected.
Various social, cultural and individual modifications in the frequency of ICT presence
worldwide have been defined through the term digital divide (inequalities in access,
capacity to use and ways of engaging with ICTs) throughout the research literature.
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The digital divide problem appears as an obvious obstacle, ameasurable gap between
different areas of ICT implementation, integration, use, education, and employment
availability for other social groups. The gap in prosperity between those who have
access to ICT and the digitally excluded, if not corrected, will further widen and thus
increase inequalities in all other social inclusion areas, resulting in even more signifi-
cant societal deviations. The digital gender gap has been under European Commission
policy closer loop recently due to EUs “Digital Compass: the European way for the
Digital Decade” [2] and “Path to the Digital Decade” [3] enabling complex, structured,
multilevel approach in achieving digital societal transformation in EU. Among numer-
ous tools Digital Economy and Society Index (DESI) specific area Women in Digital
Scoreboard [4] aims to place focus on woman’s path in digital environments indicating
how persisting extensive underrepresentation of women in digital indicators is present
across EU-27 countries with only 19% of women ICT specialist whose role in digital
transition acceleration is of the most importance. Digital Compass, therefore, set a target
of gender balance (convergence) in ICT specialists by 2030 [2].

The main focus of this research paper is to investigate the digital gender gap between
employed women and men ICT specialists, as defined by the ISCO-08 classification
and including jobs like ICT service managers, ICT professionals, ICT technicians, ICT
installers and servicers in the total number of employees in the ICT sector, aged 15 to
74, from 2011 to 2020 in the EU-27, highlighting annual national differences in the
pandemic year 2020.

2 Literature Review

In a recent information society [5], digitalization is undeniably a total social fact [6] Its
power, embedded in a technological process as a fundamental societal developmental
driver, transforms the world as we know it at the speed of a mouse click. Global socio-
economic stakes of digital social transformation reinforced by a COVID-19 pandemic
outbreak are dizzyingly high while provoking further enforcements of inherited societal
gaps (demographic and climate change, environmental degradation and social inequality
growth) defined as a digital divide [7].

The digital divide is a part of the wide topic of social inequality placed in a focus
of a contemporary society due to its rapid technological progress upon all other parts of
today’s existence lay upon. The digital divide of today can reinforce and build upon tradi-
tionally existing poles rooted in several fundamental aspects: economic resources avail-
ability, geographical distinction between urban and rural, inter-generational approach
obstacles where elderly are subordinated, gender where women are severely underrepre-
sented and suppressed, language obstacles due to the predominance of English language
in ICT service and industry, educational achievement and long-life learning opportuni-
ties, social and cultural environment and support, employment rate and other forms of
social exclusions (asminority, invalidity, ethnicity, religion, race, class, socially excluded
and underrepresented groups). All of the above factors (or their multi-combination)
can be understood as a source, cause and consequence of unequal digital attainability,
reinforcing and deepening further socio-economic divisions and discrepancies [8].
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2.1 Overall Frame and Literature Inputs

The term digital gender gap itself is identified when women access and use ICTs less
than men, thus exacerbating and widening further gender inequalities [9] Gender char-
acteristics of the digital divide have been of a wider interest lately due to socio-economic
and demographic specificities with the exponential growth of the ICT sector worldwide
as authors reinvent empowering forces of women’s presence in the ICT sector [10–12]
Gender bias has been often masked in the traditional binary legacy of established social
norms, statuses, roles and prejudices. Mainstream was thou gender blindness as a tool
for the maintenance of male privilege [13, 14], reinforcing and supporting further deeply
rooted social structure of gender bias through gender pay gap and glass ceiling existence
[15–19].

Berger and Luckmann, in a theory of social constructionism, explained the essence of
the existing gender gap in a contemporary digitalized society considering social systems
as based on interaction. Eventually, interactions develop into accustomednorms and roles
while they become institutionalized and embedded in society as standardized terms of
cultural expectations. Therefore, the social construction perspective could contribute to
understanding cross-cultural variation in social gender roles and expectations, including
the digital gender gap [20] Additionally, Crenshaw interprets gender norms in societies
through intersectional theory, in which she discusses the multidimensional experience
and identities as fluid and susceptible to changes through microcultural frames present
[21] Cultural differences, as explained by Hofstede (2001) who has provided a powerful
tool for cultural comparisons in defining culture as the “collective programming of
the mind which distinguishes the members of one group from the other’ and helps
in understanding the difference between national cultures” can be a starting point in
understanding the digital gender gap in EU-27 ICT employment [22].

UN’s sustainable development goals empowered in 2016 set targets for goal 5 to
achieve gender equality and empower women as a necessary foundation for a peaceful,
prosperous and sustainable world by 2030. Latest reports show limited progress that has
been made is now endangered due to the COVID-19 pandemic, while structural gender
inequalities have been further amplified [23, 24].

Although the EU can be seen as aworld leader in its dedication to gender equality, the
Strategy 2020–2025 proves complete balance equilibrium is still a goal to be reached
in numerous spheres of digitalized social life [25] Focusing closely on recent EU-27
policy development as a response toward pandemic outbreak relevant research have
shown negative trends overspill towards women labour force in general, followed by a
drastic gender gapwidening, especially in female-dominated occupational sectors, while
delicate growth ofwomen appearance in traditionallymale-dominated sectors, especially
ICT has risen, although this result needs to be taken into consideration precisely as a
direct result of enlarged e-services usage in all sectors due to the pandemic restrictions.
Additionally, “women were more at risk of financial fragility than men, with 58% of
women (compared with 48% of men) reporting that they would not be able to maintain
the same standard of living” during the pandemic outbreak [26] Overall, long-term
consequences consequentlywill triggerwomen harder thanman,while attractingwomen
to ICT is a matter of socio-economic developmental frames related to broad industry
deficiencies [27] European Institute for Gender Equality (EIGE) has estimated benefits
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of woman’s full and equal participation in STEM sector could contribute towards 820
billion EURGDP and 1.2millionmore jobs in EU-27 by 2050 [28], additionally slowing
down the odds for EU the keep up the leading societies in the world digital primacy [29].

Numerous studies have shown how crises generally change priorities [30], while
reductions consequently reinforce the gender gap widening, as shown in Greece, Korea
and Turkey [31–33] The study conducted by Jaba, E., et al. (2021) proved that the crisis
influenced the employment gender gap in the EU, reviling overall convergence, with
significant variation among regions and depending on educational level [34].

Socio-economic consequences regarding the digital gender gap are numerous and
diverse. They include women’s exclusion from higher-paid jobs, access to knowledge,
skills and information, quality and diversity of products with limitations to creative
potential, reduction of ideas and innovation, ability to spread their influence wide and
affect developmental and policy-shaping, lack of authority. Gender biased practices
lack competitiveness and are unable to supply labour markets in demand for qualified
specialists as the potential of more than half of the population is unused [35–37]. Further
on, as shown by Ferrant & Kolev (2016), the income loss associated with the gender gap
amounts to USD 12 trillion, or 16% of global world income [38].

Reports of tiny improvements onwomen’s progress in ICT sector have been shattered
by proven declining trends throughout Western and Northern EU countries in a couple
of last decades [39] provoked by women’s need for flexibility in work-life balance [40],
especially for women with children [41] is partly explained through the leaky pipeline
theory [42] Occupational preferences related to gender thou, are confirmed to be culture
influenced and different throughout the world [43] In research analyses from China,
India, Saudi Arabia and Malaysia [44, 45] where indoors working spaces (including
ICT sector) are prescribed as female [19], confirming Hofstede’s cultural theory.

Thinking in terms of wellbeing and Sustainability, out of the growth and profit box
in ICT as a new developmental driver towards degrowth and environmental transfor-
mation [46] with ICT in a critical transformative role in bridging the digital gender
gap is essential [47] to avoid the transformative process of female perspective depri-
vation in this equity paradox as women indeed represent over half of the total popula-
tion. Enabling full population potential can undoubtedly lead to fair digital societies of
tomorrow overcoming contemporary, binary stereotypes.

Additionally, ICTs are seen as a cornerstone of further socio-economic and environ-
mental transformation toward sustainable development goals [48, 49], although it may
not be seen as a magic wand but need careful planning, implementation, monitoring and
cross-cultural adaptation [50, 51].

2.2 Characteristics and Employment Trends in the EU-27 ICT Sector

UN Policy Brief on COVID-19 Impact on Women exposed emerging evidence on
women’s socio-economic lives and participation during pandemic breakdown. Women
are being affected disproportionately and differently than men as their capacities to
absorb socio-economic shocks are less than men. Women traditionally take on greater
care demands at unpaid home labour, so cuts and layoffs will affect their jobs. Such
impacts risk rolling back the fragile gains made in female labour force participation
throughout different employment sectors, including ICT [52].
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According to Eurostat’s (2021) data, overall employment in the ICT sector in EU-27
countries is increasing annually. The absolute increase of employed persons with ICT
education is shown in Fig. 1.
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Fig. 1. Employed personswith ICT education in EU-27 2011–2020, in thousand. Source: Authors
according to Eurostat (2021)

Calculated absolute and relative rates of change showan increase in total employment
(men and women) with ICT education in EU-27 from 2012. The average increase from
2012 until 2020 amounts to 4.72% annually. To examine whether the pandemic year
2020, due to greater use of digital technology, increased employees with ICT education,
relative changes in the number of employees from year to year were calculated, i.e. the

Table 1. EU-27 ICT employment 2011 until 2020

Year Employed persons with ICT
education in 000

Absolute rates of change in
000

Relative rates of change, %

2011 1.913,0 –

2012 1.868,5 −45 −2,33

2013 1.971,2 103 5,50

2014 2.116,5 145 7,37

2015 2.158,9 42 2,00

2016 2.338,7 180 8,33

2017 2.367,2 29 1,22

2018 2.527,6 160 6,78

2019 2.622,4 95 3,75

2020 2.703,0 81 3,07

Source: Authors according to Eurostat (2021)
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dynamics of change are shown (Table 1). The most significant annual increase is evident
in 2014, 2016 and 2018 compared to the previous year. The growing linear trend shown
in Fig. 1 and the dynamics of change in the number of employees shown in Table 1 from
2012 do not offer a more considerable increase in 2020 compared to the previous year’s
annual growth.

Female ICT specialist employment in 2020 is the same as in previous years, amount-
ing to less than 20%of overall ICT specialist employment. Exceptions are evident inDen-
mark (32.9%), Greece (30.6%), Cyprus (27.5%), Bulgaria (27.4%), Romania (27.0%),
Sweden (24.5%), Ireland (23.2%), Spain (20.9%) and Lithuania (20.7%) as shown in
Fig. 2.

The trend in EU-27 was more deeply presented in a research paper by Pisker,
Radman-Funarić, and Sudarić [53]. Pandemic 2020 did not provoke significant changes
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Fig. 2. Women and men ICT specialist employment ratio in EU-27, 2020. Source: Authors
according to Eurostat (2021)
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in the ratio of employed men and women ICT specialists, i.e. the employment of men
still follows the default trend keeping men employment in the sector 4 to 5 times higher
than the employment of women.

3 Data and Methodology

In the first step, the paper analyses the annual dynamics of ICT specialists’ employment
change in the 2020 pandemic and 2019 pre-pandemic year, aiming to determine if the
overall employment increase dynamics have scaled up.

Secondly, besides the overall dynamics of change, the paper also analyses if there has
happened a gender conditioned change in the ratio of women and men ICT specialists
employed in EU-27 countries and their national specificities.

Third, world trade data dynamics show the growing importance of digital technolo-
gies during the COVID-19 pandemic, with ICT services growth up to 14,97% (from
12,51% in 2019) of total services exports worldwide and 5,34% (from 4,1% in 2019)
in Europe [54], authors aimed to research if the ICT sector employment demand has
followed women participation growth and digital gender gap decline.

Modelled on the previous research paper [53] exploring the share and deviation of
employed women ICT specialists in the ICT sector’s total employment in the EU-27
countries, this paper’s primary focus is the share of women and men ICT specialists
employed in the full employment of ICT specialists, aged 15–74, in 2020 and its annual
national dynamics of change in comparison to the previous 2019 pre-pandemic year.

Fourth, according to Eurostat’s (2021) data, in 2020, there were 2.703.000 ICT
educated women employed, as shown in Table 1. Aiming to determine if specific coun-
tries’ deviation from the EU-27 average is higher or lower and what are those countries
the deviation in standard deviations (Z-score) [55, 56] of each of the European Union
countries from the EU-27 average in 2020 was calculated.

Zi = Xi − μ

σ
(1)

Besides the Z-score can reveal the area under the standard normal curve for any value
between themean (σ= zero) and any z-score, the calculated Z-values are used for a better
(more accessible) display of the deviation of an individual country from the average and
the deviation between individual countries. Sample-based interval prediction is not used,
as data on ICT specialists in the EU-27 countries represent the total population.

Countries are ranked according to the deviation from the EU-27 average. The per-
centage deviation of countries from the EU-27 average was also calculated [57]. Data
are obtained from Eurostat (2021): Employed ICT specialists. Broad definition based on
the ISCO-08 classification and including jobs like ICT service managers, ICT profes-
sionals, ICT technicians, ICT installers and servicers - % of individuals in employment
aged 15–74, and Employed ICT specialists - % of females in employment aged 15–74
and % of males in employment aged 15–74 [58].

Finally, to avoid the impact of dispersion of data from other countries on the Z-value
of each country, we calculated the change in the percentage of employed women in
the ICT sector, with the mean and standard deviation calculated for 2011–2019 for that
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country. We expressed this change as Z values, and we observed whether a difference
greater than one or two standard deviations in both directionswas present in the pandemic
year.

4 Result and Discussion

The average deviation of the EU-27 countries from the EU-27 average in the employment
of women ICT specialists is 6.68 p.p., calculated by geometric mean [56] Although the
average deviations of women andmen ICT specialists’ employment 2020 data compared
to 2019 show a significant similarity in the deviation ICT specialist of the EU-27 coun-
tries from the average, observing the EU-27 countries individually, numerous national
differences are evident from country to country and by gender as shown in Fig. 3.
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Fig. 3. Women ICT specialist employment change in overall ICT specialist employment 2020 in
regards to 2019. in p.p. Source: Authors according to Eurostat (2021)

Women ICT specialist employment in 2020 in overall ICT specialist employment
has fallen compared to 2019 by 0.1 percentage points. Latvia has recorded the most
significant decline with a drop of 18.4 percentage points (down from 24.8% to 6.4%).
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Austria, Slovenia and Luxembourg recorded a drop of about ten percentage points, and
France by 5.7 percentage points. The most significant increase in women ICT specialist
employment in 2020 is present inDenmark, 14.3 p.p., followedbyLithuaniawithfivep.p.
Other countries record minor changes, except Croatia, where the number of employed
women ICT specialists has not changed. It is essential also to emphasize how each
percentage point of change in the employment of women ICT specialists represents a
change in male ICT specialists with the opposite sign.

Unlike the previous analysis, which shows the percentage change in the employment
of ICT female specialists in 2020 compared to 2019 in each EU-27 country, the following
shows the percentage of employedwomen andmen ICT specialists in the total population
of ICT specialists in 2020. From these data, the deviation of each country from the EU-27
average was calculated. The deviation was calculated in standard deviations to illustrate
the deviation from the normal Gaussian distribution.

Table 2 shows the percentage of women and men ICT specialists in the total employ-
ment of ICT specialists and each country’s deviation from the EU-27 average in standard
deviations.

Table 2. Share of women employed in the ICT sector, deviation from EU-27 average in 2020,
Z-score, in σ

Country Employed ICT
specialists - % of
females in total
ICT employment

Employed ICT
specialists - % of
males in total ICT
employment

Deviation from
the EU-27
average, Z-score,
females, in σ

Deviation from
the EU-27
average, Z-score,
males, in σ

EU-27 17,2 82,8

BE - Belgium 10,9 89,1 −0,9 0,9

BG - Bulgaria 27,4 72,6 1,5 −1,5

CZ - Czechia 11,1 88,9 −0,9 0,9

DK -
Denmark

32,9 67,1 2,4 −2,4

DE -
Germany

14,8 85,2 −0,4 0,4

EE - Estonia 18,1 81,9 0,1 −0,1

IE - Ireland 23,2 76,8 0,9 −0,9

EL - Greece 30,6 69,4 2,0 −2,0

ES - Spain 20,9 79,1 0,6 −0,6

FR - France 16,6 83,4 −0,1 0,1

HR - Croatia 16,4 83,6 −0,1 0,1

IT - Italy 16,9 83,1 0,0 0,0

(continued)
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Table 2. (continued)

CY - Cyprus 27,5 72,5 1,5 −1,5

LV - Latvia 6,4 93,6 −1,6 1,6

LT -
Lithuania

20,7 79,3 0,5 −0,5

LU -
Luxembourg

13,5 86,5 −0,6 0,6

HU -
Hungary

17,1 82,9 0,0 0,0

MT - Malta 15,0 85,0 −0,3 0,3

NL -
Netherlands

13,9 86,1 −0,5 0,5

AT - Austria 14,5 85,5 −0,4 0,4

PL - Poland 11,7 88,3 −0,8 0,8

PT - Portugal 19,0 81,0 0,3 −0,3

RO -
Romania

27,0 73,0 1,5 −1,5

SI - Slovenia 9,7 90,3 −1,1 1,1

SK - Slovakia 13,2 86,8 −0,6 0,6

FI - Finland 14,1 85,9 −0,5 0,5

SE - Sweden 24,5 75,5 1,1 −1,1

Source: Authors according to Eurostat (2021)

Results presented in Table 2 show that in 2020 the deviation of women’s employment
in the ICT sector of the EU-27 from the EU-27 average ranges from 2.4 σ in Denmark
to -1.6 σ in Latvia. The deviation of employed men in the ICT sector from the EU-27
average is in the same range, but in the opposite direction, in Latvia, 1.6 σ to -2.4 σ in
Denmark.

Although statistically, there is no significant gap between EU-27 countries in the
employment of womenwith ICT education in Denmark, women’s employment is almost
twice as high as the average, precisely 2.4 σ, and the employment of men is lower than
the EU−27 average by 2.4 σ. The employment of women with ICT education in Latvia
is 2.67 times lower than the EU-27 average (−1.6 σ), and it is more than five times lower
than that of women in Denmark. From these results arises the need and guidance for
further examination: what are the significance and the effects of explanatory variables
that contribute to widening the gender gap, whether the result is in favour of women or
men, as shown by the differences in Denmark in favour of women and Latvia in benefit
men (Fig. 4).

When observing the discrepancies between men and women in ICT sector employ-
ment in a specific EU-27 country, it is noticeable that men employees considerably
positively deviate from the EU-27 average, and women negatively in Latvia, Slovenia,
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Fig. 4. Deviation of the share of women and men employed in the ICT sector from the EU-27
average, 2020 in σ. Source: Authors according to Eurostat (2021)

Belgium and Czechia. Women ICT employees in the ICT sector deviate positively from
the EU-27 average (while man ICT employees notably negatively deviate) in Denmark,
Greece, Cyprus, Bulgaria, Romania, Sweden, and Ireland. Although the share of women
ICT specialists is significantly lower than men, the analysis of deviations of countries
from the EU-27 average shows that in a larger number of countries, women deviate more
positively from the average, i.e. their employment is higher than that of men. Women’s
employment in the ICT sector is EU-27 average in nine countries. In Estonia, Hun-
gary, Italy, France and Croatia, there is no deviation from the EU-27 average, or it is
insignificant.

However, the results confirm that statistically speaking, there is no large deviation of
the EU-27 from the EU-27 average, which was approved by Chebyshev’s Theorem [59,
60], according to which for any numerical data set, at least 75% of the data lie within
two standard deviations of the mean, that is, in the interval with endpoints μ ± 2σ.
Specifically, according to the results presented, 26 EU-27 countries or 96% of countries,
are within μ ± 2σ, and all countries are within μ ± 2.4 σ.

In contrast to the results presented in a research paper by Pisker, Radman-Funarić,
Sudarić [53] in 2019, the largest positive and largest negative deviation of the share of
women employed in the ICT sector is present in Central and Eastern European countries,
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while in other countries it is closer to the EU-27 average, in 2020, this deviation does
not follow such an observation, respectively a similar grouping of countries cannot be
performed.

To avoid the dispersion of data from other countries, Table 3 shows the percentages
of female employment in 2019 and 2020. The standard deviation and arithmetic mean
were calculated from 2011 to 2019 for each country separately. Behind this column is

Table 3. Z values of the change in the percentage of women employed in ICT by country.

2019 2020 SD MEAN Z
Belgium 13.4 10.9 2.09 11.79 -1.19 F 
Bulgaria 29.2 27.4 5.82 28.41 -0.31
Czechia 8.0 11.1 2.77 8.98 1.12 R 
Denmark 18.6 32.9 1.55 16.57 9.25 R 
Germany 13.8 14.8 0.23 13.54 4.41 R 
Estonia 17.9 18.1 7.30 22.84 0.03
Ireland 22.0 23.2 3.94 28.9 0.30
Greece 27.4 30.6 5.94 30.54 0.54
Spain 22.3 20.9 2.68 20.61 -0.52
France 22.3 16.6 3.23 14.47 -1.77 F 
Croatia 16.4 16.4 6.05 17.28 0.00
Italy 16.0 16.9 3.31 21.03 0.27
Cyprus 26.9 27.5 6.19 31.04 0.10
Latvia 24.8 6.4 8.27 22.67 -2.22 F 
Lithuania 15.7 20.7 4.18 16.82 1.20
Luxembourg 23.6 13.5 4.35 13.98 -2.32 F 
Hungary 13.7 17.1 1.86 13.48 1.83 R 
Malta 17.5 15.0 3.29 18.43 -0.76
Netherlands 12.2 13.9 2.72 13.11 0.62
Austria 25.0 14.5 4.53 15.14 -2.32 F 
Poland 10.2 11.7 2.27 12.1 0.66
Portugal 15.6 19.0 3.51 19.97 0.97

Romania 26.1 27.0 2.01 27.93 0.45

Slovenia 20.0 9.7 5.56 11.27 -1.85 F 
Slovakia 13.4 13.2 3.73 14.54 -0.05

Finland 14.2 14.1 6.74 24.32 -0.01

Sweden 25.3 24.5 1.68 24.96 -0.48
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the Z value of the change in the percentage of employed women in the ICT sector from
2019 to the pandemic of 2020. In the last column, countries where the percentage of
women employed in the ICT sector has fallen by more than one standard deviation,
are marked in red and with the letter F, while countries with the percentage of women
employed in the ICT sector are marked in green and with the letter R. grew by more
than one standard deviation.

5 Conclusion

The COVID-19 pandemic overall and specifically, when we discuss gender issues, needs
to be understood in a Chinese origin word for the term crisis Wéijı̄ being composed
of two parts: Wéi meaning danger and jı̄ meaning opportunity. From experience and
emerging data presented, it is possible to project that the impacts of the COVID-19
global recession will result in a prolonged dip in women’s income and overall labour
force participation, as an opposite phenomenon to the overall increase in demand for
ICT specialist employment will inevitably grow and speed up.

The COVID-19 pandemic response, therefore, respecting UNs recommendation [52,
61] need to address the following issues to disable further women ICT employment rep-
resentation degradation: relevant institutions are to collect sex-disaggregated data to
ensure that the pandemic does not disproportionately burden women; gender expertise
in national, regional and global level response teams and task forces are to be ensured;
social protection plans and emergency economic schemes are to perceive gender per-
spective and take into account unpaidworkload performed bywomen; potentiate specific
constraints for women entrepreneurs and women in the informal sector. Additionally,
it is also necessary to assure role model social transfers (coaching and mentoring) and
ensure women’s leadership and participation in COVID-19 pandemic response plans in
the short and long term.

The observations and findings given in this paper are as follows:

1. analysis conducted shows that women ICT specialist employment in 2020 in overall
ICT specialist employment has fallen compared to 2019 by 0.1 percentage points.

2. Latvia has recorded themost significant declinewith a drop of 18.4 percentage points,
while the most significant increase is present in Denmark by 14.3 percentage points.
When we presented the change concerning the variations of individual countries, the
results were similar. In this case, Latvia (2.22) is in third place behind Luxembourg
(2.32) and Austria (2.32), although these results are very similar. On the other hand,
Denmark’s highest growth was observed, regardless of the methodology (9.25).

3. in 2020, the deviation of women’s employment in the ICT sector of the EU-27 from
the EU-27 average ranges from 2.4 σ in Denmark to -1.6 σ in Latvia.

4. With negative trends in women’s ICT sector employment, positive one is present in
men’s employment and vice-versa.

5. The results presented confirm that statistically speaking, there is no large deviation
of the EU-27 from the EU-27 average.

The pandemic of COVID-19 severely influenced global society in all its aspects.
Socio-economic responses different national countries deployed in their effort to alleviate
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shocks and disturbances emergedwere applied in the form of a first aidmodel, with crisis
management often tapping into the dark.Although it has been shownhowwomen country
leaders were more successful and effective in suppression of pandemic consequences
[26] While it might be too simplifying to explain such extreme differences between
Latvia and Denmark in our research, it certainly is a supportive fact towards EIGE
data with the case of men prime minister in position in Latvia and female in Denmark.
Additional evidence supporting this thesis comes from trust in government differences
between these two countries according to OECD 2020 data, where Latvia scores 30.7
per cent while Denmark scores 71.6 per cent [62].

AlthoughFinland, Sweden,Denmark, Estonia and theNetherlands areEU-27 leaders
in overall women’s digital scores, Romania, Bulgaria, Poland, Hungary, and Italy are at
the bottom of the scale according to DESI 2021 [4]. ICT specialist lead potential lies
in different parts of EU-27. The EU policymakers must prepare to tailor fitted national
implementation frames to boost up the women ICT specialists’ interest, acceptance, and
retention.

Unfortunately, the data used are not always the result of the samemethodology,which
differs between countries. It is also evident that there are some strange oscillations in
the effects of individual countries in the period from 2011 to 2020. Still, on the other
hand, it is the only reliable source that aggregates data from individual countries.

Future research should explore structural and cultural barriers to woman’s ICT
education and employment through qualitative approach assessment.
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Abstract. TheCOVID 19 pandemic has caused an unprecedented health and eco-
nomic crisis which was characterized by a rapid shortage of Personal Protective
Equipment (PPEs). Over the last few decades, academics and practitioners have
argued that ‘public health’ should be considered as a Global Public Good (GPG),
with a particular emphasis on the control of infectious diseases. The provision of
GPGs today—nationally and internationally—involves multiple authorities and
actors of varying power at different jurisdictional levels. Strategic behavior and
noncooperative and cooperative game theory plays a major role in the success or
failure of GPG provision. During the Covid-19 pandemic, the PPEs shortage was
alleviated by the involvement of the 3D Printing community which implemented
several initiatives. Indeed, health care providers, 3Dprinting organisations, design-
ers and engineers cooperated to supply PPEs. Software designers released their
PPEs digital files, and by choosing freeware, they contributed to the production of
the GPG. In this paper, we argue that the success of the 3D printing community
in establishing a culture of shared knowledge and data to increase the supply of
medical PPEs was made possible thanks to the availability of technology (includ-
ing 3D Printing and scanning, Artificial Intelligence, and nanomedicine). A game
theory model will be used to illustrate the cooperative strategic behaviour of var-
ious players involved in this process, and the lessons learned are instrumental for
public health policies as well as for intellectual property laws.

Keywords: 3D printing · Covid-19 · PPE · Global public good · CDC · Game
theory

1 Introduction

In the fall of 2019, a novel coronavirus (Severe Acute Respiratory Syndrome-Cov-2
virus) COVID-19 was first detected in Wuhan, in China, then it quickly spread across
the globe. The World Health Organization (WHO) declared Covid-19 a pandemic in
March 2020. The pandemic has increased demand for global public health (Li et al.
2020).
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The spread of communicable disease illustrates the direct effects of globalization
on health. An important response to the increasing global consciousness associated
with globalization is the concept of global public goods. It offers the potential both to
improve the health effects of globalization itself and to provide broader benefits to health
worldwide (Woodward et al. 2002).

The “global public goods’ concept seeks to identify services which, when provided
globally, confer greater benefits than when provided at the national level, through their
cross-border effects (Woodward et al. 2002).

Controlling an infectious disease like COVID-19 involves a far wider range of
actors: not simply individual countries and their governments, but other countries with
their respective governments, as well as non-governmental institutions, public–private
partnerships, charitable organizations, which sometimes act alone and other times in
coalitions and networks (Buchholz and Sandler 2020).

In part, the challenge is that different countries have different production capabil-
ities; indeed, no country has the domestic capabilities to produce all the equipment it
needs alone. That’s why GPGs’ contributors should coordinate the global production
and distribution of medical equipment. We must consider, then, contributors’ strategic
behavior, which necessitates a game-theoretic foundation to understanding the provision
of GPGs (Kaul et al. 1999).

The COVID 19 pandemic has caused an unprecedented health and economic crisis.
With limited resources and urgent needs for medical supplies, healthcare support or
treatments, the global health crisis called for innovative solutions, when various emerg-
ing medical technologies (including 3D Printing and scanning, Artificial Intelligence,
nanomedicine) were shared and used to overcome the global supply shortages. In this
context, 3D printing played a crucial role, since even individual consumers could con-
tribute to the production efforts, if they have access to the appropriate 3D technology.
Indeed, many emerging platforms (Siemens, HP, etc.) have openly shared their knowl-
edge, and to some extent their corporate exclusive properties, to help developing coun-
tries and vulnerable populations overcoming the supply-shortages of medical equipment
(Tsikala Vafea et al. 2020).

More generally, 3D printing and 3D scanning are surely eroding the dichotomy
between physical and virtual worlds, blurring the traditional distinctions between tangi-
ble and intangible goods (for example between authentic piece of arts andmere copies) or
even or between production and consumption (Antoun-Nakhle et al. 2020). Yet, follow-
ing the outburst of the Covid-19 pandemic, industrial implications of 3D technologies
in the health sector seemed to be disrupting the dividing line between private and public
goods (Bricongne et al. 2021). Indeed, in the context of the global health crisis, and
considering the global effort to fight the pandemic, the global supply of Personal Protec-
tive Equipment (or Medical PPEs, such as surgical masks or medical gloves, etc.) was
largely dependent on three-dimensional printing and sharing of industrial designs.
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On one hand, piracy is usually considered as one of the major problems in digital
production, increasingly challenging intellectual property laws and regulations (Li et al.
2021), yet extensive use of 3D printing has remarkably helped decreasing the global
shortages in PPE and supporting national public health systems, without conflicting with
intellectual property rights (Narayan et al. 2022). Many national States have imposed
confinementmeasures and normalized the daily use of PPEon their citizens, since private
protective practices are deemed to be public goods, and various platforms have emerged
in this context, offering an open and a free access to PPE code files, thus transforming
a corporate software in a freeware that enables any user around the world to effectively
produce affordable and equitable safety kits.

The success of the 3D printing community in establishing a culture of shared knowl-
edge and data to increase the supply of Medical PPE was made possible through the
available technology involved in this process, and the lessons learned are instru-mental
for public health policies as well as for intellectual property laws.

Some examples fromLebanon, a countrywith a failing State and failing public health
sector, will be used to illustrate the above.

This paper is structured as follow: First we introduce the conceptual framework:
Communicable Diseases Control (CDC) as Global Public Good (GPG); characteriza-
tion and provision process of GPGs. Second, we focus on Personal Protective Equipment
(PPE) as an input for producing CDC and the role of 3D printing technology in provid-
ing PPEs during the pandemic Third follows a discussion on the cooperative strategic
behavior of PPEs Community; the choices of various players involved in this process
are illustrated by a game theory model. The final section concludes.

2 Communicable Disease Control as Global Public Good

In the twenty first century, disease events are no longer exclusive domestic concerns
of national authorities (Aginam 2017). Since securing one country’s health requires
securing the health of others.Globalization has highlighted the global interconnectedness
of health. Globalization of travel, changes in technology and the liberalization of trade
affect health and global immunity, as well as the ability of Communicable Diseases (CD)
to travel faster and further than ever before (Smith and MacKellar 2007).

An important response to the increasing global consciousness associated with glob-
alization is the concept of Global Public Goods (GPG). It offers the potential both to
improve the health effects of globalization itself and to provide broader benefits to health
worldwide (Woodward et al. 2002).
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The theoretical foundations of GPGs concept are rooted in the microeconomic the-
ory of national public goods. The theory was pioneered by Samuelson (1954, 1955)
and Musgrave (1959). Although the notion of GPGs did not capture the attention of
economists and other social scientists until Kindleberger (1986).

A public good is a good or a service that is nonexcludable and nonrivalrous in
consumption: once provided it is available to all, and consumption by one person does
not prevent others fromconsuming it. The “global public goods’ concept seeks to identify
services which, when provided globally, confer greater benefits than when provided at
the national level, through their cross-border effects (Woodward et al. 2002).

Public goods differ from private goods in several important respects, but a very
central difference is the degree to which they generate spillover effects, or externalities,
when consumed. Goods, whether public or private, can be colloquially but accurately
described as products, programs, activities, or services. The presence of externalitiesmay
lead to government intervention either to encourage the potential for positive spillover
effects or to discourage the negative (WHO Report 2002).

Global public goods (GPGs) share the properties of traditional public goods, but
also spill across the borders of different countries and have ‘global or near global’
consequences as a result: for instance, addressing climate change, avoiding financial
crises, managing refugee flows, maintaining world peace, and many others (Buchholz
and Sandler 2020).

GPGs must meet two criteria. The first is that their benefits have strong qualities of
publicness (nonrivalry and nonexcludability). The second criterion is that their benefits
are quasi universal in terms of countries (covering more than one group of countries),
people (accruing to all population groups), and generations (extending to both current
and future generations). This property makes humanity as a whole the beneficiary of
GPGs (Kaul et al. 1999).

The four properties of GPGs are benefit nonrivalry, benefit non-excludability,
spillover range, and aggregator technology. The latter refers to the way overall
contributions are combined to create a public good (Sandler et al. 2002).

The provision of public goods today—nationally and internationally—involves mul-
tiple authorities and actors of varying power at different jurisdictional levels. Global
public goods’ provision is the sum of national public goods plus international coopera-
tion—and it becomes clear that what is required is a multi-country, multilevel, and often
multisector and multi-actor process (Kaul et al. 1999).

Over the last few decades, academics and practitioners have argued that ‘public
health’ should also be considered as a GPG, with a particular emphasis on the control
of infectious diseases (Kaul et al. 1999).

International collaboration is required in preventing the cross border spread of com-
municable disease. The international agencies work with counties to stimulate global
supply through concerted action at the national level. In contributing to the global good,
countries also stand to benefit themselves, often considerably. Hence, its contribution
to the global good is no more or less than its contribution to the national good (WHO
Report 2002).

Controlling an infectious disease like COVID-19 is not a monolithic activity, but
involvesmany different tasks, such as creating a vaccine or producing personal protective
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equipment (PPE). The knowledge of how to produce medical equipment depends on the
stock of knowledge that is developed in each individual country (Brown and Susskind
2020).

The challenge is that different countries have different production capabilities;
indeed, no country has the domestic capabilities to produce all the equipment it needs
alone.

By their nature, GPGs often require that a large number of countries coordinate
actions; thus, wemust consider countries’ strategic behavior, which necessitates a game-
theoretic foundation to understanding the provision of GPGs (Kaul et al. 1999).

According to Sandler’s (Sandler et al. 2002) classification of GPGs regarding their
“aggregation technology”, the vaccine’s discovery is a best-shot GPG: whether or not a
vaccine is found strongly depends on the particular countries that contribute the most to
its discovery. Preventing the virus’ spread, for example, is a weakest-link GPG: as long
as there is a single country that fails to control the disease within its own borders, it is
possible that the virus spreads beyond its borders and around the world.

Provision of CDC requires a “weakest link” approach. Once eradication has been
achieved, all countries benefit (non-excludability benefit) and theydonot have to compete
for their share of the benefits (nonrivalry). Eradication programs are excludable by
definition, the supply and provision of CDC rely on collective, local, national, and
international levels (WHO Report 2002).

Disease surveillance, for instance, is a threshold GPG: only once a critical number of
countries or regions have tracking systems in place is it possible for the global community
to understand the epidemiologyof the virus. Thinkingof these goods asGPGs is revealing
because it shows why countries must cooperate not just in developing vaccines and
treatments but also in coordinating the global production and distribution of medical
equipment: testing kits, ventilators and related technologies, PPE, cleaning materials
(Brown and Susskind 2020).

The eradication of infectious diseases on a global scale provides benefits fromwhich
no country could be excluded, and fromwhich all countrieswill benefitwithout depriving
the others. Therefore, Communicable Disease Control (CDC) could be considered as
Global Public Goods (GPG). No one in a population can be excluded from benefiting
from a reduction in risk of infectious disease when its incidence is reduced, and one
person benefiting from this reduction of risk does not prevent anyone else frombenefiting
from it as well. TheCDCwithin one country reduces the probability of their transmission
to other countries. The benefits of CDCs are thus non-rival: one person’s lower risk of
contracting a disease does not limit the chances of others in lowering the risk too (Smith
2003).

CDC requires a wide range of inputs, some are essential to produce CDC others only
make its attainment easier, cheaper or faster, affecting its economic viability or political
feasibility. However, some inputs are public goods and other are private goods. Indeed, its
production requires excludable inputs (private goods), such as vaccines, PPEs, Condoms,
as well as non-excludable inputs such as knowledge of preventive interventions and best
practice in treatment. In this sense CDC may be “partially excludable”. No one can
be excluded from benefiting from a lower risk, but some can benefit more than others
(Smith et al. 2004).
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Because countries may be contributors or noncontributors to a particular GPG, coali-
tion formation and behavior play a role, as do strategic interactions between a contributor
coalition and other countries. For GPGs, unlike public goods, there are layers of actors
-individual citizens, each country, and countries collectives – whose interactions are rel-
evant. GPGs generally involve countries or institutions as the agents, while public goods
involve individuals as agents (Kaul et al. 1999).

The knowledge associated with producing and distributing the medical equipment
effectively is a ‘summation’ GPG, where countries are able to re-use and build upon the
expertise of others. The WHO, for instance, is trying to support this objective through
the COVID-19 Technology Access Pool (C-TAP) and the Access to COVID-19 Tools
Accelerator (ACT), both of which attempt to make available the data, knowledge, and
intellectual property required to produce a variety of health technologies (fromdiagnostic
equipment to vaccines) (Brown and Susskind 2020).

3 PPEs as Inputs for CDC Production

3.1 Description of the PPEs Market Structure

Personal Protective Equipment or Medical PPEs include medical masks (respirators and
surgical masks), eye protection (face shield, goggles), coveralls, gowns, shoe covers,
aprons and gloves.

PPE is used as a shield between the health professionals and germs and must be
used by the hospital staff during the pandemic. PPEs are one of the measures for the
improvement of occupational health and safety. PPEs can generally be described as
non-pharmaceutical barriers against the virus dissemination (Tsikala Vaefa et al. 2020).

Before the crisis, the global PPE market accounted for around 8 billion USD. China
and the USA produce the majority of every PPE category (around 60% of global
production) except for gloves, which are mostly manufactured in Malaysia (65% of
global production) and Thailand (20% of global production) (Mordor intelligence, Asian
Development Bank 2020).

The biggest exporter worldwidewas China: 41%of total exports of coveralls, aprons,
and gowns; 44% of total exports of masks and 59% of total exports of eye protection;
USA exported mainly across North and Latin America and Germany served almost
exclusively European countries (ITC Trade map, OECD 2019).

3.2 Shortage in PPE Market Due to Covid-19 Pandemic

Despite the high level of concentration in global PPE production, there is significant
interdependence of trade: every country depends on another for at least one PPE type.
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The Covid 19 pandemic has caused a surge of demand for medical supplies and spare
parts, which has put pressure on the manufacturing sector (UK Aid Report 2020).

TheCovid19pandemichas illustrated the vulnerability of conventional global supply
chain. Medical equipment businesses were relying on overseas production in developing
countries to minimize costs. As a result, there is an unprecedented shortage of PPE for
healthcare workers, lack of ventilators and spare parts for patients. Countries that are
affected have imposed bans on the export of PPE and other product critical for health,
The biggest PPE exporters have themselves been severely hit by Covid 19 pushing
governments to impose export restrictions impacting thewholeworld (Salmi et al. 2020).

Before Covid 19, PPEs were essentially produced for health system customers.
Nowadays PPEs sales concern medical and non-medical consumers. Covid 19 triggered
a surge in global PPE production: medical mask manufacturing spiked by as much as
1200%. Around half of this increased production was delivered by incumbents and the
other half came from new markets entrants (UK Aid Report 2020).

During the pandemic, PPE unit prices dramatically increased. In order to enhance
national autonomy, governments actively encouraged local manufacturers to increase
capacity through mobilizing funds to support PPE production (USA, China, Morocco,
etc.) or through waiving customs duties and VAT on imports (European Union) (UKAid
Report 2020).

Increasing manufacturing capacity has put the PPE supply chain under pressure,
especially with regard to rawmaterials: for example: respirators and surgical masks pro-
duction suffered from shortage in melt-blown non-mover ingredient, gloves production
from shortage in nitrile (UK Aid Report 2020).

The PPE shortage in 2020 led to worldwide shortages and rocketing prices. Supply
chains were not organized for delivery and consumption on a huge scale. When the need
for PPE surged simultaneously in many countries in early 2020, prices climbed to record
highs and the lack of organized markets prompted some buyers to turn to black market
(Bricongne et al. 2021).

3.3 3D Printing Contribution to Tackle Shortage in PPE Supply

The mismatch between supply and demand eased thanks to local producers that had an
incentive to extend or shift their production, imports from countries that could afford to
be net exporters and to alternative producers who sprang up using more sophisticated
production methods such as 3D printing (Bricongne et al. 2021).

3D printing has demonstrated its competitive advantage in this emergency situation:
a resilient advanced manufacturing network enabled by a distribution of 3D printing
factories has great potential. These factories could be co-located at hospitals and trans-
portation hubs to quickly serve the needs of the medical profession (Choong et al.
2020).

Three-Dimensional printing or AM is a technology that turns digital files into solid
objects. Once the file is designed with the use of either a software program like Autocad
or Tinkercad or a 3D scanner, the model is sliced into layers and the printer fabricates
the object by printing layer by layer (Choong et al. 2020).

Over the past decade, 3D printing has been increasingly implemented in the med-
ical industry. For example: surgical implants, tools and templates for operators. Major



40 R. Antoun-Nakhle et al.

advantages of 3D Printing are its ability to offer mass customization, to produce free
form parts on demand and to cater to lot size indifference and other patient specific
design.

Three-dimensional printing is a quickly emerging field that can help in the design
of medical equipment and can more readily supply needed materials at reduced costs.
Utilization of 3D printing technology would increase access to these supplies and create
more personalized equipment that can better protect medical personnel. As a result, 3D
Printing communities and companies operated to ease the breakdown in the medical
supply chain (Tsikala Vafea et al. 2020).

In the current Covid-19 pandemic 3D Printing has been increasingly used to print
spare parts for medical devices and protective gear, due to the unavailability of supplies
(Salmi et al. 2020).

Key benefits of 3D Printing over conventional manufacturing are faster production,
digital storage and traceability of part files, reduction in delivery time and ability to
produce components regardless to the complexity of part geometry. 3D printing enables
the manufacturer to make any kind of product on demand, flexibly and at the point of
need, as long as it meets the printer and material specifications. Traditional industries,
on the other hand, exploit economies of scale to amortize fixed costs, but are more
specialized and needmore time to adapt their supply chains. 3D printers canmanufacture
items locally and close to the market, even if borders are closed and global value chains
disrupted (Bricongne et al. 2021).

Products manufactured using 3D Printers in the Covid19 pandemic are:

1- Facemask: used by frontlineworkers, hospital staff and individual people; pandemic
demand exceeds 10 billion. Face masks need to be fitted appropriately in order to
adequately prevent air and small droplets from entering around the edges of the
mask. 3D laser scanning allows measurement of exact facial parameters, enabling
the production of personalized masks (Salmi et al. 2020).

2- Face shield used by frontline workers and some individuals; pandemic demand
exceeded 1 billion. Using open-source data, face shields can also be produced
with biodegradable material, allowing at-home, on-demand production (Salmi et al.
2020).

3. Nasal swab for every person to be tested; pandemic demand exceeded 100 million.
Three-dimensional printing technology can assist in the production of nasopha-
ryngeal test swabs. The assistance of 3D printing in production of these materials
would allow for widespread population testing. With increased access to testing,
policy regarding carrier tracing and isolation to prevent the spread of the virus could
be more conservative and effective (Salmi et al. 2020).

4. Venturivalve for hospital demand pandemic demand exceeded 10 million. 3D print-
ing has also been implemented to produce venturi valves (key components of the
respiratory support equipment). These valves were difficult to produce given their
design being subject to copyright and patent covers (Salmi et al. 2020).
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3.4 Crowdsourcing: The Role of E-Platforms in Spreading Knowledge

Tomaintain a high level of confidence in 3DPrinting technology, it is important to ensure
the technological suitability and accountability of new approved designs and certified
materials to harness the benefits of this technology. Federal agencies and government
authorities have implemented regulations and drawn up guidelines that manufacturers
of 3D printed medical devices must comply with (Choong et al. 2020).

In response to the European Commission’s call for support in the fight against
Covid-19 Pandemic, a range of initiatives and online-platforms have been set up to
bring together the 3D Printing community in a technology-driver, cross-border, fast and
effective pandemic control strategy (Strulack-Wójcikiewicz and Bohdan 2017).

Researchers and clinicians from all over the world were bought together to crowd-
source their innovative ideas, and resources to quickly develop the treatment guidelines
and research strategies. “Crowdsourcing” was used to collect and analyze data and pro-
duce PPEs by sharing open designs for 3D printing. Crowdsourcing classically means
involving a large number of people whowork collectively to solve a problem or complete
a task with some objectives; it’s an activity of broadcasting a task to a large and unde-
fined crowd rather than to a designated organization, team, or individual. For instance,
Isinnova and FabLab in Italy printed valves for a hospital in Brescia, in Spain a non-
profit e-platform, “3DCovid19.tech”, was set by a group of 800 experts in 3d Printing
to provide more than 11 hospitals in PPEs (Strulack-Wójcikiewicz and Bohdan 2017).

Many platforms have been created globally to coordinate support in the fight against
pandemic: e “CAR3D”, implemented by a European consortium with the support of
EIT Health/European institutions and the CEN (European Committee for Standardiza-
tion, echoing the norms issue), the platform aims to design, develop and validate reusable
masks andother PPEs that complywith all theEuropeanUnionquality and safety require-
ments and specificationsmaking that design available for replication around Europe. The
platform links between PPE designers, producers and raw materials suppliers.

AMN platform (Additive Manufacturing Network) was created by Siemens to
support efficient design and 3d printing of medical PPEs (CAR 3D Platform).

Many businesses and individuals engaged in 3D Printing globally, including such
giants as “Hewlett-Packard” (manufacturer of 3D printers), “Materialise” (Belgian
provider of 3D printing services) have published free 3D Printing models of accessories
for the fight against the pandemic on their websites. As a response to the emerging crisis
situation, science and innovation communities have made a fundamental contribution to
set the PPE market by raising digital supply (Li et al. 2020).

The health sector in Lebanon could be a perfect illustration of these global trends,
since the severe pre-covid financial crisis in 2019 has led to a failure of the public health
sector. Lebanon has suffered from significant shortages of personal protective equipment
(PPEs) during the Covid-19 pandemic (Khoury et al. 2020), which has led to a surge in
the prices of masks, gloves, safety glasses and shoes, respirators, vests, and full body
suits. Despite the latter, health workers, frontliners and citizens have managed to protect
themselves thanks to the efforts of the industrial, educational and health sectors in using
three-dimensional technology to produce personal protective equipment (PPEs) (IDAL
2020).
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As a matter of fact, Lebanon has benefitted from the prototypes suitable for 3D print-
ing which were produced by other countries such as the Czech Republic that has devel-
oped the certified “PRUSA” face shields designed by Prusa research (Prusa Research
2020). Indeed, recognizing that health is a global responsibility, developers and design-
ers of 3D printed PPEs have made all the files required for production, assembly, and
sterilization available online. In fact, knowledge spillovers have played a major role
in producing 3D printed PPEs (Bouncken and Barwinski 2021) and even in perfecting
some prototypes designed abroad by a country it inspired.

In a nutshell, following the international trend of 3D printing PPEs, private Lebanese
initiatives based on three-dimensional printing implemented by the industrial, educa-
tional and the health sectors have contributed to reduce the shortage in PPEs within the
Lebanese health sector. These initiatives have benefitted from the international knowl-
edge spillovers and prove that the Lebanese population could rely on 3D printing as a
potential for future production since it a workforce highly skilled in design and creative
economy.

The table below (Table 1) summarize some of the most promising initiatives to
produce PPEs in Lebanon during Covid-19 pandemic.

Table 1. Lebanese initiatives in producing PPEs during Covid-19 pandemic

Implementing
organization/persons in Lebanon

Output Description of the initiative

Lebanese American University
Lebanese American University
(LAU) in collaboration with the
LAU Mobile Clinic and the LAU
Coronavirus Telecare

3D printed “PRUSA” face shields • LAU’s initiative consisted in
producing face shields to protect
frontliners using 3D printing
technology

• LAU has chosen to produce the
PRUSA model face shields designed
and certified by Prusa research in
Czech Republic (Prusa Research
2020). since it was fast to produce
(Novak and Loy 2020) and raw
materials required for production
were available in Lebanon (LAU
news 2020)

• Nevertheless, the 3D printers
available ate the LAU’s
Engineering Lab and Research
center were not suitable for mass
production, which has led to their
use at their maximal capacity of
printing 40 min per face shield

(continued)
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Table 1. (continued)

Implementing
organization/persons in Lebanon

Output Description of the initiative

Berytech 3D printed “Proto Shield” inspired
by the PRUSA shield
Potential production of, face masks
and spare parts for existing health
care machines

• The Digital Fabrication Lab (Fab
Lab) team at Berytech, a Lebanese
ecosystem for entrepreneurs, has
designed and produced the “Proto
Shield”, which design and prototype
were inspired by the Prusa face
shield (Prusa Research 2020)

• The cost of production of one Proto
shield is USD 1.2 per a 40 cm × 30
cm face shield, and the machine
used is the laser cutter which takes
3.38 min to cut a 0.5 mm PETG
sheet (Berytech website 2021)

• Furthermore, the Fab Lab has the
capacity to prototype, among other
things, face masks and spare parts
for existing health care machines
which can be 3D printed using the
machines available at the Fab Lab
1(FAb Lab website 2021) such as
the CNC Milling Machine
– Shopbot, the Desktop CNC Router
– Blue Elephant, the Laser Cutter
– Epilog Fusion M2, the 3D Printer
– DELTA WASP 40 70 and many
others. Using these machines costs
USD 7 to USD 30 per day per user
and the usage daily time limit varies
between 2 to 4 h per user

• Fab Lab is in contact with “Helpful
Engineer”, a global network
gathering more than 5,000
volunteering researchers, engineers,
and doctors around the world

• Berytech’s Fab Lab has also close
contacts with many 3D printed
PPEs initiatives in the Arab region
(IDAL 2020)

(continued)
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Table 1. (continued)

Implementing
organization/persons in Lebanon

Output Description of the initiative

American University of Beirut
(AUB)

3D printed AUB N95 Mask and the
AUB COVID Non-invasive
Ventilation Mask

• The Covid19FabLab of the
American University of Beirut has
gathered the expertise of engineers
and prototype designers to develop
two models of face masks, these are
the AUB N95 Mask and the AUB
COVID Non-invasive Ventilation
Mask using three-dimensional
printing technology
(Covid19FabLab website 2020)

• Moreover, the design files of the two
masks are made available online

• Firstly, the Covid19FabLab team
has been inspired by N95 masks
which were available online and
certified, then they have amended
the prototype to ensure the comfort
of health workers and citizens that
wear such masks during long
working hours while at the same
time ensuring a filtration of 95
percent. Other factors were taken
into consideration such as
reusability and the biocompatibility
of materials used during the
production process

The laboratory of the Beirut Eye
& ENT hospital

Face masks made of diving masks • Ziad Khoueir and Henry Fakhoury,
two doctors working at the Beirut
Eye & ENT hospital got inspired by
an initiative initiated in Italy (Assaf
2020) which consisted in
transforming diving masks sold by
Decathlon into face masks allowing
breathing without intubation

• This initiative modified the
Decathlon masks by adding 3D
printed adapters (Vicini et al. 2021;
Profili et al. 2021)

• To modify the initial diving mask
into a protective mask, the snorkel
of the diving mask is removed and
replaced by a connector to which a
filter is connected

• To be able to connect the mask to
the filter, the doctors contacted the
“Raidy Printing Group”. The latter
used 3D printing to produce specific
valves from a computer model
provided by a German research
group

(continued)
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Table 1. (continued)

Implementing
organization/persons in Lebanon

Output Description of the initiative

Edgar Meksass
(architect)

Reusable face masks • Edgar Meksass, a Lebanese
architect, was also inspired by a
Swedish mask model to design and
produce a medically certified face
mask that covers all the face (IDAL
2020)

• The architect’s 3D printers
produced 155 reusable masks per
day and were sold on a Lebanese
local platform, beiruting.com

• A single mask can be produced
within only 48 min

Paul Abi Nasr (industrialist) and
Henry Fakhoury (MD)

Protection gears combining
improved filtration and reducing
aerosolization and respiratory dead
space barrier

• Paul Abi Nasr, Lebanese
industrialist, CEO of Polytextile
group, and Henry Fakhoury
mentioned above have joined forces
to produce protection gears
combining improved filtration and
reducing aerosolization and
respiratory dead space barrier

• The developed protection gears
reduce the need to combine several
PPEs such as N95 mask, face
shields and protective glasses

• The masks were offered to the
“Rafic Hariri University Hospital”,
Beirut greatest public hospital

4 Discussion

Ensuring Sufficient Provision of PPEs: Matching Contributors’ Behavior
The global scale of the Covid-19 pandemic coupled with travel restrictions and a halt in
international commerce led to an early depletion of PPE reserves with global demand
exceeding production capacity worldwide. In consequence, many health workers, and
especially frontliners, were left unprotected from the pandemic (Burki 2020), which led
to further transmission of the virus.

In response to the WHO’s call to address shortage in PPEs, the community’s efforts
focused on supplying PPEs to hospitals, health workers and citizens. The latter was pos-
sible thanks to community’s involvement and to online 3Dprinting cooperative platforms
such as Materialise OnSite and Shapeways.

3DPrinting technology relies on 3 inputs: the 3D printer, the raw materials, and
the digital files. The latter are problematic as companies typically aim to protect their
designs and ensure their intellectual property (Teixeira and Ferreira 2019). Digital files
are club goods, excludable but non-rival. Nevertheless, open-source, platforms, design-
ers, and even some companies have started sharing their designs, rendering collaborative
development possible (Budinoff et al. 2021). For instance, PRUSA research published
its 3D printing models for the “PRUSA PRO” shield on their website and inspired the
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Lebanese American University to produce face shields and protect frontliners using 3D
printing technology (LAU News 2020). Hence, club goods have turned into free public
goods which are non-excludable and non-rival.

This said, howcan the shift in the companies’ behavior during theCovid-19 pandemic
be explained? Economic agents are rational (Smith 1791). Indeed, the pandemic has
generated negative externalities on the “rational” individuals’ health and wealth, and the
alleviation of these negative externalities has become a necessity that would give back
the rational agents their health and wealth. PPEs may prevent the transmission of the
virus, which means that producing PPEs contributes could contribute to alleviate the
effects of the pandemic, and even lead to its end. Therefore, it was imperative that CDCs
become GPGs.

Software designers have started to make the digital files and designs required for
manufacturing PPEs using three-dimensional printing technology publicly available,
aiming to reduce the negative externalities caused by the pandemic on an international
scale. By choosing freeware, designers contributed to the production of the GPG.

The Covid-19 pandemic has therefore led to a shift in the normal repartition of
produced public and private goods in a market. As a matter of fact, markets generally
relatively under-produce public goods (Anomaly 2015) in comparison to what is socially
optimal since private actors are not able to capture the full social benefit of producing
them (Moon et al. 2017). The designer’s choice is triggered by 3DP technology: free
designs will stop pandemic if production of PPEs will be in-Time. Their contribution in
releasing one input will be efficient if 3DP community manages to use this factor to set
the PPE equilibrium market.

Many platforms have been created globally to coordinate and support efficient design
and 3D printing of medical components needed by medical staff. Consequently, digital,
open-source, and collaborative marketplaces were put in place to provide solutions for
healthcare professionals. Forums and collaborative hubs for inventors andmanufacturers
were also created.

Researchers and clinicians from all over the world were bought together to crowd-
source their innovative ideas, and resources to quickly develop the treatment guide-
lines and research strategies. “Crowdsourcing” was used to collect and analyze data
and produce PPEs by sharing open designs for 3D printing. Crowdsourcing classically
means involving a large number of people who work collectively to solve a problem
or complete a task with some objectives; it’s an activity of broadcasting a task to a
large and undefined crowd rather than to a designated organization, team, or individual
(Strulack-Wójcikiewicz and Bohdan 2017).

Hence, as a response to the emerging crisis, science and innovation communities
have made a fundamental contribution to set the PPE market by raising digital supply.
The main input in the production process was open-source data for digital files: Perfect
Knowledge.

This is what A. Smith called invisible hand for setting the imbalance between supply
and demand. In this paper, we believe the 3D printing e-platforms have played the role of
a “hand”, made visible thanks to the open-source knowledge they provided to suppliers,
in remediating to the imbalance between supply and demand of PPEs in Lebanon and
worldwide.
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5 Methodology

Theprovision ofGPGs today—nationally and internationally—involvesmultiple author-
ities and actors of varying power at different jurisdictional levels. Strategic behavior
and, thus, noncooperative and cooperative game theory plays a major role in the success
or failure of GPG provision. PPEs shortage was alleviated by the involvement of the
3DPrinting community. Indeed, a number of initiatives of different scales have been
quickly set up: health care providers, 3D printing organisations, designers and engi-
neers united their efforts to supply PPEs. Software designers released PPEs digital files,
choosing freeware, designers contributed to the production of the GPG (Buchholz and
Sandler 2021).

We envisage the model below, inspired by the game theory, to highlight the
cooperative strategic behavior of the 3DP Community in producing PPEs.

In a sequential-move game, one player (the firstmover) takes an action before another
player (the second mover). Then, the second mover observes the action taken by the first
one before deciding what action it should take. We consider a sequential-move game in
which software designers represent the first mover and 3DP community represent the
second mover.

To analyze this sequential-move game,we use a game tree1 (Kreps andWilson 1982),
which shows the different strategies2 that each player can follow in the game and the
order in which those strategies get chosen. The Fig. 1 below shows the game tree for the
PPE market players’ game.

The order of moves flows from left to right. Because “Software Owners” move first,
they are in the leftmost position. For each of owners’ possible action, the tree shows the
possible decisions for “3DP community”.

Fig. 1. Game tree of the PPE market players’ game

As stated above, the designers move first and can choose among two strategies:
release the digital files as an open-source and making them public goods or to keep the
data and sell the digital files as private goods.

The 3DP Community moves next (having observed the Owners’ move), also having
two options: whether to be able to produce PPEs In-Time to tackle the PPEs shortage

1 A diagram that shows the different strategies that each player can follow in a game and the
order in which those strategies get chosen.

2 A plan of the actions that a player in a game will take under every conceivable circumstance
that the player might face.
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and contribute to ending the pandemic or to be unable to produce In-Time, thus not
contributing to end the pandemic.

Designers evaluate their payoffs3 in a rational way. Indeed, selling digital files as
private goods will raise their profit to 0.5, but releasing them as public goods will make
them lose (−0.5) in profit. Nevertheless, reaching their goal in contributing to end the
pandemic In-Time would raise their profit to 1. Finally, if they are unable to slow the
pandemic’s growth, they will have 0 as profit.

If Designers choose to sell their files as private goods, and the 3DP Community
chooses to produce than the pandemic will stop and their payoff will be 1.5; they earn
0.5 from selling files and 1 for achieving their goal.

If Designers choose to sell their files as private goods, and the 3DP Community
chooses to produce not than the pandemic won’t stop and their payoff will be 0; they
couldn’t sell the files, neither achieve their goal.

If Designers choose freeware, and the 3DP Community chooses to produce than the
pandemic will stop and their payoff will be 0.5; they lose 0.5 for releasing freeware and
earn 1 for achieving their goal.

If Designers choose freeware, and the 3DP Community chooses not to produce
than the pandemic won’t stop and their payoff will be −0.5; they lose 0.5 for releasing
freeware but couldn’t stop pandemic.

In the light of the owners’ move, the 3DP Community also evaluate their payoffs
in a rational way as follows: getting the digital file as Private Good will cost them −
0.5 in cost. Producing PPEs means supporting a production cost of 0.25 (cost of raw
materials, energy and efforts) Succeeding in producing PPEs in-time will contribute to
end the pandemic and their profit will be 0.5. Not being able to produce the PPEs In-time
to slow the pandemic growth and their profit be 0.

N.B: The players: Software Designers and the 3DP Community get different payoffs
when reaching the same purpose in stopping the pandemic. This difference is explained
regarding their economic global position. Software Designers correspond to large cor-
porate enterprises in rich countries their contribution to stop the spread of the worldwide
disease would be considered as a proof of their social responsibility that affects their
reputation. The 3DP Community are local producers and technicians, their contribution
is purely altruistic.

This said, what is the plausible outcome of the game?
In order to apply backward induction4 in this game, we must find the 3DP Commu-

nity’s optimal choice: Produce or Not. (In Fig. 1, 3DP Community’s optimal choices are
underlined):

If Software Designers chooses “private good”, 3DP Community’s best choice is Not
to produce. Indeed, 3DP Community’s will have to choose between producing or not:
Producing means supporting the cost of the digital file (−0.5) and the cost of production
(−0.25) to stop the pandemic and win (+0.5), the payoff of this choice is (−0.25);
benefits-costs = 0.5 − (0.5 + 0.25) = −0.25; Not Producing means no cost and no

3 The payoffs in the game are the amount that each player can expect to get under different
combinations of strategy choices by the players.

4 A procedure for solving a sequential-move game by starting at the end of the game tree and
finding the optimal decision for the player at each decision point.
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contribution to stop the pandemic: benefits and costs are null, the payoff of this choice
is 0. The Community’s best choice is Produce Not (0 is greater than −0.25).

If Software Designers chooses to consider the digital files as freeware, released for
free, 3DP Community’s best choice is produce In-Time. Indeed, 3DP Community’s will
have to choose between producing or not: Producing means supporting the unique cost
of production (−0.25), the digital file is free, stopping the pandemic and wining (+0.5),
the payoff of this choice is (+0.25); benefits-costs = 0.5–0.25 = +0.25; Not Producing
means no cost and no contribution to stop the pandemic: benefits and costs are null, the
payoff of this choice is 0. The Community’s best choice is to produce (0.25 is greater
than 0).

As we work backward in the tree, we assume that Software Designers anticipates
that 3DP Community will choose its best response to each action they might take.

We can then determine which of Software Designers’ two strategies gives them the
highest profit, by identifying the profit that they get from each option it might choose,
given that 3DP Community responds optimally:

If Software Designers chooses “private good”, then given 3DPCommunity’s optimal
reaction, Software Owners’ profit will be 0.

If Software Designers chooses “Freeware”, then given 3DP Community’s optimal
reaction, Software Owners’ profit will be 0.5 (1–0.5).

Thus, Software Designers attains the highest profit when they chose: “Freeware”.
Assuming that 3DP Community will always make their best (payoff-maximizing)

response, Software Designers can maximize their own payoff by choosing “Freeware”,
as 3DP Community’s best response will be producing In-Time. At this equilibrium,
Software Owners’ profit will be 0.5 and 3DP Community’s profit is 0.25.

Concluding Remark
GPGs must meet two criteria: The first is that their benefits have strong qualities of
publicness (nonrivalry and non-excludability). These features place them in the general
category of public goods. The second criterion is that their benefits are quasi universal in
terms of countries, people, and generations. This property makes humanity as a whole
the beneficiary of GPGs (Kaul et al. 1999).

Global public goods’ provision requires a multi-country, multilevel, and often mul-
tisector and multi-actor process. Provision of CDC requires a “weakest link” approach.
Once eradication has been achieved, all countries benefit (non-excludability) and they
do not have to compete for their share of the benefits (nonrivalry). Eradication programs
are excludable by definition, the supply and provision of CDC rely on collective action
on local, national; and international levels (WHO Report 2002).

The global scale of the Covid-19 pandemic coupled with travel restrictions and a halt
in international commerce quickly generated an early depletion of PPE reserves with
global demand exceeding production capacity worldwide. In consequence, many health
workers, and especially frontliners, were left unprotected from the pandemic (Burki
2020).

As we saw in this paper, three-dimensional printing has contributed to remediate
to the PPEs shortage. The latter was motivated by the strategic cooperative behavior of
soft-ware designers that have started tomake the digital files and designs required for pro-
ducing PPEs using 3D printing technology open source, thus producing GPGs. Hence,
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by establishing a culture of shared knowledge and data, the 3D printing community was
able to increase the supply of PPEs. In the game theory model we used, we illustrated the
Strategic cooperative behavior of Software Designers and the 3DP community in-volved
in this process.

In contrast, the Covid-19 vaccines remained private properties of pharmaceutical
com-panies and labs (Big Pharma) protecting their patents (Newey 2020), and all the
public debates over a patent waiver for vaccines have not yet succeeded in reaching the
highest political spheres, despite the proposal that was submitted to the World Trade
Organi-zation by a large group of developing countries in May 2021.5

As a matter of fact, vaccination could be considered as the perfect illustration of
what economists call a “Global Public Good”. Yet the “vaccine nationalism” has not
only reflected major competition (and conflicts) between Chinese, Russian, European,
and American regulations and industries (Boseley 2020), but it has alsomarked a turning
point in the global efforts deployed to contain the spread of the pandemic, with a global
tendency to privatize a common good. Thus, vaccination campaigns all over the world
seemed to contradict the open access approach that was reflected in the three-dimen-
sional share and use of PPE, since the former was organized by market-driven (and to
some extent neoliberal) health policies shaped by economic nationalism and protection-
ist values, while in the latter was mainly driven by wavering the patent on exclusive
ownerships of industrial designs.
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Abstract. Digitalization is increasingly establishing numerous electronic teach-
ing and learning innovations. Educational content is more often provided cooper-
atively, and interest in Open Educational Resources (OER) is growing. In terms of
learning content and educational resources, the global development of the Open
Education movement plays a key role. OER have gained increased attention in
recent years due to their potential to reduce educational demographic, economic,
and geographic boundaries and promote lifelong as well as personalized learning.
For a successful implementation and use of OER, it is essential to identify condi-
tions and success factors for stakeholders. These success factors will be assessed
by means of a quantitative survey with students as the main user group. The aim is
to identify factors from the perspective of learners that contribute to a willingness
to use OER and increase acceptance. In addition, user-oriented recommendations
for action will be derived by involving the students. For this purpose, 131 students
from different German universities were asked by means of a quantitative online
survey.

Keywords: Success factors · Open educational resources · Higher education ·
Digitalization

1 Introduction

Digitization is increasingly establishing numerous electronic teaching and learning inno-
vations today [1]. Educational content is being provided cooperatively more and more
often. One of the most recent developments in teaching is the implementation of unre-
stricted and free access to scientific content via the Internet [1]. This educational inno-
vation is called “Open Educational Resources (OER)” or “Open Courseware (OCW)”.
In this context, OER are supposed to allow a new, extended and precise access to infor-
mation and resources and thus establish a sustainable and digital learning infrastructure
[2]. On a global level, numerous initiatives with different approaches and models have
taken steps towards the establishment, integration and dissemination of OER. This has
led to an increase in the number of OER-related programs, projects and the popularity
of OER in recent years [3]. The goal of OER initiatives is to provide free access to high-
quality educational resources on a global scale. From large institutional or institutionally
funded initiatives to diverse small-scale activities, the number of projects and programs
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related to OER has grown rapidly in the last few years [4]. Accordingly, university
education is also affected by the progressive digital networking of the education sec-
tor [5]. These cross-university educational resources are likely to reduce demographic,
economic, and geographic educational boundaries within and between universities [4].
In order to achieve the greatest possible efficiency of these digital, freely and openly
accessible teaching and learning resources, it is of utmost importance to create optimal
conditions in this regard [6]. In order to ensure the success of OER, it is essential to
identify conditions that can have an influence on the usage behavior as well as success
factors from the stakeholders involved. Therefore, this research explores success factors
based on which students, as the main user group, would agree to use cross-university
teaching resources. Thus, the following research question arises:Which success factors
are identified by students that lead to a higher degree of inclination to use OER?

To answer this question, this paper is divided into two multimethod sections: On
the one hand, a literature review is conducted and on the other hand, a mixed-method
survey with a quantitative focus is used. In order to identify theoretical foundations
as well as preliminary success factors within the OER concept, a literature search was
first conducted. A mainly quantitative survey method is used to identify, verify, or even
refute factors related to student intentions to use OER [7]. Hypotheses are derived from
the research question, which are tested by a questionnaire for students. An explorative,
qualitative question is placed before the quantitative questionnaire in order to ask unbi-
ased about personal success factors in relation to OER. Otherwise, the questionnaire
consists exclusively of closed questions. In addition, independent variables are elabo-
rated, which can have an influence on the dependent variable, consequently on the stated
degree of inclination towards the use of freely available educational resources. The aim
is to ascertain themost important success factors for the use of OER from the perspective
of students in order to achieve a high user acceptance when these factors are taken into
account.

2 Open Educational Resources

In the course of digitalization, modified forms of learning and teaching are increasingly
developing that can enable the right to education not only within universities, but now on
an international and inter-university level [8]. Inter-university teaching is increasingly
exported beyond the internal boundaries of institutions or even individuals. This content
is often distributed openly, collaboratively, and free of charge over the Internet [9]. These
are referred to as Open Educational Resources or Open Courseware [9]. The most recent
definition of OER from UNESCO is “Open Educational Resources (OER) are learning,
teaching and research materials in any format and medium that reside in the public
domain or are under copyright that have been released under an open license, that permit
no-cost access, re-use, re-purpose, adaptation and redistribution by others” [10]. Open
Educational Resources are contents that integrate learning and reference materials [9].
These can include complete open courses, course materials, content modules, textbooks,
journals, videos, images, or even tests [11]. The relevance of OER is steadily increasing
and is of great interest worldwide [4]. According to OER Atlas 2017, OER-based events
have increased fivefold compared to 2015, while the number of OER projects has nearly
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tripled and the range of services has increased by 70% [2]. In general, OER have come to
be seen as an invaluable educational resource for institutions and faculty in every region
[12].

A key element that separates OER from other learning and teaching resources is
openness. The emphasis on open licensing is essential in this respect, as it provides the
legal basis for the implementation of OER by defining precise conditions for access to
information [13]. In 2001, Professor Lawrence Lessing at Harvard University developed
an open license approach that has become globally established in recent years [14]. The
non-profit organization Creative Common (CC) is the result of his licensing framework
[14]. It includes legal mechanisms to ensure that creators of materials can both acknowl-
edge and share their content simultaneously [1]. It also allows commercial activities to
be restricted and prevents or allows content to be adapted and modified by users of OER
[14]. Openly licensed educational resources are often accessed via software systems
called repositories [15]. These digital systems serve the continuous collection, adminis-
tration and storage of Open Educational Resources and thus act as a kind of library [16].
Repositories should include a well-maintained and effective indexing system for the
origin and use of content and pedagogical approaches. Consequently, useful feedback
and comments should be integrated, as well as indicators of high quality content [15].

The cultural shift towards a sustainable digital learning environment within different
repositories could lead to a stronger emergence of social learning tools and an increase
in group-based learning in the future [1]. The core potentials of OER are seen as legal
certainty, quality optimization, cooperative knowledge development, andflexible content
sharing [17]. In relation to the most important stakeholder group, the learners, these
factors can lead to different synergies. Qualitative resources available at any time can
initially increase the performance of learners. This is mainly possible by removing
restrictions on the use of digital materials [14]. Especially since the cost of accessing
openly licensed materials is greatly reduced compared to traditional resources [18]. By
definition, OER may be shared, are adaptable and reusable. This ensures a shift away
from passive learning and absorption, allowing learners to take a more active role in
the learning process [2]. By means of the more flexible and cooperative handling of
OER, an increase in efficiency and quality can be realized in the mid-term [9]. Through
the growing number of resources and the regular evaluation of OER, a constructive
and timely feedback culture can be established, which often seems to be missing in
other learning arrangements [13]. At best, deficits, suggestions for improvement, and
enhancements to content can be addressed, which can improve content quality [17].

3 Formation of Hypotheses

Through a literature review, the most important factors that seem to have an influence on
OER could be filtered [19]. There is a consensus that influencing factors regarding OER
can be of political, technical, legal, economic, social or didactic nature. In order to be
able to formulate relevant hypotheses related to the individual factors, predictors were
identified. The hypothesis model in Fig. 1 shows the influencing factors and predictors,
as well as the assignment to the respective hypothesis.
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Fig. 1. Hypothesis model

Awareness Factor. The first question to be answered at this point is whether the partici-
pants are already familiar with the OER concept. Because in order to be able to integrate
OER in the educational context, a development of awareness about free and digital edu-
cational resources can be relevant [20]. Without explicit knowledge about the definition,
the open licensing, multimedia publication, and accompanying opportunities of OER,
individuals may not be incentivized to incorporate them into their daily study routine
[21]. Extensive awareness of OER would favor the likelihood of use from a student
perspective. H1: Extensive awareness about OER correlates positively with the degree
of inclination towards OER use.

Political Factor. It also needs to be stated whether students are aware of the availability
of open learning objects, repositories as well as other digital locations of OER in order
to use them profitably. In addition, the question arises whether an OER environment is
provided on the university side [22]. It can be assumed that an active and cooperative
provision of OER on the part of the institutions and lecturers would promote a use of
OER through the increased availability [23]. H2: The factor of availability of OER has
an impact on the degree of inclination towards the use of OER.

Technical Factor. Technical factors may also be a prerequisite for the adoption of OER.
Here, the question of uncomplicated accessibility and usability of different formats
arises [1]. The key element of OER lies in the idea of editability and reusability of
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learning objects [4]. Therefore, the urgency is to achieve technical functionality and
interoperability between data, software, hardware and services [15].H3:Open access to
cross-university teaching resources correlates positively with the degree of inclination
towards the use of OER.

Legal Factor. Copyright aspects must also be considered in the context of intellectual
property. The generally representative open licensing approach and the fundamental
rights of Creative Common integrated in it could therefore play an important role in
the use of OER [4]. First, the question arises whether students are generally aware of
copyright issues about OER [8]. If so, different terms and conditions, as well as basic
rights integrated into them, may address different needs in university learning, and thus
have an impact on students’ decision to use OER [24]. Some standardized licenses allow
the user to only reproduce the materials used, while others even grant adaptations and
edits. Thus, individual conditions can be crucial [14].H4:An awareness of open licenses
correlates positively with the degree of inclination towards the use of OER.

Economic Factor. The decision to use open resources can also be influenced by eco-
nomic factors. OER are, in theory, openly available to learners. The term “open”refers
primarily to free access, meaning freedom of use, but not necessarily to freedom of costs
[25]. In most cases, however, OER are freely available at no cost. Thus, the question
arises whether OER would be preferred to traditional educational resources in the future
due to cost savings [26]. Furthermore, accompanying costs may arise from the use of
information and communication infrastructures to process and share materials [27]. This
could be a barrier to long-term use of OER. Thus, the next hypothesis to be answered
by this study is as follows: H5: Costs are related to the degree of inclination towards
the use of OER.

Social Factor. Learning is a social process based on continuous communication and
collaboration as well as review and revision of study results [4]. In this context, students
act not only as active users, but also as creators of open teaching and learning resources.
Therefore, in order to establish a dynamic OER network, it is essential to sensitize users
to the culture of sharing and collaboration. Thus, the next hypothesis emerges: H6: The
willingness to cooperate is related to the degree of inclination towards the use of OER.

Didactical Factors. In particular, the didactic factor of quality is most frequently dis-
cussed in the literature. The dynamic use of OER results in a higher permeability of
content. This often leads to uncertainty about the trustworthiness, objectivity, or even
accuracy of the information source, compared to traditional educational materials [1].
A negative perception of quality would imply a negative correlation to the adaptation
of OER. To ensure that students do not lose interest in educational resources, quality
assurance is important on both a subject-content and a learning-context level [1]. One
way of quality management are review methods through internal quality assessment
processes, open peer review models or even external user evaluations, which need to be
continuously monitored and improved [9]. The perception of the quality of OER on the
part of students should therefore also be tested in the form of a hypothesis.H7: The more
positive the perceived quality of OER is, the higher the degree of inclination towards the
use of OER.
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Furthermore, not only the content relevance of cross-university resources is of fun-
damental importance, but also goal-oriented and effective results in the use it-self [28].
Due to the openness aspect, digital resources allow students to realize potentials in
the direction of self-directed and long-lasting learning, which in turn can result in an
improvement of student performance [28]. Based on this, the question is whether the use
of OER increases performance by increasing effectiveness.H8: The higher the perceived
effectivity in learning by using OER, the more likely the degree of inclination towards
the use of OER.

The final question refers to the sustainability of OER, which can influence the deci-
sion to use it. This last point targets the security of existing OER in repositories and the
increasing number of available OER. H9: A positive perception about the future stock
of OER and their sustainability, increases the degree of inclination towards the use of
OER.

4 Research Method

4.1 Research Design and Sample

In the context of OER, open exchange implies that knowledge content should be made
freely available on non-commercial termswherever possible. Consequently, the question
arises how such a project can be sustainably established or maintained. For this reason,
the research object aims to identify success factors that must be ensured in order to
successfully implement OER and make it sustainably attractive for students. For this
purpose, a survey with students was conducted in order to analyze these success factors.
An online questionnaire is selected as a measuring instrument. The questionnaire is
used to identify underlying potential factors that can significantly influence students’
intention to use OER. In order to collect these factors, a mixed-method approach is
adopted, as the questionnaire consists of open and closed questions. However, the main
focus will be on the quantitative analysis. To transfer the formulated items within a
standardized online questionnaire, the free online survey application LimeSurvey was
used. Within the questionnaire, different items are formulated in terms of different task
types. The open question is answered in a bullet-point manner using short-answer tasks,
without any predefined answer alternatives, while closed questions are designed in a
multidimensional manner. The closed questions are answered by predefined statements.
They are evaluated by means of a 5-point Likert scale (see Table 1).

It is a verbally defined rating scale of the evaluation, whereby an ascending ordinal
scaled subdivision froma strong disagreement “StronglyDisagree” to a strong agreement
“Strongly Agree” is selected [29]. This corresponds to a bipolar scale polarity, ranging
froma negative pole to a positive pole [30]. This prevents a forced attitude and ensures the
adoption of a neutral middle position as well as a refutation of the predefined hypotheses.

At the beginning of the questionnaire, a few demographic data are collected (gender,
age group), as well as information about the course of study, intended degree and name
of the university. Afterwards, the awareness of OER is asked and a general OER term
definition is given in order to enable a common understanding of the term. Next, an
exploratory open-ended question is asked about the use ofOER. This qualitative question
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Table 1. Sample excerpt from the online questionnaire – closed question

Strongly
Disagree

Disagree Neither
Disagree
Nor Agree

Agree Strongly
Agree

In my opinion, OER
should run technically
flawlessly on all end
devices.
In my opinion, the use
of OER should not
require any additional
software or hardware.

asks, “What factors do you consider important in increasing your personal intention to
use OER?” This question is intended to be answered in a bullet point manner and to
provide information about initial assessments of success factors in the use of OER.

The open question was evaluated by a qualitative content analysis according to
Mayring [31]. For this purpose, all relevant free text answers were paraphrased at the
beginning [31]. This is followed by an initial abstraction of the paraphrases by means
of a generalization, in order to enable a step-by-step reduction and subsumption of
sub-categories based on this [31]. The first reduction was carried out by shortening
semantically identical paraphrases. In a second reduction, identical paraphrases were
grouped, whichwere then formed into categories. Thereby, subcategories are inductively
formed from the given statements in order to be able to include as much content as
possible in the analysis. These were then aggregated and finally differentiated into main
categories. In this context, carewas taken to form the categories as precisely, disjunctively
and comprehensively as possible [32]. The purpose of qualitative content analysis is to
gather new insights that go beyond presumed hypotheses.

In the next step, predefined hypotheses (see Sect. 3) are verified or falsified bymeans
of closed questions. The hypotheses include political, technical, copyright, financial,
social and also didactic aspects that can have a positive as well as negative influence on
participants.

In order to further determine the relevant conditions for the use of Open Educational
Resources by students, statistical elaborations aremade regarding predefined items. Uni-
variate characteristic values were determined by means of SPSS, whereby frequencies
and mean values were calculated [32]. Furthermore, a bivariate correlation analysis and
significance testing was performed using cross-tabulations and correlations, as well as
a linear regression analysis [32]. To check the structure of predefined variables, factor
analysis and reliability analysis were conducted. At the end three further questions fol-
low, which manifest an identification of different preferences over previous items and
allow a prognosis about a future integration of OER in the everyday study life. There is
also the possibility to add further comments in a free text field in order to include factors
that were not covered by the answers to the given questions.
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During the conception of the questions, as well as the measurement of the variables,
attention is paid to quantitative and qualitative quality criteria, e.g. intersubjectivity, in
order to obtain exact and error-free values [32]. To guarantee an objective and indepen-
dent analysis and interpretation of the data, the reliability and reproducibility as well as
the validity of the measurement, some pretests were carried out before the survey started
[32]. Ten participants took part in the pretest.

After the pretest, the survey was distributed to enrolled students. There were no
restrictions for the semester or the field of study, so a heterogeneous cross-section of the
student body can be represented. The sample composition can be seen in Table 2.

Table 2. Sample composition

Gender Age (Years) Degree Subject area Educational institution

48
Male

5
17–20

54
Bachelor

9
Engineering

66
Osnabrück University

81
Female

119
20–29

58
Master

46
Business and
Economics

10
Goethe University
Frankfurt

2
Others

7
30–39

11
State examination
without teaching
degree

19
Liberal Arts

8
Leibniz University
Hannover

4
State examination
with teaching
degree

14
Arts, Music

4
Osnabrück University of
Applied Sciences

3
Doctorate

12
Social Sciences

3
University of Münster

1
Others

12
Education

3
University of Koblenz-
Landau

8
Mathematics and
sciences

3
Georg-August-University
Göttingen

3
Media Studies

34
Others

1
Human
medicine/health
sciences

(continued)
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Table 2. (continued)

Gender Age (Years) Degree Subject area Educational institution

1
Agricultural,
forestry, nutritional
sciences, sports

6
Others

The adjusted population consists of a total of 131 students who participated in the
survey. The most common age in this sample is between 20 and 29 years old at 91%.
In this survey, 81 females, 48 males, and 2 diverse participated. In addition, 41% of the
respondents reported being in the Bachelor’s degree program, while 44% were already
in the Master’s degree program. In addition, another 9% are in the teaching field, 3% are
pursuing a non-teaching state exam, and 3%are doctoral students. Half of all respondents
are studying at the Osnabrück Univeristy, another 8% are enrolled at Goethe University
Frankfurt am Main and 6% at Leibniz University Hannover. The remaining participants
reported studying at another 18 educational institutions in Germany.

5 Results

5.1 Results of the Qualitative Content Analysis

The following section will now present the results of the open-ended question regarding
students’ use of OER. Based on the question: What factors do you consider important
for the use of OER?, a categorization of success factors in the use of Open Educational
Resources is made, which are summarized in the following figure (Fig. 2).

Technical. Technical factors in particular appear to be highly relevant in the decision
to use OER. Approximately 40.8% of all respondents (out of 131 responses) state that
wide-ranging access to OER is decisive for the use of OER. This should always be open
(6.2%), unrestricted (6.2%), independent of location (5.4%), unlimited in time (4.6%)
and digital (13.1%). In addition, access should be both possible without any registration
(2.3%) and compatible with different end devices (3.1%). Furthermore, 36.9% of the
respondents indicate that OER formats should be offered with a high ease of use. This
includes enabling a clear (6.2%), compact (0.8%), simple and understandable (13.8%), as
well as intuitive (1.5%) usability of open resources. Furthermore, they should be easy,
uncomplicated and quickly accessible. This offers the transition to the next technical
aspect, the usability of OER. According to 4.6% of the participants, OER should offer
a simple, location-independent, offline download option. Here, it is occasionally stated
that a good Internet connection, mobility and flexibility should be ensured in order to
make optimal use of OER. Processing and further use of OER should be unrestricted,
without loan periods or limited terms, and should therefore be included.
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Fig. 2. Success factors for the use of OER

Existential. Regarding the awareness of OER, 2.3% of the participants indicate that
information and knowledge about OER and its availability would be beneficial. An
explicit mention of availability as a usage criterion of OER happens in 13.9% of the par-
ticipants. Open Educational Resources should be multimedia (3.9%), extensive (5.4%)
and widely available across internal boundaries (2.3%). One respondent also mentioned
that there should be an availability of complementary programs for the use of OER.
Two other respondents added that digital resources should also be offered in different
languages. Once the open resources are made available, they should also be findable,
according to 5.4% of the respondents. In particular, catalogs should be easy to find using
helpful search algorithms.

Economical. It is also evident in the students’ open responses that OER should be free
of charge. Although by definition OER should be free and thus free of charge, almost
1/3 of the respondents again emphasize the actual freedom of charge.

Political. Furthermore, one respondent mentions the necessary independence of OER
providers from economic actors.

Legal. Legal factors also seem to play a role for four respondents. Among other things,
data privacy aspects are mentioned and appropriate or open licensing is considered
important.

Quality. For one third of the students, the quality of OER plays an important role. 6.9%
of the respondents list quality in general, with 5.38 further percent differentiating this
according to quality of content. The following content quality requirements are listed:
comprehensibility (3.9%), quality (2.3%), completeness (1.5%), correctness (3.1%),
actuality (1.5%), and reliability (2.3%) of the digital resources. In addition, the adherence
to quality standards is considered relevant by 9.2% of the respondents. For the security,
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trustworthiness and traceability of the information within the digital resources, serious
source information and scientific standards are important to students when using OER.
The adequacy of resources in terms of subject specification is also mentioned by 4.6% of
participants. Here, a diverse and subject-related scope of resources should be available,
at best with the coordination to the own curriculum.

Learning Concept. With regard to the use of OER, further aspects are also emphasized
which, in summary, can serve long-term learning. On the one hand, there should be an
added value in the targeted use of OER and on the other hand, an effective, cooperative
and supportive behavior is desired by other individuals. This includes a networked and
scientific exchange, as well as support (5.4%) by means of learning support through
feedback, discussions, as well as through further information and advice on how OER
can be used.

Social. In addition, one respondent mentioned equality in the use of OER, which was
specified by four other participants through public domain use.

5.2 Results of the Statistical Analysis

In this section, the results of the study survey are comparatively presented and interpreted.
The main focus here is on verifying or even refuting the predefined hypotheses.

H1: Extensive awareness about OER correlates positively with the degree of inclination
towards OER use. First, it should be clarified whether the concept of Open Educational
Resources is generally known. Thus, 67.2% of the respondents stated that they were not
aware of OER, while 32.8% were. Among the participants with an existing knowledge
of OER, the level of awareness was also asked. Among them, the majority shows low
(12.2%) and very low (7.6%) knowledge. Consequently, the sample has only limited
knowledge about OER, which is at least limited to hearsay. The linear regression per-
formed confirms that high awareness of OER increases students’ likelihood of using
OER by 1.848 units (B = 1.848; p ≤ 0.05). Accordingly, the hypothesis presented here
can be confirmed.
H2: The factor of availability of OER has an impact on the degree of inclination towards
the use of OER. This hypothesis considers the provision of OER on the part of the
educational institution and lecturers, thus also the existence of repositories. It can be
seen that 13.9% of the respondents perceive aspects of availability as important in the
open-ended questions, summarizing that it should be free, multimedia, extensive, widely
available and enabled in different languages. However, the descriptive evaluation shows
that about half of the participants have no knowledge of whether there is any institutional
provision or use or creation of OER on the university side and on the lecturing side.
In contrast, Pearson’s correlation analysis indicates that a high availability of OER is
significantly positively correlated with a future probability of use (r = 0.330). This is
also confirmed by the statistical regression, because an increase in availability by one
unit increases the intention to use by 0.298 units (β = 0.298; p ≤ 0.05). Accordingly,
this hypothesis can also be confirmed.
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H3: Open access to cross-university teaching resources correlates positively with the
degree of inclination towards the use of OER. In the descriptive analysis, the majority
of subjects indicate that accessibility to OER should not require additional software and
hardware. Also, OER should run technically flawlessly on all devices and be displayed
correctly on different end devices. Furthermore, the need for sufficient technical means
for editing, modifying, and publishing OER is more likely to be agreed upon. If access
to OER is technically accessible, students are more likely to use them. Unrestricted
access is frequently associated with an intention to use (χ2 = 25.232; p ≤ 0.001).
According to Pearson’s correlation test, this variable also shows significance (r= 0.365).
Consequently, unrestricted access is frequently associated with a positive intention to
use and the hypothesis can be confirmed.
H4: An awareness of open licenses correlates positively with the degree of inclination
towards the use of OER. An open mention of licensing aspects turns out to be relatively
low. Only three respondents stated that this is an important factor for the use of OER,
with a further six respondents identifying general licensing rights as an obstacle. The
variable regarding open licensing shows no significance within statistical tests, neither in
the intercorrelationmatrix nor in the bivariate regression. Thus, the fourth hypothesis has
to be rejected overall. This result may be explained by the fact that aspects of licensing
are more likely to be considered from the producer’s point of view.
H5: Costs are related to the degree of inclination towards the use of OER. Especially
the sustainability of the cost-free provision of OER seems to play an important role. The
cost factor (sustainability) is a significant predictor for the implementation of the OER
concept. On the one hand, this has a positive association (χ2 = 21.714; p ≤ 0.001) and
a positive correlation (r = 0.391) towards the future use of OER. Thus, an increased
provision of explicitly long-term free Open Educational Resources in the future, as well
as free complementary tools, are associated with the use of OER by students. This
hypothesis can be considered as confirmed.
H6: The willingness to cooperate is related to the degree of inclination towards the
use of OER. A high will to cooperate is associated with the future use of OER by
more than half of the respondents (χ2 = 22.355; p ≤ 0.001). This is accompanied by a
positive correlation of the correlation analysis (r = 0.184). Consequently, a trending but
small positive correlation is statistically detected. It is also evident from the descriptive
frequency analysis that the culture of sharing educational materials with fellow students
is perceived to bequite relevant and sharing educational content is generally considered to
be an important component of education. Overall, the hypothesis can be rather confirmed
as a positive statistical relationship was found.
H7:Themore positive the perceivedquality ofOER is, the higher the degree of inclination
towards the use ofOER.Theopen survey shows a considerable relevance,while statistical
methods do not prove this, thus the qualitative factor cannot be clearly verified. Ensuring
the quality of the content of open content, as well as the continuous maintenance and
updating of digital resources, and the creation of reliable quality standards are, despite
this, essential measures for the success of OER.
H8: The higher the perceived effectivity in learning by using OER, the more likely
the degree of inclination towards the use of OER. It was checked whether OER should
facilitate students’ knowledge acquisition, support them in achieving learning objectives,
or promote independent learning and problem-solving skills. In all cases, the rather and
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completely agreement is at least 75 and at most 95 percent in total. These affirmative
attitudes toward the factor of effectiveness of OER are confirmed statistically. Thus,
84 participants rather or completely agree with these items, while next to them they
indicate a future use as likely. This association is found to be significant in the course of
cross-tabulation (χ2 = 24.29; p ≤ 0.001) and proved by means of a positive correlation
(r = 0.282). Consequently, effectively creating better study performance by means of
supportive and facilitative activities is related to successful use of OER. As a result, the
hypothesis is more likely to be accepted.
H9: A positive perception about the future stock of OER and their sustainability,
increases the degree of inclination towards the use of OER. During the structural review
of the present items, no meaningful category is selected by means of the factor and reli-
ability analysis and therefore the associated items are not statistically reviewed further.
Accordingly, the ninth hypothesis cannot be interpreted. Nevertheless, the results of
the descriptive frequency analysis are of interest here, because they provide a tendency
outlook on the future stock of OER and therefore serve as a forecasting tool.

6 Discussion

The focus of the work is to survey the conditions of use of digital educational resources
for an increased intention to use on the part of students. Here, the focus was on spe-
cific requirements that can generate successful and accessible usage intention. As a
result, a student survey was conducted, from which key success factors were derived
and recommendations for action are given below.

Steps must be initiated to achieve a higher level of awareness regarding OER. In
this context, students must be provided with comprehensive information on the possible
uses of OER, so marketing efforts and promotion of OER are necessary. For this pur-
pose, higher education institutions should promote and facilitate info-events, as well as
awareness-raising activities. Students would benefit from this, as well as lecturers who
could promote the creation and use of OER in their teaching. In order to successfully
establish OER on a broad basis, measures must be implemented in the future to ensure
inclusive and equal access to high-quality resources. This refers primarily to technical
accessibility (barrier-free) and the provision of OER free of charge. Building on this,
steps must be taken in the future to ensure reliable quality assessment, assurance and
control from a professional point of view. On this point, lecturers as creators of OER
are particularly affected and should follow uniform quality guidelines. Higher education
institutions are responsible for such guidelines and should workwith lecturers to develop
criteria and benchmarks. Once OER are at a solid level, measures should continue to be
taken to increase awareness or knowledge of the added value and potential uses of OER
and associated popularity on the part of students. The introduction of an OER policy
could be an important framework in this regard, providing guidance to higher education
institutions and educators. Through the establishment of supportive frameworks and the
possibility of performance recognition, incentives and an increased commitment to the
use and simultaneous production of OER can be achieved in the long term. An official
listing of OER locations would also be beneficial to make it easier for students to find
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materials or official repositories. Furthermore, the realization of a long-term free usabil-
ity of OER is an indispensable necessity; therefore, financing systems must be created
in the future that fulfill this requirement for students.

If these measures are implemented extensively and restrictions are minimized, the
use of Open Educational Resources can be increased in the daily study routine. The
adaptation prospects of Open Educational Resources in the everyday university life of
the students are evaluated as critical in this work. Although an increased willingness to
use OER on the part of the students can be noted, a low willingness to participate with
regard to cooperation and the creation of open resources is found. Moreover, students
present abundant technical and qualitative terms of use that must be met in the future
on the part of OER providers. In this course it becomes clear that on the way to the
implementation of the OER concept some steps must be introduced, in order to be able
to exhaust far-reaching potentials in this respect. Nevertheless, these findings can be built
upon in further research so that the establishment of OER at higher education institutions
can be promoted.
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Abstract. Objectives: By 2025, 90 percent of all care providers worldwide are
expected to adopt cognitive AI help as evidence-driven care for their patients.
Among all AI applications, clinical decision support systems (CDSS) are most
likely to improve patient outcomes in the next 5–10 years. The objective of this
paper is to analyze the business models of AI-based CDSS on the market to allow
for generic statements on the design and state of the art of such business models.
The study thereby aims at maximizing the utility of this technology by providing
a basis for future business model considerations in this area.
Methods: Based on a comprehensive market analysis for AI-based solutions in
the healthcare domain, we identify a sample of 36 commercially available CDSS
and analyze their business models using the theoretical business model concept
by Gassmann et al. [10].
Results:Asa result,we identify generic attributes and alternate conditions ofCDSS
businessmodels on themarket in the respective key businessmodel elements value
proposition, value creation and value capture.
Conclusions: Based on the results, we develop a business model framework for
AI-based CDSS that gives a first overview of the design of business models in
this new technology field. Our findings contribute to closing a gap in the scientific
literature and provide as a basis for future business model considerations.

Keywords: Clinical decision support systems · Artificial intelligence · Business
models · Digital health

1 Introduction

The market potential of AI-supported systems in healthcare is very high and is projected
to grow by on average 70% to over USD 6 billion in 2022 [1]. Clinical applications
that predict diseases, personalize treatment, prevent adverse events or manage outcomes
account for 50% of all revenues. By 2025, a democratization of AI is expected with more
than 90% of care providers worldwide adopting cognitive AI help for their patients
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[2]. According to a study by emerj [3], there is expert consensus that among all AI
applications decision support systems are most likely to improve patient outcomes in
the next five to ten years with hospitals and healthcare facilities being the primary target
groups. In summary, the market is highly attractive due to a large market potential for
providers, a high market growth but at the same time a currently rather low market
penetration rate. In light of the market’s infancy, the current lack of transparency on
offerings in the market as well as lack of scientific literature on business models is not
surprising. The high potential of clinical decision support systems is already becoming
apparent. In a study from 2019, 157 dermatologists from twelve university hospitals in
Germany competed against a computer to detect skin tumors. The computer diagnosed
more accurately than humans in 136 cases [4]. Most research studies, however, focus on
the role of artificial intelligence for business processes in the healthcare industry or deal
with the clinical and financial benefits of Clinical Decision Support Systems (CDSS) [5,
6].

The objective of the present study is to shed more light on the topic of AI-based
CDSS business models. To the best of our knowledge, there is currently no database
available, which provides comprehensive information on commercially available AI-
based healthcare solutions. For this aim, we develop anAI-in-Healthcaremarket monitor
to get an insight into the vibrant market. For the current study, we identify 36 AI-based
decision support systems and analyze their business models using publicly available
information. In the following, we describe the methods used and present the results of
the business model analysis. The paper closes with a conclusion and discussion of our
results.

2 Methods

The basis for our study is a comprehensive market analysis for AI solutions in the
healthcare domain. Through desktop research, relevant companies, research institutes
and startups, which are active in the field of AI in healthcare, were first identified based
on articles, blogs, newsletters, and further sources and then saved as structured pro-
files in an internal company database. Currently, the database contains information on
more than 1400 providers classified in startups (21%), established companies (51%) and
research institutions (28%). For each provider, the database contains general information
such as the provider’s name, location, funding information and acquisitions as well as
specific information on offered products and initiatives, indications, technologies, target
groups and medical applications. To the best of our knowledge, currently no comparable
database exists.
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This database was the foundation for our research on business models for AI-based
CDSS. Given the wide variety of systems, there is no generally accepted definition
for a CDSS [6]. Systems come in different varieties and differ primarily in their level
of intelligence and support. This makes them difficult to characterize formally. In the
context of this paper, three criteria were applied to determine the sample of analyzed
providers: First, we follow the definition, which refers to “CDSS as digital systems
that provide the decision maker with the right information at the right time to support
healthcare professionals in making clinical decisions” [6]. Second, only companies and
startups that describe their product as anAI-basedCDSSwere selected from the database.
Research projects were excluded from the analysis since the focus of the paper is to
address existing business models in the market. In addition, only systems targeting
physicians as end users were included. This leaves us with overall 33 companies and
startups with 36 different CDSS systems.

2.1 Business Model Analysis Approach

Clinical decision support system providers will only be successful in the market if they
commercialize the economic value of the technology used [7]. This requires the defini-
tion and development of awell-defined underlying businessmodel for these systems. The
term ‘business model’ is not conclusively defined in the scientific literature. Therefore,
several concepts have been developed to operationalize the business model as a theoret-
ical concept [8]. However, at the most basic economic level, a business model describes
the logical approach of how an organization earns profit [9]. Gassmann, Frankenberger
and Csik [10] build on this definition and define a theoretical concept – the Business
Model Triangle - to describe the term business model based on the four dimensions
target customer, value proposition, value creation and value capture [10] (Fig. 1).

Fig. 1. The business model triangle by Gassmann, Frankenberger, and Csik [10].



AI-Based Business Models in Healthcare: An Empirical Study 73

Following this concept, the definition of relevant target customer segments is neces-
sary to carefully develop the business model’s value proposition. The value proposition
describes all products or services a company offers to create value for its customers.
The business model element value creation considers all relevant processes, activities,
resources, and capabilities necessary to deliver the business’ value proposition. Cost
structures and revenue mechanisms are displayed in the business model element defined
as value capture.

In the following, this Business Model Triangle is used to illustrate and analyze
underlying business models of selected CDSS on the market. Hence, the dimensions
value proposition, value creation and value capture are used to structure the business
model elements for CDSS. Given the definition of CDSS used in this paper, the target
group is restricted to physicians. The business model dimension target group is therefore
fixed and not explicitly considered in the following business model analysis.

We conducted a morphological analysis based on information available in the com-
pany database and respective publicly accessible company websites. For the analysis,
sources in English or German language were considered. Morphological analyses are
commonly used to analyze multidimensional concepts such as business models [11,
12]. As a structured approach, this analysis allows to identify relevant business model
attributes for products or services in a specific context [13]. Hence, the information
collected on the CDSS business models is used to identify generic elements for each
of the three business model dimensions. The findings are presented in a morphological
box. In this representation, the identified generic business model attributes are defined
as alternate conditions for CDSS business models [11].

3 Business Model Analysis

Overall, we examine 33 companies with 36 different CDSS systems. The descriptive
statistics shows that most of the companies are from the United States (49%) and Europe
(42%). Based on the SME definition of the European Commission [14], about half of
the companies are small companies with 10 to 50 employees (49%). One third are large
companies with more than 250 employees (33%), followed by microenterprises with a
share of 12% and medium-sized companies with 6% (Fig. 2).

An examination of the founding year reveals that 49% of the companies are less
than 10 years old and can thus be defined as startups [15]. The remaining companies are
predominantly established companies that are at least 10 years old (Fig. 3).
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Fig. 2. Company size by number of employees.

Fig. 3. Companies by geographical region and founding year.

4 Results

The results of the CDSS business model analysis and the characteristics of the respective
business model elements value proposition, value creation and value capture are shown
in the CDSS business model framework (Fig. 4).

Figure 4 shows a systematic presentation of the 36 different products. This is done
by dividing the offerings into three business model elements and which target group was
addressed.With their common categories of the main characteristics. These are assigned
to categories which mentioned most frequently, with a list of the main properties. This
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Fig. 4. CDSS business model framework.

toll gives a brief overviewofwhat is actually offered by the 36 products before continuing
with the further analysis.

4.1 Value Proposition

The businessmodel analysis shows that the value proposition of clinical decision support
systems is mainly composed of three different attributes. These attributes can be divided
into level of care and indication addressed as well as impact. We defined the levels
of care based on the five pillars of health care, which consist of prevention, diagnosis,
therapy, rehabilitation, and care [16]. Overall, four different levels of care were identified
that are in focus of the analyzed CDSS, with many (N = 23) of them operating on at
least two levels simultaneously. The four levels of care represent prevention, diagnosis,
therapy recommendation and therapy support. Diagnosis and therapy recommendation
are the most frequent care levels, with a share of 58% each, followed by therapy support
with a share of 44%. Only six of the CDSS (17%) are used for prevention purposes. A
statistically significant correlation was identified between the care levels of diagnosis
and therapy support (p = 0,023).

83% of all CDSS’ value propositions include statements concerning efficiency
improvements or cost savings on their website. Furthermore, almost 60% of the sys-
tems described an improvement in the treatment pathway through the clinic with more
compliance (patient engagement).

With respect to indications, 18 different indications were identified, with several
CDSS covering multiple indications (17 out of 36 CDSS). The predominant indication
is oncology with 14 CDSS, followed by cardiology and radiology with shares of 22%
and 19% of the products, and pneumology and pharmacology with a share of 17% and
14% of all products.
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A statistically significant correlation was only found between oncology and radiol-
ogy (p = 0,049). In summary, the value proposition analysis for the CDSS shows that
most systems focus on supporting the medical practitioner with diagnosis and therapy
recommendation for indications in the field of oncology, cardiology and radiology thus
leavingmany green field opportunities for researchers and companies. The primary com-
municated impact of these systems is efficiency improvement for medical practitioners
and patient engagement in the therapy process.

4.2 Value Creation

Our business model analysis shows that the CDSS’ value creation can be stratified
along the lines of databases, methods and interfaces that can be used to enhance the
decision support process. With regards to the underlying data, the largest share of CDSS
considers clinical trials for the decision support process, whereas 14 systems are linked
to a knowledge database such as cancer registries or drug databases. In addition, some
CDSS take expert knowledge (e.g., curatorship of experts and their knowledge) into
account. Furthermore, monitoring of vital data or the consideration of clinical guidelines
are relevant databases for clinical decision support processes.

Concerningmethods, the analyzedCDSSmostly state to usemachine learning (52%),
data analytics (50%) or statistical methods (50%) for decision support. In addition, 18
systems refer to clinical pathways for the decision support process. Imaging is used as
a method by 11 systems. Interfaces used by CDSS are electronic health records (58%),
clinical information systems (27%) or mobile applications for physicians or patients
(25%). The AI Pathway Companion from Siemens Healthineers [17], for example, is a
tool to support medical decision-making. It uses artificial intelligence to incorporate all
relevant disease-specific and patient-related data into the decision-making process. This
also includes the interface to the patient file. The goal is to establish a patient-specific
therapy pathway. The value creation analysis for the CDSS shows that the decision
support is mainly based on machine learning or statistical methods. These methods
frequently consider clinical guidelines and pathways or additional patient data to obtain
a valid result.

4.3 Value Capture

The business model analysis in the element value capture shows that two pricing models
predominate. The systems use a software licensing model in most of the cases (64%), 6
systems offer single purchase options for e.g., additional hardware such as connectors on
their website. Moreover, the systems do not use a uniform licensing model. The models
differ in their designs between e.g., subscription licenses - from a monthly to an annual
subscription – to a feature license, which limits the features an end user can use. When
offering such a licensing model, 39% of the systems offer a modular system. Selected
CDSS also offer additional services such as a laboratory services e.g., for blood sample
analysis (11%). These systems, for example, apply AI-methods to genomics on results
from separately analyzed patient samples or offer a service for the physician to analyze
patient sampleswithin 4weeks. These services additionally support the decision process.
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5 Conclusion

Based on the analysis, we develop a business model framework for AI-based CDSS. The
framework contains generic attributes and their alternate conditions for CDSS business
models and gives a first overview on the design of businessmodels in this new technology
field. The analysis shows that these systems currently focus mainly on the leading causes
of death i.e., heart diseases and cancer [18]. The support of these systems focuses on
varying levels of care such as prevention, diagnosis, therapy recommendation using
machine learning and statistical methods. The majority of analyzed CDSS use licensing
as a pricing model, which is of little surprise since these are classical software products.

Only a few CDSS additionally offer laboratory services within the scope of decision
support. These include the processing of e.g., tissue or blood samples to create genetic
maps or compare them with existing databases. Most of the manufacturers promise an
improved treatment pathway and patient process and advertise potential efficiency gains.

AI technologies are taking off in healthcare today for different reasons: First, there
is mounting pressure to reduce health care costs and improve outcomes in developed
countries. Second, there has been an explosion in the availability of health care data.
Third, advances in hard- and software make it possible to harness that data in new,
powerful ways. As AI-based innovations take off, they will allow providers to diagnose
disease earlier with greater accuracy—and ultimately manage it more effectively. Such
advances will be critical drivers that help deliver value-based healthcare i.e. the best
patient outcomes at the lowest possible cost [19].Critical for the implementationof value-
based healthcare are economically sustainable business models for AI-based solutions.
Due to the infancy of the market, little is known about AI-based business models so
far. The objective of this paper is thus to analyze the business models for AI-based
clinical decision support systems, which are expected to enter the markets with greatest
likelihood first.

6 Discussion

Our analysis is based on an AI in Healthcare market monitor which currently contains
profiles of more than 1400 companies and their products for AI healthcare applications.
The focus of the study was on CDSS products which are already available on the market.
For the empirical study, a sample of 36 commercially available CDSS were identified
and analyzed using the theoretical business model concept of Gassmann, Frankenberger,
and Csik [10].

The business model analysis reveals that AI-based clinical decision support systems
have both similarities and differences with respect to the design of their business mod-
els. We thus derive a business model framework that provides an overview of possible
business model characteristics in the field of AI-based CDSS.

The importance of AI-based CDSS in patient care is undisputed. Still these sys-
tems are rarely used in everyday clinical practice. Not least because several ethical and
legal issues remain to be resolved [20]. For this reason, a uniform and rapid legal basis
and security for providers and users of such systems would be urgently required at
an international level to improve patient care and further advance the development of
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new innovative business models. This would ensure a high level of acceptance among
physicians and patients alike, which is an important prerequisite for such innovations
in practice [21]. Our study has several limitations, which are related to the availability
of information regarding the examined CDSS business models. The analysis is mainly
based on information available on publicly accessible company websites. Furthermore,
only systems marketed on websites in German or English language are included. Hence,
this restriction is likely to exclude additional relevant systems on the market or business
model aspects, which are not transparently communicated on the respective company
websites. The desktop research approach further limits the validity of statements related
to the business models. Moreover, the identification and definition of attributes in the
respective business model elements was necessary to allow for a comparison of the indi-
vidual systems. These designations may not be able to describe all systems in detail and
should be considered as a selection of relevant characteristics. While this paper certainly
contributes to the literature on AI-based business models in healthcare, future analyses
will be required to extend the sample of analysis and the definition of respective business
model elements.
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Abstract. Due to the pandemic, teaching formats had to be trans-
formed from analog to digital within a very short time. Many teachers
and students had not enough time to meet these changes in an orga-
nized way. In this study, we examine, how an agile change process can
be designed in the university sector according to the change manage-
ment guidelines. First, the implementation of the agile change process
according to Scrum will be described. Then, the requirements for an
agile process model based on the students’ viewpoint will be evaluated
at a German University. In total, 1300 students participated in an online
survey with open and closed questions from 5/15/2020 till 5/22/2020 at
the University of Osnabrück. We distinguish between novice (first and
second semester) and advanced (third and higher semester) students. A
total of 779 statements from open questions were available for further
evaluation. The content analysis results in 48 items and eight dimen-
sions. These items represent requirements from students’ viewpoint. The
dimension communication offers the greatest potential for improvement
in digital teaching. In future contributions, activities should be developed
to implement the collected requirements in an agile framework with rel-
evant recommendations for action.

Keywords: Agile development · Change management · E-learning ·
HEI

1 Introduction

The way of teaching at universities was fundamentally changed due to the lock-
down during the pandemic in the spring of 2020 in Germany [10]. In the very
short term, face-to-face courses were transformed to digital formats to enable
students to continue their studies under pandemic conditions. This results in
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worldwide growing importance of e-learning [33,37]. In the short-term develop-
ment of digital teaching formats, classic as well as agile and thus more flexible
and adaptable development methods could be identified [6]. However, the devel-
opment of digital teaching formats with agile methods was already known before
the pandemic [15]. In the long run, we will see which digital formats will remain
at universities after the pandemic and how they will perform. There is growing
evidence that blended learning will continue, even students and lectures come
back to their physical learning spaces [37,45]. It is necessary to collect empirical
data to integrate experiences of digital teaching into the university’s strategy,
culture and structure. This information and the involvement of all stakeholders
in the strategic development process can contribute to making the universities
fit for the future [5].

The aim of the paper is, on the one hand, to demonstrate a possible agile
development process in the university context. On the other hand, to elaborate
requirements for an agile process model based on the students’ viewpoint. The
identified requirements will also be prioritized based on student preferences using
the MoSCoW principle (must have, should have, could have, and won’t have) [11].
Accordingly, the following research questions will be answered:

RQ1: How to design an agile change management process in the university sec-
tor?

RQ2: Is Scrum a feasible process development model in a higher education e-
learning environment?

RQ3: Which requirements apply in the field of e-learning by students?
RQ4: Which differences exist in e-learning requirements between first-year and

advanced students?

To answer the research questions, first, the topics change management and
agile development in higher education institutions (HEI) are introduced con-
cerning the current literature in section two. Based on this, we describe the agile
change process according to Voigt et al. which follows Kotter’s change manage-
ment process model (RQ1), [21,39]. The research methodology and the target
population of the survey are described in section three. The students’ require-
ments base on a systematic literature analysis on relevant applications of Scrum
in the university context (RQ2) and a university wide survey. The results are
presented in section four. The identified requirements, including a comparison of
novice students and students in higher semesters (RQ3), are transferred to an
agile model by using a prioritization principle (MoSCow). In section five follows
the discussion of the identified requirements from the literature review and the
survey regarding the integration into an agile development process (RQ4). In
the conclusion, the main results, limitations of this work, and future research
areas are presented.

2 Literature Review

Due to the continuing pandemic, most of the university lectures had to be trans-
formed from mainly physical to digital formats [6]. The lectures were under
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pressure to offer immediately e-learning possibilities for their students. There
was no time for a long-term change process. Cheema and Bils et al. explicitly
indicate that the time frame for decisions is relevant in this context [5,10]. Thus,
a short period harms decision-making within a change process.

In a study by a German university, around 230 lectures of this university
should state their biggest challenges within digital teaching [18]. About 27%
indicated that they felt the transformation was too fast. About 21% indicated
that the workload was too high and about 19% criticized a lack of contact
with students. Krüger describes in his work, that the length of the time-horizon
depends on each individual situation. However, strategic change takes more time
than, for example, a liquidity bottleneck that can be resolved in the short term
[22]. A current trend shows that e-learning becomes more and more important for
universities, not only due to the worldwide pandemic. This is shown, for example,
in changing demographic variables of students or the possibility of digital access
from outside the university [31]. In the future, HEI need to create a process as
part of strategic change that includes digital teaching and e-learning.

There are a variety of definitions for e-learning. Some authors define e-
learning as, for example, exclusive access to resources [27,34]. Other authors
such as Kumar, Wotto, and Bèlanger [23] define e-learning as the supported
learning that is characterized by digital electronic tools and media. In a sys-
tematic literature review, Sangra identified four definition clusters (technology,
system-oriented, communication, and educational paradigm) and concluded that
a holistic e-learning definition should be viewed from different angles and should
consist of the four clusters [34]. In this work, e-learning is understood as a way
of learning, which is characterized by the use of digital technologies, provides
access to resources, and has a special focus on communication or interaction.

2.1 Change Management

The term change management can be understood as a continuous process of
renewal to align the capabilities and structure of an organization. The objectives
of change management are based on both internal and external customers of
the company and the constantly changing requirements of the company [29].
The process of change and the associated changes are omnipresent in current
organizations, which can also be foreseen further in the future [2]. R. T. By
concludes that the speed at which change is occurring has never been faster
than it is nowadays [9]. Furthermore, he emphasizes that there is often a lack of
a valid framework for implementing and executing change.

Like Kotter, many authors in the field of change management argue that
change and the associated changes never begin because change never ends [42].
Therefore, many organizations try to adapt to the constant evolution of their
environment by creating a learning organizational culture or trying to work
in an agile manner according to Scrum or Just in Time [2]. Increased agility
and the associated aspects of, for example, flexible adaptation to changes, flex-
ible processes, or shortened development times are just some of the advantages
that characterize agile change management [38]. Agile methods originate from
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software development projects, but they are suitable as well for larger change
projects in which participatory implementation plays a major role [24]. Voigt et
al. provide a systematic literature review of agile methods applied in the univer-
sity sector [39]. Scrum, as well as JiTT (Just in Time Teaching), were identified
as adaptable agile development methods [39]. According to this investigation, we
categorized the agile development processes of e-learning into the six phases of
change management by Kotter [21]. In the first phase, a strong leadership coali-
tion of e-learning experts is to be formed. In a second step, the e-learning vision
should be developed (conceptualize vision), which can consist, for example, of
different requirements, specifications, or sub-tasks. During this step, the IT and
didactic support should also contribute their expertise to provide instructional
methods. In addition, space, time, and financial constraints should be considered
at this step in the conceptual design. After the conception, in the third phase
(communicate vision) benefits of the new e-learning strategy are highlighted and
the developed core elements are communicated to the stakeholders. The follow-
ing step (enable others in terms of the vision) is to enable work solutions with
the provided technology that are efficient as possible for the students. In the next
phase (make short-term success visible) teachers create tasks that are realized
immediately. In addition, support helps lecturers by testing the learning plat-
form. In the sixth and final phase within the agile process model, the lecturer
should learn from occurred mistakes (consolidate improvements).

2.2 Agile Development in Higher Education Institutions

Scrum follows the basic principles of change management with the positive effect
of increased motivation of the participants [24]. It was first developed in the
1990s and it continues to be adapted. A Scrum Guide defines specific rules for
handling the agile model. Scrum can be understood as a framework that can
be used to generate adaptive solutions to problems of a complex nature. With
the help of iterative cycles and an incremental approach, knowledge is generated
from experience [35]. Thus, this agile model is ideally suited for learning from the
experiences made in digital teaching. Scrum is composed of stakeholders (e.g.
Scrum Team), Scrum Events, and Scrum Artefacts. We adapted the agile model
of Scrum to the context of HEI e-learning development (Fig. 1).

According to the Scrum framework, different stakeholders (Scrum Team)
work together in agile development. This team consists, for example, of develop-
ers, the Product Owners, and a Scrum Master. There are no hierarchies within
this heterogeneous team. Outside of this team, there may be other stakeholders
with which the project team can collaborate.

Introducing Scrum as an agile development process model at a university at
first the Scrum Team have to be identified. At a University the first step in intro-
ducing the agile development process (Scrum) to define a Scrum Team. In the
framework of Schwaber and Sutherland [35], the Scrum Team should be a group
of about ten participants to implement the requirements into Increments in a
targeted manner. Due to the university-wide transformation to digital teaching,
the lecturers with staff from different subject areas or institutes should each be
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understood as an agile Scrum Team. This team is responsible for the individual
implementation and thus also for the success. According to Voigt et al., the man-
agement of the HEI has no direct role in the implementation of an agile process
model [39]. The IT and didactic support of the institutions should assist the
lecturers and the team. At a university usually more than ten lectures or staff
members create digital teaching units. Therefore, it is necessary to form further
subdivisions. These may be naturally formed according to their institutes or sub-
ject areas whereas interdisciplinary networks of team members may additionally
increase productivity. In general, smaller teams can react faster, communicate
more efficiently, and are more productive [35].

In the next step, a Product Backlog with requirements has to be established.
Additionally, we introduce three steps for the identification process of these
requirements. Based on a systematic literature review we examined methods to
identify and prioritize requirements from students’ viewpoints. Next, the require-
ments are clustered and illustrated within a concept matrix. Based on this matrix
the requirements from the students’ viewpoint are collected through a survey.
These requirements form the Product Backlog. Content analysis is needed to
identify the dimensions and sub-dimensions of the requirements. Finally, the
requirements are prioritized for the implementation process. Primarily, high-
priority requirements are documented in the Sprint Backlog. The outstanding
process steps in the Scrum framework as illustrated in figure one will be explained
according to the results in Sect. 5 (discussion) to demonstrate how to realize the
requirements.

3 Method

This paper aims to demonstrate an agile process model for HEI e-learning devel-
opment based on students’ requirements. The investigation starts with a sys-
tematic literature analysis according to Webster and Watson to identify already
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derived requirements within the Scrum framework [41]. The process of valida-
tion and exclusion of the literature is described in the results. In addition, a
concept matrix helps to categorize the identified literature into different fields of
application (Table 1) [41].

In the next step, the research design for the student survey is described
which builds the basis for the product backlog. It is based on a university-wide
qualitative and quantitative standardized survey. The survey was carried out
from 5/15/2020 to 5/22/2020 during a national lock-down (two months after the
beginning of the summer semester 2020). The population includes all students
at the university. In total, 1300 students participated in the study anonymously.
The online questionnaire was implemented with the research tool Lime Survey
hosted at the university. After the data was collected and reviewed, a total of 779
data sets were available for content analysis which was performed according to
Mayring [26]. Missing, incomplete (no information on semesters) and duplicate
data sets were excluded for further analysis [14]. Within the framework of the
content analysis, a multi-stage procedure was used to inductively reduce the
qualitative data material till the identification of dimensions and items [26]. The
responses were cross-coded by two researchers to further increase objectivity.
The target population includes a total of 326 novice students (first and second
semester) and 453 students from higher semesters. In the literature, no census
of the classification of novice and experienced students can be identified. We
define first-year students as students who are in their first or second semester.
As part of the standardized qualitative and quantitative survey, all students were
asked the same question: What did you miss most about the digital semester?
Students were able to answer at their discretion without space restrictions and
in an anonymous form.

4 Results

In the following, the results of the identification process of the requirements
are presented. First, a systematic literature analysis was conducted to identify
requirements from already published work (figure two). For this purpose, search
terms with different synonyms were used for the query. The search was performed
in both English and German. A total of 22 contributions were identified in Web
of Science, ERIC, Scopus, and ScienceDirect with the search string: (universit*
OR hei) AND (“e-learning” OR “digital learning” OR “digital format*”) AND
scrum. In the first step of the systematic review, two unavailable, two duplicate,
and one article in another language were excluded. After reading the abstract,
one article was deleted due to a different focus. In the third step, after reading
the full text, another contribution was excluded, because no requirements could
be identified. A summary of the results from the systematic literature review is
illustrated in the concept matrix in table one according to Webster and Watson
[41]. In addition to the identified articles, this also presents the field of application
of the used Scrum Frameworks (Fig. 2).
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Fig. 2. Systematic literature review

Table 1. Scrum framework concept matrix

Field of application Literature

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

[17] [19] [7] [30] [13] [4] [16] [43] [3] [32] [20] [25] [8] [36] [12]

Development x x x x x x x x x

Learning x x x

Assessment x x x

The 15 identified and analyzed articles can be categorized into three fields
of application: development, learning, and assessment. In the category develop-
ment, the Scrum Framework is described from two different perspectives: On
the one hand, for the development of digital teaching materials and on the other
hand, as a process model for the agile development of software. In addition to
software development, the Scrum Framework was applied for 3D modeling. The
category learning includes knowledge enhancement, e.g. by explaining Scrum to
the students in a playful way with the help of “Minecraft”. Also, other gam-
ification possibilities, like a virtual avatar, are used to get to understand the
Scrum framework and processes. The category assessment contains the critical
examination of the studies. These articles describe how to evaluate according
to the Scrum Framework, e.g. with the purpose to identify competence gaps
of students. One article confirms a research gap of a university-wide survey of
requirements. In all 15 articles, it was possible to identify technically formulated
requirements such as requirements for data, security, quality, navigability, sound,
photos, and videos. In three of the 15 articles, the requirements are divided into
functional and non-functional requirements [12,13,36].

Looking at the empirical data, the 779 analyzed answers from the survey
include a diverse range of mentioned items by the students. Most students indi-
cate one (n = 779), two (n = 368), or three (n = 138) items. More than three
items are listed by 39 students. For the evaluation, the items are grouped in
eight dimensions as shown in Table 2 and 3. Items are counted by the number of
mentions. One student may mention more than one item in one dimension. The
results need to be investigated carefully due to the lock-down situation which
has resulted in a need for ad-hoc online learning solutions and with the view of
social isolation.
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To prioritize the identified items for further use in Scrum, the MoSCoW prin-
ciple will be used at this point, introduced by Dai Clegg in 1994 [11]. It demon-
strates how to prioritize requirements into must have(m), should have(s), could
have(c), and won‘t have(w). Must have defines the most relevant requirements,
which are to be converted absolutely. The should have requirements also have
a high priority. Could have requirements are desirable but do not have a high
priority. The won‘t have requirements do not have to be implemented directly
and can be saved for further Sprints [1]. The classification of the requirements
was conducted by the researchers based on the number of identified mentions. It
would be possible to conduct diverse student groups to assist in this step as well.
Overall, about 67% were categorized as must have requirements, about 29% as
should have requirements, about three percent as could have requirements, and
less than one percent as won’t have requirements.

Within the dimension 1. technical issues the students mention problems hav-
ing a stable internet connection (n = 13) or the availability of soft- and hardware,
e.g. a webcam (n = 3). Others mention that they are not satisfied with the uni-
versity online learning and meeting platform (n = 3). By 2. limited availability
the students count canceled group activities like making music and doing sports
(each n = 9). This was due to the lock-down in Germany. Excursions and prac-
tical training were also canceled (n = 13). Ten students mention that in some
cases lectures were not offered at all due to the ad hoc switch to online learn-
ing. Further, the students missed 3. places during online learning. The learning
environment, the library, and the university canteen are mentioned more often
by students at higher semesters (n = 45, n = 37, n = 34 vs. n = 29, n = 23, n =
13). The academic atmosphere was missed by both groups of students. A further
problem for the students was the missing 4. structure. Daily routines (n = 47)
and leisure time (n = 33) are mentioned the most. Concerning the dimension
5. study the students refer to unavailable or unplanned exams (n = 58) and a
lack of information (n = 27). Lectures reliability (n = 15) and overview (n =
14) are mentioned in conjunction with missing information and communication.
Many students criticize the teaching format (n = 148) of the offered 6. lectures.
Particularly, students in higher semesters were unsatisfied (n = 98). Students in
their first year had more problems regarding the high workload (n = 26). The
dimension with the highest mentions is 7. communication. As general (n = 576)
everything was counted related to getting in touch with other persons. The high
ratio of mentions allows us to take a more differentiated view of this dimension
which will be discussed in the next section. The results show that interaction
with students (n = 189, n = 198) and lectures (n = 98, n = 102) is highly
mentioned by both student groups, as well as face-to-face meeting (n = 98, n
= 115). The last identified dimension is 8. personal, which is related to feelings,
behavior, or literacy. Seven students describe that they do not feel accepted by
their environment as a student with a high workload because they are sitting at
home. Especially, advanced students (n = 6) had to struggle with this. Keeping
one’s own motivation high was a problem for both student groups (each n = 7).
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Looking at the differences between first-year and advanced students in e-
learning requirements (RQ4) some differences could be identified. Advanced
students know that lectures can offer diverse teaching formats and therefore ask
for it in the digital environment (teaching format, n = 98). Students in their first
year have more problems relating to the high workload (n = 26). Both student
groups have in common that they are looking for a daily structure with routines
and free time. The students are looking for a daily structure and regular access
to new materials or new lecture videos. Most students wish to have more contact
with other students and lecturers. 128 students miss knowledge sharing at the
campus and in seminars.

5 Discussion

We introduced in this paper how requirements from students’ points of view
could be evaluated and prioritized. With this we can describe in the following
section an iteration cycle and discuss our findings. Additionally, recommenda-
tions for action are presented for the first must have requirement. The most
frequently identified requirement of students in the first and third semester is
located in dimension eight (item 8.1). Students would like to have more per-
sonal contact with other students (missing contacts). Although this is the most
important must have requirement, it should not be implemented because the
social distancing due to the COVID-19-Pandemic still exists. Therefore, the sec-
ond most important must have requirement should be addressed at this point:
Students would like to have more interaction with other students (dimension =
8. communication). Both items 8.1 (missing contacts) and 7.1 (interaction with
students) focus on contact with other students, so a change in one item can
change the other item (target harmony).

Within Scrum the Definition of Done needs to be clear for each requirement
before the Sprint starts. After the requirement for the Sprint Backlog has been
defined, the Planning and Implementation phase follows (see Fig. 1). Accord-
ing to Voigt et al., in this phase, the lectures and the team have to implement
midterm products, and the IT- and Didactic-Support should provide and test
tools or platforms [39]. Most of the requirements were identified in the dimen-
sion of interaction, so the recommendations for action should have a high level
of interaction. A low level of interaction for example would be realized by using
shared application systems such as GoogleCods, TitanPad, discussion forums,
or e-mail. Higher levels of interaction could be reached in online self-assessment
tasks. The tasks set can be conducted in group work. In addition, learning com-
munities could be implemented which communicate via collaboration software
[40]. These possibilities of increasing interaction using gamification could be con-
firmed in the systematic literature review in the articles [4,7], and [36]. The most
common interaction typology [44] according to Moor (“Three Types of Interac-
tions”) [28] includes three domains, one of which is learner to learner interaction.
Studies that have addressed the learner perspective have identified several fac-
tors that influence student interaction, such as the group work used, the environ-
ment in which the course is conducted, and the community in which the course
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Table 2. Part 1: Identified dimensions of digital learning requirements

d Items n a p

1. technical
issues

1. general 4 11 s

2. internet connection 3 10 s

3. availability (hard- and software) 2 1 c

4. satisfaction with the online learning and meeting platform 2 1 c

2. limited
availability

1. excursions and practical training 7 6 s

2. lectures 3 7 s

3. university sport 3 6 c

4. music groups 3 6 c

3. places 1. learning environment 29 45 s

2. university canteen 23 37 s

3. library 13 34 s

4. academic atmosphere 14 18 s

4. structure 1. daily routines 22 25 s

2. leisure time 15 18 s

3. variety in daily routine 6 10 s

4. separation of living, work, and leisure 8 7 s

5. time 2 7 c

5. study 1. exams 20 38 s

2. general information 7 20 s

3. lectures reliability 8 7 s

4. lectures overview 5 9 s

6. lectures 1. teaching format 50 98 m

2. workload 26 15 s

3. teaching format and materials 10 15 s

4. communication 7 13 s

5. knowledge sharing 4 12 s

6. teaching format and materials overview 3 1 c

7. teaching format and materials reliability 2 1 c

7. communi-
cation

1. interaction with students 189 198 m

2. face-to-face 98 115 m

3. interaction with instructors 98 102 m

4. knowledge sharing 62 66 m

5. interaction with students for knowledge sharing 51 52 m

6. interaction with instructors for knowledge sharing 23 31 s

7. interaction with students for knowledge sharing face-to-face 23 22 s

8. interaction with instructors for knowledge sharing
face-to-face

15 18 s

9. interaction with university services 2 2 c

d = Dimensions, n = Novice Students (first and second semester)

a = Advanced Students (third and higher semester), p = Prioritization

takes place [44]. York and Richardson concluded that it is not clear which is the
best recommendation for action to increase interaction. In total, the researchers
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Table 3. Part 2: Identified dimensions of digital learning requirements

d Items n a p

8. personal 1. missing contacts 266 310 m

2. exercise 5 16 s

3. student’s motivation 7 7 s

4. instructor’s digital literacy 2 7 c

5. finance 6 3 c

6. environmental recognition
of the current situation

1 6 c

7. instructor’s motivation 4 2 c

8. being anonymous 1 2 c

9. student’s digital literacy 1 1 c

10. mental load 1 1 c

11. nothing 2 7 w

d = Dimensions, n = Novice Students (first and second semester)

a = Advanced Students (third and higher semester), p = Prioritization

proposed eleven categories in their article to increase interaction. One possible
action could be the creation of a community. Students should first get to know
each other, establish a trustful relationship with rules and encourage interaction
[44]. Considering the IT- and Didactic-Support, the lectures and teams should
regularly review the progress of the Sprint in Daily Scrum Meetings and flexibly
adjust in case of deviations from the defined target [35]. After a learning com-
munity has been established, the next phases (Review and Retrospective) follow.
According to Voigt et al., lectures and the team should evaluate the conducted
activities and learn from the mistakes [39]. During the Sprint Review, the most
important results are compiled by the lecturers and the team. The Sprint Back-
log objectives are compared with the achieved results [35]. In the Retrospective
phase, the lectures and the team review how to work more efficiently in the
future. Useful improvements can be included in the Product Backlog and can be
prioritized again [35]. Finally, the first iteration cycle ends with the realization
of the first requirement (Definition of Done). After the first cycle, the Increment
represents the learning community, which needs to be constantly developed in
an agile way. Regular requirement analyses can be used to reduce the barriers
in a target-oriented process.

6 Conclusion

The current article demonstrates a successful agile change management process
in the field of e-learning at a university. In summary, an agile process model
was explained, which is aligned based on the classic phases of change manage-
ment (RQ1). According to the systematic literature review, Scrum was already
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used in other areas in the context of HEI, such as gamification, or for the pur-
pose to identify competence gaps of students (RQ2). However, this is the first
university-wide study that deals with the inquiry of requirements according to
Scrum. A total of eight dimensions (1. technical issues, 2. limited availability, 3.
places, 4. structure, 5. study, 6. lectures, 7. communication, 8. personal) with 48
items could be identified for both novice students and advanced students (RQ3).
Furthermore, we only identified minimal differences in the requirements between
students in the initial study phase and students in higher semesters (RQ4).

The research focus of this work is on the requirements and not on the imple-
mentation. In subsequent studies, the phases (Implementation, Review, and Ret-
rospective) should be further evaluated to design a comprehensive approach. The
current results are limited to one university at the time of investigation during
the nationwide lock-down. To be able to analyze a change in requirements in the
long term, it is important to implement additional studies to identify the effects
of the current pandemic and to improve e-learning for the future.
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Abstract. There is currently a global movement toward open, digital, reusable
educational resources. However, despite the often existing infrastructure and
resource capacities of many higher education institutions (HEIs), the introduction
of Open Educational Resources (OER) has not yet become a normative practice in
all faculties and disciplines. The reasons for this are not immediately apparent to
HEIs, and it is difficult to make an assessment of howwell a HEI is positionedwith
regard to OER. For this purpose, the paper presents an initial draft of a maturity
model for OER, consisting of six dimensions and five levels. This maturity model
was subsequently evaluated and assessed by various higher education stakehold-
ers through an online survey. The evaluation confirmed the dimensions and levels,
but identified the need for adaption within the dimension and in the gradation
of the levels. The model represents a first step to provide HEIs with important
information about the current state regarding OER and to identify areas in need
of improvement. The aim is to increase the acceptance of OER in practice by
supporting HEIs.

Keywords: Maturity model · Open educational resources · Higher education
institutions ·Model evaluation

1 Introduction

Digitalization is increasingly leading to the development of numerous electronic teach-
ing and learning innovations. In addition, educational content is more frequently being
provided cooperatively [1]. Open Educational Resources (OER) have gained increas-
ing attention as they transcend demographic, economic, and geographical educational
boundaries and promote lifelong, personalized learning [2]. The OER movement has
successfully promoted the idea that knowledge is a public good and has expanded the
aspirations of organizations and individuals to promote OER [3]. Such rapid growth of
OER offers new opportunities for teaching and learning. However, the potential of OER
to transform teaching in higher education institutions (HEIs) has not yet been realized
[2, 3]. An overview of OER research in recent years shows the challenges related to
OER no longer lie in the availability or accessibility of those resources, but rather the
challenges lie in the area of use. The necessary framework conditions for the use of
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OER at HEIs often remain unresolved. The current situation can thus be characterized
as follows: Although OER are high on the agenda of social and inclusion policies and
are supported by many actors in education, their use in higher education (HE) has not
yet reached a critical threshold [3].

The conceptualization of a maturity model for HEIs in the context of OER addresses
this problem and can serve as a tool for HEIs. By determining a maturity level that
indicates how far an HEI’s current circumstances have matured for the inclusion and
steady use of OER, universities could position themselves to identify problem areas and
develop concrete solutions. Maturity in this context refers to “an evolutionary improve-
ment towards a target state or to a natural end state” [4]. Maturity can also refer more
specifically to competencies, skills, business processes, or products [5]. The maturity
development to a higher, more advanced stage takes place in steps and is described by
maturity levels [6].

To develop such a maturity model, it is necessary to know process models for con-
ceptualization. De Bruin et al. created a generic framework describing the different
developmental phases of a maturity model, which serves as a basis here [5]. In this
context, maturity models were identified and developed specifically for the field of HEI.
Many existing maturity models in the education domain can be found. There are two dif-
ferent approaches to these maturity models. On the one hand, specialized models focus
on a subsystem of education, while, on the other hand, more comprehensive models
represent the educational institution as a whole [7]. In this context, no maturity model
for OER in HEI could be found. Based on the problem description, an OER maturity
model should be developed. Due to the lack of empirical research in this area and no
comparable established maturity model for OER in HE, a subsequent evaluation of the
developed maturity model with different higher education stakeholders from diverse
higher education institutions seems reasonable and necessary. The target group includes
HEI management, support institutions such as platform operators, media competence
centers, and didactics, as well as lecturers, i.e. professors, research assistants, and tutors.
By developing a model in the first step, it is now possible for the respondents to express
specific suggestions for improvement and criticism and not to come up with their own
model in a purely hypothetical and very abstract way. For this reason, an online survey
was conducted to evaluate the developed model. The results provide information on how
the model can be adapted and optimized in a target-oriented manner. Accordingly, the
research subject is guided by the following two research questions (RQs):

RQ 1: What might a first draft of an OER maturity model for HEI look like?
RQ 2: How do higher education stakeholders evaluate the developed OER maturity

model draft and which necessary adaptations emerge from it?
To answer the research questions in a targeted manner, this paper is structured as

follows. First, the theoretical basis for OER and maturity models is presented in the
following section Theoretical Background. The third section deals with the development
of a maturity model and the framework used for this purpose. The developed model is
then shown and explained in more detail. This is followed by the evaluation, which is
divided into methodology and results. In the end, the results are summarized, interpreted
and specific adaption measures are derived.
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2 Theoretical Background

2.1 Open Educational Resources

Open Educational Resources (OER) have been part of the educational landscape since
2001, through the announcement of MIT’s OpenCourseWare project, and even longer if
the Learning Objects movement is considered as a precursor to OER [8]. The term OER
was first introduced at a conference organized by UNESCO in 2000 and was promoted
in the context of free access to educational resources on a global scale. There are now
several definitions of OER, but they largely overlap. The William and Flora Hewlett
Foundation, which funded the MIT project, defines OER as resources that include full
courses, coursematerials, modules, textbooks, streaming videos, tests, software, and any
other tools, materials, or techniques that support access to knowledge [9]. However, the
most recent definition of OER from UNESCO is “Open Educational Resources (OER)
are learning, teaching and research materials in any format and medium that reside in
the public domain or are under copyright that have been released under an open license,
that permit no-cost access, re-use, re-purpose, adaptation and redistribution by others”
[10].

OER help to reduce access barriers to educational materials and support the opening
of HEIs, as well as open education in all educational sectors with the active participation
of all interested parties [11]. Therefore, OER have gained increasing attention in recent
years because of their potential and promise to reduce such barriers as demographic,
economic, and geographic boundaries in education and to promote lifelong and person-
alized learning [2]. The potential benefits of OER are widely advocated [12] and include
improving access to higher education, lowering its cost, promote the culture of sharing
and improving the quality of materials that result from collaboration and peer review
[13, 14]. In general, OER have come to be seen as an invaluable educational resource
for institutions and faculty in every region [15]. According to the OER Atlas 2017, the
number of OER-based events has increased fivefold compared to 2015, while the number
of OER projects has almost tripled, and the supply has increased by 70% [16].

However, previous studies ofOERuse have suggested thatwhile educators are begin-
ning to embrace open educational practices, understanding of the breadth of teaching and
learning practices that OER enables is still limited. This problem may be exacerbated
by the tendency of education-related change efforts to focus on educational content or
resources, such as OER [3, 17]. Studies have found that limited teacher adoption of
OER is influenced by factors at both the individual level [18–20] and the organiza-
tional/institutional level [21–23]. OER have not yet been able to sustainably establish
themselves in the mainstream discourse of digitalization [24]. The reasons for the still
rather low use of OER by teachers and learners are complex and multi-layered (peda-
gogical, technical, and organizational) [25]. It could therefore be important for an HEI
to question its own framework conditions for the use and creation of OER and to be able
to classify them in a maturity model.

2.2 Maturity Models

“A maturity model consists of a sequence of maturity levels for a class of objects”
[6]. These models show which characteristics need to be assessed to determine the



A Maturity Model for Open Educational Resources 97

maturity of an object. Those characteristics are then collected and evaluated to determine
the corresponding maturity level specific to the organization. Therefore, predetermined
procedures, like questionnaires, can be used for application. The highest maturity level
represents the total maturity of an object that can be achieved by an organization [6].
With the maturity principle, a distinction can be made between a stage model and a
continuous maturity model. The former is characterized by the fact that the next higher
level is only reached when all elements of the previous level have been fulfilled [26]. In
the latter, however, the dimensions can be at different levels [27].

Many variousmaturitymodels can be found in the literature. Themost popular matu-
rity model is the Capability Maturity Model (CMM) from 1986, which has achieved
global acceptance [5]. The development of CMM occurred at the Software Engineering
Institute (SEI) of CarnegieMellonUniversity in Pittsburgh, USA andwas commissioned
by the US Defense Department. CMMwas intended to be used to assess the US Defense
Department’s software suppliers. It distinguishes a total of five maturity levels: Initial,
Repeatable, Defined, Managed, and Optimizing. Each level contains process goals that
must be achieved to increasingly stabilize the software development process. Processes
in the Initial level are ad hoc and only defined to a small extent. In this step, project plan-
ning is lacking, so success depends on individuals and is not systematically repeatable.
The second level, Repeatable, represents a process discipline, which is characterized
by project planning, so that previous successes of similar projects can be repeated. A
documented and standardized development process is found in the third level, Defined.
Within the fourth level, Managed, quantitative quality targets for products and processes
as well as measurement parameters are defined. The Optimizing level focuses on contin-
uous improvement of the development process [28]. Over time, CMM has been applied
in other fields, such as system and product development, so that the model was further
advanced to Capability Maturity Model Integration (CMMI) in the 1990s. The levels of
CMMI correspond to CMM, except for a change in the designation: Initial, Managed,
Defined, Quantitatively Managed, and Optimizing. In contrast to CMM, maturity levels
in CMMI refer to the entire process areas [29]. Both the CMM and later CMMI provided
the basis for many other maturity models [6].

Published literature reviews have identified and analysed existingmaturity models in
the higher education field [7, 30], which provides a basis for this study. The analyses have
shown thatmost educationalmaturitymodels haveCMMorCMMI as their basis, despite
different emphases like e-learning, online courses, or information and communication
technologies. Maturity models explicitly related to OER have not been identified in
previous papers [7, 30]. Different institutions have been involved in the development of
the maturity model in the education sector. These have included educational companies,
research organizations, as well as academic experts [7]. In the development process, a
distinction is made between specialized models for a particular education sub-system,
such as senior management training or project management, and broader models, which
represent the education institution as a whole. Maturity models for education are at an
early stage of development and need further improvement [7].
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3 Development of a Maturity Model for OER in HEI

3.1 Development Framework

In the past, many maturity models have been developed. In most cases, it is not possible
to retrace how the development and evaluation of the maturity model took place [6]. To
address this, de Bruin et al. created a generic framework that divides the development of
maturity models into generic phases [5]. The present study is based on this framework.
The phases are divided into Scope,Design, Populate, Test, Deploy andMaintain andmust
be followed in this sequence [5]. In response to the research questions, the approach is
followed within the first three phases Scope, Design and Populate.

In the first phase, the Scope of application is defined, which significantly influences
the subsequent phases. A key decision that needs to be made in this phase relates to the
focus of the model and development stakeholders. Regarding the focus of the model,
it must be decided whether it should be a domain-specific or general model [5]. The
aim of the contribution is to develop a maturity model specifically for OER at HEIs.
Thus, the focus of the model is domain-specific, as the framework conditions for OER at
HEIs are to be classified. The question about stakeholders is about who is involved in the
development of thematuritymodel. The authors of this paper undertake the development
of the maturity model as academics with practical experience in the use and creation of
OER.

Design is the content of the second phase, in which the structure of the model is
determined. The goal of this phase is to capture the complexity of reality in a simplified
maturity model. Therefore, it must be decided which target group the maturity model is
intended for, whether it is to be used internally or externally, and who are the respondents
in the maturity survey [5]. The target group of this maturity model being developed
is the management of several HEIs to get an assessment of the maturity of OER. The
application is internal, and all stakeholders of the institution can be involved. In addition,
existingmaturitymodels for HEIswere considered from published literature reviews and
examined for the most thematic overlap with OER. The Online Course Quality Maturity
Model (OCQMM) was used as a basis due to the interfaces between OER and online
courses. As already mentioned, within most existing models, the levels of CMM or
CMMI are the basis, and so it is also in OCQMM. For this reason, the present maturity
model, like OCQMM, is based on the five levels of the CMM: Initial, Repeatable,
Defined, Managed, and Optimizing, and is designed as a continuous model.

In the next phase, Populate, the structure of the maturity model is filled. Characteris-
tics are identified that indicate the level of maturity. Methods such as literature research
or exploratory survey methods are suitable for this purpose [5]. Since published litera-
ture reviews have revealed that there are no existing maturity models on the topic, a pure
literature-based creation of the maturity model is not sufficient, and therefore a survey
was chosen as the method. However, an exploratory survey with higher education stake-
holders would have been very abstract and not very promising in terms of results. With
the help of a model as a basis, the respondents were presented with something tangible
to consider and form their opinions on. To form this base for the survey, the contents
of the model were independently formulated in the initial step. The fundamental struc-
ture of the model was provided by the dimensions from the selected OCQMM, which
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were adopted to the content of OER. For each dimension and each level, the charac-
teristics were defined, which the authors derived from experience values and literature
and discussed in depth. The developed maturity model for OER in HEIs is presented in
Subsect. 3.2 and provides a basis for the survey by evaluating the content and grada-
tions of the model by a range of stakeholders from several HEIs. The evaluation of the
developed model is shown in section four.

During the Test, the developed model is examined for its relevance, validity, reli-
ability, and generalizability. In the Deploy phase, the model must be provided for the
application. The last phase, Maintain, includes the further development and update of
the model. In order to maintain the relevance of the model, framework conditions must
be continuously monitored, and adjustments must be made [5]. The last two phases
go beyond the research questions and are for this reason not considered further in the
approach of this paper.

3.2 Developed Maturity Model

The represented model in Table 1 includes six different dimensions derived from a liter-
ature review of existingmaturity models in the field of higher education. The dimensions
Learning Resources, Teaching Process, Teaching Platform, Faculty Conditions, Moni-
toring & Evaluation, and Management were taken from the OCQMM and were applied
to the OER context. Each dimension contains different characteristics and criteria, which
have been assigned in the table. These criteria are classified according to an ascending
numbering of levels to distinguish between the five different levels of maturity. Accord-
ingly, the maturity level of the respective dimension is lowest in level 1 and highest in
level 5.

The five maturity levels, Initial, Repeatable, Defined, Managed, and Optimizing,
were taken from CMM. Each level contains process goals that must be achieved to
increasingly stabilize the development process. In the first level, Initial, the processes
are defined ad hoc and only to a limited extent. The next level, Repeatable, represents a
process discipline characterized by project planning so that previous successes of similar
projects can be repeated. In the third stage, Defined, a documented and standardized
development process takes place. Quantitative quality targets for products and processes
as well as metrics are defined in the fourth level, Managed. The final stage, Optimized,
focuses on continuous improvement of the development process [28].

In the following, the content of the dimensions in the respective levels will be dis-
cussed in more detail. The first dimension, Learning Resources, reflects OER as learning
content. Here, the criteria for creating OER as a learning resource, the quality assurance,
the specification of metadata, and licensing surrounding OER are all considered. For
example, in level one, no OER are used as learning resources in teaching, while in level
five, OER are permanently created and checked by a standardized quality assurance
process, and well-maintained metadata (e.g. author information, learning objectives,
description text, etc.), and free licensing are specified. The Teaching Process represents
the second dimension and describes the degree to which OER is integrated into the
teaching process. The extent to which OER is used in teaching can vary greatly, so the
degree of integration is an important criterion for determining an HEI’s OER maturity.
In level three, the lecturers in this context already have experience with the creation and
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Table 1. Initial draft of a maturity model for OER in HEI

Level 1   
Initial

Level 2 
Repeatable

Level 3   
Defined

Level 4 
Managed

Level 5    
Optimizing

L
ea

rn
in

g 
R

es
ou

rc
es

OER are not 

used as 

learning 

resources 

Single OER are 

created;  

Quality of OER is 

characterized by 

rudimentary 

scientific 

standards;  

Meta data are 

missing;  

License details are 

missing

More OER are 

created; 

Quality of OER are 

optimized by 

adjustments;  

Further quality 

criteria are 

considered; 

Important meta 

data are given; 

License details are 

missing

Regular creation 

of OER; 

Individual

quality 

assurance;  

Meta data are 

given;  

License details 

with limited 

openness are 

given 

Permanent creation 

of OER; 

Standardized 

quality assurance 

process;  

Meta data are 

given; License 

details with the 

highest degree of 

openness are given

T
ea

ch
in

g 
Pr

oc
es

s OER are not 

integrated into 

teaching 

process 

Single OER are 

made available; 

OER are not 

integrated into 

teaching process

Created OER are 

offered as an 

addition to the 

teaching process; 

OER are not 

integrated into 

teaching process

Created OER are 

complementary 

integrated into 

teaching process 

and represent a 

mandatory 

learning outcome

OER represent a 

complete course 

and are fully 

integrated into the 

teaching process

T
ea

ch
in

g 
Pl

at
fo

rm

No OER 

platform 

Creation of a 

platform pilot for 

internal OER

Establishment of 

an internal OER 

platform 

Internal OER 

platform with 

links to external 

repositories 

Internal OER 

platform with links 

to external 

repositories;  

External 

repositories include 

internal OER

Fa
cu

lty
 C

on
di

tio
ns

No knowledge 

of OER; 

No willingness 

to create and 

use OER

Knowledge of 

OER;  

Willingness to use 

external OER; 

No willingness to 

create OER

Knowledge of 

OER;  

Willingness to use 

external OER; 

Willingness to 

create OER

Knowledge of 

OER;  

Use of external 

OER;  

Creation of 

OER;  

OER are shared 

within HEI

Knowledge of 

OER; Use of 

external OER; 

Creation of OER; 

OER are shared 

within HEI and 

others outside the 

education sector

M
on

ito
ri

ng
 &

 E
va

lu
at

io
n No internal 

(students) and 

external (OER 

community) 

feedback; 

No usage data 

is collected 

One-time internal 

feedback from 

students on single 

OER;  

No external 

feedback from 

OER community; 

No usage data is 

collected 

Regular internal 

feedback from 

students;  

No external 

feedback from 

OER community; 

Usage data is 

collected 

Regular internal 

feedback from 

students;  

One-time 

external 

feedback from 

OER 

community;  

Usage data is 

collected

Regular internal 

feedback from 

students;  

Regular external 

feedback from 

OER community; 

Usage data is 

collected 

(continued)
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Table 1. (continued)
M

an
ag

em
en

t

No OER 

awareness;  

No provision 

of resources 

for OER; 

No recognition 

of students’ 

achievement 

provided with 

OER;  

No OER 

strategy 

OER awareness at 

single department 

chairs;  

External resources 

are requested; 

No recognition of 

students’ 

achievement of 

OER;  

only certificate of 

achievement 

possible;  

No OER strategy

OER awareness at 

departmental level; 

Departmental 

provision of 

available 

resources; 

Recognition of 

students’ 

achievements of 

OER must be 

requested by 

students;  

No OER strategy

OER awareness 

at departmental 

and faculty level; 

Faculty 

provision of 

available 

resources; 

Recognition of 

students’ 

achievements of 

OER is reviewed 

by course 

coordinator;  

No OER strategy

OER awareness at 

departmental, 

faculty and HEI 

management level; 

HEI management 

provides resources 

for OER; 

recognition of 

students’ 

achievements of 

OER regulated 

HEI-wide;  

HEI management 

anchors OER in 

strategy 

use of OER and integrate these as additional offerings in their own teaching. In this level,
however, OER use by students is voluntary, so the OER is not an integral part of the
teaching process. In stage five, on the other hand, complete courses are based on OER
content, so the OER is fully integrated into teaching. The third dimension, Teaching
Platform, refers to the technical requirements necessary to enable the use and dissemi-
nation of OER. Central characteristics are whether an HEI has its ownOER platform, the
provision of external OER offerings (e.g. via links), and the availability of internal OER
on external platforms so that the content can be used outside the HEI. In stage three,
for example, this means that an OER platform is available at one’s own HEI where lec-
turers can upload their OER and students at this HEI can access it. In terms of Faculty
Conditions, the focus is on faculty and their use and creation of OER. The lecturers’
criteria knowledge about OER, the readiness to create or use OER and the readiness to
share the created OER across the HEI are addressed. For example, universities are in
level four if the use of external OER is established among the lecturers but the teaching
staff also create and use OER themselves. The Monitoring & Evaluation dimension
includes the collection of usage data (e.g. downloads, retrieval numbers, dwell time) and
the collection of feedback from users and learners. Accordingly, the criteria of internal
feedback by students, external feedback by the OER community, and the collection of
usage data are considered. Consequently, in level one, neither feedback nor usage data
are collected. In level five, feedback is regularly collected from students, and the usage
data is collected and evaluated. Regular exchanges within the OER community and peer
support are also promoted in this context. The last dimension,Management, focuses on
the leadership and strategy of the HEI. Special attention is paid to the criteria of OER
awareness at different levels (department, faculty, HEI management), the provision of
resources for OER, performance recognition of OER offerings, and the HEI’s OER strat-
egy. In level three, for example, OER are already established at the department level and
are used regularly. For this purpose, internal departmental resources are made available,
and the students themselves must check and inquire whether performance recognition
is provided by the respective department.
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4 Evaluation

4.1 Method

As already mentioned in Subsect. 3.1, an acknowledged maturity model development
process is followed according to de Bruin et al. [5]. Regarding the third phase, Populate,
a survey was chosen as the method for filling in the designed framework of the maturity
model forOER inHEIs.However, to provide a basis for the survey, a first potential draft of
such a maturity model was developed (see Subsect. 3.2). Using the model, respondents
were given something specific to think about and be questioned on. To analyse the
developedmaturity model for OER and to answer the RQ2, an online survey was chosen.
The survey was addressed to staff of HEIs throughout Germany where OER are used
and/or created, which were identified by research. In the first step, a search on seven
major German OER repositories (e.g. HOOU, OpenRUB, Twillo) helped to identify
HEIs and the persons who provide OER. Based on this, online research was conducted
to determine additional contacts at the identified HEIs. Independently, an additional
general online search was undertaken to identify additional HEIs and the associated
contacts related to OER. Since our study was aimed at participants from German HEIs,
the survey was also conducted in German. Before the online survey was launched, a
pretest was done with eight researchers to check the survey for comprehensibility and
feasibility.

An embeddedmixed-method approachwas used to create the survey using the online
survey tool LimeSurvey (www.limesurvey.org). With this approach, quantitative and
qualitative data can be collected simultaneously or sequentially [31, 32]. The survey
consists of qualitative and quantitative elements, so these data were collected simulta-
neously. A welcome text appeared at the beginning of the online survey explaining the
purpose of the study and defining OER and maturity model to help develop a common
understanding among participants. This was followed by the survey questions1, which
were divided into three question groups. The quantitative research design dominated,
which was supplemented by qualitative data. The first set of questions addressed each
dimension of the maturity model by presenting each dimension individually with its
content and levels. Questions were asked about each dimension separately and were
answered by indicating “Yes” or “No” (quantitative data). Only when assigning a level
to a dimension there were the answer options “Yes”, “No” and “Partly”. To get additional
information from the respondents on their assessments of the dimensions, they had to
justify their responses in the comment field (qualitative data). After the questions on each
of the six dimensions were answered, questions concerning the maturity model in its
entirety followed. In this question group, too, the answers were given via a “Yes”/“No”
selection (quantitative data) with a justification in the comment field (qualitative data).
Questions with a drop-down menu and one five-point scale (quantitative data) about the
respondents’ demographic data and knowledge about OER follow at the end. The survey
results were exported and evaluated to analyse the quantitative survey data. The response
options were counted, which can be seen in Subsect. 4.2. In addition, the qualitative data
were evaluated by using the qualitative content analysis (QCA) according to Mayring

1 The questionnaire is available at: https://drive.google.com/file/d/19BCTFpeNB9KMZQDLo
qRJkB1bIdWBJ7yc/view?usp=sharing.

http://www.limesurvey.org
https://drive.google.com/file/d/19BCTFpeNB9KMZQDLoqRJkB1bIdWBJ7yc/view?usp=sharing
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[33]. First, the text from the comment fields were sorted and then paraphrased. This was
followed by a generalization of the paraphrases, and, in a third step, the first reduction
was carried out by shortening semantically identical paraphrases. In a second reduction,
identical paraphrases were grouped, which were then formed into categories. This is
in accordance with the inductive approach, since the categories were not determined in
advance but derived directly from the analyzed material [33].

In total, the survey was online over a period of four weeks between October and
November 2021. The link to the survey was sent to the respondents by e-mail. A sample
of 51 fully completed questionnaires were included in the evaluation. The average time
to complete the survey was 30 min. The sample is composed of 22 females, 27 males,
and two diverse participants. The 40–49 age group represents the largest respondent
group with 19 participants, followed by the 30–39 age group with 16 participants. Eight
of the respondents were between 50–59 years old and five of the respondents were
between 20–29 years old. The smallest group surveyed was the 60–69-year-olds with
only three participants. All respondents were from German HEIs from eight states in
total. With the largest share of 49%, the respondents were lecturers (25 persons). This
includes professors, research associates, and visiting lecturers. Employees at other higher
education establishments like libraries or examination offices made up 27,5% of the
respondents (14 persons). Eight out of 51 respondents (15,7%) were academic project
staff. One respondent was from IT support of an HEI, and three surveyed persons (5,9%)
stated other. All respondents were asked to rate their own knowledge of handling OER
on a scale of 1 to 5, with 1 representing no knowledge and 5 representing the regular
use and creation of OER. The arithmetic mean of value was 3.55. Most respondents (21)
rated themselves a 4 on the scale.

4.2 Results

This subsection presents the results of the online survey on the maturity model for
higher education institutions in the context of OER. In the survey, initially the same
questions were asked for each dimension (1st question group), so that the results are
described below for each dimension as well. The questions on the respective dimen-
sions are divided into “Yes”/“No” selection options and free text fields. The “Yes”/“No”
selection options provide a direct overview of clear agreement or disagreement on the
part of the respondents, so that a first impression becomes apparent. The results of the
quantitative questions can be seen in Table 2. After the presentation of the findings for
the individual dimensions, a summary of the results is provided for the second question
group, which asked questions about the maturity model in general. The third group of
questions includes the demographic data, which was already examined in more detail in
the previous section.

A total of 51 questionnaires were collected from various higher education stakehold-
ers across Germany (N = 51). Table 2 shows the count of “Yes”/“No” responses based
on the sample size 51. The table highlights the five questions, with the corresponding
question number, that were asked in the context of each dimension. The count is given
in percentages, and the particularly high values (> 70%) are shown in bold in the table.
To be able to better classify these values, the answers from the comment fields are of
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particular interest. The most important findings from the free-text fields are discussed
below.

Table 2. Quantitative results (based on N = 51)

        Comprehen-
sibility of Level 
(in %)

Supplementary 
Criteria 
(in %)

Exclusion of 
Criteria 
(in %)

Importance of 
Dimension 
(in %)

Assignment to Level 
(in %)

Yes No Yes No Yes No Yes No Yes Partly No

Learning 
Resources 

41,2 58,8 49,0 50,9 19,6 80,4 80,4 19,6 13,7 47,1 39,2

Teaching 
Process 

64,7 35,3 27,5 72,5 17,6 82,4 70,6 29,4 21,6 25,5 52,9

Teaching 
Platform

68,6 31,4 41,2 60,8 23,5 76,5 62,7 37,3 54,9 19,6 25,5

Faculty 
Conditions 

56,9 43,1 39,2 60,8 21,6 78,4 88,2 11,8 21,6 37,3 41,2

Monitoring & 
Evaluation

64,7 35,3 23,5 76,5 9,8 90,2 86,3 13,7 29,4 19,6 51,0

Management 58,8 41,2 29,4 70,6 23,5 76,5 84,3 15,7 33,3 21,6 45,1

Dimension 

Question

With regard to Learning Resources, there is strong support for this dimension, with
41 respondents rating the dimension as relevant for determining OER maturity at HEIs.
It is also positive to note that over 80% of respondents would exclude none of the
criteria presented, which emphasizes the high relevance of the criteria. One of the few
statements on the exclusion of certain criteria simply states that “The degree of openness
of the licenses does not say much about the degree of maturity. The choice of license is
quite context dependent after all, e.g., the question whether commercial use is excluded,
CC BYNC.” In addition, some suggestions for improvement weremade in order to make
the dimension and the associated criteria evenmore understandable and comprehensible.
With regard to the comprehensibility of the levels, 58,8% of the respondents stated that
there was a need for optimization. For example, the gradations of the quality criterion
were criticized, so that the terms should be better distinguished from each other and
explained in a more comprehensible way. The license criterion was also misunderstood
by many respondents, as most argued that an OER without a license is not an OER and
therefore there can only be a yes or no gradation. For metadata, examples should be
given to clarify what the important metadata are, and level 1 should not mention usage
but rather creation like the other levels. In this context, it was also stated that usage is a
crucial criterion in dealing with OER and should be included as an additional criterion.
Almost half of the respondents (49%) agreed to add criteria. File formats and aspects
such as OER policy and the didactic preparation of resources were mentioned as further
additions.

The levels of the Teaching Process dimension were rated as comprehensible by
around 64,7% of respondents. Those for whom the levels were not intelligible gave
wording and lack of information as their reasons. The survey participants would like to
see a more precise definition of the term “teaching process”, i.e. what is meant by it. In



A Maturity Model for Open Educational Resources 105

addition, it was questioned how OER can represent a learning outcome or a complete
course. The term “mandatory” used in level four of the dimension caused particular
irritation among the respondents. One respondent commented that an obligation to use
OER would be contrary to the basic idea of OER. One related comment was: “Here
I see a restriction on the freedom of research and teaching”. Among 72,5% of the
respondents, the criteria of the dimension were perceived as complete. Only 12 of all
respondents would exclude criteria from the dimension. Here, primarily the obligation
to use OER was mentioned, which was already questioned by the respondents in the
previous questions. In addition, it was doubted whether an entire OER course could
be regarded as the highest maturity or whether this criterion should also be excluded
or adapted: “I don’t really know whether I would regard it as a sign of high maturity
whether OER represents an entire course”. With a majority of 70,6%, the dimension
was considered important by the respondents. However, there were a few hesitations
about the extent to which this dimension could be adequately determined. The teaching
process is seen as very heterogeneous, in that it can neither be centrally categorized nor
uniformly determined for the whole HEI. This is also reflected in the analysis, where a
slight majority of respondents (49%) considered it difficult to assign their own HEI to
a level, while 29,4% would only be able to do it partially. In general, it is assumed that
there is heterogeneity in each HEI regarding the dimension. It is pointed out here that
a survey would have to be carried out within the respective HEI to be able to create a
holistic picture.

The relevance of the Teaching Platform dimension for the determination of OER
maturity was again confirmed by the survey participants. Respondents also overwhelm-
ingly (70%) acknowledged the logical comprehensibility of the levels. However, it
became quite evident, through many mentions, that the criterion of internal platform
did not seem to make sense, although 76,5% of respondents indicated that the exclusion
of criteria is not necessary. Many of the respondents expressed their opposition to the
inclusion of this criterion because it was not a suitable indicator of OER maturity. Fur-
thermore, the cooperative idea of OER was affirmed, so it seems to make more sense to
rely on already existing infrastructures of, for example, portals at the state level, such
as Twillo for Lower Saxony. In addition to the exclusion of the criterion of internal
platform, recommendations were given for content-related extensions. Overall, 41,2%
of respondents voted in favor of adding criteria, including interoperability (import and
export of certain media and formats), accessibility (for which can OER be used), and the
addition of certified OER platforms. In general, reference was often made to external
platforms, which should play an overriding role in the context of the Teaching Platform
dimension. Interactive potentials should also be included and further promoted in this
dimension by including integrated modules in learning platforms for the development
and provision of OER rather than focusing on pure file provision.

The Faculty Conditions dimension was rated by the respondents as very relevant for
the determination of the OER maturity at higher education institutions and achieved the
highest agreement, with almost 90% compared to the other dimensions. Furthermore,
all selected criteria seemed to be important, as 78,4% of the respondents stated that no
criterion should be excluded. In addition, only a few recommendations for supplements
to criteria were made, as the majority, with 60,8%, of the respondents considered a
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supplement of further criteria unnecessary. In this context, criteria such as digital com-
petencies or knowledge of OER platforms were mentioned as potential additions. The
greatest challenge for the Faculty Conditions dimension was the gradation of the criteria
for the participants. Level 1 should be adjusted accordingly, as it was argued that if
there is no knowledge, the question about willingness to use or create OER is invalid.
In addition, the order of use and creation seems to be very individual, as it was stated
that some teachers either first used external OER and then created some themselves or
not, or that teachers directly created OER themselves because they did not find suitable
OER or did not trust the quality of external resources. The difficulty of grading these
criteria also made a clear classification harder.

Regarding Monitoring & Evaluation, the majority (64,7%) confirmed that the lev-
els were logically comprehensible. However, the wording in this dimension also led to
difficulties in understanding. Potential for adaptation was seen in the areas of “OER
community”, “feedback”, and “usage data”. Here, the respondents expressed a need
for more information. This also applies to the other questions on the dimension as well.
When asked about supplementary criteria, which the respondents saw as necessary, the
specification of the OER community was mentioned to ensure that all important actors
were considered. The expert community was mentioned, which was considered impor-
tant for internal feedback. In addition, in terms of quality assurance, it was suggested: “If
feedback is available, there should also be an adjustment loop for quality improvement”.
Further, 90,2% saw no need to exclude criteria in this dimension. Only one respondent
questioned the extent to which usage data was relevant for determining the maturity
level. It is interesting to note that two respondents suggested a division of the dimension
into monitoring and evaluation in order to make the levels even more comprehensible.
A clear majority (86,3%) considered the dimension important, but an alignment change
“much more from quality assurance point of view” is recommended. The respondents
considered a classification into a level only division-specific (19,6%) or not at all (51%)
realistic.

Within the dimension Management, the participants saw heterogeneous organiza-
tional differences as a special challenge in the dimension. Of all respondents, 58,8%
considered the levels as comprehensible. In this context, the respondents criticized that
no gradation was made within the OER strategy and suggested a differentiation. Bet-
ter wording was called for regarding recognition of students’ achievements of OER
and resources for OER. In the latter case, there was a particular lack of information
on what was specifically meant by resources. One respondent asked: “What kind of
resources should we be talking about? Time?Money? Technology? Personnel?” In addi-
tion, an overlap regarding the OER awareness criterion was seen, because “awareness
has already been addressed with teachers”. Therefore, it is considered a duplication of
the criterion knowledge of OER within the Faculty Conditions dimension. Additionally,
70,6% of the respondents saw no need to add more criteria to the dimension. However,
additions arose from among the remaining respondents. Incentives for teachers, OER
policy, and legal frameworks were mentioned several times as additions. The majority
of participants (76,5%) also saw no need to exclude criteria. Among the minority, on
the other hand, the exclusion of OER awareness was recommended, due to the overlap
already described above. In addition, the recognition of students’ achievements of OER
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was also mentioned. One of the reasons given was: “Recognition of students’ achieve-
ments of OER is not so much linked to the use of OER as to appropriate exams. I am not
sure if this is a reflection criterion for the university to OER”. Overall, the dimension
was given high importance as confirmed by 84,3% of the respondents.

Regarding assigning their own HEI to a level (QN 5), there was a tendency across all
dimensions with the exception of Teaching Platform. With respect to Teaching Platform,
the assignment was often perceived as easier by the respondents, since it is relatively
simple to find out whether the HEI uses its own or external platforms and which ones.
With regard to the other dimensions, themajority of respondents were able to assign their
ownHEI either partially or not at all to a level. There are always two justifications for this.
Either there is a lack of knowledge among respondents to make a holistic assessment due
to the heterogeneity within each institution, or there are different classifications within
the criteria of a dimension, which makes it difficult for participants to make an overall
classification. Regarding the first reason, it is noted here that a survey would need to be
conducted across the HEI to make a classification.

After the first group of questions on the six dimensions, five further questions were
asked about the maturity model in general (question group 2). As a result, the most
important stakeholder groups (QN 6, Yes 50,9%, No 49,1%) and dimensions (QN 9, Yes
72,5%, No 27,5%) were covered in the model. Only support units such as the libraries
and administration, as well as ministries and the student group, were named as addi-
tions for other relevant stakeholder groups. Among the few suggestions for additions to
the dimensions (QN 10, Yes 29,4%, No 70,6%), support activities, legal frameworks,
and continuing education offerings were listed most prominently. The general compre-
hensibility was rated as very high with 43 agreements (QN 7, Yes 84,3%, No 15,7%).
Participants who found the model incomprehensible stated that the gradations of the
individual criteria needed to be improved as a reason. Furthermore, it was emphasized
that the level division was good, “especially for an orientation about where one stands.
However, in some cases a clear assignment to the levels is not possible or difficult”.
Here, there is a need to improve the operationalizability and thus the applicability of the
model. Still, it should be emphasized that the number of levels was mainly considered
appropriate and sufficient (QN 8, Yes 76,5%, No 23,5%).

All of these findings culminate in an adapted OER maturity model2 that provides
the basis for further research.

5 Conclusion

Maturity models optimize processes and provide an aid to better assess the current state
of an organization [34]. In the education sector, in particular, such a maturity model for
OER in HEI was lacking. In this context, two research questions were posed related to
the draft and evaluation of a maturity model. The first research question asks what a first
draft of an OER maturity model might look like. For this purpose, a model based on the
development framework of de Bruin et al. was developed [5]. In addition, both the levels
and the dimensions are based on different models that have been transferred and adapted

2 The adapted OER maturity model is available at: https://drive.google.com/file/d/1-U9QMym
lojNoM259OQlwYFkoCMnRHqdL/view.

https://drive.google.com/file/d/1-U9QMymlojNoM259OQlwYFkoCMnRHqdL/view
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to the OER context. To assess the developed model, an evaluation was conducted with
51 higher education stakeholders intended to answer the second research question. The
most important findings are summarized below.

The survey confirms the high relevance of such amaturitymodel forHEI. The general
comprehensibility of the overall model was also considered being given by almost 85%
of the respondents in the survey. The respondents rated the selected number of levels,
criteria, and dimensions as applicable and comprehensible. Among the exceptions that
did not agree with the number of dimensions, only a split of theMonitoring&Evaluation
dimension into two separate dimensions and support services (technical, legal, didactical)
as additional dimensions were suggested. In this context, however, it was also stated that
these structural support services represent an important framework condition for OER to
find its way into HEI in the first place. Another criticism from the respondents relates to
the selection of stakeholder groups. It was emphasized that students and support units,
such as administration and IT support, should be included. Despite the confirmation
of a high relevance of the maturity model for HEIs, some criticisms were made by
the respondents in the evaluation with regard to the criteria and their gradations. In
this context, several recommendations and suggestions for improvement were made,
which are reflected in all dimensions and criteria. Among them were often difficulties in
understanding, showing the need for more information and examples, e.g. the meaning
of metadata or specific formulations should be adapted. Furthermore, the gradation of
some criteria was criticized, and the differentiation of individual criteria should be made
more precise in some cases. For some criteria, the assignment was also described as
very individual, so that some kind of prioritization is required to be able to cover all
circumstances. Only a few criteria were listed that should be excluded from the maturity
model. Instead, there were some ideas regarding additions to various criteria that could
be subsequently included. The assignment to a specific level was found to be particularly
difficult. The reason frequently given was that there may be different variations in the
criteria, making it impossible to assign them unambiguously. Furthermore, a lack of
information and department-specific knowledge were cited as constraints to assigning
the entire HEI to a particular level.

The results have been incorporated into numerous adjustments, so that the adapted
OER maturity model is no longer a first draft model, but an empirically based model.
However, the applicability and operationalizability of the model must be facilitated by
a survey instrument for the necessary data. This tool needs to be developed in follow-up
research. According to de Bruin et al., this still takes place in the Populate phase, which
is then followed by the Test, Deploy, and Maintain phases [5]. In general, however, it
should be noted that the numerous suggestions for adjustments that have emerged in the
evaluation have led to a highly modified model. For this reason, the evaluation of the
conceptual design during the Populate phase is considered only partially successfully
completed. Rather, a further evaluation of the adapted model is desired to re-examine all
adaptations. The goal is to use a subsequent Delphi study to successfully conclude the
conception phase with expert knowledge and, at the same time, to provide an instrument
that is ready for use. Figure 1 illustrates the steps that have already been carried out and
those that are still necessary in the Populate phase. Thus, the first three steps towards
an adapted OER maturity model for HEIs have already been completed (highlighted
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in gray) and the remaining steps (highlighted in white) will be considered in a further
contribution of the follow-up research.

Fig. 1. Procedure of the populate phase

Nevertheless, the existing evaluation confirms the first draft of an OER maturity
model for HEI in its basic structure with six dimensions and five levels. The evaluation
was important and useful, as many good optimization approaches were identified. In this
way, a big step was made towards a final maturity model, which lays the foundation for
further research.
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Abstract. This paper examines the relationship between information system (IS)
security culture and IS user security behaviors, which is little examined in the
literature [1]. This article first goes through a review of literature in the field of
information security systems, then the proposal of a framework based on [2] three-
level culture model and finally the presentation of a qualitative study conducted
with twenty-two users from eight French small and medium enterprises (SMEs).
The results of this study show that there is a strong relationship between IS security
culture and user behaviors related to IS security, in the sense that a positive security
culture is conducive to creating security behaviors.

Keywords: IS security culture · Security-related behaviors · Organizational
culture · IS users

1 Introduction

Information systems (IS) are both essential to the daily management of companies and
to the achievement of strategic business objectives [3]. Therefore, the protection of these
information systems is a major issue for organizations in order to keep their information
safe and to guarantee their sustainability. At the literature level, a study by [4] shows
that the level of IS security effectiveness had a positive influence on organizational
performance, including performance focused on financial and operational processes.

Organizations are investing in the security of their IS infrastructures and implement-
ing technical measures. A number of studies have applied various techniques to motivate
employees to adopt secure intentions and behaviors, but despite these efforts, employ-
ees remain the “weak link” in organizational IS security [5]. We thus find that there are
first and foremost human behavior issues, where people lack the understanding of the
threat and risks. For [6] organizations face security risks related to their information
assets, which can also come from their own employees. Organizations need to focus
on employee behavior to limit security failures, if they want to establish an effective
security culture. IS security culture should be considered as part of the IS security pro-
gram to guide employee behavior. Such a culture can help protect the IS and minimize
the risk posed by employee behavior [7]. Security researchers have consistently argued
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that creating an IS security culture is essential to changing attitudes, perceptions, and
instilling good security behaviors [8, 9].

[10] show that there is a significant and positive relationship between decisions that
concern information security and information security culture. Such that improving an
organization’s information security culture will have a positive influence on employee
behaviors, which can mitigate information system risks. But according to [1] few empir-
ical studies have examined the relationship between security culture and behaviors, and
there is not enough empirical evidence on the actual effect of security culture on security
behavior.

[2] postulated that organizational culture is a powerful and often unconscious force
that establishes employee behaviors. Thus, the relationship between organizational cul-
ture and employee behaviors must be taken into account when implementing security
practices, as it has an impact on the behavior of employees in organizations [11]. Accord-
ing to [2], a culture can be analyzed at several different levels, the term level meaning
the degree to which the cultural phenomenon is visible to the observer. And he proposes
a model called the three levels of culture that we will mobilize in order to understand by
analogy the levels of security culture.

In this paper, we study the relationship between culture and behavior, how a strong
security culture can lead the IS user to adopt security behaviors such as using strong
passwords that are difficult to retrieve and hard to guess, making regular backups, con-
trolling the dissemination of personal information and company data, etc. This leads us
to ask the following questions: What is the relationship between IS culture and IS user
security-related behavior? Does culture influence behavior, or vice versa? To answer
these questions, we will review the literature in the field of IS, propose a conceptual
framework, and present the results of our qualitative study conducted in the field.

2 Theoretical Foundations

According to [12], IS security culture is often explained using a variety of established
theories and principles from other research fields. Indeed, security culture is a new
and emerging research area. Therefore, it makes sense to use other theories as a basis
for research. Among these theories, we note the strong presence of theories related
to organizational culture. We cite as an example the research of [13], which includes
[2] cultural model and [14] national cultural framework; both of which come from
organizational science.

2.1 Organizational Culture

Organizational culture is defined by [15] as “a pattern of shared basic assumptions that
the group has learned in solving its external and internal adaptation problems.“ [2] made
distinctions between three cultural layers, namely, artifacts, shared beliefs and values,
and basic assumptions which are presented in the following figure (Fig. 1):

These layers range from the very tangible manifestations that we can see and feel
to the deeply embedded base, the unconscious assumptions that Schein defines as the
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Fig. 1. Levels of culture [2]

essence of culture. In between these layers are various beliefs, values, norms, and rules
that members use as a way to represent culture to themselves and to others.

Organizational culture may have different subcultures based on sub-organizations
or functions. For [16], IS security culture is a subculture with respect to the general
functions of the company. It should support all activities in such a way that IS security
becomes a natural aspect in the daily activities of every employee.

Through two case studies, [17] found that organizations with a consistent culture,
characterized by employees who follow a code of practice or ethics, will be able to
implement and adopt IS security policies more easily. Another study by [18] shows that
security culture is influenced by organizational culture, through an in-depth case study
within a large organization. And then another, more recent study by [19] shows that
organizational culture has a strong causal influence on IS security culture.

2.2 IS Security Culture

Based on the elements that define what an information system is, what culture is and
the definitions proposed in the literature on information security culture, we propose a
definition of IS security culture which is as follows:

“Information systems security culture is the set of visible and invisible manifes-
tations shared by the members of an organization. These manifestations include
assumptions, beliefs, values, artifacts, and formal and informal practices that
influence the actions and behaviors of users regarding the protection of the
organization’s information system” (Author).
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This definition makes it possible to identify the elements that could be particularly
important in describing the implementation of security practices by the users of an infor-
mation system. This definition also provides a different perspective on the relationship
between elements of culture and their influence on certain security behaviors.

[20] propose a holistic framework of IS security culture with a distinction between
factors that constitute and factors that influence this security culture. This classification
was previously proposed by [21]. They proposed a framework that considers the major
key human factors associatedwith IS security culture suggested by previous frameworks,
and that adds new factors to see the potential link between these factors and IS security
culture. According to these authors, this framework makes it possible both to improve
and to evaluate the security culture. It is composed, on the one hand, of the factors
that influence IS security culture: management support, security policy, ethics, security
education and training, risk assessment, as well as organizational behavior factors (job
satisfaction, personality traits). On the other hand, we find the factors that make up IS
security culture: security awareness, security ownership, and security compliance, which
we will explain more accurately in the following lines:

Security Ownership: Security ownership refers to how employees perceive their
responsibilities, roles, and willingness to act constructively to improve their security
performance and that of the organization [21]. Security ownership means when the users
show interest in IS security first, then whether they admit having a share of responsibility
in their company’s IS security, starting with their workstation and the data concerning
their scope of responsibility, and then moving on to a sense of responsibility for their
company’s IS security as a whole.

Security Awareness: Security awareness is when users understand the potential prob-
lems related to IS and become aware of the importance of their role in security. This is
what leads to their commitments on this topic [22]. In this research, we refer to security
awareness as everything that is the knowledge of the securitymeasures taken in the SME,
that is, does the user know the security measures implemented in the company? Then,
the knowledge of the threats, which means whether the user is aware of the possible
threats that can put the company’s information system in danger, and also, whether the
user is aware of how to protect himself or how to handle these security threats.

Security Compliance: According to [22] in an organization where there is a strong
or healthy security culture, compliance would be expected to be a visible feature of
the culture. Compliance is reflected in the staff’s knowledge of security policies and
procedures. The role of security awareness as an antecedent of compliance was identi-
fied by [23], who found that security awareness influences users’ intentions to comply
with security policies. For [24] security awareness is associated with user perception
of sanctions (through perceived certainty and perceived severity of sanctions), which in
turn determines user compliance. For example, an employee who takes part in security
training or who has read a security charter or a security policy, has complied with secu-
rity. This compliance may be converted to a security behavior such as the application of
security measures recommended during the training or written in the charter, for exam-
ple the regular change of passwords, backups, protection of confidential data, etc. But if
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an employee has complied with security, attended training or read a security policy, and
then failed to demonstrate any security behavior, then we are talking about compliance
and not actual security behavior.

If we take Schein’s theory of the three levels of culture (1985), we see that each
factor making up security culture corresponds to a level of culture proposed by Schein.
Thus, security ownership corresponds to the basic assumptions, security awareness cor-
responds to the shared values andfinally, security compliance corresponds to the artifacts,
as shown below (Fig. 2):

Fig. 2. Positioning of the factors that constitute IS security culture on three levels of culture
(Schein, 1985)

Relationship Between Basic Assumptions and Security Ownership
For [2], culture as a set of basic assumptions defines for us what to pay attention to,
what things mean, how to react emotionally to what is happening, and what actions to
take in various types of situations. We believe that the security ownership can be placed
on the first culture level ‘Basic Assumptions’, this security ownership refers to how
employees perceive their responsibilities, roles, and willingness to act in a constructive
way to improve their own safety performance and that of the organization [21].

Relationship Between Shared Values and Security Awareness
Security awareness defines when users understand the potential problems related to the
IS and become aware of the importance of their role in terms of security. This is what
leads to their commitments on this topic [22]. We have placed this awareness at the
second level of Shared Values Culture, which is all group learning that reflects one’s
beliefs and values, one’s sense of what should be [2].

Relationship Between Artifacts and Security Compliance
On the surface is the artifact level, which includes all the phenomena one sees, hears, and
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feels when encountering a new group with an unfamiliar culture. Artifacts also include
the organizational processes bywhich behavior becomes routine, and structural elements
such as charters, formal descriptions of organizational functioning, and organizational
charts. If the observer spends enough time in the group, the meaning of the artifacts
becomes increasingly clear [2]. Within this level of culture, we placed security compli-
ance. According to [22] in an organization where there is a strong or healthy security
culture, compliance would be expected to be a visible trait of culture. Compliance results
in staff knowledge of security policy and procedures.

Research on IS security culture in SMEs: Some research has focused on the study of
security culture in SMEs [25, 26]. Take the example of the study by [27], which explores
the subject of the development of an IS security culture in SMEs and the national context
in which SMEs operate. These authors conducted an interpretative study based on a
literature review, two focus groups, and three case studies in Australian SMEs. Then,
they proposed a holistic framework to foster an IS security culture in SMEs within
a national framework. The study showed that cooperation, collaboration, knowledge
sharing and learning between employees of Australian SMEs is a potentially interesting
activity.

2.3 Security-Related Behaviors

According to the French National Agency for Information Systems Security (ANSSI),
it is important to adopt good security behavior in companies: using quality passwords
that are difficult to find and difficult to guess, making regular backups, controlling the
dissemination of personal information and company data, etc. [10] proposes a tool that
measures security behaviors in seven focus areas, namely, password management, email
use, internet use, social media use, mobile devices, information processing, and incident
reporting.We are concerned herewith actual behavior, not to be confusedwith behavioral
intention, which is a measure of the strength of intention to perform a specific behavior
depending on attitudes and subjective norms, as distinguished in [28] TRA (Theory of
Reasoned Action) and [29] (1991) TBP (Theory of Planned Behavior). In the IS field,
effective security-related behaviors can be, for example, choosing a strong password,
regularly backing up information, regularly running updates and anti-virus software, or
locking one’s office.

2.4 Relationship Between IS Security Culture and Security-Related Behavior

First, according to [30] security behavior refers to a set of basic security activities that end
users must follow in order to maintain the security of the information system, as defined
by the security policy. And according to Schein (2010) culture is “a set of structures,
routines, rules, and norms that guide and constrain behavior”. Several authors in the
security field have suggested that creating a security culture will influence employee
security behavior (Alhogail et Mizra, 2014, Da Veiga et Eloff, 2010).

A study by [31] showed that security culture, job satisfaction, and perceived orga-
nizational support positively affect employees’ security compliance intentions. Another
study by [10] presents three aspects of IS security decision making, namely, knowledge
of policies and procedures, attitude toward policies and procedures, and self-reported
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behavior thatwere examined in conjunctionwith organizational factors thatmay increase
human cyber vulnerabilities. Their results from a survey of 500 Australian employees
revealed a significant positive relationship between IS security decision making and IS
security culture. This suggests that improving an organization’s security culture will pos-
itively influence employee behavior, which in turn should also improve compliance with
security policies. This means that the risk to an organization’s IS and data will be miti-
gated. And according to a more recent study conducted by [32] the concept of security
culture has also been found to be significant in influencing security policy compliance
behavior.

3 Conceptual Framework and Methodology

3.1 Framework of the Relationship Between IS Security Culture
and Security-Related Behavior

From our literature review and the factors we have presented above: security ownership,
security awareness, security compliance that we have linked by analogy to the three
levels of organizational culture proposed by Schein. And also from the analysis of the
relationship between IS security culture and security-related behavior, we are going to
propose a framework that presents the factors making up IS security culture and the
relationship between this culture and the security behaviors. Our framework is shown
in Fig. 3:

Security culture
of the IS user

Security

compliance

Security 
behaviorSecurity

awareness

Security

ownership

Fig. 3. Framework of the relationship between IS security culture and behaviors
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We will try to verify our framework and enrich it from our field study where we
present our research methodology in the following title.

3.2 Research Methodology

In order to confront our theoretical and conceptual framework with the field, we adopted
a qualitative research through this method. The researcher more specifically observes
“behaviors, life histories, social interactions, organizational functioning or social move-
ments” [33]. We carried out this qualitative study based on semi-directive interviews
with 22 IS users in 8 French SMEs details in Table 1. The interviews lasted on average
25 min per person. Each interview was recorded after obtaining permission from the
interviewee. Then, each interview was transcribed in order to be able to draw a larger
part of the “discussion.” The multiple case study is a methodology frequently used by
researchers who carry out comparative studies, multiplying the points of view and the
cases in order to tend towards a global understanding of the phenomenon. According
to [34], the use of several cases increases the strength of the evidence, and the multi-
plication of examples and points of view is a vector of variance and guarantees greater
robustness of the results compared to the single case study. We used the Nvivo software
to code and analyze our results, which will be presented in the following section.

Table 1. Characteristics of the SMEs studied

SME Size (number of employees) Turnover (e) Activity area

A 80 35.074.500 Wholesale

B 35 12.795.200 Wholesale

C 40 500.283 Landscaping service

D 70 20.000.000 Processing and preservation

E 30 2.138.400 Sealing works

F 19 2 .029.300 Retail trade

G 250 13.389.000 Sorting and recycling

H 20 1.011.500 Vegetable processing and
preservation

4 Results: Towards a Typology of Users

4.1 The Security Culture of IS Users

In order to classify users and estimate their security culture levels, we have gone through
the three topics that represent the factors making up security culture: security owner-
ship, security awareness, and security compliance. Each theme is divided into several
subtopics that will be presented below:
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Security Ownership: for this theme, we used the following subtopics: interest in
security, responsibility for security and who is responsible for security? Each sub-theme
is composed of several questions from the interview guide. We present in Table 2 an
example of a sub-theme which is the interest in security expressed by the respondents
with the categories of answers, the number of respondents in each category, and examples
of verbatims expressed by the respondents.

Table 2. Interest expressed by users in IS security

Subtopic Category Number out of 22 users Example of verbatims

Interest in security Interested 13 “Yes, it’s important to know
how to pay attention to what
we say, to know how to use
our computer in a very
controlled way”

Not interested 9 ‘’it’s not a field that interests
me”

Security Awareness: security awareness is composed of the following subtopics:
knowledge of measures taken, knowledge of other types of threats, and how to protect
oneself against IS security risks and threats. Table 3 represents the subtopic “knowledge
of other types of threats.”

Table 3. Knowledge of the types of threats and potential risks related to IS security

Subtopic Category Number out of 22 users Example of verbatims

Knowledge of other
types of threats

Knowledge 9 ‘’But it can come from
within the company and
not necessarily from an
external threat!
Afterwards, there are
viruses, emails where you
have to click on the file
and then you will be
infected by a virus”

No knowledge 13 ‘’No! I don’t know!”

Security Compliance: for the compliance sub-theme, we considered the aspect of
training, whether the users had had IS security-related training, or not. Among all the
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users, 3 of them from company A have received security training. Only one user from
company B has received RGPD training that we consider related to information security.

Estimation of the Security Culture of Each User:
We will estimate the level of security culture of the users through the matrices by refer-
ring to our interview guide and more precisely, the questions regarding security culture,
consisting of: security ownership, awareness and compliance. We took the estimation
method proposed in the COBIT (Control Objectives for Information and Related Tech-
nology) repository tomeasure each area to be audited (IT riskmanagement, datamanage-
ment, etc.) through a rating of: 0 Non-existent, 1 Initialized, 2 Repeatable yet intuitive, 3
Defined, 4 Managed and measurable, 5 Optimized. So we were inspired by this method
to estimate the level of security culture and we adapted its measures according to our
interview themes:

Knowledge of measures taken/other types of threats      Interest in security                                      
0: No knowledge                                                                     0: Not interested                        
1: Knowledge                                1: Interested                                                   

How to protect yourself       Participation in training       Who is responsible
0: Non-existent                         0: No participation        0: Don't know
1: Low knowledge                        1: Low participation          1: Management responsibility                  
2: Good knowledge                  2: Participation                 2: Everyone is responsible 

Then, from the participants’ answers, we assigned an estimate defined below to have
a total score for each participant, and we classified these users into three levels:

Level 1: Low level of security culture (5 users)
Level 2: Medium level of security culture (10 users)
Level 3: High level of security culture (7 users)

4.2 Security-Related Behaviors Performed by Users

In this element, we will estimate the level of security-related behaviors such as the
frequency of password changes, the strength of the chosen passwords as well as the
backup of data by users. We have adapted the same method used to estimate security
culture. The rating scale is as follows:

Change password  Reference to personal items                  Backup of data 
0: Never               0: Referred                                               0: Non-existent
1: Not often         1: Referenced and I know it is wrong      1 : Initialized
2: When asked     2: Referenced but difficult to determine  2 : Repeatable yet intuitive
3: Often           3: Do not refer                                         3 : Defined

4 : Managed and measurable
5 : Optimized

After evaluating the security behaviors of each user, we will classify them into three
levels:
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Level 1: Low security behaviors (8 users)
Level 2: Medium security behaviors (8 users)
Level 3: Strong security behaviors (6 users)

From these results and estimates, we conclude that 17 users out of 22 (77%) keep
the same level in security culture as in security behaviors, those who have a strong level
in security culture (ownership, awareness and compliance) remain on level 3 (strong) in
the classification of security behaviors (password policy, backups), those who have an
average level in culture keep an average level in behaviors, and finally, those who are
classified at a low level of security culture also have a low level of security behaviors.
With the exception of two users whose levels of security-related behaviors go down a
level compared to their security culture. These level changes may be due to other factors,
such as the age or position of the user. We will present some opinions of the participants:

One of the participants expresses: “Training is clear! But then is it useful, I don’t
know! Because, if someone works here, will they be interested in this?! You see! It depends
on the positions, maybe a little more in the office.”. Another example: “Nope! Because
I am from a generation where we were not concerned about computer security, I think
that my children or my grandchildren will be more aware of that for sure!”.

In viewof these significant results, 77%of respondents have the same level of security
culture as for their security-related behaviors, we conclude that the higher the level of
security culture, the more security-related behaviors improve.

5 Discussion

Our results are consistent with the study by [10], which shows that IS security culture has
a significant influence on employees’ attitudes toward security policy and procedures.
Let’s consider the study by [35], which examines the relationship between IS security
culture and security behavior. Although they did not focus solely on the effect of the IS
security culture construct on security behavior, their findings providedmore comprehen-
sive results on the relationship between security culture and employee security behavior
compared to other studies. Specifically, they found that security culture had a significant
effect on attitude and normative belief in social engineering resistance. Another study by
[36] shows the influence of organizational culture, countermeasures, and security pro-
cedures on employees’ security behaviors. Their study shows that the deterrent effect of
procedural security countermeasures increases IS security awareness. This awareness, in
turn, tends to prevent malicious actions by employees and encourages secure behaviors.
A more recent study by [19] shows the significant influence of IS security culture on
user security compliance behaviors. Our results add to these studies to show the impor-
tance of a security culture that results from several factors, including executive security
awareness, training and awareness, etc., in influencing security behaviors.

Our study also showed that other factors can influence the relationship between
culture and behavior such as the age of the user, where we found that the youngest
users feel more comfortable with the IT tools and therefore with the security of its
tools. According to research by [37] regarding the cultural and generational influence on
privacy concerns, when it comes to age, they found that young people feel more positive,
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more responsible, and more confident in their ability to prevent possible misuse of data,
and they also have more confidence than adults in the effectiveness of legal protection.
Conversely to these findings, other studies show that people aged 18–25 were more
vulnerable to phishing than older age groups [38]. And [10] found a significant positive
relationship between age and behavior in the domain of IS security, indicating that older
people may have better behavior. Our results are more in line with those of Miltgen
and Guillard (2014), in the sense that the younger the person, the stronger their security
culture is likely to be, whichmeans their security-related behavior may be better, as well.
This can be explained by the familiarity of young people (between 18 and 40 years old)
with computer tools, social networks, and new technologies, which can promote greater
ease in processing information through these tools and technologies, which may explain
the less rigidity in terms of understanding and applying security measures.

We also found that the position held by the user plays a role in the relationship
between security culture and actual security behavior, where the type of position held
can reinforce security behaviors if it is linked to sensitive or confidential data. Going
back to the literature, it has been found that the positions (ranks) of employees have a
positive impact on compliance with IS security policy [39]. To our knowledge, we have
not identified other studies that have tested the effect of the position occupied by the user
on his IS security culture. This could be explored and tested through future quantitative
studies.

6 Conclusion

This paper presents a qualitative study in the field of IS security carried out in eight
French SMEs by integrating 22 IS end-users, with the objective of studying in depth
the relationship between IS security culture and IS user security-related behaviors. Our
conceptual framework is based on [2] model of the three levels of culture in order to
present the three levels of IS security culture. The results of our study show that most
of the users interviewed have the same level in security culture as in security behaviors.
Those who have a strong level in security culture remain on level 3 (Strong) in the
classification of security behaviors, and vice versa. This allows us to assert that a positive
IS user security culture is favorable to create security related behavior such as regular
password change, backup and regular updates. Our results are consistent with several
findings [10, 19, 35] that show the significant influence of IS security culture on security-
related behavior. The great contribution of this research is that it proposes a model that
simplifies the components of an IS security culture and its relationship with security
behaviors. On a practical level, our research shows that SMEs, despite their modest
means compared to large companies, can set up training and awareness-raising actions
on IS security within the SME, intended for users of the company’s IS. These actions
must be adapted to the context of the SME, with a simple and inexpensive approach.
Nevertheless, our research has its limits regarding the generalization of the data and the
model that we have designed. This is why our next step is to test our model on a larger
sample of SMEs, with more participants. Another very interesting point to integrate into
such a study is to test the theory of reasoned behavior to verify the relationship between
security culture and security behavior.
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Abstract. There is a large amount of research on the application of social net-
works in companies’ business activities. Still, their application and usefulness in
the business activities of the public sector are much less researched. Their applica-
tion for police purposes poses significant challenges because there are substantial
risks that can cause great damage to the reputation and work of the police and
police officers. There are currently no systematic guidelines and forms of social
media use regarding the police in the Republic of Croatia, and this research is one
of the first to provide a basis for further work in this area.

The research aims to identify and describe the possibilities and limitations of
the Croatian police in communication via social networks. Also, the study aims
to determine the current forms of communications of the Croatian police with the
public through social networks and the level of preparedness for managing dig-
ital communication channels regarding human, organizational and technological
resources.

The research was approached by a qualitative focus group research procedure,
given that no research on police communication through social networks has been
conducted in Croatia yet.

Keywords: Croatian police · Social networks · Focus group

1 Introduction

The speed of development of social network technology, its reach and impact on human-
ity is the subject of many scientific articles. We are seeing a large number of users and
that number is growing significantly. As technology is becoming cheaper, the Internet
is more accessible, and apps are easier to use, social networks are becoming available
to a large number of people no matter the age group they belong to. This “Era of the
Internet”, recently hit by a global pandemic as a catalyst, has significantly influenced
the transition of much of communication into virtual space. It should be noted that in
addition to providing opportunities to improve communication, social networks can also
cause problems if used without a prepared communication strategy. Despite possible
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problems, police forces around the globe provide security to their residents by using
social networks as one of the channels of communication. Social networks have become
a strong communication channel between the police and the community, as well as a
daily means of collecting data from the field.

This paper presents a study of the Croatian police communication with the public via
social networks. The research was conducted using a qualitative focus group research
process, given that no research on police communication via social networks has been
conducted in Croatia thus far, and in order to start the research, it was necessary to
encourage in-depth discussion of police public relations officers on this topic.

2 Social Networks and Their Significance for Society

Research has shown that 53.6% of theworld’s population use social media for an average
of 2 h and 25 min a day (DataReportal 2021). According to the latest Eurostat research,
the largest portion of citizens using social networks is in Denmark, approximately 87%
(Eurostat 2021). The European average presence on social networks is 57% (research
on a sample of people aged 16 to 74), and this also includes citizens of the Republic of
Croatia.

The Internet in Croatia, in addition to collecting information on products and services
(93%), reading daily news (91%), collecting health information (79%), using e-mail
(74%), sending messages via phone apps (87%), is largely used for access to social
networks, in 73% of cases (Croatian Bureau of Statistics 2019). According to data
provided by DataReportal (2021b), 68.4% of the total population of Croatia use social
networks, and most of them use Facebook 50.2% (population 13+), YouTube 70.5%
(18+), Instagram 36.3% (13+), Facebook Messenger 39.1% (13+), LinkedIn 20.1%
(18+), Snapchat 14.6% (13+) and Twitter 3.6% (13+).

Over time,Croatian social networkswere created and shut down: for example Iskrica,
Tulumarka, Trosjed, Teen and Zrikku. However, the number of their users has always
been negligible compared to the number of users of global social networks in Croatia
(Grbavac and Grbavac 2014).

Speaking of apps used for accessing certain social networks, the latest research for
the first quarter of 2021 shows that 36.6 billion downloads of apps in the “social network”
category were recorded worldwide. This is an increase of 8.7% over the same period
last year. Figure 1 shows how TikTok was again the most successful mobile app in terms
of downloads worldwide. Telegram is in second place in Europe, with a 40% increase
compared to the same period last year, achieving approximately 27.3 million downloads
in the first quarter. Due to the pandemic, Zoom and Microsoft Teams reached highest
download numbers (SensorTower 2021). The primary reason for this are online activities
related to teaching, business meetings and work from home.
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Fig. 1. App downloads in Europe during the 1st quarter of 2021 (SensorTower 2021)

3 Application of Social Networks as a Communication Channel
for Policing

Certain authors cite social networks as one of the modern technologies that will have a
strong impact and application in policing (O’Connor and Zaidi 2020), and the impor-
tance of social networks in policing is best shown by a fact from September 2021. At the
American Conference of the most influential International Association of Police Chiefs
(IACP), which has more than 30,000 members from 165 countries, several presentations
spoke about the possibilities of using social networks during mass protests. The pre-
sentations emphasized the need for establishing a system of best practices in the use of
social networks, the need to clarify legal norms related to social networks, instructions
on what to do when well-intentioned posts are wrongly accepted by the public and the
like (IACP 2021).

Police communication with the wider community via social media must have a
defined mission, as is the case with the New York Police Department (NYPD), which
categorize all of their social media posts (Facebook, Twitter, Instagram and Snapchat)
into groups, with two distinct larger categories of posts, the first with the goal of pro-
tection (keeping people safe) and the second with the goal of connecting (strengthening
relationships with the community). In their posts, they use dedicated hashtags to promote
these goals (#NYPDProtecting and #NYPDConnecting), and the hashtag #NYPDTips
is also important, which is used for seeking information about perpetrators and offering
rewards. It is already a well-established practice of the police to use social media to post
pictures and videos in order to seek public help that would lead to the identification and
arrest of suspects in criminal or misdemeanour cases (Ruddell and Jones 2013; Colbran
2020). In the UK, direct police communication via social media is made possible by
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direct inquiries to police officers, for example on Twitter or Facebook, using a specific
hashtag, such as #AskTheChief. Citizens who click on this hashtag can see what other
users are saying or asking (Scholes-Fogg 2015).

Social media campaigns are often planned with targeting the demographic group
that is likely to receive the desired message (Ruddell and Jones 2013), which can mostly
include younger and more educated residents as they are most present on social media.

There are other interesting approaches in the application of social networks related
to the publication of police content. An example is the Australian approach, which was
based on increasing the presence on social networks by publishing contents from the
so-called meme domain. A new police communication strategy was implemented in
2017 with the aim of increasing the number of post followers on Facebook. In order to
boost Facebook’s algorithm for displaying posts, the posts featured humour and amicable
additions such as pictures of police dogs. The goal of the strategy was to demystify and
humanize the police force and enable important announcements to a large number of
people (Wood 2019), i.e. to reach millions of users, which would be more than 850
thousand people who follow the NYPD’s Facebook profile, the most famous example
of the application of social networks within the police.

The cooperation of emergency services in the field is also moving into the digital
space. Institutions close to the police (fire-fighters, Mountain Rescue Service, etc.) often
post police announcements, and the police also post announcements by the emergency
services (Fernandez et al. 2017). By researching police communication via social media,
in a small town in the southern region of the United States, Boateng and Chenane (2020)
discovered that there are nodefined rules and regulations thatwould specifywhat andhow
to post and there is a lack of defined responsibility for reading and removing inappropriate
comments. Research dealing with defining the strategy and rules of conduct (Meijer and
Thaens 2013; Meijer and Torenvlied 2016; Coomber 2018; Jungblut and Jungblut 2021)
is increasing in proportion to the increase in the use of social networks.

Recent research shows that social networks have enabled the police to bypass the
media and thus take their “gatekeeping” function away, i.e. it enabled the police to
bypass the media’s thorough checks of police communications prior to presenting them
to the public (Grygiel and Lysak 2020). Recent research also address the strengths and
weaknesses of proactive police communication via the Internet (Williams et al. 2019),
the need to form inter-agency collaborations to make better use of information and
resources (Fallik et al. 2020) and treating users as co-development operators fromwhich
the organization learns (Dekker et al. 2020).

Certain scientists such asDavis,Alves andSklansky (2014) suggest using an informal
tone when communicating on social networks, but with maximum professionalism and
supervision by experts in the field of communication via digital channels. They note
that in defining the strategy of such specific communication, one should not only count
followers and “social engagement” such as retweets, likes, shares, etc., but also observe
the outcome, i.e. improving community safety and other contributions. The effectiveness
of informal expressions in posts on social media networks in the United States has been
confirmed through research (Hu and Lovrich 2019a, 2019b).

Furthermore, it should also be emphasized that the quality of the police response
to digitally obtained information is important, which has not been achieved according
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to research conducted in the 10 most populous US cities (Brainard and Edlins 2015).
Without this reaction, the basic purpose of communication via social media is lost, and
it is necessary to clearly define the steps to be taken when useful information from the
citizens is obtained.

The negative effect of social networks was also felt by the police in Kensington
(Ross 2016) when on their official Facebook page they tried to associate the drivers who
violate traffic regulations to listening to the music of a certain band using a funny post
and using a hashtag. This resulted in a public apology from the police officer, the author
of the controversial post. Since the post was quickly picked up by news organizations
around the world, it spread widely and many citizens did not find it witty. In other
words, the attempt to get closer to the community ended in a negative reaction due to
misinterpretation. Although the use of social networks has great potential due to its two-
way communication in public relations, it also brings potential problems. Therefore,
before any activity, it is necessary to think critically and plan wisely, and to establish a
communication plan in order to be able to strategically respond to a problem without
delay.

Gilkerson and Tusinski Berg (2017) explain the term “Hashtag Hijacking” by warn-
ing that using a hashtag (#) as a tool used to tag and organize conversations on social
media pages can easily become ameans of ridicule and negative criticism.HastagHijack-
ing has become a strategic tool for individuals and activist groups that use hashtags to
publicly name and try to influence a certain organization.

Research conducted approximately ten years ago (Denef et al. 2012) shows that
the application of new information and communication technologies in the police is an
inevitable step in adapting to new trends.

4 Research Objective and Research Questions

The aim of the research is to determine the current forms and characteristics of the Croa-
tian police communication with the public via social networks and the level of prepared-
ness for managing digital communication channels with regard to human, organizational
and technological resources.

Accordingly, the following research questions have been defined:

Q1. To what extent is the Croatian police organizationally prepared to manage digital
communication channels on social networks?
Q2. To what extent is the Croatian police prepared to manage digital communication
channels on social networks with regard to human resources?
Q3. To what extent is the Croatian police technologically ready to manage digital
communication channels via social networks?
Q4. How to overcome problems when adopting the document Police Communication
Strategy on Social Networks?
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5 Methods

5.1 Sample

The sample of participants in this research is based on the principle of homogeneity, i.e.
belonging to a group with common interests, and in this case that is professional public
relations in the police and the Ministry of the Interior of the Republic of Croatia.

The Ministry of the Interior of the Republic of Croatia is structurally divided into
several organizational units. Thus, the Police Directorate was established for performing
police work, as an administrative organization within the Ministry, while police admin-
istrations operate at the local level. One of the organizational units of the Ministry of the
Interior is the Civil Protection Directorate, whose activities are also directly related to
the protection and rescue of life and property. The Central Public Relations Service is
structurally defined in the Cabinet of theMinister, along with several individuals in other
organizational units. Since it is difficult to separate the communication of the police from
the communication of other components of the Ministry of the Interior, this paper uses
and analyses the experiences of communication with the public of all organizational
units and uniformly applies the terms “police public relations” and “public relations of
the Ministry of the Interior”. Accordingly, the target population for this survey is 57
public relations officers of the police and the Ministry of the Interior.

The research was conducted on one focus group consisting of six participants,
which is 10% of the overall target population. This number is optimal because it allows
each member to express their own views and opinions, and is also sufficiently big to
allow the development of group dynamics (Onwuegbuzie and Collins 2007), especially
considering that communication takes place at a distance.

One individual in the focus group is male, which is proportional to the share of
male individuals in the target population. The Civil Protection Directorate, the Police
Directorate, the Public Relations Service of the Cabinet of the Minister and the Police
Administration of various categories are represented. All participants are long-term
employees of the Ministry of the Interior and individuals who contact the public on a
daily basis via various communication channels. It should be noted that some of the
participants know each other superficially, which did not affect the relations between
the participants, i.e. the introduction of external dynamics (Skoko and Benković 2009).

5.2 Instrument

For the needs of the research, a Protocol for a semi-structured interview was pre-
pared, developed from the aspect of Communication Theory and Shannon–Weaver’s
communication model. The interview is thematically divided into five parts:

1. Problems of communication in general (four questions)
The topic of this group of questions aims to create preconditions for quality and

open communication of participants. Four issues sparked a discussion on the changes
that digital technology brings to everyday life. At the same time, a particular focus
is placed on digital communication, for both private and professional purposes.
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2. Problems of police communication via social networks (five questions)
The topics of the second group of questions were prepared in a way that would

enable the collection of information on the current attitude of each individual par-
ticipant regarding the digital communication of the police with citizens. In doing
so, the emphasis was on researching their attitude towards social networks and the
usefulness of social networks in the work of the police in general.

3. Problems of organizational, technological and human readiness of the Ministry of
the Interior to communicate via social networks (eleven questions)

Most of the questions are dedicated to the analysis of the current state of the
Croatian police and the state of their readiness to introduce additional communication
channels with citizens. In doing so, the focus was placed on social media presence.
An important aspect of the observation is focused on the issues of how educated
and ready police officers are for new forms of communication. Several questions
examined the attitudes of focus group participants on the possibility of adapting
the police considering the current work positions and the regulations within which
the police operate. The idea of this thematic unit is to collect and then analyse the
experiences of individuals already involved in public relations and determine what
would need to be adopted or changed in order to increase the required level of
readiness for new forms of digital communication.

4. The problem of the impact of the police presence on social networks on the commu-
nity in terms of police legitimacy, citizens’ trust in the police and procedural justice
(seven questions).

Having in mind the possibility of solving specific business problems, the topic of
this group of questions is related to understanding the area of possible applications of
digital communication between the Croatian police and citizens. Participants should
share their ideas regarding in which cases the use of social networks is justified,
when such communication is applicable and how often (and in what way) can social
networks be used to create a positive climate and socially responsible business from
a community perspective.

5. Concrete suggestions for improving communication and other issues that need to be
mentioned (two questions).

Two open-ended questions allow the participants to clarify concepts, ideas, or
critiques that they did not have the opportunity to express during the interview.
Through this topic, they are able to further argue their views, point out problems and
make suggestions based on theirmany years of experience in policing or participation
in public services.

5.3 Data Collection and Processing Methods

At the very beginning of the focus group discussion, a verbal consent of the partici-
pants for the recording was requested, emphasizing that the complete protection of the
participants’ identities will be respected in result processing and presentation. Twomod-
erators, based on a pre-prepared protocol for a semi-structured interview, conducted a
group discussion for 90 min in accordance with the recommendations for conducting
interviews (Skoko and Benković 2009). In addition to the moderators, the participants
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encouraged each other to get involved in the conversation and thus enabled the collection
of additional information during the interview.

In accordance with the mechanisms proposed in Grounded Theory (Corbin and
Strauss 1990/2015; Strauss 1987/2003; Willig 2008), notes were kept during the empir-
ical research of the focus group. They were used to record areas that need to be further
analysed in order to identify ideas that could be a potential source of information in
the preparation of proposals for the Croatian police communication models on social
networks.

The recordedmaterial was transcribed and the transcript was used for further analysis
of the results. A constant comparative analysis was applied, according to the Grounded
Theory (Glaser and Strauss 1967), as a result of which the results were coded and com-
pared. The data were analysed by systematizing the answers according to the questions,
by monitoring non-verbal communication and by using notes taken during the focus
group.

Based on the processed and analysed data, a transcript and a narrative report of the
focus group were drafted (Krueger and Casey 2000).

5.4 Ethical Aspect of the Research

Participation in the focus group was voluntary and anonymous.
First, the consent for the implementation of this research was requested and obtained

inwriting from the competent persons of theMinistry of the Interior, the Public Relations
Service and the PoliceDirectorate. Consent for research participationwas then requested
and obtained from selected members of the target population.

At the very beginning of the focus group discussion, a verbal consent of the par-
ticipants for the recording was requested, emphasizing that the complete protection of
the participants’ identities will be respected in result processing and presentation. The
participants were then presented with the goal and method of work as well as the rules of
conduct during this form of research. Each participant was made aware of the possibility
to withdraw from the research at any time.

Focus group participants are marked with abbreviations P1, P2, P3, P4, P5 and P6
and there is no possibility of their identification.

5.5 Research Limitations

Based on the interview, it can be concluded that focus group members are well selected
since they represent people who actively use modern information and communication
tools and are well aware of the current situation, needs and problems in public reporting
on policework. However, the results obtained should be viewed in the context of research
limitations that are primarily related to the fact that only one focus group with six
participants was held. The limitation of the research is to some extent the disproportion
between the topicality and scope of the research topic on the one hand and the time
frame of the focus group interview on the other.
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6 Results

The results were determined by analysing the transcript of the focus group, which clearly
show how the participants perceive police communication via social networks as an
important segment of communication. There is a growing tendency for this form of
communication to be present in everyday business processes.

6.1 Communication Problems in General

The focus group started with general questions on communication in order to introduce
the participants to the conversation, but also to acquaint them with the issues covered by
the research.

Participants believe that the change in the way of communication in the past ten years
represents mostly positive developments. They immediately state that these changes are
especially visible in police work and the presence of the police in the media as well as
on social networks.

P4: “We have brought the speech closer to the citizens, we no longer speak in a way
that no one understands us. We have simplified our official speech.”
P2: “At the beginning of the Corona crisis, everything was urgently opened (social
network profiles), so that we could be as accessible to the public as possible, which in
many segments proved to be very good, like the great earthquake in Zagreb. Everyone
is mobile, they are not sitting at home in front of the TV, because they are running away
from a real life danger.”

Regarding everyday private and business communication, participants state that they
use a number of applications for social networks, which shows that it is necessary to
accept changes and adopt new knowledge in the field of communication, especially in the
segment of digital communication. They also point out that an essential feature of today’s
communication is the feedback “speed” and the transition to new forms, noting that new
generations do not distinguishmessages sent via SMS compared to other communication
tools such as Messenger, Viber etc.

P1: “WhatsApp, Viber and Telegram are used internally, because it is the fastest
method to share something important. Instagram, Twitter, Facebook, LinkedIn are used
in official communication with citizens.”

P1: “When people ask questions through these channels and media, they want an
answer immediately, not in two days, but in twenty minutes. They have a concrete problem
and expect an answer immediately.”

Discussing whether the mass media tends to sensationalism, the discussion moved
in the direction of practical examples, noting the importance of the type of content that is
posted. Namely, the participants commented on the quality of media reporting based on
the information provided by the police, and it is possible to conclude that certain media
strive for sensationalism. That reduces the quality of information passed on to citizens
and can sometimes lead to unnecessary problems in the work of the police.
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Respondents believe that with more frequent and better information through digital
channels, the police can provide accurate information to citizens. In doing so, it can avoid
potential noise in communication. That can reduce the quality of information placed on
citizens and can sometimes lead to unnecessary problems in the work of the police.

P1: “If we talk about placing some kind of press release in terms of preventive
matters, such as fraud on the Internet and such, in almost 99% of cases the message
is transmitted the same way as it was sent.”

P5: “Official information must go out as soon as possible, since in fact they create
their stories (journalists), especially if we are speaking about some smaller rural
areas… in the latest case of an attempted robbery, two or three slightly larger media
that are followed by the national media managed to obtain video surveillance and
recordings within half an hour or an hour after the said incident. They were already
announcing the identities of possible suspects.”

6.2 Problems of Police Communication via Social Networks

This was followed by the topic of police communication via social networks, i.e. issues
related to the communication of the Ministry of the Interior employees with the public,
which encompasses the tasks of the participants.

The discussion defined how all organizational units of theMinistry of the Interior use
e-mail to communicate with citizens and social networks to a lesser extent. However,
that information about the work of the police ends up on social networks, as various
media report them. It was noted that different social networks target different groups
of people who are divided mainly by age. For example, Facebook is more aimed at the
middle-aged and older generations of people, while young people and children use other
social networks such as TikTok and Instagram. Accordingly, it is necessary to prepare
materials for social network posts depending on the target group, but also to include as
many social networks as possible. The participants understand the issue of preparing
texts and visuals for posting on various social networks, but are not familiar with the
possibilities offered by tools for central and uniform publishing such as HootSuite and
Contentino.

P2: “As far as Facebook is concerned, I think it is used by older populations.
I see it in my kids who say ‘mom you have Facebook, you are old’. Twitter is
something newer. Teenagers at the age of 14 used Instagram, Snap… you need
several different networks at various points of time in order to cover everything.”

Talking about whether posts on social networks can negatively affect the perception
of the police, the problem of comments on social networks arose. Nevertheless, the
common position of the focus group is that with the help of a quality presence on
social networks, one can increase the reputation and favourable public opinion about
the police. The participants state that “uniformed” and “cold” announcements often
provoke negative comments from citizens, while, for example, announcements about
the search dog were positively accepted. In addition to negative comments, there are
also positive comments on social networks that can influence public opinion about the
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police, and some of them result in operationally interesting information. As an important
segment, it was emphasized that the police communicate with the public on topics such
as: completed criminal investigations related to crimes and misdemeanours, missing
and wanted persons and other illegal forms of behaviour, which can also ensure helpful
feedback.

P6: “There will always be someone who will write something in a negative
context.”

P2: “Civil Protection Directorate, our Gizmo, our search dog, the most famous
paw of Croatia. Earthquake in Albania, what were we recognized by? By his
fantastic photo of rescuing people from the ruins taken from a plane.”

P5: “Sometimes maybe certain comments within these Facebook posts bring us
some new knowledge and we can react based on these comments and messages.”

6.3 Problems of Organizational, Technological and Personnel Readiness
of the Ministry of the Interior to Communicate via Social Networks

The next block of questions discussed the findings, but also the thoughts, of the partic-
ipants related to the level of preparedness for digital channel management with regard
to personnel, organizational and technological resources in the Ministry of the Interior.

Since it was previously determined that posts can negatively affect public opinion,
which certainly needs to be reduced to the lowest level, the participants see additional
training of public relations personnel to work with social networks as one possible solu-
tions. They also believe that it is necessary to develop and actively use agreed standards
(e.g. book of standards for graphic design) and have clear instructions on how to post
and draft social network contents. The current situation, according to the participants,
requires the definition of a comprehensive strategy for police communication via social
networks.

P1: “The Ministry does not have any handbook, as far as the book of standards
is concerned, for the visual presentation of anything…”

Discussing which social networks the police should post on, the participants con-
cluded that it was important to initially define the content and determine on which
social network posting would be “most profitable” given the age of its users. The role of
influencers as relevant representatives of a certain demography and through which the
information sent can reach a larger audience was also mentioned.

P1: “If there is a preventive operation in traffic, we should definitely use Instagram
to reach young high-flying drivers who like to take pictures while driving 230 km/h
on a highway.”

All participants believe that among their own employees they have the personnel
with the necessary knowledge to create content and post on social networks, noting
that any additional form of education would be desirable. Some of the focus group
participants believe that more intensive use of social networks is needed at the level of
Police Directorates, and that they might already be falling behind in this segment.
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P3: “We even had a proposal ten years ago for launching a pilot project of the
Police Directorate Facebook…”

When discussing whether it is necessary to keep statistics on posts, post reach,
and social engagement of posts made on social networks, the participants have a
divided opinion. They agreed that analyses and statistics should be done, but that
the basic measures of the effectiveness of such posts should not be valorised and
measured in the sameway in the public sector (police) as in the real sector in which
advertising is mainly done. Metrics exist, but their application is questionable.

All participants agreed that it would be helpful to establish a central team for
managing the presence on social networks and a list of all public profiles of orga-
nizational units of the Ministry of the Interior on social networks. That statement
opened the question of lack of personnel. Namely, as a definite problem, the partic-
ipants state the lack of human resources for deeper acceptance of social networks
in terms of communication channels. Introduction of so-called two-way communi-
cation, in which the police would answer questions and comments asked via social
networks, is seen as a process that cannot be achieved with the current distribution
of tasks and number of people and without significant changes in the functioning
of public relations services.

There was also talk of inappropriate communication via social networks, about
which the participants have a divided opinion. Namely, some of them think that
it is common knowledge what the appropriate way of communication is, while
others think that it is necessary to define the rules in this area as well.

P5: “I think that the Code of Ethics says it all… whether it is a cadet at the Police
Academy or an officer who has been in the police for 10 years…”

6.4 The Problem of the Impact of the Police Presence on Social Networks
on the Community in Terms of Police Legitimacy, Citizens’ Trust in the Police
and Procedural Justice

This was followed by questions on how police communication on social networks
could/should reflect on the legitimacy of the police, citizens’ trust in the police and
procedural justice with regard to improving communication via social networks.

The discussion on improving police communication via social networks through an
increased number of contacts reopens the issue of lack of personnel andother components
of successful communication.

I2: “We lack resources, we lack technology, we lack humanity, we lack knowledge…
we always have some limitations, inability to access something, finances and lack
of personnel. I think that there would be more will if there were some incentives
and opportunities for people to be educated a little more.”

The participants agreed that police use social media to respond quickly to emergen-
cies such as earthquakes, apprehending criminals and searching formissing persons with
the announcement of new technologies in the area such as the introduction of Facebook’s
AMBERwarning for missing children. They also agreed that the contact of citizens with
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the police via social networks enables equal treatment of different social groups. Dis-
cussingwhether improving police communication via socialmedia can heighten people’s
sense of obligation to act in accordance with police instructions has imposed the impor-
tance of two-way communication. The possibility of using social networks to explain
certain decisions and reasons for some actions was also accepted as desirable. What
certain participants find unacceptable is the reporting of criminal offenses and misde-
meanours via social networks, emphasizing that direct contact is more useful in such
situations.

P6: “It is better to personally go to a Police Station and file a criminal complaint
and say everything you have and provide more information than you would by
sending an e-mail, etc.”

Through various preventive activities and cooperation with institutions, associations
and other organizations, the police is involved in solving social problems, news of which
is also published via social networks. Often, social networks and communication via
them are a source of information about social problems, but also about the possibilities
of solving them.

P3: “Organizing humanitarian actions… collecting books for the Association that
cares for children with developmental disabilities…. in this way we get involved
in community work.”

6.5 Suggestions for Improving Communication

At the end of the discussion, the participants were invited to make concrete suggestions
for improving communication, but also other facts that could be relevant to the focus
group topic.

A discussion followed on whether individual organizational units should have their
own social network profiles, on which opinions were divided. The participants are aware
that communication via social networks would bring the police closer to the community,
but they also point out a number of limitations that currently arise when thinking about
intensifying this form of communication. They agree that in this situation it would be
desirable to have a centre (e.g. in Zagreb) thatwould be the starting point for new forms of
communication with citizens. This centre should run complete administration of police
public profiles on social networks in one place, have an advisory role and provide the
technology and knowledge (education) needed for quality public relations.

P2: “Social networks are an engagement practically 24 h a day. There is no delay.”

P3: “We should somehow define the whole procedure in order to ensure that this
communication via social networks is of good quality. However, even though it may
be a slightly more informal way of communication, we would still communicate
as an institution, so it should be within a certain policy framework.”
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7 Discussion and Conclusion

The implementation of this empirical focus group research gathered information, ideas
and attitudes of selected participants dealing with public relations of the police and other
organizational units of the Ministry of the Interior.

Since the aimof the researchwas to determine the current forms and characteristics of
the Croatian police communication with the public, with particular emphasis on modern
digital communication channels and social networks, the information collected is the
basis and a motive for further research on this topic. The conclusions drawn through
the analysis of available literature, interviews with the participants and analysis of their
formed attitudes on this topic indicate that the selected research area is engaging, relevant
and insufficiently researched in the Republic of Croatia. The results of the focus group’s
conclusions show that, at the moment, the presence of the police and other components
of the Ministry of the Interior on social networks is not given sufficient attention. It is
interesting to find out how the participants identify opportunities and problems that may
arise from a stronger application of new digital channels in communication with the
community.

Bearing in mind that police administrations in other countries have been actively
trying to master the methodology and technology of using social networks for many
years, it is unquestionable that this topic deserves appropriate attention in the Republic
of Croatia. However, unlike the approaches that are already well known in the business
environment, the police approach towards the community via social networks should
differ significantly both in the metrics for measuring performance and in the way of
addressing, i.e. posting information.

Given the broad scope of issues and the susceptible area in which public sector
institutions, especially the police, operate, additional efforts are required for develop-
ing procedural guidelines and methodologies that are simple and applicable. It is also
necessary to focus on additional training of public information personnel, describe pro-
cedures and instructions for the preparation and publication of information, and adopt
a joint position of all police services regarding the configuration and subject matter of
posted information. In addition, there is a need to adjust the current regulations in order
to carry out these activities without hindrance. This includes the development of the
necessary methodological framework that would define competencies, processes and
procedures, organization and technological infrastructure through which the Croatian
police could manage their presence on social networks and new digital channels.
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Abstract. Cause-related marketing (CRM) is an important type of corporate
social responsibility that offers engagement initiatives to consumers, brands and
non-profit organizations. This study aims to explore the factors affecting Tunisian
consumers’ intention to participate in cause-related marketing campaigns. Build-
ing on the previous literature on CRM, the authors focused on the factors that
predict consumer’s intention to purchase products supporting social causes. Tak-
ing into consideration these determinants, a qualitative study was conducted with
ten consumer-members of a Tunisian virtual community via individual semi-
structured interviews conducted online. The results show that the three types of fit
(cause-brand fit; cause-consumer fit; brand-consumer fit), consumer-cause iden-
tification, the involvement in the product category, the attribution of altruistic
motivations and the attitudes towards CRM are the factors favoring the purchase
intention of the Tunisian consumer. These results corroborate prior research and
provide more particular information on Tunisian customers. The present findings
can help companies in Tunisia design stronger cause-related marketing initiatives.

Keywords: Cause-related marketing (CRM) · Consumer behavior · Cause-brand
fit · Consumer-cause identification · Altruistic motivations · Purchase intention

1 Introduction

Nowadays, companies are increasingly obliged to respond to various consumer concerns
and behave ethically in order to be more competitive and to penetrate markets in emerg-
ing economies. In this context, Cause-Related Marketing (CRM) has found its place in
recent years as corporate social responsibility becomes a key strategic priority. Indeed,
according to Cone communication’s CSR report, 87% of US consumers buy products
from companies engaged in social problem-solving initiatives, [1]. In fact, cause-related
marketing is an important type of corporate social responsibility initiative, [2]. It is a
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promising marketing strategy to improve the company’s competitiveness and its eco-
nomic and social conditions [3]. These cause campaigns allow the company to increase
sales while strengthening its sense of social responsibility.

Indeed, “Cause-related marketing (CRM) is almost ubiquitous as brands of all price
points participate in this marketing strategy in the United States and internationally, as
well. The value that CRMbrings to the firm, the consumer, and the nonprofit organization
has made it a popular and valuable tool for marketers.” [4]. Moreover, CRM is “a
fundraising activity or marketing strategy consists of a contribution to a cause through
a purchase of a product/service by consumers” [5]. This definition emphasizes themutual
benefit of this strategy for all three stakeholders.

It should be noted that academic research on cause-related marketing (CRM) has
grown in recent years in emerging countries by addressing the effect of a cause-brand
congruence on consumer behavior [6, 7].

Despite the effectiveness and success of CRMare amplified in the case of congruence
(fit) between the cause and the brand, there is in the literature a controversy among
researchers as to the results of the impact of congruence cause brand (cause-brand fit)
on the intention to purchase.

In addition, little research has been suggested that when a consumer identifies with
the cause, he or she will go to CRM programs and purchase products associated with
them [7].Despite all the studies developed, there is a gap in studies focused on identifying
the consumer at the cause and its consequences.

Another factor that has been mentioned in the literature and which has a real impact
on the intention to buy products supporting a social cause is «the attribution of altruistic
motivations» while emphasizing the key role of the consumer attribution system in the
processing of societal data [8].

However, it is time to fill the literature gap and shed light on the controversies
mentioned about the factors favoring the intention to purchase products supporting social
causes.

Therefore, a qualitative exploratory study among 10 consumers and members of a
Tunisian association «DARNA» allows providing elements of response to the objectives
of this research work. The choice of this community is justified by the knowledge of the
concept “cause-related marketing” by the members of the latter, since this concept has
not yet been sufficiently known in Tunisia.

In the following, we present in a first part the literature review, then a second part
deals with the researchmethodology and the third part will be devoted to the presentation
of the results.

2 Theoretical Framework

2.1 Cause-Related Marketing

The first and most cited definition of CRM in the literature is that of Varadarajan &
Menon, [9], which corresponds to “process of formulating and implementing marketing
activities that are characterized by an offer from the firm to contribute a specified amount
to a designated cause when customers engage in revenue providing exchanges that
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satisfy organizational and individual objectives”. CRM is the association of a brand
with a cause by involving consumers: the brand’s support for the cause is contingent on
consumers purchasing the brand’s products. It is a type of corporate social responsibility
initiative, fundraising innovation, and interactive business mechanism. It is a form of
association where a product or brand supports a cause over some time. Furthermore,
CRMrequires consumer participation via purchasing behaviors [5]. Companies regularly
use CRM campaigns to change consumers’ overall attitude towards the company and
its brands [10]. Several studies have shown that approximately 85% of US consumers
have preferred organizations or brands or products associated with a social cause or
issue [4]. Thus, the majority of previous research on CRM has found that consumers
generally have positive attitudes towards CRM, companies supporting social causes
and charities sponsored by it [11–15]. These favorable attitudes can have an impact on
consumer purchases and create awareness for a social cause [16, 17]. Other works such
as Bergkvist [6], Durate [7], Shree [18], Christofi [19], Bigné [16] have worked on the
effectiveness of cause marketing and the success of CRM campaigns and that this effect
is amplified in the case of congruence between the cause and the brand.

2.2 Cause-Brand Congruence

Congruence or fit are related concepts expressing similarity or complementarity, it is
the overall perceived fit between cause and brand, [20]. It is “the fact that two (or more)
entities fit together well.” [21]. A better congruence between the brand or company and
the social cause will lead to a positive consumer attitude towards the brand or company
hence a favorable consumer response.

The literature in consumer behavior or psychology shows that congruence positively
affects judgment, while incongruence has a negative effect [22, 23].

Furthermore, according to Nan [14], Bigné [16], Chéron [12] and Pracejus [24],
cause-brand congruence is a particularly critical factor for the success ofCRMcampaigns
and they have shown that the impact of cause-brand fit on consumer responses has a
significant effect.

2.3 Consumer-Cause Identification

Consumer-cause identification is the degree of overlap between consumers’ self-concept
and their perceptions of the cause [25].

Consumer-cause identification is the convergence of a consumer’s self-concept and
their perception of the cause [25, 26]. Therefore, when designing CRM campaigns, com-
panies should choose a cause that could be recognized by customers [27]. Furthermore,
being able to get customers to identify with the cause is an important indicator of an
effective CRM campaign [28] and leads to its success [29]. Furthermore, this idea has
been discussed by Zdravkovic [30], who state that when a consumer associates with a
cause, there is a predisposition to patronize CRM programs and purchase the associated
products.
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2.4 Purchase Intention

Purchase intention is one of themost important concepts in the study of consumer behav-
ior. Purchase intention refers to the “disposition of a consumer who declares himself
favorable to the purchase of a good or service” [31].

In the literature, purchase intention canbedefined either according to the probabilistic
dimension as “the subjective probability of buying a given product or brand” [32] or
according to the planning dimension while integrating the planning character of the
intention and is defined as “the result of a desire, or a need, processed cognitively which
leads to purchase planning” [33, 34].

3 Methodology

The understanding and exploration of the factors impacting the purchase intention of the
Tunisian consumer towards CRM, allowed us to fill the gap in the literature and shed
light on concepts little studied in Tunisia.

A qualitative exploratory approach is adopted in this research. A semi-directive
interview guidewas developed, which is awritten document that structures the interview,
specifies the terms to be explored and the specific prompts for each theme in order
to gather individual, differentiated and subjective points of view. We used individual
interviews as a data collection method to validate the themes identified in the literature.
Participants were interviewed around five main themes. The semi-structured interviews
were transcribed in full and a thematic analysis of the discoursewas carried out (Table 1).

Table 1. Topics of the interview guide

Topic 1 Respondents’ views on cause-related marketing strategy

Topic 2 The relationship between cause-brand congruence, consumer-cause congruence,
consumer-brand congruence and purchase intention

Topic 3 The relationship between consumer cause identification et purchase intention

Topic 4 Motivation of the purchase of products using cause related marketing by the
respondents

Topic 5 Attitude and Intention to buy products using cause related marketing

Ten semi-directive interviews were conducted with members of a Tunisian virtual
community, the “Darna1 Association”, and we chose consumers who are part of a virtual
community based on social networks, particularly Facebook, and who share the same
interests. Thus, through Facebook, the present study had the opportunity to explore
the perceptions of these consumers towards the cause-related marketing strategy. The
choice of this community was based on CRM actions that it has published and also on
the knowledge of consumers of these kinds of shares. This allowed us to collect a set of

1 Tunisian non-profit association that helps children without family support, it was created in
March 2014.
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data, to have a sufficiently complete corpus. This allowed us to collect a set of data, to
have a sufficiently complete corpus.

In order to determine theminimum sample size for satisfactory validity of the results,
we used the theoretical saturation principle [35]. In this sense, the study stops when there
is no additional information [36]. We reached thematic saturation at the end of the 10th
interview; no new ideas emerged thereafter. We were, therefore, able to determine a
sample of 10 people a posteriori. Our sample is fairly balanced according to several
criteria (see Annex 1). We thus tried to respect the theoretical representativeness of the
qualitative sample recommended by Miles and Huberman [37].

4 Research Results

The interviews thus conducted, recorded, and transcribed are processed using content
analysis. The various results of our empirical investigations are identified from the anal-
ysis of the ten interviewees’ speeches to interpret them. These results are to be deduced
through thematic analysis, using the “QDA Miner” software, which enables us to draw
up a vertical and horizontal analysis table (see Annex 2) and a horizontal analysis table.
(See Annex 2) and on the other hand, the co-occurrence and similarity which are cal-
culated from the Jaccard coefficient (see Annex 3: The dendrogram). The use of the
QDA miner software facilitated the division of the corpus and allowed us to select the
corresponding verbatim at the level of each paragraph and to assign them a code which
is called a category.

At the end of our thematic analysis, we were able to identify 5 themes that could
favor the Tunisian consumer’s intention to purchase the CRM and which are presented
in the table below (Table 2).

Table 2. Factors favoring purchase intention identified in the literature and in qualitative studies

Catégories Sources

Brand cause congruence Qualitative study [12, 14, 16, 24]

Consumer cause congruence Qualitative study [38]

Consumer brand congruence Qualitative study [28, 39]

Consumer cause identification Qualitative study [7]

Involvement in the product category Qualitative study

The Attribution of Altruistic Motivations Qualitative study [40]

Attitude towards CRM Qualitative study [41]

• Congruence (or Fit):
The importance of the theme of congruence is felt in the interviews with the

participants where they mentioned that to participate more in the action there must
be a congruence and this is in line with the literature which shows that perceived
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congruence amounts to evaluating the extent to which a brand and another entity
(another brand, event or cause) go well together [34] and this perceived congruence
acts positively on the attitude of consumers towards CRM [30, 42].

Some respondents emphasized the importance of cause-brand congruence [43,
44], “the brand has to align with the cause, they have to have the same purpose, the
same category e.g. Pampers, a brand aimed at children so it has to support a cause
related to babies” (individual 1). And othersmentioned the effectiveness of consumer-
cause congruence [38] to participate in CRM action “I think it would be good to have
a relationship and a fit between the consumer and the cause supported to participate”
(individual 2). And even respondents spoke of brand-consumer congruence [39], “a
beneficial relationship between the brand or company and the consumer does favor
the intention to participate in these CRM actions, for example when there is a high-
level connection with the company, commonalities this will indicate my intention to
participate” (individual 4). These results are supported in the literature by Mandler’s
[45] congruence theory.

• Consumer- cause identification
All the interviewees clearly expressed the idea that theremust be a degree of shared

value and familiarity with the cause and that the consumer must feel a psychological
link with the cause to be motivated to defend it. “When I identify with the cause
i.e. I will live the cause, I share values, principles with it” “I feel that my values
and objectives are met, I feel that it is an opportunity to participate in this action”
(individual 4).

Returning to the related marketing cause literature, Durate [7] work confirmed the
positive relationship between consumer identification with the cause and purchase
intention while building on social identity theory.

• Involvement in the product category
Product category involvement according to Rothschild (1984, p. 217) in the

work of Perrin-Martinenq, [46] corresponds to an “unobservable state of motivation,
excitement, and interest in a product category”.

Thirty percent of the interviews seek to be involved in the product category as a
motivation for purchase intention from companies engaged in social initiatives [47,
48]. “When the company produces goods for a well-defined target so it has to support
a cause that affects this target to influence them to participate because when I got
involved in the product that will satisfy my need I will participate” (individual 10). “I
participate in the action if the product concerns me, the product must be important
for me I need it I consume it, it interests me this pushes me to buy it” (individual 6).

• Attribution of Altruistic Motivations
Three dimensions of motivations perceived by consumers on the company cited

by Öberseder [49] and were evoked by the interviewees, the motives considered as a
marketing tool where the company takes advantage of CRM practices to obtain more
profit “It’s a marketing used to maximize customers and inflate sales” (individual
6) or as an interconnected relationship estimating the beneficial effect on the whole
society “I hope that these companies continue to make profit to carry out these actions
and to develop their social commitment” (individual 8) and finally as a give-and-take
relationship “I encourage these actions, I find that they have a mutual impact, it’s a
win-win relationship” (individual 9).
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• The attitude towards CRM

The success or failure of CRMengagement is determined by how customers perceive
corporate motives [50].

Consumer perceptions of cause-related marketing have been studied in the litera-
ture [43, 51]. The data demonstrate that cause-related marketing methods can improve
people’s perceptions of a sponsored company’s products or services [51]. This was
mentioned by the interviewees “it makes a lot of sense to me to find a congruent action
because the company is working in its field so it’s going to be interested in its target
and the causes of its target. I find it legitimate; I believe in this company more, it will
raise the level of belief in this brand behavior. And this will generate a positive attitude
towards the action and I value it more” (individual 3).

5 Discussion

This paper is a modest contribution to the ongoing discussions about the factors pro-
moting purchase intention towards related marketing in developing countries such as
Tunisia. Although our study is still in an exploratory phase, the findings can be used to
suggest some theoretical and practical implications which will be presented below:

Theoretical implications: This study adds to the research agenda on consumer behavior
towards cause-related marketing by addressing a theoretically important area of research
that has been neglected byTunisianmarketing researchers: the factors favoring consumer
purchase intention towards cause-related marketing actions.
Managerial implications: CrM is beneficial to the business, the cause, and even the
customer in Tunisia. With a focus on the business side of CrM, this study can assist
businesses better understand what makes customers more likely to participate in CrM
campaigns, improving buy intent and increasing revenue.

Since the studywas conducted withmembers of a non-profit association who already
like to get involved in causes and like to be socially responsible, CRM might even be
better applied to them. This research demonstrates the importance of designing CRM
marketing efforts before launching them, as to how they are carried out has a significant
impact on their success or failure.

This study adds to the list of suggestions for companies who want to support a good
cause. Tunisian Companies should cherry-pick the cause that the brand wants to support,
because this not only affects the consumer’s perception of the firm’s motivations, but it
can also make the consumer more willing to buy the brand and indirectly have a better
perception of the firm if the consumer identifies with the cause.

This study will help marketers to conduct cause-related marketing strategies. Thus,
marketers should develop strategies where the cause is aligned with the brand and with
the consumer. Also, managers should take into consideration the involvement of the con-
sumer in the product category. We recommend supporting for example causes that touch
their targets. And finally, managers should take seriously the importance of attributing
altruistic motivation as a predictor of purchase intention, i.e. the more consumers believe
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that a company is acting for purely altruistic reasons, the more they will participate in
the action through their purchase behavior, which is in line with the CSR literature [52,
53]. Indeed, to improve consumer attitudes towards cause-related marketing, companies
need to highlight their altruistic commitment to social causes and their commitment to
the welfare of society.

6 Conclusion

There is a growing interest in finding how to use CRM more effectively, taking into
consideration the perspective of customers, and how to use it to improve the success of
these initiatives. This study aids in determining which factors have an impact on CRM
and which are the most important. The study’s key finding is that there are determinants
that have an impact on the consumer’s intention to acquire a CRM campaign product.

Like any other qualitative research, this study is limited by the sample size used
for data collection and the results are not intended to be generalizable to the entire
population. Despite all efforts to complete this study, a number of limitations need to be
highlighted. Firstly, we have limited ourselves to a qualitative exploratory study using
interviews, and a quantitative phase will be necessary. Secondly, the main limitation of
the present study is the small sample size, thus, it seems necessary to duplicate this study
with a larger sample in order to confirm the results.

Annex 1

Table 1. Profile of participants interviewed during the semi-structured interviews

Nature Gender Age Professional
category

Family situation Duration of
interview

Interview 1 Woman 28 years Engineer Unmarried 30 min

Interview 2 Woman 40 years Teacher Married 45 min

Interview 3 Man 36 years Engineer Married 43 min

Interview 4 Man 28 years Businessman Unmarried 35 min

Interview 5 Woman 35 years Human resources
manager

Married 1 h 15 min

Interview 6 Woman 32 years Teacher Married 55 min

Interview 7 Woman 25 years PhD student Unmarried 40 min

Interview 8 Woman 45 years Housewife Married 47 min

Interview 9 Man 34 years Project Manager Married 58 min

Interview 10 Woman 40 years Administrative
officer

Married 1 h 05 min
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Annex 2

Table 2. Horizontal and vertical analysis table

Category Code Absolute frequency Relative frequency

Congruence Cause brand congruence 28 13,70%

Congruence Consumer cause congruence 22 10,80%

Congruence Consumer company congruence 4 2,00%

Identification Consumer cause identification 25 12,30%

Implication Involvement in product category 9 4,40%

Attitude Attitude toward CRM 6 2,90%

Purchase Purchase intention 16 7,80%

Motivations Attribution of Altruistic Motivations 9 4,40%

Annex 3

Fig. 1. Dendrogramme: Indice de similarité et de proximité entre codes
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Abstract. This study aims to explore the antecedents that lead a consumer to
create and participate in an anti-brand community. A qualitative exploratory study
based on the netnography method with three anti-brand communities was con-
ducted. As a first result, the antecedents that motivate consumers to create an
anti-brand community are brand hate, social approval, and not real hater. As a
second result, consumers participate in an anti-brand community due to three
antecedents, namely: negative brand relationship, community identification, and
patriotism. Thus, this paper provides insight for brand managers to understand the
antecedents that drive consumers to engage in anti-brand communities.

Keyword: Anti-brand community · Brand relationships · Virtual brand
community · Negative emotion

1 Introduction

Some consumers might have experienced dissatisfaction with a product or service [24],
which brings them to stop consuming it and participate in anti-brand activities. Actually,
consumers engaged in anti-branding have a long term commitment to brand rejection [3,
31]. Their objective is to refuse brands, imposedmeanings, ideologies, and practices [14].
Specifically, such customers engage in an anti-brand community to participate in anti-
consumption. Participation in this community is a development phenomenon in online
and offline contexts, as proposed by some researchers such as Hollenbeck and Zinkhan
(2006, 2010); Krishnamurthy and Kucuk (2009) [15, 16, 19]. In an online context, the
anti-brand site exchanges negative experiences with others, organizes boycott events and
influences negative WOM [8].

Recently, joining an anti-brand community has known a great interest, however,
reasons for its creation have not been explained yet. Some researchers have investi-
gated the learning processes by negotiating brand meaning in the context of anti-brand
communities [16]. Other studies have demonstrated the drivers of participating in these
communities [7, 8]. Dessart and al. [7] introduced the antecedents that push the con-
sumer to engage in an anti-brand community. Additionally, Dessart and al. [8] focused
on understanding how an intense negative resentment reinforces consumers as individu-
als acting independently to participate with others and establish collective behavior [1].
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To the best of our knowledge, there are no studies that focus on the antecedents of creat-
ing online anti-brand. Moreover, there are limited concerns about the drivers that drive
consumers to participate in these communities. In addition, most of previous studies has
investigated the dark side of virtual anti-brand. From a positive perspective, scholars did
not take into consideration consumers who engage in a community to defend the brand.
Therefore, this paper attempts to discuss this subject.

The rest of this paper is structured as follows: Sect. 2 presents the theoretical back-
grounds of the anti-brand community. In Sect. 3, we illustrate our methodology. Results
are presented in Sect. 4 which is followed by discussion, theoretical and managerial
implications in Sect. 5. Finally, Sect. 6 includes the conclusion of this research.

2 Theoretical Framework

Because of growing Tunisian consumer empowerment and the proliferation of social
media such as Facebook, anti-brand communities are being emerged. In Tunisia, “Face-
book” is gaining an increasing interest. In 2022, the statistics of “Digital Discovery
Tunisia” announced the presence of 7,737,8001 “Facebook” accounts. Online commu-
nity based on Facebook allows consumers express their positive and especially their
negative emotions towards a brand.

2.1 Anti-brand Community

Anti-brand hate sites play a crucial role in damaging or developing companies. Kucuk
[21] was the first researcher to introduce this concept. His research indicated that con-
sumer’s voice is increasing with the development of the Internet and the anti-brand
websites, more precisely, with a new form of boycott and protest of consumer activism.
Kucuk [21] noted that when customers seek information about the brand, the anti-brand
sites show up in the top ten search results because this brand was searched on major
search engines. In this line, Kucuk [21] presented a new theory, which is Negative Dou-
ble Jeopardy (NDJ). This theory demonstrate that “the most valuable brands attract more
anti-brand sites while less valuable brands do not have such hate attraction on the Inter-
net”. Dessart and al. [8] defined an anti-brand community as “groups of people who
have negative feelings towards a brand and self-select to join this kind of community to
express their feelings to the brand”. As a matter of fact, the online community creates
relationship between individual from different places in the world, and defines a com-
mon need, goal, and identity [15]. The objectives of these communities are: reducing the
brand value and expressing the feeling of revenge (Grégoire and al., 2009; Cooper and
al., 2019) [6–13]. Drawing on Hollenbeck and Zinkhan [16], community is considered
as a powerful agency and information resource for consumers. The members share their
negative experiences with others and affect negative WOM [19]. On the other hand, can
be as a source of valuable information for a company to understand and manage brand
haters [19].

1 https://www.digital-discovery.tn/.

https://www.digital-discovery.tn/


What Leads Customer to Create and Participate in Anti-Brand Community 161

2.2 Creating an Anti-brand Community

The creators of anti-brand sites have a good knowledge ofmarkets and business practices
surroundingbrand that theyhate. They are capable of followingmarket changes in the real
world (for example killercoke.org announces the news about Coca-Cola on a daily basis
frommany reliable sources such as Associated Press, etc.) [21]. Most of the prior studies
overlook the motivation of creating an anti- brand community. According to motivation
theory, the work of Oh and Syn (2015) [27] provides an understanding of individuals
motivations. Motivation can be categorised into intrinsic and extrinsic [27]. Intrinsic
motivation is presented by self-encouragement or self-interest in doing such activities.
Extrinsic motivation is demonstrated by relying on external factors and reasons. Romani
and al. [29] announced that consumers engage in anti-brand communities because they
perceive injustice from brands. As a consequence, they respond by expressing feelings
of hate which include disgust, anger/fear, and contempt. Indeed, several studies in the
literature have been proposed to explain the negative consequence of hate like consumer
boycott [23], brand revenge [11, 14], and negative WOM [14, 38].

In another perspective, Kucuk [22] demonstrated that the firm need to engage in
listening efforts. In other words, it can assist the company decide whether the hate
feeling is expressed by a real person, a troll, a review-farm, or a competitor-associated
source such as a paid-blogger. For example, an anti-brand community creator may be
not a real hater who has a negative experience toward a brand.

2.3 Participating in an Anti-brand Community

Dessart and al. [7] explained three antecedents that affect a participation group, namely:
individual-related, brand-related, and social factors. According to uses and gratifications
theory, media use is a method to satisfy needs or interests such as searching for infor-
mation to reduce uncertainty and solve personnel problems [30]. Stafford and Gonier
[34] defined several gratifications that motivate the individual to use the Internet such
as web searching, acquisition of information, and the ability to engage in interpersonal
communication and socialization.

Social Factors. Dessart and al. [7] suggested three social factors, which are community
identification, community engagement, and social approval. First, community identifi-
cation refers to feeling identified as a member, and belonging to a community (Bagozzi
andDholakia 2006; Dholakia and al. 2004) [4–9]. This identification includes conscious,
cognitive, and affective process, which influence members’ community memberships
[1]. Second, certain customers engage in the community to share their experiences with
others. Community engagement is the intrinsic motivation of members to interact, com-
municate, and find benefits they extract from this engagement [1]. In fact, Hollenbeck and
Zinkhan [15] showed that communities are considered as essential source and powerful
agency for the consumer. Third, social approval from other participants in the commu-
nity is an important element influencing membership [7]. Dessart and al. [8] illustrated
that the person who has high level of social approval is more likely to be an active par-
ticipant in the community. Previous works on brand community indicated that gaining
social acceptance and approval are the drivers of member engagement [9]. Hollenbeck



162 L. Mednini and M. D. Turki

and Zinkhan [15] found that the participant’s objective is the social movement. This
term refers to “the coming together of relatively large numbers of people around a com-
monly held set of values or notion of rights (human and/or social) in order to bring about
social change” (Dykstra and Law 1994, p. 122 cited by Hollenbeck & Zinkhan, 2006).
According to the social exchange theory, it is one of the most influential theories that
have been used to demonstrate the participation of consumers in online communities. In
fact, partaking in communities has been recognized as social exchange [12].

Individual-Related. Individual factors consists of two elements,which are oppositional
attitudinal loyalty and brand material value. Oppositional attitudinal loyalty refers to
consumer loyalty to another brand [7]. Several researchers found that this factor leads
the consumer to actively engage and identifywith the community of opposers. Therefore,
driving to the growth of the anti-brand community [8–15, 20]. In addition, Dessart and al.
[7] discussed another individual factor, which is the brand material value. This concept
illustrates the importance of brands in consumer life.

Brand-Related. Brand factors comprise the negative relationship and collective mem-
ory. Recently, researchers have a great attention on the positive relationships [7]. In fact,
Park and al. [28] noticed that the traditional notion of positive brand relationships (attach-
ment) include a negative side (aversion). Prior studies have suggested that a negative
relationship can lead to rejection, dislike, or hate [14], depending on the emotional degree
and associated behavioral intensions [2]. Veloutsou [35] demonstrated that consumer-
brand relationship has two aspects, which are emotions and communication. Moreover,
Dessart and al. [7] proposed the second element of brand factors which is collective
memory. This term is defined as the degree to which the members of a social network
share information and feelings toward a specific brand (Veloutsou and Moutinho 2009,
Dessart and al., 2016) [7–36].

3 Methodology

In the proposed qualitative approach, we follow the netnographic study on Tunisian
consumers in the context of the anti-brand community. The netnographic method adapts
to the collection of information from sensitive subjects, such as topic suggested in our
research. More specifically, customers can freely express their feelings within the virtual
community which is difficult to obtain by assisting a traditional quantitative method. We
have chosen the social network “Facebook” in order to collect rich data. Facebook allow
this research “to offer a high level of interactivity, a large number of communicators and
heterogeneous participants” [18, 32].

According toKozinet [17], the netnographic study is composed of five steps. The first
step is entry. Our interest is to obtain an understanding of the antecedents that drive the
consumers to create and participate in the anti-brand communities. We choose to work
on three anti-Tunisair communities as shown in appendix 1. The choice of the latter
can be explained by the classification of Air Help,2 in 2018, “Tunisair” ranks 85 among

2 https://www.espacemanager.com/classement-mondial-des-compagnies-tunisair-loin-derriere-
au-85-eme-rang-sur-87.html.

https://www.espacemanager.com/classement-mondial-des-compagnies-tunisair-loin-derriere-au-85-eme-rang-sur-87.html


What Leads Customer to Create and Participate in Anti-Brand Community 163

87 airlines in the world. Additionally, referring to the article published in the Money-
inc.com3 2019, “Tunisair” was the worst airline in the world. This company has caused
a strong intensity of negative emotion among customers and as a result, consumers have
created and joined anti-brand communities. Similarly, we choose these brand commu-
nities based on Bernard’s [5] selection criteria. Indeed, these are the ones that most
match our research goals. Likewise, the traffic intensity, the number of participants, and
the descriptive richness of data (the existence of positive and negative comments in the
community) satisfy our research goals. Then, we logged in “Facebook”, and joined the
anti-brand communities to be an active member in order to understand the culture of
the three virtual communities, the behavior and the rituals of participants. the second
step consists of collecting data from the selected communities. According to Bernard
[5], the netnography steps includes the non-participating and participating observation.
In a non-participating observation, we collected 150 comments from the three commu-
nities. More precisely, we read the comments and choose the information adapted to
our research objective. As a part of participatory observation, referring to Bernard [5],
we launched an online discussion group on the social networking site “Facebook,” and
asked actives members to participate in the conversation. We contacted 30 participants
from the three anti-Tunisair communities using the focus group technique. Only 14 par-
ticipants joined the focus group. Regarding the fewest received responses, we decided
to invite 16 other customers to participate in the individual interviews. The appendix
2 demonstrates our sample characteristics. In this perspective, we prepared our guide
interview (see appendix 3). After that, the third step is based on information analysis
and interpretation. We coded the interview guide using the open coding (inductive cod-
ing applied on first reading). Then, we used the software “Lexico 3” that categorise
the themes in a theme grid and extract the necessary ones from the verbatim of each
participant. The fourth step refers to have permission frommembers before posting their
comments and messages. In the last step, Bernard (2004) [5] noted that this step allows,
“To obtain additional and more specific elements on the meanings of consumers”. We
had several messages about our study, for example, “ You are doing a good research but
you are wasting your time by choosing Tunisair, it is a crappy company!”.

4 Findings

In this section, we present our results based on data collection on three online anti-brand
communities hosted on Facebook. The findings are focused on two specific themes: 1)
what are the antecedents that leads consumers to create an anti-brand community?, and
2) what are the antecedents that drive them to participate in this community?

4.1 The Antecedents of Creating and Participating in Anti-brand Community

The Antecedents of Creating an Anti-brand Community. According to our netnog-
raphy study, our individual interview with the creator of the anti-brand community

3 https://www.tunisienumerique.com/tunisair-classee-pire-compagnie-aerienne-au-monde-en-
2019/#:~:text=Selon%20l’article%20pbli%C3%A9%20dans,a%C3%A9rienne%20de%20l
’ann%C3%A9e%202,019.

https://www.tunisienumerique.com/tunisair-classee-pire-compagnie-aerienne-au-monde-en-2019/#:~:text=Selon%20l'article%20pbli%C3%A9%20dans,a%C3%A9rienne%20de%20l'ann%C3%A9e%202,019
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“Boycottons Tunisair et ses tarifs indécents” noted that he created this community for
two reasons. First, he has negative feelings towards Tunisair, in other words, he hasmany
failed experiences with this brand. Therefore, he decided to alert the other passengers to
boycott it. We quote his verbatim illustrating this point of view: “I cannot tell you just
one reason, every time I choose Tunisair, there is a problem, I hate this brand, I created
this community to inform the other passengers about its poor service quality”. Second,
the creator of this community wants it to be the virtual space of many haters, which
support to resolve Tunisair problem. In this context, we quote: “This community will
help Tunisair to solve its problems and satisfy their passengers in the future, Tunisair
directors should accept the consumers’ haters to construct a good service quality”.

From a participant’s point of view, some passengers mentioned that the creator of
the brand is probably an employee who works with another concurrent or can be a real
hater. We quote the next verbatim “Maybe he is not a real hater, he’s just a person who
works with Tunisair concurrent”.

The Antecedents of Participating in an Anti-brand Community. Our find-
ing revealed that the majority of consumers are active participants in the community
anti-brand. Actually, some members are active, others are passive. Active persons have
been informed by notification to see all the posts shared by the creator of the commu-
nity. However, passive consumers just view the post without any reaction. Our qualitative
study indicates that the majority of members stated their negative impressions toward
Tunisair. Thus, they participate in the anti-brand community to show up their emo-
tions and their negative experience like stolen baggage, price unfairness, retard without
any explanation, excuse, or compensation. For example, “Don’t waste your time, they
don’t respect their customers! A delay of 5 h in Tunis without announcement of what is
happening! It is a shame!!!!!”.

In addition, drawing on our netnography study, the passengers found this community
as a free virtual space to present their resentments without any control. In addition, they
informed us that this kind of virtual community is more comfortable than the brand
virtual community because the majority of members have negative experiences. The
anti-Tunisair community is a space to seek a solution to this brand as shown this verbatim
“I joined this page just to inform the Tunisair about their poor service and I hope that it
will help to correct their mistakes”.

In contrast, some passengers have positive emotions toward Tunisair and they
engaged in the community just to defend this brand. Actually, they always post pos-
itive comments. We quote some verbatim demonstrating this point of view:” Tunisair is
our pride, it is the best airline despite all the lies”, and,” I love Tunisair because it’s a
part of my country”.

5 Discussion

The current paper aims to empirically study the antecedents that push the consumer to
create and join an anti-brand community. In this research work, we collect data from
members of anti-brand communities on Facebook.
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This study underscores both negative and positive aspects of participation in an anti-
brand community. From a negative viewpoint, findings show that negative relationship,
more specifically, brandhate is oneof the reasons to create andparticipate in an anti-brand
community for consumers having negative experience toward a brand. In accordance
with Romani and al. [29] and Nguyen and Nguyen [26] demonstrated that the negative
feeling of hate influence anti-brand actions. Moreover, the findings of Dessart and al.
[8] emphasize the impact of a negative brand relationship on community participation.

From a positive viewpoint, results present the second antecedent for creating an anti-
brand community, designed for social approval to solve the brand problems. As reported
by Kucuk [20], the anti-brand activities include collected information for the firm. In
accordance with Hollenbeck and Zinkhan [15], this community acts as a significant
consumer agency and source of data.Kucuk (2019) [20] has proposed that the firm should
understand what their consumers say about the brand by developing technologically
advanced listening systems.This set community is the best virtual space to detect negative
emotions and put solutions to reduce hate customers. Similarly, Hollenbeck & Zinkhan
[15] illustrated that the engagement objective in community is the social movement.
Moreover, this paper clearly proposed that the person who creates this kind of online
community can be an employee who works with concurrent. Kucuk [22] has suggested
that the hate can be from a real person or from a competitor-associated source such as a
paid blogger.

The results found that the participants are more comfortable in the anti-brand com-
munity than the others communities. Consistent with Dessart et al. [8], brand community
participation is driven by community identification, consumers desire to find other like-
minded individuals in terms of brand interest, to interact, and to be identified asmembers
of the group. In this prospect, the results of Dholakia et al. [9] revealed that individual
social identity affects higher levels of intentions to join the online communities.

In addition, we have addressed not only the negative aspect of motivation but also the
positive. The main purpose of this paper is to draw attention to the positive comments
written by members of a negative brand community. We noticed the patriotism of such
members toward the brand. In fact, national product consumption by individuals can be
an expression of duty towards the nation through respect and acknowledgment of such
product that is representative of the nation. The product or service patriotism defined
as” the expression of how an individual lives and expresses his national identity via
various the consumption of a nationally-iconic product” [33]. The patriotism is an intense
emotion regarding their own country without ignoring the other countries [37]. The
findings ofNikKamariah and al. [25] argued that patriotism is oneof the directmotivation
that reinforce the consumer purchase.

6 Conclusion

6.1 Theoretical and Managerial Implications

From a theoretical standpoint, the current research explores the antecedents of participat-
ing in online anti-brand namely brand negative relationships, community identification,
and patriotism. Our results describe at first the patriotism as an antecedent of partici-
pating in online anti-brand. Generally, the anti-brand community is considered as the
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brand’s negativity. Most comments written by members were negative. To the best of
our knowledge, there are no study that analyze the positive comments in online anti-
brand. This paper reveals that such consumers participate in this type of community to
defend the brand in reason of patriotism. Moreover, this is the first study that investi-
gates the antecedents that drive the consumer to create an anti-brand community. These
antecedents are hate emotion, social approval, and not real hater. In addition, commu-
nity identification is an important antecedent of participating in the community. Mostly,
members were more comfortable in online anti-brand than the other online commu-
nities. More precisely, participants feel identified by the other members because they
share the same negative experience. Our work enriches the literature of anti-brand, the
anti-consumption, the brand- consumer relationship and the brand hate.

Additionally, several scholars have demonstrated the anti-brand community in many
sectors like magazine [14]; restoration [14]; technology products [8]. This paper is the
first study that focus on the airline sector.

From a practical standpoint, the firm is being well informed by the negative emotion
of the customer which assists to put the management strategies to satisfy the hater. In
fact, the firm should be conscientious about the profile of the hater. The complaint can
be a real hater or just a person who works with concurrent, who wants to destroy the
brand image. Consequently, companies need to be aware about this problem. If he is not
a hater, brand practitioners should respond to their complaints by defining a strategy that
can improve the service quality.

In addition, this paper presents a pilot study to pay attention to listening technologies.
Mostly, this method can improve consumer-brand relationships by detecting consumers
complaints towards the brand. To conclude, certain brand haters engage in an anti-brand
community to suggest some solutions. Therfore, the firm can find proposed action that
can allow to satisfy them.

6.2 Limitations and Future Research

The current study has multiple limitations. In terms of the data collection, our research
is limited to a qualitative study. In future research, we intend to quantify our findings.
Besides, the study on brand negativity in brand community’s context is still in its infancy
[8]. Our work focuses on the airline sector, whereas many sectors are still on the level of
passion [11]. This research do not investigate the level of consumer hate. Further research
will study it. In addition, the negative emotion towards a brand has bad consequences
like consumer boycott, revenge. Future work would do well to explore the strategies of
managing the hate existing in the anti-brand community and investigate the consumer
personality.

Appendix 1

Anti-brand communities’ characteristics
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Appendix 2

Sample characteristics

Member profile Number in percentage

Gender Man 33.33%

Woman 66.67%

Age Between 15–25 23.33%

Between 26–30 50%

Between 31–60 26.67%

Social-professional Category Student 33.33%

Employee 36.67%

Liberal profession 26.67%

Appendix 3

The interview guide

Interview guide

Hello everyone, my name is Latifa MEDNINI, I am Phd Student at FSEG Sfax, I do research
about reasons that make customers create and participate in anti-Tunisair community. Your
help would be very valuable for my studies. Tell me your response as freely as possible

1. Do you have a negative experience with Tunisair?

2. Are you an active or passive participant in anti-Tunisair community?

3. What do you share in this community?

4. What are the antecedents that make you participate in this anti-brand community?

5. In your opinion, what are the reasons that make a consumer create an anti-brand community?

6. Is there anything else you would like to add about your experience of participation in
anti-Tunisair community that we have not mentioned?

Finally, please indicate your age, your gender, and your profession



168 L. Mednini and M. D. Turki

References

1. Algesheimer, R., Dholakia, U.M., Herrmann, A.: The social influence of brand community:
evidence from european car clubs. Journal of Marketing. 69(3), 19–34 (2005)

2. Alvarez, C., Trudel, R., Fournier, S.: Brand Consensus and Multivocality: Disentangling the
Effects of theBrand, theConsumer, and theConsumer-BrandRelationship onBrandMeaning.
ACR North American Advances (2013)

3. Awasthi, B., Sharma, R., Gulati, U.: Anti-branding: analyzing its long-term impact. IUP
Journal of Brand Management 9(4) (2012).

4. Bagozzi, R.P., Dholakia, U.M.: Antecedents and purchase consequences of customer
participation in small group brand communities. Int. J. Res. Mark. 23, 45–61 (2006)

5. Bernard, Y.: La netnographie: une nouvelle méthode d’enquête qualitative basée sur les
communautés virtuelles de consommation. Décisions marketing. 49–62 (2004)

6. Cooper, T., Stavros,C.,Dobele,A.R.:Domains of influence:EXPLORINGnegative sentiment
in social media, Journal of Product & Brand Management (2019)

7. Dessart, L., Morgan-Thomas, A., Veloutsou, C.: What drives anti-brand community
behaviours: an examination of online hate of technology brands. In: Let’s Get Engaged!
Crossing the Threshold ofMarketing’s Engagement Era. Springer, Cham, pp. 473–477 (2016)

8. Dessart, L., Veloutsou, C., Morgan-Thomas, A.: Brand negativity: a relational perspective on
anti- brand community participation. European Journal of Marketing (2020)

9. Dholakia, U.M., Bagozzi, R.P., Pearo, L.R.K.: A social influence model of consumer par-
ticipation in network- and small-group-based virtual communities. Int. J. Res. Mark. 21(3),
241–263 (2004)

10. Dykstra, C., Law, M.: Popular social movements as educative forces: Towards a theoreti-
cal framework. In: Proceedings of the 35th Annual Adult Education Research Conference,
pp. 121–126. University of Tennessee, Knoxville (1994)

11. Fetscherin, M.: The five types of brand hate: How they affect consumer behavior. J. Bus. Res.
101, 116–127 (2019)

12. Gharib, R.K., Philpott, E., Duan, Y.: Factors affecting active participation in B2B online
communities: an empirical investigation. Information and Management. 54(4), 516–530
(2017)

13. Grégoire, Y., Tripp, T.M., Legoux, R.: When customer love turns into lasting hate: the effects
of relationship strength and time on customer revenge and avoidance. Journal of Marketing.
73(6), 18–32 (2009)

14. Hegner, S.M., Fetscherin, M., Van Delzen, M.: Determinants and outcomes of brand hate.
Journal of Product & Brand Management (2017)

15. Hollenbeck, C.R., Zinkhan, G.M.: Consumer activism on the internet: the role of anti-brand
communities. Advances in Consumer Research. 33, 479–485 (2006)

16. Hollenbeck, C.R., Zinkhan, G.M.: Anti-brand communities, negotiation of brand meaning,
and the learning process: the case of wal-mart. Consumption. Markets and Culture. 13(3),
325–345 (2010)

17. Kozinets, R.V.: Netnography : doing ethnographic research online. Sage, London (2009)
18. Kozinets, R.V.: The field behind the screen: Using netnography for marketing research in

online communities. Journal of marketing research. 39(1), 61–72 (2002)
19. Krishnamurthy, S., Kucuk, S.U.: Anti-branding on the internet. Journal of Business Research.

62(11), 1119–1126 (2009)
20. Kuo, Y.-F., Feng, L.-H.: Relationships among community interaction characteristics, per-

ceived benefits, community commitment, and oppositional brand loyalty in online brand
communities. Int. J. Info. Manage. 33(6), 948–962 (2013)



What Leads Customer to Create and Participate in Anti-Brand Community 169

21. Kucuk, S.U.: Negative double jeopardy: the role of anti-brand sites on the internet. Journal
of Brand Management 15(3), 209–222 (2008)

22. Kucuk, S.U.: Managing brand hate. In: Brand Hate, pp. 163–191. Palgrave Macmillan, Cham
(2019)

23. Kucuk, S.U.: Consequences of brand hate. In: Brand Hate, pp. 87–101. Palgrave Macmillan,
Cham (2019)

24. Lee, M.S., Motion, J., Conroy, D.: Anti-consumption and brand avoidance. J. Bus. Res. 62(2),
169–180 (2009)

25. Nik-Mat, N.K., Abd-Ghani, N.H., Esmail Al-Ekam, J.M.: The direct drivers of ethnocen-
tric consumer. In: Int’l Conference on Business, Marketing & Information System Man-
agement (BMISM’15) Nov. 25–26, 2015 Paris (France) Intention and Actual Purchasing
Behavior in Malaysia. International Journal of Social, Behavioral, Educational, Economic
and Management Engineering 9(4) (2015)

26. Nguyen,H.N.,Nguyen,T.B.: Sense of online betrayal, brandhate, and outrage customers’anti-
brand activism (2021)

27. Oh, S., Syn, S.Y.: Motivations for sharing information and social support in social media: a
comparative analysis of Facebook, Twitter, Delcious, YouTube, and Flickr. J. Asso. Info. Sci.
Technol. 66(10), 2045–2060 (2015)

28. Park, C.W., Eisingerich, A.B., Park, J.W.: Attachment–aversion (AA) model of customer–
brand relationships. J. Consu. Psychol. 23(2), 229–248 (2013)

29. Romani, S., Grappi, S., Zarantonello, L., Bagozzi, R.P.: The revenge of the consumer! How
brand moral violations lead to consumer anti-brand activism. Journal of Brand Management.
22(8), 658–672 (2015)

30. Rubin, A.M.: Audience activity and media use. Communication Monographs 60, 98–105
(1994)

31. Sandıkcı, Ö., Ekici, A.: Politically motivated brand rejection. Journal of Business Research.
62(2), 208–217 (2009)

32. Sayarh, N.: La netnographie: mise en application d’une méthode d’investigation des com-
munautés virtuelles représentant un intérêt pour l’étude des sujets sensibles. Recherches
qualitatives. 32(2), 227–251 (2013)

33. Spielmann, N., Maguire, J.S., Charters, S.: Product patriotism: how consumption practices
make and maintain national identity. Journal of Business Research 121, 389–399 (2020)

34. Stafford, T.F., Stafford, M.R., Schkade, L.L.: Determining uses and gratifications for the
Internet. Decision sciences. 35(2), 259–288 (2004)

35. Veloutsou, C.: Identifying the dimensions of the product-brand and consumer relationship.
Journal of Marketing Management. 23(1–2), 7–26 (2007)

36. Veloutsou, C., Moutinho, L.: Brand relationships through brand reputation and brand
tribalism. Journal of Business Research. 62(3), 314–322 (2009)

37. Wel, C.A.C., Alam, S.S., Omar, N.A.: The effect of ethnocentrism and patriotism on con-
sumer buying intention. In: Int’l Conference on Business, Marketing & Information System
Management (BMISM’15) 25(26), 1–5 (2015)

38. Zarantonello, L., Romani, S., Grappi, S., Bagozzi, R.P.: Brand hate. Journal of Product &
Brand Management (2016)



Consumer Satisfaction Using Fitness Technology
Innovation

Simona Abdo(B), Tahani H. Nahouli, and Karim Daye

Lebanese International University, Beirut, Lebanon
simona.abdo@gmail.com

Abstract. It is not a surprise that technology is raising increasingly within the
people’s fitness routine and showing a shift in customer’s mindset. Hence, the
technological products’ companies have to keep on tracking customer’s purchase
intentions and loyalty for their business growth. Meanwhile, customer satisfac-
tion is essential in determining the purchase intention. Therefore, a research is
conducted to find the determinants that lead to customer satisfaction using fit-
ness technology innovation particularly. Various theories, regarding technology,
are discussed to reach customer satisfaction determinants; thereby, four of them
are under study, as follows, service quality, helpfulness, friendliness, and quick-
ness to investigate their relationship with customer satisfaction. For the benefit
and purpose of this study, a quantitative research is applied and data is collected
using a self-directed questionnaire. Hence, the obtained results revealed that cus-
tomer satisfaction is determined by helpfulness, friendliness, and quickness of the
devices, in addition to the service quality provided by the companies. However,
the research methodology has its limitations and imperfections where the sam-
ple’s size and selection are limited. Also, the research is not focusing on all the
customer satisfaction determinants the theories discussed in the literature review.
All in all, this study is vital for fitness technology companies to track the cus-
tomer’s satisfaction for strengthening their Research and Development to meet
the customer’s expectations that leads to higher satisfaction and business growth.
Moreover, further research is necessary to decide whether the obtained results can
be generalized across other innovative technological devices.

Keywords: Customer satisfaction · Fitness technology innovation ·
Friendliness · Helpfulness · Quickness · Service quality

1 Introduction

Lately, thewearable technology retail is expanding rapidly toward the leading technology
sector, where smartwatch sales are driving the consumer market growth largely. The
modernized wearable devices, which can provide a broad sort of features like wireless
connectedness, well-being tracking, smart card payment, etc., are produced heavily by
leading companies like Apple and Samsung. On the contrary, the restricted features
and capabilities of the fitness trackers are making their popularity drop. Meanwhile,
consumers expect wearable devices to eventually be very smart, linking technologies like
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AR (AugmentedReality) andAI (Artificial Intelligence), by that rising their applicability
to individuals and business users. Ed Thomas (2017), the GlobalData Analyst, declared,
“The wearable tech theme incorporates more than just wrist-worn devices. Smart ear-
wear, or wearable, has become amore prominent category with the emergence of devices
that incorporate voice-activated virtual assistants such as Apple’s Siri and Google’s
Assistant. Audible also has the potential to match, or even exceed, the performance of
smart watches when it comes to providing health monitoring services”. Generally, the
wearable technology market is predicted to expand at a compound annual growth rate
(CAGR) of 19% to approach $54 Billion by 2023, while in 2018 it was valued at around
$ 23 Billion, as Global Data announced (FinancialBuzz, 2020).

The demand for the fitness techmarket is driven by the increase in social media usage
and the customers’ willingness to stay updated with its related posts. People are using
wearable devices since its accessibility is accelerating. The expanding usage of various
applications is prompting the Global Wearable Device Market growth. Furthermore, the
market growth in the planned period is strengthened by the increase in health awareness
globally. As for personal grooming, it is a flourishing industry, for maintaining calorie
intake via these devices that affects themarket’s growth indirectly. On the other side, such
device usage is devoted to privacy and security issues. For instance, the populated data
of the user in the devices can be to be misused. Also, the constraint that prevents people
frompurchasing these devices is the short battery life span (Research andMarkets, 2020).
Therefore, companies need to work harder and enhance Research and Development to
stay competitive in the industry. (Research and Markets, 2020).

Referring toGustafsson et al. (2005), consumers nowadays aremore demanding than
ever since their expectation level for a product or a service is increasing. Thus, to meet
and satisfy their customers, companies have to keep on recognizing and investigate their
needs and expectations. Besides, the increase in competition among leading companies
is driving them to maintain customer-driven policy (Drosos et al., 2011). Meanwhile,
it is regarded that fitness wearable devices are becoming more saleable, lately. Hence,
customer satisfaction and how it is measured will be discussed generally. Subsequently,
the research will go through customer satisfaction using fitness technology innovation
through various theories, diffusion theory, theory of planned behavior, and technol-
ogy acceptance model, to indicate the satisfaction determinants. The demonstration of
customer satisfaction determinants is beneficial for companies for Research and Devel-
opment and industry competitiveness due the high demand on these innovative products
that would lead to companies’ market growth. Therefore, that aim of this research is to
reveal the determinants that would lead to customer satisfaction using fitness technology
innovative devices. Could the service quality, helpfulness, quickness, and friendliness
be from the customer satisfaction determinants?

2 Literature Review

This section aims to present a review of the literature concerning customer satisfac-
tion regarding fitness technology innovation, and how it’s determined through various
theories. It will present the theoretical framework of customer satisfaction and the piv-
otal theories used in this research in addition to stating the main research question and
outlining the underlying hypotheses.
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2.1 Customer Satisfaction

Consumer satisfaction is characterized as an "assessment of the apparent disparity among
earlier desires and the actual execution and performance of the item or product". Client’s
satisfactionwith the organization’s products and services is regarded as a pivotal element
that drives competitiveness and achievement.

Rogers (1995) maintains that innovation is endorsed faster than diverse products,
since it is perceived as rather simple to understand and use. Customers experience would
turn into positive feelings for products capable of communicating in a humanlike way.
According to Homburg and Stock (2004), consumer’s positive and perceptual evaluation
regarding a product or service represent consumer satisfaction. Rogers (1995) asserted
that satisfaction is derived from product’s competitive advantage. Relatively, smart prod-
uct manufacturers have to grasp the tie between product smartness and the satisfaction
level among consumers, due to the expansion in the smart devices usage. Haba et al.
(2017) encountered that customer satisfaction is established by the smart services’ qual-
ity, since it generates the smart services’ usage. Furthermore, the bond between product
performance and consumer satisfaction is recognized. Spreng and Olshavsky (2003)
revealed that product’s perceived performance leads to consumer satisfaction. Conse-
quently, Fornell et al. (1996) noticed that both product quality and value shape consumer
satisfaction (Lee and Shin, 2018).

Measuring Customer Satisfaction: Presently, estimating consumer loyalty and satis-
faction turned into an essential issue to the vast majority of business association. In
such manner, Ruler Kelvin in the nineteenth century declared, “In the event that you
can’t quantify something, you can’t comprehend it”. In ongoing decades, significance of
consumer satisfaction has expanded in this way numerous association considered esti-
mating consumer satisfaction ought to be set as a parameter. “It additionally considered
as dependable input and it gives as compelling, immediate, and significant and target
way of the clients’ inclinations and desires”. Gerson (1993), Wild (1980) and Slope
(1996) stated, consumer satisfaction estimation gives a feeling of accomplishment and
achievement for all workers associated with any phase of the client benefit process and it
spurs individuals to execute just as accomplish larger amounts of profitability. Therefore,
what are the determinants that lead to customer satisfaction?

2.2 Diffusion Theory of Fitness Wearable Devices and Customer Satisfaction

In 1962, diffusion of innovation theory, one of the earliest studies, was developed by
E.M. Rogers. The theory clarifies how a concept or product acquires energy and diffuses
within a particular population or community over time. Thereby, it is people’s adoption
of a new concept, product, or behavior. Adoption is when a person acts differently than
s/he used previously, as acquiring or accepting a new product, have and perform new
behavior (LaMorte 2019a).

Theory’s Customer Satisfaction Model In the mid-1980s, a chain of effective and
multi-stepped research program was initiated by the researcher Parasuraman, concen-
trating on the service quality concept and measurement. The instrument development
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technique toward assessing customers’ evaluation of service quality achievement, in
1985 afterword the basic service quality “gaps model” conception. According to Para-
suraman et al. (1991, 1994), for quantifying the customer’s expectations a company
meets, SERVQUALhas become logicallywell-knownmodel.Nonetheless, SERVQUAL
requires feedback structure where customer satisfaction count on the gap between cus-
tomers’ expectation and the service quality. Besides, the change in customers’ expecta-
tions and technology have to be considered, as well as the continuous change of service
quality evaluatingmethod and thus customer satisfaction. This suggests that a good deci-
sion could not depend on customer satisfaction fixed evaluation. The growth and under-
investment model could be considered the missing significance behind the customer
satisfaction archetype (Yeon et al. 2006).

H1: A Positive relationship exists between service quality while using of wearable
fitness devices and customer satisfaction.

2.3 Theory of Planned Behavior of Fitness Wearable Devices and Customer
Satisfaction

In 1980, the Theory of Reasoned Action was the foundation of the Theory of Planned
Behavior (TPB) to anticipate an individual’s motive to join an action at a particular place
and time. The theory’s objective is to clarify all actions taken by people and capable of
applying self-control. Behavioral intention is viewed as themodel’s pivotal element.Atti-
tude influences behavioral intention. The six TPB constructive components that display
actual control of the person over the behavior are attitude, behavioral intention, subjec-
tive norms, social norms, perceived power, and perceived behavioral control (LaMorte
2019b).

According to Fishbein and Ajzen (2010), the individual’s purpose to presume in
behavior is the behavior’s direct determinant. Ajzen (1991) revealed, that attitude, sub-
jective norms, and perceived behavioral control unitedly predict action intention, as the
TPB suggested. Regarding physical exercise, attitude relates to the degreewhere the indi-
vidual favors the exercising evaluation. Subjective norm is the referent important idea
in person’s life for the agree or disagree of exercise, and anticipated social constraint
to submit with community (referent). Anticipated behavioral control is the individual’s
degree of believing in their exercising capability and realizing if they are in control of
exercising or not (Zhu et al. 2017).

During the wide presence of fitness trackers and an increasing number of individ-
uals wearing them, it is becoming vital to interpreting the devices’ role in altering the
exercise intentions. Conner and Sparks (2005) suggested to understand the individuals’
intention to exercise, the TPB since it is considered as a practical framework, in addition
to other health behaviors, as Freberg 2013 revealed. A conducted study demonstrated
social sharing and social competing as two communicative elements ofwearable devices.
They attempt a broad perspective as information and communication technologies to
transform health communication patterns. Lately, wearable devices are influencing indi-
viduals’ behavior in modern ways, due to the technological growing role that is playing
in individuals’ lives. Thereby, people’s intention to exercise is influenced by the techno-
logical devices’ social aspects. Fishbein and Ajzen (2010) submitted interventions are



174 S. Abdo et al.

altered by the recommended mediation model since its framework is used for expanding
and evaluating behavior. For instance, people are realized to be more likely to exercise
when their health data are shared; so, potential health campaigns and wearable fitness
devices have to involve features that could alter behavior effectively (Zhu et al. 2017).
Respectively, social sharing and social challenging are vital in both health communica-
tion and wearable fitness devices since they are capable of influencing the individuals’
intention toward this technology.

Theory of Planned Behavior and Customer Satisfaction Relationship: Chi (2007)
claimed that customers come back to the same company and eager to share their forward-
looking experience when they are satisfied. Yoon (2005) stated forward-looking expe-
riences will suggest the word of mouth recommendations in regard to marketing since
it is viewed as the most honest and as one of the most seek post information for future
customers. According to Opperman (1998), customer satisfaction affects the behavioral
intentions;, as the return and recommend intention which will be excessive for various
prospects. Besides, Oliver (1997) found that the state of experience of a psychological
process refers is referring to satisfaction. Crompton (1995) indicated, the psychological
result emerging from the participation in the activities is the experience that prompt satis-
faction. Hence, the emotional state ofmind, that derive succeeding customer’s disclosure
to the provider’s services attribute, is referred to satisfaction. Further, referring to Blan-
chard (1994) and Heskett (1990), consumer’s perception outcome of the value received
in a relationship is consumer satisfaction. Meanwhile, Bitner (1994) argued, consumer’s
after purchase appraisal and emotional reaction to the experiences maintained by and
united with specific products or services purchased is the satisfaction (Mohd Din et al.
2019).

2.4 Technology Acceptance Model of Fitness Wearable Device

Davis (1989) and Davis et al. (1989) stated that the Technology Acceptance Model
(TAM) clarifies the client’s knowledge or dismisses another innovative technology;
thereby this model adjusts the contemplated activity hypothesis. So, the technology
acceptance model is a standout among the most usually utilized hypotheses inside the
technology perception setting; for instance, the model display is used to comprehend the
consumer’s acceptance, reception, utilization purpose of managing account advances,
PDAs, health services’ framework (Holden and Karsh 2010), online purchasing, and
innovative advance. Besides, apparent usability and helpfulness are recommended as
vital elements that clarify the technology acceptance. TAM indicated that its factors
determine the conduct aim and approach for utilizing all technologies, in addition to
genuine usage.

Perceived Usefulness: Perceived usefulness is portrayed as “the forthcoming client’s
abstract likelihood that utilizing an explicit application framework will expand his or
her execution” (Bagozzi 1989). The observed effectiveness communicates convictions
regarding buyers where the use of technology might enhance execution (Legris et al.
2003). Further, observed effectiveness was admitted to be the greatest variable to foresee
the utilization of technology goal as well as acknowledgment. Discoveries of significant
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examination uncover a way where apparent convenience affects the frame of mind pos-
itively for utilizing behavior goal for technology use (Davis 1989). Generally, observed
effectiveness is estimated by four aspects, as follows: efficiency, adequacy, execution,
as well as the new technology handiness (Taylor and Todd 1995).

Perceived Ease of Use: Perceived ease of use, in the reputation model era, is another
component. It is depicted as “how lots a person trusts that using a specific framework is
probably free from exertion” (Davis 1989). Albeit noted, helpfulness predicts expectan-
cies to the use of, thereby perceived ease of use is non-obligatory and appears by means
of seen particularity in reputation version era (Davis et al. 1989). Keil et al. (1995)
revealed, usefulness is an extra essential issue than a consolation in deciding usage era.
All of the greater strikingly, the few examinations do not reflect the consideration on
perceived ease of use like the predicted future use determinant (Subramanian 1994; Hu
et al. 1999). Further, perceived ease of use is envisioned via themeans of the first model’s
six aspects, which are: facility to look as, controllability, accuracy, resilience, smooth
to turn out to be practical, and fundamental ability to use in the late era (Davis 1989).
In other words, helpfulness, Friendliness, and quickness of devices could be examples
of the perceived ease of use. According to Chang and Wang (2008) and Stoel and Lee
(2003), a positive relationship between perceived ease of use and favorable attitude or
satisfaction was affirmed through previous studies (Shah and Attiq 2016). Therefore,
various hypotheses could emerge regarding the usage of fitness technology innovative
devices and customer satisfaction.

H2: A Positive relationship exists between friendliness of wearable fitness devices
and customer satisfaction.

H3: A Positive relationship exists between helpfulness of using wearable fitness
devices and customer satisfaction.

H4: A Positive relationship exists between quickness while using of wearable fitness
devices and customer satisfaction (Fig. 1).

Customer 
Satisfaction

Service Quality

Device's 
Helpfulness

Device's 
Friendliness

Device's Quickness

H1

H2

H3

H4

Fig. 1. Researchmodel for the relationship between the tested variables and customer satisfaction
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Attitude Towards Using Behavioral Intention to Use: Attitude is gestated as the
character’s advantageous or bad feeling approximated through using the brand recent
technology; however, the behavioral goal belongs to the person’s responsive plans to
meet or not carry out a few exact subsequent behaviors (Venkatesh and Davis 2000).
Specifically, the mindset assesses the user’s assessment of the power of using the new
era (Lederer et al. 2000). Moreover, the effect of behavioral assumption inclusive of
perceived usefulness and ease of use on generation usage is assessed in phrases of cus-
tomers’ attitude closer to era, their goal to adopt the technology, and current usage of
the technology (Baron et al. 2006).

3 Research Methodology

In the following section, the research approach will be discussed in addition to the study
context, research problem and the taken steps to obtain the information and data.

3.1 Study Context and Research Approach

The aim of this study is determine the elements that affect customer satisfaction using
fitness technology innovation. Based on the provided research and development theories
regarding the fitness wearable devices, and it’s the determinants that effect the cus-
tomer satisfaction, the researcher built a methodological research. The research’s model
combined the independent variables (product’s friendliness, helpfulness, quickness, and
service quality after using the fitness devices) with the dependent variables – customer
satisfaction. The data assisted in stating that there is a statistical considerable relationship
between the compiled value of variables and customer satisfaction.

3.2 Research Problem

For the aim of the work and the knowledge stated and adopted assumptions of the
theoretical work, a research question has been formulated as follows:

RQ: What are the determinants that would lead to customer satisfaction after using
fitness technology innovation?

Answering the research question was through verifying several hypotheses. The
hypotheses verification started by identifying the relationship’s strength and statistical
significance between the compiled variables, that included independent variables (prod-
uct’s friendliness, helpfulness, quickness, and service quality after using the fitness
devices) and dependent variable customer satisfaction. The data assisted in stating that
there is a statistical considerable relationship between the compiled value of variables
and customer satisfaction.

H1: A Positive relationship exists between service quality while using wearable
fitness devices and customer satisfaction.

H2: A Positive relationship exists between friendliness of Wearable Fitness Devices
and Customer Satisfaction.

H3: A Positive relationship exists between helpfulness of using wearable fitness
devices and customer satisfaction.
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H4: A Positive relationship exists between quickness while using wearable fitness
devices and customer satisfaction.

3.3 Measures and Procedures

For the prosperity and aim of this research, a quantitative methodology will be adapted.
Quantitative data was collected, by the means of a questionnaire, to come-up with accu-
rate information that represents the studied research question. The questionnaire was
based on a Likert scale (7 Strongly agree – 1 Strongly disagree) since it is a well-known
collecting data method and understandable by people.

3.4 Population and Sampling

The survey’s samplewas random since the usage of fitness technology innovative devices
is becoming popular among people. The sample was chosen fromNorth Lebanon in both
urban and rural areas from both genders (males and females). The questionnaire was
distributed over a 100 respondents who were mainly gym people, trainers and athletes
in North Lebanon aged between 21 and 45 years. The sample size was limited to 100
respondents since it was a pilot research. The researchers chose this technique for its
time and cost efficiency and many studies agreed on the increased honesty of responses
collected using questionnaires.

3.5 Data Collection

The data was collected by researcher using the questionnaire technique. The question-
naire was divided into two categories: demographics, customer satisfaction toward wear-
able technology. The data was analyzed using SPSS. Chi-square and Pearson R correla-
tion were used to verify the proposed hypotheses. The margin of error was calculated,
where 4% was the margin of error and 95% confidence level.

4 Findings and Discussion of Results

The results from the collected data unveiled countless of findings that are generalized
below. This study proved that there is a direct relationship between customer satisfaction
and wearable fitness devices’ friendliness, helpfulness, quickness, the service quality
while using them. The four hypotheses were specified and are all revolved around this
intention.

Hypothesis 1 was about the relation between “customer satisfaction” and “service
quality”. The results showed that there is a positive relationship between customer sat-
isfaction and service quality of fitness wearable devices. The deduction was performed
by utilizing Pearson Chi Square test and Pearson’s R. After testing the correlation and
significance of the dependent and independent variables “customer satisfaction” and
“device’s service quality”, the sig = 0.000 and the Pearson’s R value = 0.044. These
results manifested a strong significant correlation between the tested variables. Thus,
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H1 is validated; customer satisfaction is attained when the device’s service quality is
enhanced.

Hypothesis 2 was about the relation between “customer satisfaction” and “friendli-
ness of wearable fitness devices. The results revealed that there is a positive relationship
between customer satisfaction and friendliness of fitness wearable devices. The deduc-
tion was performed by applying Pearson Chi Square test and Pearson’s R. After testing
the correlation and significance of the dependent and independent variables “customer
satisfaction” and “device’s friendliness”, the sig= 0.000 and the Pearson’s R correlation
value= 0.581. These results indicated a strong significant correlation between the tested
variables. Thus, H2 is validated; customer satisfaction is strongly related to the customer
friendliness of wearable fitness devices.

Hypothesis 3 was about the relation between “customer satisfaction” and “helpful-
ness of wearable fitness devices”. The results showed that there is a positive relationship
between customer satisfaction and helpfulness of fitness wearable devices. The deduc-
tion was performed through utilizing Pearson Chi Square test and Pearson’s R. After
testing the correlation and significance of the dependent and independent variables “cus-
tomer satisfaction” and “helpfulness of wearable fitness devices”, the sig = 0.000 and
the Pearson’s R correlation value = 0.768. This demonstrated a strong significant cor-
relation between the tested variables. Hence, H3 is validated; customer satisfaction is
achieved when the wearable devices are helpful.

Hypothesis 4 was about the relation between “customer satisfaction” and “device’s
quickness”. The results exhibited that there is a positive relationship between customer
satisfaction and quickness of fitness wearable devices. The deduction was performed
through employing Pearson Chi Square and Pearson’s R. After testing the correlation
and significance of the dependent and independent variables “customer satisfaction” and
“quickness of wearable fitness devices”, the sig= 0.000 and the Pearson’s R correlation
value = 0.670. This conveyed a strong significant correlation between the tested vari-
ables. Thus, H4 is validated; customer satisfaction is attained when the wearable fitness
devices are quick in use (Table 1).

Table 1. Hypotheses validation

Tested hypotheses Results

H1: A Positive relationship exists between service quality while using of wearable
fitness devices and customer satisfaction.

Accepted

H2: A Positive relationship exists between friendliness of wearable fitness devices
and customer satisfaction.

Accepted

H3: A Positive relationship exists between helpfulness of using wearable fitness
devices and customer satisfaction.

Accepted

H4: A Positive relationship exists between quickness while using of wearable
fitness devices and customer satisfaction.

Accepted

The analysis of collected data revealed the acceptance of all the studied hypothe-
ses. There is statistically significant relationship which is applied to studied variables:
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between the independent variables (device’s service quality, friendliness, helpfulness,
and quickness) and the dependent variable (customer satisfaction). The relationship is
relatively strong, where it wasmeasured by PearsonChi-Square test with sig= 0.000 and
Pearson R’ test. Therefore, a positive relationship exists between determinants related
to the usage of innovative fitness technologies and customer satisfaction.

Referring to diffusion theory’s customer satisfaction model, SERVQUAL is a lead-
ing model for measuring the customer’s expectations a company meets. This model
demands feedback structure and the gap between the customer’s expectations and the
service quality is the customer’s satisfaction. Meanwhile, the revolution in customers’
expectations and technology have to be deliberated, together with the variation of the
evaluation method of service quality and thus customer satisfaction. It cannot be relied
on the fixed evaluation of customer satisfaction for good decisions. Besides, growth and
under-investment could be behind the customer satisfaction archetype (Yeon et al. 2006).
The researcher investigated the relationship between service quality of wearable fitness
devices and customer satisfaction. The results revealed a positive relationship between
them. Hence, customer satisfaction of using fitness technology innovative devices can
be determined by the service quality the company provides especially that these com-
panies relies mainly on the change in technology that leads to growth, which is behind
the satisfaction’s archetype.

Besides, referring to the Technology Acceptance Model, prior studies proved a pos-
itive relationship between the satisfaction and perceived ease of use (Shah and Attiq
2016); thus, perceived ease of use can a determinant for customer satisfaction. However,
the perceived ease of use is presented through various aspects as the facility to look as,
controllability, accuracy, resilience, smooth to turn out to be practical, and fundamental
ability to use in the late era (Davis 1989). These aspects could be exhibited in the shape of
helpfulness, friendliness, and quickness of devices as the wearable fitness devices. The
researcher conducted several hypotheses testing these aspects. The results demonstrated
a positive relationship between customer satisfaction and helpfulness, friendliness, and
quickness of the devices. Hence, these aspects (helpfulness, friendliness, quickness)
included in perceived ease of use are determinants that lead to customer satisfaction.

5 Practical Implications

The research work is studying consumer satisfaction regarding the use of fitness tech-
nology innovation to understand how the consumer satisfaction is affected and reach
the determinants that enhance this satisfaction. This study is vital for fitness technology
devices companies since they have to track the customer’s expectations and feedback
to reach the customer satisfaction determinants. It is known that customer’s expecta-
tion is not fixed yet changed with the change of technology and service quality, as well
customer satisfaction. Thereby, this study could help in strengthening the companies’
Research and Development to meet or exceed customer’s expectations as product and
service quality that is always in change. Also, as mentioned previously, according to
FinancialBuzz (2020), the fitness technology devices’ demand is falling due to the lack
in capabilities. Therefore, enhancing customer satisfaction for such products is essential
since it is capable of turning this fall into a raise in demand that leads to an increase in
companies’ growth rate.
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6 Managerial Implications

Studying customer satisfaction is essential for better quality of service. The customer
satisfaction is determined by the quality of the service. So, the quality of the service
can be improved by attaining the customer satisfaction. Attaining customer satisfaction
through the proved determinants and other determinants that recommended to be studied
in the future would lead to a better quality of service provided by the companies. There-
fore, customer loyalty would be achieved by the quality of service through customer
satisfaction.

7 Conclusion

The customer satisfaction/fitness technology innovative devices were under study by
different studies as the diffusion theory, theory of planned behavior, and technology
acceptancemodel. The conducted research proved that the service quality the technology
innovative devices companies provide determines the customer satisfaction since these
companies depends mainly on the change in technology that leads to growth. Besides,
generally, the perceived ease of use determines customer satisfaction; meanwhile, the
helpfulness, friendliness, and quickness of devices that could be exhibited as elements
in the perceived ease of use are verified as determinants that lead to customer satisfac-
tion regarding the using of fitness technology innovative devices. Therefore, companies
should take into consideration these elements while working on improving the wearable
fitness devices in production.

Future studies would benefit from this analysis while using a wider sample in size.
Forthcomingwork should intend to includemoredeterminants from the theoryof planned
behavior and technology acceptance model to come up with all the determinants that
are cable capable of enhancing customer satisfaction in the fitness technology devices.
Moreover, further research is required to generalize the results across all types of inno-
vative technology devices through various theories since that the aim of this research is
to eliminate the gap existing in the market research through studying the elements that
would lead to customer satisfaction.

References

Baron, S., Patterson, A., Harris, K.: Beyond technology acceptance: understanding consumer
practice. Int. J. Ser. Indu. Manage. 17(2), 111–135 (2006). https://doi.org/10.1108/095642306
10656962

Davis, F.: Perceived usefulness, perceived ease of use, and user acceptance of information
technology. MIS Quarterly 13(3), 319–340 (1989). https://doi.org/10.2307/249008

Davis, F.D., Bagozzi, R.P.,Warshaw, P.R.: User acceptance of computer technology: a comparison
of two theoretical models. Management Science 35(8), 903–1028 (1989). https://doi.org/10.
1287/mnsc.35.8.982

Holden, R.J., Karsh, B.T.: Methodological review: the technology acceptance model: its past and
its future in healthcare. Journal of Biomedical Informatics 43(1), 159–172 (2010). https://doi.
org/10.1016/j.jbi.2009.07.002

https://doi.org/10.1108/09564230610656962
https://doi.org/10.2307/249008
https://doi.org/10.1287/mnsc.35.8.982
https://doi.org/10.1016/j.jbi.2009.07.002


Consumer Satisfaction Using Fitness Technology Innovation 181

LaMorte, W.W.: Behavioral Change Models. Diffusion of Innovation Theory (2019a). 9 Septem-
ber. https://sphweb.bumc.bu.edu/otlt/mph-modules/sb/behavioralchangetheories/behavioralch
angetheories4.html#:~:text=Diffusion%20of%20Innovation%20(DOI)%20Theory,specific%
20population%20or%20social%20system

LaMorte, W.W.: Behavioral change models. The Theory of Planned Behavior (2019b). 9 Septem-
ber. https://sphweb.bumc.bu.edu/otlt/mph-modules/sb/behavioralchangetheories/Behaviora
lChangeTheories3.html#:~:text=The%20Theory%20of%20Planned%20Behavior%20(TPB
)%20started%20as%20the%20Theory,ability%20to%20exert%20self%2Dcontrol

Lederer, A.L., Maupin, D.J., Sena, M.P., Zhuang, Y.: The technology acceptance model and the
World Wide Web. Decision Support Systems 29(3), 269–282 (2000). https://doi.org/10.1016/
S0167-9236(00)00076-2

Legris, P., Ingham, J., Collerette, P.:Whydopeople use information technology? a critical reviewof
the technology acceptance model. Information &Management 40(1), 191–204 (2003). https://
doi.org/10.1016/S0378-7206(01)00143-4

Mohd Din, N., Ismail, M.B., Nuh, R.: Consumer’s satisfaction and behavior towards personal
financing. Int. J. Entrepreneu. Manage. Prac. 61–79 (2019). https://doi.org/10.35631/ijemp.
27008

Shah, H.J., Attiq, S.: Impact of Technology Quality, Perceived Ease of Use and Perceived Useful-
ness in the Formation of Consumer’s Satisfaction in the Context of E-learning. Abasyn Journal
of Social Science 9(1), 124–140 (2016). http://ajss.abasyn.edu.pk/admineditor/papers/V9I1-8.
pdf

Spil, T.A., et al.: Are serious games too serious? Diffusion of wearable technologies and the
creation of a diffusion of serious games model. Elsevier Public Health Emergency Collection
(August 2020). https://doi.org/10.1016/j.ijinfomgt.2020.102202

Taylor, S., Todd, P.A.: Understanding information technology usage: a test of competing models.
Information System Research 6(2), 85–188 (1995). https://doi.org/10.1287/isre.6.2.144

Venkatesh, V., Davis, F.D.: A theoretical extension of the technology acceptance model: four
longitudinal field studies.Management Science 46(2), 169–332 (2000). https://doi.org/10.1287/
mnsc.46.2.186.11926

Yeon, S.-J., Park, S.-H.,Kim, S.-W.,Ha,W.-G.:Dynamic diffusionmodel formanaging customer’s
expectation and satisfaction. Technological Forecasting and Social Change 73(6), 648–665
(2006). https://doi.org/10.1016/j.techfore.2005.05.001

Zhu, Y., Dailey, S.L., Kreitzberg, D., Bernhardt, J.: “Social Networkout”: connecting social fea-
tures of wearable fitness trackers with physical exercise. Journal of Health Communication
22(12), 974–980 (2017). https://doi.org/10.1080/10810730.2017.1382617

https://sphweb.bumc.bu.edu/otlt/mph-modules/sb/behavioralchangetheories/behavioralchangetheories4.html#:~:text=Diffusion%20of%20Innovation%20(DOI)%20Theory,specific%20population%20or%20social%20system
https://sphweb.bumc.bu.edu/otlt/mph-modules/sb/behavioralchangetheories/BehavioralChangeTheories3.html#:~:text=The%20Theory%20of%20Planned%20Behavior%20(TPB)%20started%20as%20the%20Theory,ability%20to%20exert%20self%2Dcontrol
https://doi.org/10.1016/S0167-9236(00)00076-2
https://doi.org/10.1016/S0378-7206(01)00143-4
https://doi.org/10.35631/ijemp.27008
http://ajss.abasyn.edu.pk/admineditor/papers/V9I1-8.pdf
https://doi.org/10.1016/j.ijinfomgt.2020.102202
https://doi.org/10.1287/isre.6.2.144
https://doi.org/10.1287/mnsc.46.2.186.11926
https://doi.org/10.1016/j.techfore.2005.05.001
https://doi.org/10.1080/10810730.2017.1382617


Digital Transformation



Changes in Global Virtual Team Conflict Over
Time: The Role of Openness to Linguistic

Diversity

Longzhu Dong1(B), Robert Stephens2(B), and Ana Maria Soares3(B)

1 University of Wisconsin-Eau Claire, Eau Claire, USA
DONGL@uwec.edu

2 Shippensburg University, Shippensburg, USA
RDStep@ship.edu

3 University of Minho and CICS.NOVA.UMinho, Braga, Portugal
amsoares@eeg.uminho.pt

Abstract. This study examines global virtual team (GVT) conflict longitudinally.
Specifically, the study compares changes in task conflict, relationship conflict, and
process conflict over time in GVTs based on the level of openness to linguistic
diversity (OLD) in the teams. We build on previous work by Guenter et al. [1] and
use social identity theory to hypothesize changes in levels of conflict and conflict
asymmetry in GVTs with high, medium, and low levels of OLD. Findings indicate
that teams with low and medium OLD exhibit an increase in mean levels of all
three types of conflict while teams with high OLD show decreases in mean levels
of the task, relationship, and process conflict. It is also found that mean levels of
conflict asymmetry decrease for high OLD teams but increase for medium and
low OLD teams. We explore managerial implications and directions for future
research.

Keywords: Global virtual teams · Task conflict · Relationship conflict · Process
conflict · Openness to linguistic diversity

1 Introduction

A pre-COVID pandemic survey of 1,620 executives from 90 different countries found
that 89% of respondents were on at least one virtual team and 27% were members
of 4 or more virtual teams [2]. The effects of the COVID pandemic and the ongoing
impacts of globalization have dramatically increased the use of international virtual
work environments from these already high levels. In fact, it is not an understatement
to say that in the global arena, virtual work is now the norm rather than the exception.
Despite this significant shift in work modalities, many issues regarding GVT processes
and outcomes remain poorly understood. This is particularly true when it comes to
communication and conflict within GVTs. Global virtual teams are unique in that they
usually include members from diverse national, cultural, and linguistic backgrounds.
This diversity can be a strength but also poses numerous challenges which can make
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communication more difficult and contribute to increased levels of team conflict [3–
5]. While the work of teams is always dynamic, research on teams is often static and
generally relies on cross-sectional analyses. This study addresses that shortcoming by
looking at changes in team conflict and conflict asymmetry over time.

Past research has looked at the impact of national diversity across several team
outcomes including performance, creativity, and team conflict. In their comprehensive
meta-analysis of diversity in teams, Stahl et al. [6] categorize diversity in teams by its
convergent anddivergent effects onoutcomes. The authors find support for the hypothesis
that increased national diversity in teams is associated with higher levels of conflict.
Other research has shown that there is a lot of potential for conflict in GVTs due to the
circumstances surrounding how they work, particularly the characteristics of space-time
dispersion [4].

Openness to linguistic diversity (OLD), i.e. the acceptance of group members with
differing levels of language proficiency [7], has been found to be relevant to understand-
ing GVT’s processes and outputs. For example, OLD may explain whether national
diversity has a positive or negative impact in team conflict. One recent study found that
openness to linguistic diversity weakens the positive impact of diversity in conflict and
even turns it negative for teams with a high level of openness to linguistic diversity [8].

In this paper, we delve deeper into this question by further examining how team
mindset towards linguistic diversity affects the dynamics of team collaboration. Previ-
ous literature on team dynamics and group development shows that teams may evolve in
how they deal with the tasks at handwith the passage of timewhen a deadline approaches
[9]. It is likely that the level of conflict experienced by teams varies along the process
of collaboration. Specifically, we attempt to understand the role of OLD as team col-
laboration unfolds. Do teams with higher OLD experience differences in the changes of
intragroup conflict over time?

2 Theoretical Development

Research looking at the impact of cultural diversity in a team’s performance shows that
this effect is not direct. Hence, to properly understand this relationship and reconcile
opposing views on the nature of diversity consequences, it is necessary to consider
the mediating and contextual variables that allow diversity to either become a source
of richness or friction to teams [6, 10]. It is also necessary to outline the theoretical
underpinnings of these relationships.

Social identity theory postulates that group membership is an important component
and defining characteristic of personal identity [11]. The groups to which individuals
belong provide a sense of meaning and context. These group identities are quite complex
in global virtual teams. Members of GVTs identify with national, cultural, and linguistic
groups as well as with the GVT itself. Diversity in-group identification can create an
in-group/out-group dynamic.

We posit a dynamic model of GVT identity for time-limited temporary GVTs. In the
early stages of group formation, membership in the team itself creates an immediately
dominant identity. This shared group identity is often characterized by politeness and
low levels of conflict as group members attempt to get to know each other. As the
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team continues to work together and has to begin negotiating tasks and setting process
norms, team members begin to note differences which create a focus on out-groups due
based on variations in culture, language, and national origin [12]. This sets the stage
for potential conflict and helps explain the possible changes in conflict over time. In
earlier stages of group formation, identification with the newly formed group provides
an immediate sense of group cohesion [13]. As the group members begin interacting
and learning more about their differences, deeper-seated social identities may begin to
overpower identities created by GVT membership. These challenges may lead some
group members to get overwhelmed by the challenges posed by geographical distance,
communication obstacles, and cultural differences leading to further conflict.

2.1 Team Conflict

Team conflict is a relevant construct in GVTs due to coordination and communica-
tion difficulties enhanced by the fact that these teams work remotely. “There is much
potential for conflict in GVTs as members work across cultural, geographical, and time
boundaries” [4, p. 238]. Conflict in teams may lead to several negative outcomes such
as decreased trust, cohesion, and performance [4, 5, 13].

Based on our reasoning above, we hypothesize that conflict in problem focused
short-term GVTs increases over the duration of the team’s existence. Due to differences
in nationalities, cultures, and logistical and communication challenges task conflict,
relationship conflict, and process conflict will become larger over the duration of a
short-term, time limited GVT.

Hypothesis 1a: Task conflict in GVTs increases over time.
Hypothesis 1b: Relationship conflict in GVTs increases over time.
Hypothesis 1c: Process conflict in GVTs increases over time.

2.2 Openness to Linguistic Diversity

Openness to linguistic diversity refers to team members’ attitudes toward multiple lev-
els of language proficiency among other members of the team. Teams with high OLD
have a higher tolerance for differing levels of language fluency [7]. Hence, the attitudes
reflected in individuals and teams with high OLD are critical not only for facilitating
better communication, but also for ameliorating potential conflict. Communicating with
someone who struggles with language proficiency requires patience, tolerance, under-
standing and a willingness to work harder to be understood. These traits are not only
necessary for improving communication effectiveness but are also useful in minimizing
or preventing conflict. Thus, we hypothesize:

Hypothesis 2a: Task conflict in GVTs with high OLD increases more slowly than in
teams with low OLD.
Hypothesis 2b: Relationship conflict in GVTs with high OLD increases more slowly
than in teams with low OLD.
Hypothesis 2c: Process conflict in GVTs with high OLD increases more slowly than in
teams with low OLD.
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2.3 Conflict Asymmetry

Conflict is the tension among team members due to real or perceived differences. How-
ever, there may be differences in the amount of conflict perceived by team members.
Jehn et al. [14] have proposed the construct of conflict asymmetry to refer to the “con-
figural team property that reflects the variance in perceptions among team members”
[ibid., p. 596]. Because teams with higher levels of openness to linguistic diversity work
harder to understand and to be understood, it is more likely that these teams will share
similar perceptions of the amount of conflict in the team.

Hypothesis 3a: Openness to linguistic diversity reduces task conflict asymmetry inGVTs
over time.
Hypothesis 3b: Openness to linguistic diversity reduces relationship conflict asymmetry
in GVTs over time.
Hypothesis 3c: Openness to linguistic diversity reduces process conflict asymmetry in
GVTs over time.

3 Methodology

3.1 Sample

Hypotheses were tested using data from an ongoing large-scale international experiential
learning project (X-Culture Project), which usually involves undergraduate and graduate
business students from around 140 universities in about 60 countries on six continents
every year. The students are placed in GVTs of about 5–7 team members from different
countries and universities. Working with people from around the globe and dealing with
cultural differences, time-zone dispersion, and global communication challenges, the
teams complete a consulting project for a multinational company. The project involves
the development of a solution to real-life business challenges presented by real-life
companies and is centered foreign market entry plan for about eight weeks.

For the present study, we used data collected from all participants in the Spring 2018
which included 278 teams, with an average size of 4.25 members and about 42.43% of
students are male.

3.2 Measures

Task Conflict. Task conflict was assessed using the three-item scale inspired by Jehn
[14]. The survey questions for this construct are: “How much conflict of ideas is there
in your work group?”, “How frequently do you have disagreements within your work
group about the task of the project you are working on?” “How often do people in your
work group have conflicting opinions about the project you are working on?”. Task
conflict was collected twice (t1 and t2), with t1 in the middle and t2 at end of the project.
Cronbach’s alpha is 0.873 (t1) and 0.893 (t2).
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Relationship Conflict. Relationship conflict was also assessed using the three-item
scale from Jehn [14]. The questions are: “How much relationship tension is there within
your work group?”, “How often do people get angry in your group?”, and “How much
emotional conflict is there in your work group?”. Relationship conflict was collected
twice (t1 and t2), with t1 in the middle and t2 at end of the project. Cronbach’s alpha is
0.841 (t1) and 0.880 (t2).

Process Conflict. Relationship conflict was also assessed using the three-item scale
from Jehn [14]. The questions are: “How often are there disagreements about who should
do what in your work group?”, “How much conflict is there in your group about task
responsibilities?”, and “How often do you disagree about resource allocation in your
work group?”. Process conflict was collected twice (t1 and t2), with t1 in the middle and
t2 at end of the project. Cronbach’s alpha is 0.882 (t1) and 0.903 (t2).

Openness to Linguistic Diversity (OLD). Openness to linguistic diversity was
assessed by a four-item scale adapted from Lauring and Selmer [7]. The questions used
for this construct are: “My team members enjoy working with other people on the team
despite language barriers.”, “My team members make an extra effort to listen to people
speaking different languages.”, “My team members are eager to learn from people even
when communication is slowed down by language barriers.”, “My team members are
more reluctant to communicate when faced with people speaking a different language.”
Cronbach’s alpha was 0.600 with all four items. After a closer look, the last item was
removed due to its low loading on the construct (0.051) possibly due to the reverse
coding of the item. Cronbach’s alpha of the abbreviated three-item scale is 0.824.

Conflict Asymmetry. The asymmetry of all three types of conflicts on a team was
assessed as the standard deviation among teams members’ perceived conflict levels,
following Jehn [14]. The higher level of the asymmetry, the larger the differences among
team members in terms of their conflict perceptions.

Controls. The study considered several control variables. These controls were: team
size, the average age of team members, percentage of male teammates in a team, and
readiness test score (a pre-project test for students’ readiness to participate in a global
virtual team) and self-reported English skill level.

4 Results

Descriptive and correlation results are shown in Table 1.
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Table 1. Means, standard deviations, and correlations

Mean S.D. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
OLD 2.034 .598 --

Team Size 4.251 .555 -.039 --

English Skills 4.381 .325 .028 .074 --

Male Percentage .424 .245 .007 .081 .044 --

Age 22.029 2.600 -.124 .225** .079 .098 --

Linguistic Diversity .618 .093 .175** .341** -.121 .018 .054 --

Nationality Diversity .875 .053 .044 -.492** -.055 -.155* -.023 .082 --

RCA @ t1 .537 .406 -.109 .138* -.198** .046 -.005 .030 -.135* --

TCA @ t1 .648 .369 -.018 .210** -.111 .059 -.020 .106 -.105 .677** --

PCA @ t1 .623 .434 -.069 .151* -.078 .081 -.024 .044 -.122 .678** .665** --

RCA @ t2 .593 .457 -.223** .230** -.093 .039 .028 -.031 -.273** .349** .216** .296** --

TCA @ t2 .671 .414 -.154* .209** -.076 .001 -.057 .031 -.139* .222** .205** .210** .709** --

PCA @ t2 .721 .501 -.193** .150* -.063 .034 .018 -.020 -.212** .208** .120 .210** .728** .664** --

Relationship conflict @ t1 1.524 .481 -.228** .081 -.198** .038 -.031 .007 -.132* .691** .485** .483** .286** .192** .240** --

Task conflict @ t1 1.687 .467 -.135* .135* -.187** .024 -.045 .111 -.057 .449** .586** .431** .197** .191** .139* .612** --

Process conflict @ t1 1.597 .466 -.213** .076 -.165* .083 -.040 .051 -.133* .564** .566** .727** .244** .169* .195** .662** .690** --

Relationship conflict @ t2 1.662 .581 -.435** .122 -.064 .038 .040 -.006 -.155* .324** .234** .227** .637** .479** .546** .473** .363** .418** --

Task conflict @ t2 1.742 .523 -.325** .138* -.069 .043 .011 .026 -.083 .198** .165* .169** .548** .592** .564** .305** .401** .279** .770** --

Process conflict @ t2 1.726 .568 -.378** .132* -.032 .067 .009 .030 -.175** .225** .127 .208** .534** .490** .677** .322** .248** .352** .805** .727**

Hypotheses 1a–c predict that all three types of conflict will increase from t1 to t2.
We tested the significance of the difference in mean of each type of conflict between two
time points [mean(t1)–mean(t2)] and found that the level of relationship (−.138***) and
process conflict (−.129**) increased over time, but the change in task conflict was not
significant. Therefore, hypothesis 1 was partially supported.

Hypotheses 2a–c predict that openness to linguistic diversity hinders the development
of all three types of conflict. We tested these hypotheses utilizing the RepeatedMeasures
ANOVA approach. Specifically, we tested and compared the extent of each type of
conflict increase from t1 to t2 at three levels of openness to linguistic diversity that
operationalizes “low” (the 16th percentile), “moderate” (the 50 the percentile), and
“high” (the 84th percentile). Three conditions (OLD)× two time points (Time) Repeated
Measures ANOVA on three types of conflict revealed similar results. For task conflict,
although the effect of Time was not significant (F[1, 228] = .099), the effects of OLD
* Time was found significant (F[2, 228] = 4.498*). Overall, the results show that OLD
does hinder the development of all three types of conflict (Fig. 1).

Fig. 1. Change in conflict over two time points.
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Hypotheses 3a–c predict that openness to linguistic diversity can minimize conflict
asymmetry in teams over time. To rule out the influence of initial level of conflict on the
change of conflict asymmetry over time, we controlled conflict level at t1. Our results
found that the level of asymmetry of all three types of conflict changed in a very similar
pattern. For task conflict asymmetry, OLD * Time was found significant (F[2, 220] =
4.981**). A similar significance was also found for relationship conflict asymmetry and
process conflict asymmetry (F[2, 220]= 4.758**). Our hypotheses 3a–c were supported
as shown in Fig. 2.

Fig. 2. Change in conflict asymmetry over two-time points.

5 Conclusion

This study aimed at extending the conflict literature by considering the role of OLD in
the evolution of conflict levels in short term GVTs. Our results show that, on average,
the level of all three types of conflict (task conflict, relationship conflict, and process
conflict) increase over timewithin these teams. Teamswith high levels of OLD, however,
not only do not show increases in conflict but actually show decreases in all three types
of conflict over time. This is a surprising and significant result, indicating that OLD has a
significant impact on team dynamics and shows that teams high in OLD are much better
at avoiding conflict. It is also found that mean levels of conflict asymmetry decrease for
high OLD teams, while they increase for medium and low OLD teams. These results
are noteworthy as they provide further support for the importance of diversity mindsets
for leveraging team collaboration and are in line with Lauring and Selmer [7] seminal
work on OLD. These authors emphasized that openness to diversity climate variables
contributes to inclusiveness and tolerance. In fact, the role of OLD in mitigating the
increase of conflict, and even decreasing it, is a valuable finding with rich managerial
implications.

These findings make a case for the impact of adequate conflict management behavior
in mitigating conflict. Skills evidenced by teams with high OLD, including patience,
tolerance, and increased effort in communication, are not only important for enhancing
communication but are also contributing to reductions in conflict. It is also possible that
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reductions in conflict are brought about by improved communication itself [7]. In either
event, the importance of increased openness to linguistic diversity is evident. Managers
should develop and implement training programs that lead to higher levels of openness
to linguistic diversity when working in global settings, especially when much of the
work is being done through virtual communication.

Directions for future research include identifying the circumstances in which higher
and lower levels of conflict emerge. In particular, applying Qualitative Comparative
Analysis (QCA) to these problems could provide additional valuable insights into why
conflict increases in some teams and decreases in others. In addition, a more fine-grained
analysis of high conflict teams may reveal additional dimensions to the phenomena
underlying conflict and communication in global virtual teams.

References

1. Guenter, H., van Emmerik, H., Schreurs, B., Kuypers, T., van Iterson, A., Notelaers, G.:When
task conflict becomes personal: the impact of perceived team performance. Small Gr. Res.
47, 569–604 (2016). https://doi.org/10.1177/1046496416667816

2. RW3 Culture Wizard: 2018 Trends in High-Performing Global Virtual Teams (2018)
3. Stephens, R.D., Soares, A.M., Dong, L.: Leveraging language proficiency through cultural

intelligence to improve global virtual team performance. J. Bus. Discip. 1–27 (2020). https://
doi.org/10.35255/jbd1871.101001

4. Kankanhalli, A., Tan, B.C.Y., Kwok-Kee, W.E.I.: Conflict and performance in global virtual
teams. J. Manag. Inf. Syst. 23, 237–273 (2006). https://doi.org/10.2753/MIS0742-122223
0309

5. Chiu, Y.T., Staples, D.S.: Reducing faultlines in geographically dispersed teams: self-
disclosure and task elaboration. Small Gr. Res. 44, 498–531 (2013). https://doi.org/10.1177/
1046496413489735

6. Stahl,G.K.,Maznevski,M.L.,Voigt,A., Jonsen,K.:Unraveling the effects of cultural diversity
in teams: a meta-analysis of research on multicultural work groups. J. Int. Bus. Stud. 41,
690–709 (2010). https://doi.org/10.1057/jibs.2009.85

7. Lauring, J., Selmer, J.: International language management and diversity climate in multi-
cultural organizations. Int. Bus. Rev. 21, 156–166 (2012). https://doi.org/10.1016/j.ibusrev.
2011.01.003

8. Stephens, R., Dong, L., Soares, A.M.: The impact of national diversity on task conflict in
global virtual teams: the moderating effect of language factors. In: Jallouli, R., Bach Tobji,
M.A., Mcheick, H., Piho, G. (eds.) ICDEc 2021. LNBIP, vol. 431, pp. 53–63. Springer, Cham
(2021). https://doi.org/10.1007/978-3-030-92909-1_4

9. Knight, A.P.: Mood at the midpoint: affect and change in exploratory search over time in
teams that face a deadline. Organ. Sci. 26, 99–118 (2015). https://doi.org/10.1287/orsc.2013.
0866

10. Stahl, G., Maznevski, M.L.: Unraveling the effects of cultural diversity in teams: a retrospec-
tive of research on multicultural work groups and an agenda for future research. J. Int. Bus.
Stud. 52, 4–22 (2021). https://doi.org/10.1057/s41267-020-00389-9

11. Tajfel, H., Turner, J.C.: An integrative theory intergroup conflict. In: Austin, W.G., Worchel,
S. (eds.) The Social Psychology of Intergroup Relations, pp. 33–48. Brooks/Cole, Monterrey,
CA (1979)

12. Vahtera, P., Buckley, P.J., Aliyev, M., Clegg, J., Cross, A.R.: Influence of social identity on
negative perceptions in global virtual teams. J. Int. Manag. 23, 367–381 (2017). https://doi.
org/10.1016/j.intman.2017.04.002

https://doi.org/10.1177/1046496416667816
https://doi.org/10.35255/jbd1871.101001
https://doi.org/10.2753/MIS0742-1222230309
https://doi.org/10.1177/1046496413489735
https://doi.org/10.1057/jibs.2009.85
https://doi.org/10.1016/j.ibusrev.2011.01.003
https://doi.org/10.1007/978-3-030-92909-1_4
https://doi.org/10.1287/orsc.2013.0866
https://doi.org/10.1057/s41267-020-00389-9
https://doi.org/10.1016/j.intman.2017.04.002


Changes in Global Virtual Team Conflict Over Time 193

13. Tuckman, B.W.: Developmental sequence in small groups. Psychol. Bull. 63(6), 384–399
(1965). https://doi.org/10.1037/h0022100. PMID 14314073

14. Jehn, K.A., Rispens, S., Thatcher, S.M.B.: The effects of conflict asymmetry on work group
and individual outcomes. Acad. Manag. J. 53, 596–616 (2010). https://doi.org/10.5465/amj.
2010.51468978

https://doi.org/10.1037/h0022100
https://doi.org/10.5465/amj.2010.51468978


Readiness of Russian Companies for Digital
Transformation: What’s Changed?

Olga Stoianova1 , Victoriia Ivanova1 , and Tatiana Lezina2(B)

1 Saint Petersburg State University, 7/9 Universitetskaya nab., Saint Petersburg 199034,
Russian Federation

{o.stoyanova,v.ivanova}@spbu.ru
2 National Research University Higher School of Economics, 16 Soyuza Pechatnikov Str.,

Saint Petersburg 190008, Russian Federation
tlezina@hse.ru

Abstract. The article presents the results of the research on Russian companies’
readiness for digital transformation in 2017–2021. The purpose of the study is to
observe how the understanding and the attitude of the representatives of Russian
business towards the digital transformation and the self-assessment of company’s
readiness for this transformation has changed. The source data are the results of
surveys conducted in 2018 and 2021 among representatives of companies in St.
Petersburg and the Leningrad region. The paper focuses on establishing in Russian
companies the Corporate Culture essential to the success of digital transformation
projects. It is shown that large companies have shifted towards greater employee
engagement andmanagement support for initiatives.However, in small companies,
there is still a lack of employee belief in digital transformation and a top-down
implementation of digital transformation.

Keywords: Digital transformation · Readiness for digital transformation ·
Corporate culture · Russian companies · Survey

1 Introduction

According to the BCG global survey [1], the world’s most digitally mature companies
are leading in value creation. Six months after the pandemic began, their value exceeded
pre-crisis levels by an average of 23%,while the leastmature companieswere only able to
growby an average of 7%.BCGresearchers classify themostmature companies as bionic
because they base digital transformation on combining new technologies with human
resource capabilities. Russian digital front-runners are driving the same strategy. But
these are predominantly large corporations from the financial, mining andmanufacturing
sectors, including state-owned corporations.

To bridge the significant gap in the level of digitalisation between large corpo-
rations and other companies, since 2021 the focus of the government’s digital econ-
omy programmes in Russia has shifted slightly towards small and medium-sized busi-
nesses. Therefore, the need for research onRussian companies’ readiness to adopt digital
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changes has increased. The aim of the study is to trace how the understanding and the
attitude of Russian businesses towards the digital transformation and the self-assessment
of company’s readiness for this transformation have changed between 2018 and 2021.

The study is based on the surveys conducted in 2018 and 2021 among representa-
tives of companies in St. Petersburg and the Leningrad region from different sectors of
industry. The obtained results look relevant for all Russian industrial companies. The
practical insights of this study will allow to make justified decisions on the management
of digital transformation at the state, regional and company management levels.

2 Related Work

Assessing digital readiness is still relevant for all companies.Many studies have analysed
and ranked the existing frameworks for assessing companies’ digital maturity/readiness
[2, 3]. Some researchers note that global management consultants often avoid contex-
tual factors in their digital transformation recommendations. For this reason, industry
frameworks are in great demand [4–6]. Both universal and industry frameworks identify
5–7 domains for readiness/maturity assessment such as Business processes, Person-
nel, Management System, Data and others. Most of these models and frameworks are
targeted at large, high-tech, project-oriented companies, such as telecoms or pharma-
ceuticals. Small andmedium-sized companies require different approaches for readiness
assessment [7]. This explains the emergence of frameworks with integrated domains.
For example, criteria associated with the domain Data are often encapsulated in other
domains.

The large number of criteria used in models and frameworks has been reduced to a
minimum number of the most important criteria (the so-called success factors), which
have appeared in online self-assessment tools [8, 9]. BCG specifies six critical success
factors for transformation, which correlate with domains for assessing digital readiness,
focusing on people, technology and data [1].

Some of the existing models/frameworks distinguish the levels of companies’ digital
readiness/maturity, which vary widely (see Table 1).

Criteria andprocedures for assessing readiness/maturity levels also vary considerably
between the models/frameworks.
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Table 1. The models/frameworks with the levels of readiness for digital transformation

Model/frameworks Levels

Forrester
The Digital Maturity Model 5.0 [10]

Sceptics
Adopters
Collaborators
Differentiators

PwC
Industry 4.0 Self Assessment (Digital Operations Self-Assessment)
[11]

Digital Novice
Vertical Integrator
Horizontal Collaborator
Digital Champion

IDC MaturityScape [12] Digital Resister
Digital Explorer
Digital Player
Digital Transformer
Digital Disrupter

3 Design of the Study

The study period is 2017–2021. The purpose of the study is to observe how the under-
standing and attitude of the representatives of Russian business towards the digital trans-
formation of companies has changed. The source data are the results of surveys con-
ducted in 2018 and 2021 among representatives of companies in St. Petersburg and the
Leningrad region.

The first questionnaire was developed in 2017 on the basis of the existing mod-
els/frameworks for assessing companies’ readiness for digital transformation, the stan-
dards of general management and IT management, and the results of analysis of Russian
companies’ best practices. In line with general questions aimed at profiling companies
and respondents, the questionnaire included direct and indirect questions regarding atti-
tudes towards digital transformation and assessments of various aspects of readiness by
the respondents. Some examples of direct questions: “Whether the company requires
digital transformation?”, “How do you assess the level of the company’s readiness for
digital transformation?”, etc. The indirect questions investigated the readiness for the
digital transformation of companies’ management systems, the commitment of employ-
ees, the maturity of business processes, the current level of information technology use,
as well as data management and enterprise architecture issues.

The focus group survey revealed a lack of understanding of professional terminol-
ogy among the respondents, especially in the issues of enterprise architecture and data
management. For example, 43% of respondents answered that the concept of data man-
agement required further clarification. In response to these results, the questionnaire was
modified. Unclear questions, special terms and concepts with an ambiguous interpreta-
tion were excluded. Meanwhile, several questions about expectations from the digital
transformation and possible risks were added, e.g. “What are the measurable effects of
digital transformation that the company wants to achieve?”, “What risks do you consider
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digital transformation poses to your company?”. The new questionnaire was used to con-
duct a survey among representatives of companies in St. Petersburg and the Leningrad
region (160 respondents) at the end of 2018.

A new survey was conducted in 2021 to find out changes in the understanding and
the attitude of representatives of Russian companies towards digital transformation and
in their assessment of companies’ readiness. Using the same questionnaire provides an
opportunity to compare the results of the 2018 and 2021 surveys. Moreover, as the new
study revealed a better understanding of digital transformation among the respondents,
a supplementary calculation of companies’ readiness was carried out. Based on the
existing models of readiness/maturity described in the previous section, five levels of
readiness were identified: Sceptics, Beginners, Adopters, Transformers, Disruptors. The
scoring of the answers to the questionnaire for calculating an integral indicator to assign
a company to a particular level of readiness is based on the Diffusion of innovations
theory by Rogers [13]. The results obtained are presented below.

4 Results

4.1 General Characteristic

An analysis of Russian business representatives’ attitudes towards digital transformation
in the 2018 reveals: 33.75% of companies urgently needed digital transformation, 37.5%
of companies felt the need for digital transformation although it was not a priority, 6.25%
of companies were satisfied with the current state of affairs and did not need digital
transformation, and in 2.5% of the companies, according to respondents, the activities
didn’t require digital technology. Moreover, 20% of respondents indicated their lack
of understanding the essence of digital transformation [14]. Also, the majority of the
respondents rated their readiness for transformation as low to medium, and about 90%
of them stated the need for a methodology and tools to assess readiness and identify
bottlenecks.

Many models and frameworks for assessing digital transformation readiness in 2018
considered the current level of IT use to be one of the key readiness criteria. However, our
survey found that among the companies with a high current level of digital usage, only
33.33% considered the level of digital transformation readiness to be high. Moreover,
we identified the dependency between digital transformation readiness assessments and
such factors as employee engagement, proactivity, management maturity, and a range
of others. These findings guided the development of the readiness assessment frame-
work (the DTRA framework) [15], which includes the following domains: Systematic
management, Enterprise architecture, Using of data, Maturity of business processes, and
Corporate culture.

Using criteria from the DTRA framework and data of the survey conducted in 2021,
the levels of digital transformation readiness of companies were assessed.

Among surveyed respondents, only 5% are familiar with the concept of digital trans-
formation and do not consider their company to need digital transformation (Sceptics).
30% start to discuss possible digital transformation projects, although they do not rate
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their company’s level of readiness as high (Beginners). 41% identify projects imple-
mented in their companies as digital transformation projects and assess them as neces-
sary (Adopters). 24% claim that their companies are in the digital transformation process
and almost all business processes are driven by digital technologies (Transformers). At
the time of the survey, none of the companies was categorized as Disrupters.

As the 2018 survey results revealed, most bottlenecks in all companies were con-
centrated in the domains of Systematic Management and Corporate Culture, we have
focused on exploring the changes that have taken place in these areas.

4.2 Changes in Management System (the Systematic Management Domain)

The readiness/maturity of company management systems for digital transformation
has improved significantly. This improvement is evidenced by the absence of nega-
tive responses to the question ‘do you understand the company’s strategy’ compared
with 27% in 2018. Also, the share of companies with a formalised description of goals
and objectives increased from 47% in 2018 to 72% in 2021. The significant increase
was due to large and medium-sized companies. Many companies have started using
KPIs and cascading goals and objectives. The share of companies that do not use KPIs
decreased from 32% to 9.7%. Onemore indicator of the company’s readiness level in the
Systematic Management domain is “Using modern technologies to analyse the external
environment”. The share of companies using such tools increased from 38% to 61% (see
Fig. 1).

Fig. 1. Results of respondents’ answers to the question “How the company analyses the external
environment”

It is remarkable that the share of companies that use a closed form of feedback
increased from 47% in 2018 to 68% in 2021 (Fig. 2). Understanding this phenomenon
requires a detailed analysis of the changes that have taken place in companies’ corporate
culture.
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Fig. 2. Results of respondents’ answers to the question “How does the company set up feedback?”

4.3 Changes in Corporate Culture (the Corporate Culture Domain)

The percentage of employees not understanding the core of digital transformation
decreased from 45% in 2018 to 33% in 2021, in line with the growth by 18% of the
share of companies whose employees are constantly improving their skills at company
expense. The companies have increased their focus on training: the proportion of ‘no
training’ responses has fallen sharply (from 19% in 2018 to 5% in 2021). Still the ratio
of employees not interested in raising their skills remains stable (24% vs 25%), as well
as employees’ initiatives in professional training. Moreover, one-third of respondents
in 2021 answered that there is no personnel development policy in the company. These
results indicate a lack of gap in aspirations for learning and professional development.

The results of the comparison of employees’ perception of digital changes in compa-
nies of different scales are rather interesting (Figs. 3 and 4). In large companies, in 2021
50% of employees have a positive attitude to changes vs 14.3% in 2018. In small com-
panies one-fifth the most employees do not know what digital transformation is. These
results may be explained by the fact that the large companies, on the one hand, support
employee development and, on the other hand, substitute non-professional employees.

The readiness to change job functions under the necessity has increased (50% in
2021 vs 30.4% in 2018). A small number of respondents (10% in 2021) are ready to
change their job functions proactively. Note that these indicators differ for companies
of different sizes. In 2021, 23,8% of representatives of large companies said that their
employees have a positive attitude for changing their job functions; no representative of
small companies answered this question positively. It should be noted that the share of
companies responding that “Employee attitudes are not analysed”decreased significantly
(Figs. 5 and 6), as well as the neutral attitude of employees. The readiness of employees
to change their job functions by necessity has increased, especially in large companies.

The conducted analysis indicates the growth of companies’ corporate culture. Never-
theless, some passiveness of the personnel is identified. Employees arewilling to develop
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Fig. 3. Answers of respondents from large companies to the question “Do company employees
support the idea of digital transformation?”

Fig. 4. Answers of respondents from small companies to the question “Do company employees
support the idea of digital transformation?”

Fig. 5. Answers of respondents from large companies to the question “Are employees ready to
change job functions?”

their skills and change job functions mainly at the initiative and with the support of man-
agement. For this reason, large companies may benefit from hiring new employees to
implement digital transformation. These findings are consistent with the results of a
survey conducted by KMDA [16] which found that 63% of managers are willing to hire
new staff and 31% say they need to replace insufficiently competent employees with
new ones.
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Fig. 6. Answers of respondents from small companies to the question “Are employees ready to
change job functions?”

5 Conclusion

A comparative analysis of Russian business representatives’ attitudes towards digital
transformation reveals that in 2021 almost all companies understand the essence of
digital transformation and admit its necessity. According to the survey 2021 only 5%
of companies remain on the level of Sceptics vs about 29% of companies in 2018. In
2021, 41% of companies could be classified as Adopters because they are implementing
digital transformation projects and these projects are underway.

The readiness study indicates that there have been significant changes in themanage-
ment systems and corporate culture over the three years. The readiness of management
systems has increased. Many companies have started using specific methods and tools to
enhance consistency and transparency in management. In 2021, 72% (vs 47% in 2018)
of companies have formal goals descriptions and only 9.7% don’t use KPI’s (vs 32% in
2018).

Significant changes have also taken place in the corporate culture of companies.
However, these changes have been observed primarily in large companies. The large
companies have shifted towards greater employee engagement and management support
for initiatives. However, in small companies, there is still a lack of employee belief in
digital transformation and a top-down implementation of digital transformation.

The surveys were conducted among representatives of companies in St Petersburg
and the Leningrad region. This region is highly industrialised, so the values of the
obtained indicators may differ for other regions. However, the main objective was to
analyse the changes over three years. And in this respect, the results obtained look rel-
evant for all Russian industrial companies and are consistent with the results of other
studies. The practical insights of this study justify that the support of digital transfor-
mation of small and medium-sized businesses should be strengthened on the state and
the regional levels. At company level, more emphasis should be placed on improving
digital literacy and encouraging employee initiative.
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Abstract. As a disruptive paradigm, especially with the Covid-19 emergence,
digital transformation (DT) becomes a main area of interest for many organiza-
tions. From a trend perception to an obligation, digital transformation implemen-
tation requires many changes, adaptations, and updates. Its success depends on
many levers, the most important of which remains the design and implementa-
tion of a digital transformation strategy (DTS). Indeed, lacking capabilities to
embrace DT can lead to the disappearance of the company. However, and despite
relevant research, the formulation, implementation, and evaluation of the digi-
tal transformation strategy as a key to successful digital transformation remain
vague and blurred. Thus, this article aims to draw up a literature review on DTS
with a general approach guiding the implementation of digital transformation.
The focus on the experience of the AssetCo company as a monographic study
will serve to concretely describe the formulation and the implementation of the
digital transformation strategy, its stages, as well as a conclusion on the main key
factors of success. Thus, this article intends to contribute to a better understand-
ing of the stages of the digital transition of companies. While many recent works
have proposed constructive models for the implementation of DT, these remain
specific to a particular industry or business model. In this respect, the general app-
roach proposed in this article is intended to be more generalist, and under certain
contextualization, is also intended to be adaptable to any company.

Keywords: Digital transformation · Digital transformation strategy · Key
success factors

1 Introduction

The remarkable growth of digital technologies, the increasing ubiquity and reliability
of data have radically reshaped the business models of companies [1]. This has led to
substantial changes in their activities, processes, and capacities [2, 3]. That’s how more
and more companies are embracing a digital transformation strategy to create and own
more value. To this end, the key to successful digital transformation implementation is
to overhaul business models so that they are consistent with business strategy [4].
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According to the current state of managerial knowledge, it becomes palpable that
digital transformation (DT) brings notable benefits for businesses, such as creating more
efficient products and services that are more aligned with customer needs, providing an
innovation process, shorter time-to-market, and the creation of related digital ecosystems
[5]. In addition, DT promotes interconnection between various industries by guiding
companies towards new opportunities for the creation and appropriation of value through
digitization and connectivity [6]. It is through this connectivity that DT is reducing
barriers between industries allowing companies like Google, Apple, and Uber to pay
more attention to the automotive industry for the development of autonomous vehicles.

However, adopting DTS also comes with challenges [7]. Despite the progress
announced, DT represents a challenge for companies, due to the ambiguities of its
implementation. Some companies still have concerns about the definition conception
and implementation of their digital strategy to benefit from it and ensure strategic posi-
tioning. This is the reason why the success of the DTS remains one of the most important
challenges for the success of the DT. With this in mind, the main research question of
this article is to help understand how companies can successfully implement digital
transformation.

Therefore, this work attempts to shed light on the implementation of DT. Through its
general approach, it aims to enrich subsequent work by proposing frameworks adapted
to a particular business model. The epistemological recourse to the abductive method by
focusing on the AssetCo monographic case can serve as a reference. It makes it possible
to deduce some recommendations that can serve as a guide for companies wishing to
take up the challenge of digital transformation.

To discuss this question, we structure the remaining part of the paper as follows:
First, we present a brief literature review about the conception of digital transformation
and its strategy, and we outline a general approach of its implementation. Second, we
analyze the digital transformation project of the company AssetCo to bring out the most
salient ideas, that we discuss before concluding.

2 The Digital Transformation: A Literature Review

As a key research area, the DT remains one of the haziest topics facing businesses.
Before exploring its conduction, it therefore seems necessary to first specify its scope
by sequencing it in three stages: it starts with the notion of digitization which consists
in exploiting and converting data to the digital form [8–10]; then the digitalization
referring to the transforming the business process into digital [9, 11] and finally the
digital transformation which is a kind of implementation of a series of technological
and human changes to restructure the existing managerial models and culture. It is to
this conception used to describe the changes affecting business activities, processes, and
skills through digital technologies [12] to which we refer in this article. The literature
emphasizes that the achievement of DT depends on the success of the first two phases
[10, 13, 14].

Indeed, the DT represents many advantages such as change facilitator [15, 16], value
creation [13, 17], reducing costs [18–20], enabling new products [21, 22], generating
new knowledge and business opportunities [9], seeking competitive advantage [23–
25], better innovation opportunities and implementation [26–28], better connection with
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shareholders and economy [29]. In addition, DT affects enterprises through creating
changes in business plans [30], competitive environment [31], value creation [32], pro-
cess and products / services quality [11, 33, 34]. Hence, it is beneficial for the company
due to more concentration on core activities and the development of new competences,
helping therefore in competitive advantage creation [35].

For incumbents companies, the main objective in the beginning of DT is growth
seeking more than financial concerns, contrary to digital entrants [8]. To reassure its
stakeholders and ensure its survival, companies must balance between attending cost
reduction through automation, and revenue growth via improved customer experience
[36–38]. Giving the difficulty to keep the balance between this two goals (cost reduc-
tion and growth), the development of digital initiatives in new separate ventures as a
digital start-up is highly recommended to keep focusing on development and digital
transformation [10].

For the pre-digital companies, DT represents a holistic form enabled by information
system (IS), with the support of economic and technological changes in the organiza-
tional and industry level [39, 40]. On this basis, the DTS is of great importance, due to
its role of coordination, prioritizing, and implementation of efforts and to help in the
achievement of the concretization of digital transformation [13]. The DTS give therefore
insights and ameliorate the development and implementation of the digital transforma-
tion to meet the digital challenge [13, 41]. In general, the DTS is a roadmap helping with
the implementation of organizational changes due to the digital transformation realiza-
tion, with the support of technical and human competencies and tools, to attend value
creation and strategic positioning [42, 43]. However, to succeed in DT, the formulation
and implementation of a contextualized and appropriate DTS is important [44, 45]. A
MIT study reconfirm the fact that the victory of DT is highly related to the DTS success
[7].

In fact, setting a DTS involves proposing a plan to manage the changes caused by
digital technologies in a sustainable and resilient way [13, 42], in order to optimize
the transformation of processes, business models and the implementation of this new
technologies [41]. Moreover, the success of this DT within organizations in general,
and the digital transformation strategy in particular, requires the expertise in four main
areas: use of technologies, structural changes, DT financial aspects, and changes in value
creation [8, 13, 41, 46].

In the literature, many studies propose various approaches to successfully concretize
the DT in companies. From the definition of blocks, to the formulation of DTS through
the value creation and modification of business model and others aspects to the imple-
mentation of the digital transformation, five phases are proposed: digital reality, digital
ambition, digital potential, digital fit and digital implementation [32]. Another study
integrate three global phases: strategic vision definition, action plan elaboration and
management strategy [47]. In fact, the key elements of DT concern two main areas: on
the one hand, use cases regrouping the implementation of digital in products, services,
value chain, business models and customer interaction, and on the other hand, enablers
such as data management, human capital, partners, cybersecurity and technologies [48].
Thus, it is almost consensual in most of the literature dealing with the DTS that the
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formulation of the latter must take into account 4 major axes: objectives and perimeters,
staff and collaboration, funding, governance and structure [49].

With much research and proposals focused on how to implement digital transfor-
mation in the organizational world, the lack of general approach remains a significant
limitation to this enthusiasm [50]. In fact, numerous recent works have proposed models
to deal with the DT challenge, but are generally specific to an industry or to a type of
company. However, an approach attempts to provide some answers to this problem is
summarized in the model below. The latter, based on several case studies [14], can serve
as a transposition model for companies looking for an application benchmark (Fig. 1):

Fig. 1. Digital Transformation implementation approach. Source: [14]

As a general approach to DT implementation, the company starts with an analysis
of its potential impacts to fix the future state to attend through several changes. Then, a
comparison between the actual and future state is made in order to formulate adequate
actions helping in digital transformation concretization. Finally, the implementation and
validation of these actions take place to optimize the DT in the company. The model is
used iteratively to gradually build the solution and fine-tune the digital goals and plans
if needed. Its main steps are then examined in detail.

Step 1: Positioning the company in digital transformation
In order to know the positioning of the company in digital, four main elements are
analyzed: the impact of the digital transformation, its goals, its drivers, and its scenarios.
The impact study is conducted by detecting current and future digital trends, and their
concretization in the company’s business domain. It is possible to classify these trends
using a SWOT analysis to take advantage of strengths and opportunities and to know how
to respond to weaknesses and threats. Based on this trend analysis, digital transformation
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drivers are defined and translated into major actions to guarantee the survival and update
of the company, leading then to the formulation and study of the potential scenarios.
Their analysis is related to possible benefits of each scenario, feasibility, costs, and risks
involved in acceptance or rejection of each one. The main objective is to make the best
alternative for the company. Then, digital transformation’s process goals are defined
to get a clear idea of the future path and indicators to evaluate the company’s digital
transformation success.

Step 2: Review of the current state
On the basis of the defined objectives, a diagnosis of the current state is carried out which
puts in relation, on the one hand, the areas impacted internally such as tools, processes,
and resources and, externally such as customers, the opportunities, the competitors, the
processes, and the external resources, and on the other hand, the real situation to achieve.
The main objective of this step is to determine the respect of the set objectives and the
approximation of the success of the digital transformation.

Step 3: Roadmap for digital transformation
This step is so important since it concerns the translation of the goals set into instructions
and a digital transformation strategy to achieve the expected results. First, the compari-
son between the current state and desired one helps in defining themain actions to reduce
the gap between the two. Then, a feasibility study and classification of scenarios come to
serve the roadmap formulation. Thus, the company formulates the necessary corrective
actions and guidelines to get closer to its purpose of successful digital transformation.
Indeed, if the problem concerns the internal aspects, the company must then correct
and adjust its main processes and items causing the gap. If it’s more related to external
opportunities and disruptive goals, the company opt then for the definition and develop-
ment of new offers, seeking new markets, acquiring new competencies, and rearranging
internal resources. The definition of Key Performance Indicators (KPI) is also necessary
to keep evaluating the main actions and areas of the company. In fact, the success of this
stage can also be supported by a feasibility analysis. The latter can include a cost-benefit
analysis, a change or impact on the organizational practices analysis, resources and risk
analysis, and an analysis of constraints [14]. Moreover, the company must compare also
the return on investment in digital with its costs such as training, recruitment, cultural
and structural changes. This is the reason why the roadmap and main actions need to be
validated by stakeholders in adequation with the organizational agility of the company.

Step 4: Implementation with the technical support
This phase concerns the implementation of the roadmap and the digital transformation
strategy, moving from the strategic to the operational level, with the support of the
technical team. Indeed, this stage is so important since it’s related to the application
of the main points of all the previous points. Under the continuous improvement logic,
the company must keep in mind the idea of analyzing the gaps between forecasts and
realizations, in order to formulate and apply the adequate corrective actions for the
optimization of the success of the digital transformation in general and of the DTS in
particular.

In general, the company analyzes the potential impact of digital to determine the
strategic position needed. To achieve it, a comparison between the current and the desired
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state remains crucial, since it can help the company to emphasize the main actions to be
taken and the main points to ameliorate to achieve the desired results. In fact, the model
needs more of an update with more emphasis on the digital transformation stage than
digitization, as the transformation incorporates organizational, process, and corporate
culture changes. It is, therefore, necessary to take an interest during this transition in the
management of cultural change in organizations in order to improve the quality of the
approach.

3 Methodology

As an existential threat to the sustainability of organizations, digital transformation
remains one of the most relevant challenges faced by managers. To help overcome this
difficulty, our work aims to provide some answers to the following research question:
How can companies successfully implement digital transformation?

As amethodological approach, and to reach our end, our article borrows an abductive
method. The latter is an approach operating from a conceptual model or comprehensive
theory of reality which makes it possible to prepare the observation or empirical work
and to reduce the field to be studied. The place of the hypothesis is not a priori; it
emerges from observation and/or data to then open up to a verification phase based on
hypothetico-deductive and holistic-inductive approaches.

This third way of research methodology that we apply to a case study in the form of
a monographic case certainly remains debatable and less popular. Admittedly, it makes
it difficult to generalize and validate knowledge, but the choice of certain issues imposes
it as the primary method for clarifying certain themes.

It was with this in mind that we used this research method to try to help companies
better understand this phenomenon of digital transition which is in the process of impos-
ing itself on all organizations. However, if each organization has its own characteristics,
the general approach that we plan to put forward to better implement DT, remains a
managerial reference for companies looking for a reference to implement their digital
strategy in taking into account the particular situation imposed by the contextualization.

4 Digital Transformation Implementation Project: The Case
of AssetCo

As one of the largest players in Europe in the financial services sector, especially real
estate investments in urban areas, AssetCo (a pseudo name) has chosen to opt for the
digital transformation in 2016. Despite the lack of competitive pressure, the enterprise
wanted to take the challenge of digital transformation in order to experience and con-
cretize innovation into its main processes. The formulation and implementation of the
DTS were based on formal and informal interviews, observations, and internal and pub-
lic data. To achieve this goal, six main phases were conducted: recognizing the need
for digital transformation, setting the stage, initially formulating the DTS, preparing
for DTS implementation, starting DTS implementation, finding a working mode, and
enhancing the DTS [46].



Towards a Better Digital Transformation 209

First, the need for DT was a solution to the company sales declines, proposed by
top management. Then, in the second stage, four main guidelines were approved to
start the digital transformation project: opting for online and offline tools to increase
customer benefits, end-to-end view on all processes, interfaces, and business models,
ameliorating the existing technical infrastructure and platforms, and digitization of busi-
ness and service processes. After that, the formulation of a target objective by the digital
transformation strategy wasmade with alignment to the four-goal previously set (Fig. 2).

Fig. 2. AssetCo digital transformation target strategy. Source: [46]

Instead, it seems that this strategy formulation was vague and general due to the
absence of the key digital transformation blocks rapprochement. The new DTS formu-
lation was updated, by adding the building blocks and directions to digitalize the current
products and services and the adoption of new ones, in adequation with the competencies
and resources of the company, as shown in the 3rd figure below (Fig. 3).

Thus, once the formulation of the DTS is accepted, the budget allocation must fol-
low for the implementation of the DTS and initiate the digital transformation of the
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Fig. 3. AssetCo building blocks for the development of current and new products-services.
Source: [46]

company. Consequently, an agile way of working and major changes is to be expected
to accompany the mutation in processes, culture, IT, and other areas of the company.
The top management validates then the implementation approach and working mode
(agenda) in order to move to action. For the DTS enhancement, innovation-seeking is
added as an important directive. It includes internal (targeted and workshops) and exter-
nal (start-up investment) innovation, supported by brainstorming and decision-makers
exchange meetings.

5 Results and Discussion

The case of AssetCo analyzed and treated here shows that the general approach of the
phases of DT developed above can be applied with certain flexibility by the different
companies taking into co-consideration the conditions and characteristics of each entity.
In fact, and based on the experience of AssetCo, it seems that DT is a drastic and
personal process and not a simple task to emulate and transpose. With many phases
and consequent changes in all organizational aspects, the success of the challenge of
DT is strongly linked, not only to the success of the formulation of the diagnosis of the
characteristics of the company, of a roadmap and of the DTS implementation in line with
the resources, skills and its proper implementation, but also depends on cultural fluidity
and continuous evaluation to propose and apply the actions and corrections that are
required. These iterative corrections are necessary because, despite the cognitive advance
in the approaches and models identified in the literature to help the digital transition,
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contextualization remains one of the key success factors. The lack of alignment between
the actions carried out and the characteristics of the industry and the company represents
a major cause of corporate mortality.

In general, the analysis of the general approach and the AssetCo case study shows
the difficulty of the digital transformation implementation. It is no longer a question
of finding a model to follow but rather of implementing the key success factors of
powerful digital companies and knowing how to adapt them to your company’s situation.
Moreover, the correct formulation and implementation of the DTS helps with future
visibility and guidelines for the operationalization of digital transformation.

Therefore, the organizational culture fluidity and the disposition of IT skills and
digital literacy are also other relevant elements for the success of the digital transition.

6 Conclusion

Being an element of managerial excitement in the business world, DT is on the minds of
all decision-makers. The digital transformation thus remains a necessary, even existential
challenge,when taking into account the effects of the cultural and socio-economic change
caused by the Covid19 pandemic. Changing customer needs dictate improved business
models and more flexibility at the organizational level. Digital transformation is then a
kind of response to this change that is taking shape around us in the form of what we
can call Glodigitalization.

Based on the analysis above, it is clear that its success remains a rather complex
objective to achieve, requiring a coherent development and implementation of the dig-
ital transformation strategy. Despite the important models and approaches offered, the
success of digital transformation in general and DTS in particular depends on the fit to
the characteristics and context of the business. However, its implementation phases are
not unified because there is no formal recipe for achieving this objective.

In this perspective, this article plans to enrich subsequent theoretical works since
it presents a literature review on the link between the digital transformation and its
strategy. For the managerial implications, our work clarifies the main directives and
success factors to deal with the digital transformation. It can thus serve as a successful
reference to address the challenges associatedwith implementing aDTS, help companies
digitally transform their business, and reduce risk and uncertainty.

While the frameworks proposed so far clarify the implementation of DT from a
specialized rather than a general point of view, our major contribution in this article is
to holistically and methodically clarify the initial steps to be taken from inception to the
end of the realization of the DT. This work can contribute to the ongoing construction
to set up a digital realization roadmap for all companies.

Despite this attempt at cognitive breakthrough, the general approach presented in this
work still remains perfectible in the sense that it does not sufficiently take into account
other cases and factors such as the conduct of cultural changes in the organization. These
limits will be the subject of other research perspectives aimed at better elucidating the
issue of digital transformation.
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