Chapter 3 )
Overview of Machine Learning Algorithms <

3.1 Introduction

Knowledge is an invaluable resource for almost all entities, be they firms, organiza-
tions, communities, or individuals. Knowledge needs to be captured, processed, and
analyzed. Well-defined knowledge can be represented in an accurate manner, such as
a mathematical formula or a certain set of rules [1]. Knowledge can also be modeled,
where a model permits us to explain reality, classify objects, and predict a value (or if
an event will occur) knowing its relationship to other known values. If our knowl-
edge is not complete, then we can approximate reality by learning from previous
experiences and predicting an outcome with a certain likelihood of accuracy.
Alongside the representation of knowledge, we need to store on a computer a
reasoning method, i.e., an algorithm (a series of steps to be followed) to process
this knowledge to arrive at an outcome/output (e.g., a decision, classification, or
diagnosis).

Data mining and machine learning are prominent ways to represent and process
knowledge and will be introduced in the next paragraphs. We will overview the main
machine learning algorithms, among other techniques, followed by examples of
machine learning applications from different fields using different algorithms.

3.2 Data Mining

Data mining is a cross-disciplinary field that aims to discover novel and useful
patterns within large datasets using multiple approaches, including machine learn-
ing, statistics, and database systems. The data mining process is automatic or
semiautomatic (involves human interaction), and it must lead to patterns that are
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Fig. 3.1 CRISP-DM data mining life cycle (adapted from [3])

meaningful to the data stakeholders and provide some advantages (e.g., health or
economic) [2].

Data mining is a process with a life cycle that can be represented by the Cross-
Industry Standard Process for Data Mining (CRISP-DM) framework (Fig. 3.1)
[4, 5].

This life-cycle model consists of six phases. In the business understanding phase,
the scope and objectives of the project are defined from the business/stakeholders’
point of view, and then these objectives are transformed into a data mining problem
with a defined plan to follow. The data understanding phase is second and entails
data collection, exploratory data analysis, and evaluation of the data quality. The
business and data understanding phases can be iterative, as one may be needed to
understand the other. The data preparation phase involves cleaning the data and
preparing it for analysis in later stages, selecting the variables and cases for analysis,
and transforming data where needed. The modeling phase comprises a selection of
modeling techniques and generating and fine-tuning the models. Models may require
a return to the previous phase for further preparation. More details about modeling
will be covered later in this chapter. During the evaluation phase, the generated
models’ quality and effectiveness in achieving the set objectives are evaluated, and a
final decision on the adoption of a model is made. Finally, the model is deployed,
which usually involves generating reports.
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As we can notice, data mining automates the process of searching for patterns in a
large amount of data, and modeling is a core task in data mining. Modeling can be
achieved using machine learning methods.

3.3 Analytics and Machine Learning

In the first chapter of this book, we introduced the concepts of descriptive, predic-
tive, and prescriptive analytics. While descriptive analytics are reactive and focus on
understanding the past, predictive and prescriptive analytics are proactive and
oriented toward the future. Predictive and prescriptive analytics can be defined as
the art of constructing models based on historical data and then using them to make
predictions [6].

Instead of answering the “when,” “who,” and “how many” descriptive analytics
questions, predictive and prescriptive analytics investigate “what will happen” and
“what next.” The former deals with key performance indicators (KPI) or metrics,
dashboards, alerts, and OLAP (cubes, slice, dice, and drill), while the Iatter’s
analytics methods include statistical analysis, predictive modeling, and data mining.
Descriptive analytics deal mainly with structured data acted upon by humans, while
predictive/prescriptive analytics process structured and unstructured data that are
acted upon automatically (or semi-automatically) by computer algorithms [7]
(Fig. 3.2).

Machine learning is an automated process that detects patterns in data [6]; it aims
to learn how to improve at tasks with experience and uses many types of techniques,
such as neural networks and clustering algorithms [8].

The idea behind machine learning is that computers can “learn” to accomplish a
task by applying a certain algorithm (i.e., a series of steps) to a set of examples (i.e.,
the training dataset). The training dataset is a partition of around 60-80% of the
complete dataset. Once this training phase is performed and the model is built based
on a selected machine learning algorithm, the model is tested using the testing
dataset, consisting of the remaining 20—40% of the original data. In this phase, the
selected model is tested for its accuracy and can be fine-tuned. Measures of
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Fig. 3.2 Comparison between descriptive and predictive/prescriptive analytics [7]
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prediction accuracy are generated and used to assess the model (Fig. 3.3) [9]. In
some cases, like with artificial neural networks (ANNs), the model development
consists of three phases: the model building (or training) with 60% of the dataset, the
model validation phase with 20% of the data, and the model testing with the
remaining data. The validation phase is used to fine-tune the model, while the testing
phase provides an unbiased assessment of the model’s accuracy [10]. In a nutshell,
“learning” is about building a data model; the training set is the input to the machine
learning algorithm, and the model is the output. Subsequently, the model is used to
form predictions based on new datasets.

Prescriptive analytics models add to predictive analytics the ability not only to
predict but also to explain why an event happened through a set of rules that are easy
to interpret, which allows us to act based on the event using those rules. Some of the
predictive analytics algorithms, such as ANNs, do not allow us to understand why a
prediction was made; others will and thus allow us to create rules that are actionable
(immediately usable), such as decision trees, fuzzy rule-based systems, switching
neural networks (SNNs) and logic learning machines (LLMs), which are a well-
known efficient implementation of SSNs. Most of these algorithms will not be
covered in this book.

3.3.1 Terminology Used in Machine Learning

Machine learning aims to learn or estimate a model of the dataset we have and use
that model either to predict the class of new data in the future (e.g., classification) or
the value of an output (e.g., regression), or to detect patterns/groups in the data (e.g.,
clustering).
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Each instance of the dataset is represented by attributes or features; for example,
when an insurance company wants to estimate the risk of a driver having an accident
in order to calculate a car insurance premium, an instance of a driver might be
represented by (1) age, (2) gender, (3) years of driving experience, (4) number of car
accidents, (5) number of driving violations, and (6) the type and model of the driven
car. Each one of these data instances of a particular driver is called a feature vector;
in the aforementioned example, each feature vector in the dataset is composed of six
features (i.e., each feature vector has six dimensions); in other words, the dimen-
sionality of this dataset is six.

As mentioned earlier, the dataset we use for learning is called the training dataset;
learning is nothing but the process to generate a model based on the training data. It
is important to remember that there is a well-known output for each vector in the
training data. Suppose we are trying to predict the likelihood of a driver having an
accident knowing their aforementioned six features; our training data should include
each driver’s previous accident features (e.g., either yes or no, or several accidents).
Once the model is generated (i.e., the learning is performed), then we need to use
another dataset with known output to validate the model, i.e., to assess the model’s
performance and fine-tune its parameters. Such a dataset is called the validation
dataset. Once validation is performed, another dataset with known output is used to
estimate the model error; such a dataset is called the test dataset, and the uncovered
error is called the test error. A model generated for classification is called a classifier;
if it is for regression, it is called a fitted regression model. Generally speaking, a
model that makes predictions is called a predictor [11].

3.3.2 Machine Learning Algorithms: A Classification

The concept of machine learning is based on utilizing a wide range of algorithms to
make intelligent predictions based on existing historical datasets. Many datasets are
extremely large, consisting of millions of data that cannot be processed by the human
mind alone [12]. Machine learning research has been very active in recent years, and
it usually deals with large datasets and aims for the creation of statistical models
without the need for hypothesis testing. Classifying the techniques into the four key
categories (classification, regression, clustering, and dimensionality reduction) for
supervised and unsupervised learning is not simple, because some techniques are
used across these classes of machine learning styles; however, to organize our
understanding of the field, we will rely on Fig. 3.4 [7] as a guide, noting that it is
not an exhaustive list of techniques and that techniques will appear in more than one
category.

The following figure gives some examples of the possible applications of super-
vised, unsupervised, and reinforced learning [13, 14] (Fig. 3.5).
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Fig. 3.4 Machine learning types and applications with examples of corresponding algorithms;
some algorithms can be used in many types of learning [7]

3.4 Supervised Learning

In supervised learning, the training dataset contains an input and an output/solution
for each data point or record. The algorithm then “learns” how to process these data
in a certain way such that it ends up with the provided solution as an output. As
explained earlier, the learning process is about building a model that ultimately can
predict a likely output in the absence of outputs/solutions (i.e., in the presence of
uncertainty). Indeed, once learning is performed, the supervised learning software
uses its learned model to provide a reasonable output/solution prediction for any new
dataset input. Supervised learning algorithms can use classification and regression
techniques [7].

A classification technique starts with a set of data and predicts if an output
belongs to a certain category/class; for example, for a voice input or a handwriting
image, it predicts the correct word; for a medical image, it predicts a certain
diagnosis; for a given driver with known age, gender, years of driving experience,
type and model of car, and other measures, it predicts the likelihood that they will
have a car accident [7].

Some of the main techniques used for classification are:
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. Classification trees

. Support vector machine

. Random forests

. Artificial neural networks

. Discriminant analysis

. Naive Bayes

. K-nearest neighbor

. Logistic regression (despite its name, it is used in classification)
. Support vector machine

. Ensemble methods
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Instead of classifying an output variable in categories, a regression technique
predicts a value for that variable (i.e., predicts a solution) of a continuous nature (i.e.,
a number), such as the price of a house given its features, location, and market
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conditions, or predicting the amount of rain based on temperature, humidity, atmo-
spheric pressure, and other predictors.

Simply understood, a regression technique approximates a function f of a data
input x that produces an output y = f{x); x and y are known, and f is approximated.
Then, the function fis used to predict future values of y given measured values of x.

Some of the main techniques used in regression are:

. Linear regression

. Generalized linear model

. Decision trees

. Bayesian networks

. Fuzzy classification

. Neural networks

. Gaussian process regression
. Relevance vector machine

. Support vector regression

. Ensemble methods
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A problem such as predicting the number of days a patient will be in good health
after discharge from a hospital is a regression problem because we are trying to
predict a number. If we are instead interested in predicting if the patient is at high or
low risk of readmission to the hospital in the next 30 days, or if we are interested in
predicting whether or not the patient will be readmitted to the hospital in the next
30 days, then this is a classification problem because we are trying to predict the
class that the patient fits in (i.e., low risk vs. high risk, readmitted vs. not readmitted)
given some of her characteristics (e.g., age, comorbidities) [7].

As you can notice, some techniques are used in both classification and regression.
Below is a description of some supervised machine learning algorithms that will be
covered in this book.

3.4.1 Multivariate Regression

Multivariate regression is one of the most common techniques used to create a model
that links the dependent outcome variable to multiple independent variables (i.e., the
predictors). Multivariate linear regression is used when the outcome in question is a
continuous variable (i.e., a real number), such as blood pressure, cost, or weight,
while multiple logistic regression is used when the outcome is categorical, such as
blood type, or dichotomous (i.e., binary), such as readmission to the hospital (i.e.,
yes/no) or risk of readmission (i.e., high/low) [7].
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3.4.1.1 Multiple Linear Regression

In multiple linear regression, the outcome variable (prediction) is expressed in terms
of a linear function of the independent variables; for example, healthcare
cost = ax(age) + bx(gender) + cx(Carlson comorbidity score) + d.

Using past data, a multiple linear regression algorithm can compute the coeffi-
cients (a, b, c, d, etc.) for the independent variables, which leads to an expression of
their relationship to the dependent example; for instance, cost = 0.5x(age) + 3x(gen-
der) + 0.2x(Carlson comorbidity score) + 4 [15]. The mathematical expression
represents a model that ties the dependent variable (outcome) to the independent
variables; the linear logistic regression model can then be used to predict the
outcome (e.g., the cost) for any given values of the predictor variables. The score
computed by the model can then be a multiplier for the mean (average) outcome
variable in the population to predict the outcome for that particular instance/person.
In the previous example, for a person whose age is 50 and gender is female (coded as
1) and who has a Carlson comorbidity score of 6, the computed cost score is
0.5%50 + 3x1 + 0.2x6 + 4 = 25 + 3 + 3 + 4 = 35; we would multiply this score
(35) by the mean cost in the population for a certain period of time (e.g., a year) to
predict the healthcare cost for this person in the future. In the previous example, if
the average healthcare cost per year in the population of interest is $2000, then we
can predict that the cost for that individual would be 35x$2000 = $75,000 [16].

3.4.1.2 Multiple Logistic Regression

Logistic regression is used to express a categorical or dichotomous variable as a
function of a set of independent variables using one coefficient for each. A categor-
ical variable is a variable that can have only a specific number of values; examples of
such variables are blood type, gender, and province. Categorical variables with only
two possible values are called dichotomous variables.

The model is expressed in a mathematical formula, but unlike a linear regression,
the predicted value is a probability and hence has a value between 0 and 1 (Fig. 3.6).
The logistic regression model predicts the probability that an observation falls into
one of the categories of the dependent variable [15].

Multiple logistic regression is referred to as polynomial when it is used to predict
a categorical variable, and it is referred to as binomial when it is used to predict a
dichotomous variable. As in linear regression, a coefficient is created for each
predictor variable and used in the regression model to predict individual probabilities
of unknown observations’ outcomes [16].
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Fig. 3.6 Logistic regression function for data varying between —6 and + 6

3.4.2 Decision Trees

Decision trees have made it possible to find features and patterns in large databases
that can be used for discrimination and predictive modeling. In addition to their
intuitive interpretation, these characteristics have led decision trees to be widely used
for both exploratory data analysis and predictive modeling for more than two
decades [17].

Decision trees are simple representations of a finite number of classes. There are
three parts to a tree: nodes (the name of the object), edges (the possible values for the
object), and leaves (the different classes). Objects are classified by following a path
down the tree, picking the edges that correspond to its values [18]. Decision trees are
constructed by analyzing a set of training examples where the class labels are known.
These trees are then used to classify previously unknown examples. The accuracy of
their predictions depends on the quality of the training data [19].

In data mining, decision trees are commonly used for developing classification
systems based on multiple covariates or for developing predictive algorithms for a
target variable. By classifying a population into branch-like segments, an inverted
tree is constructed with a root node, internal nodes, and leaf nodes. This algorithm is
non-parametric and is capable of handling large datasets efficiently without impos-
ing a complex parametric structure. Data from a study can be separated into training
and validation datasets if the sample size is large enough. The training dataset is used
to build a decision tree model, and the validation dataset is used to determine the
appropriate tree size needed to achieve the ideal model [20].

Figure 3.7 depicts a very simple decision tree where the top node is called the root
node, the nodes at the tip of the tree are called leaf nodes, and the rest are called
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interior nodes. The percentage in each leaf node represents the percentage of the data
points, in this case, the Titanic passengers, in each node [10].
There are two main decision trees used in data mining:

1. Classification trees, where the predicted outcome determines the class to which
the data belongs. Examples include safe or risky outcomes for loans [21].

2. Regression trees, where the predicted outcome can be considered as a real
number; for example, the population of a state [21].

There are several statistical algorithms for building decision trees, including
CART (classification and regression trees), C4.5, CHAID (chi-squared automatic
interaction detection), and QUEST (quick, unbiased, efficient, statistical tree). The
CART algorithm builds both classification trees and regression trees. CART con-
structs the classification tree through the binary splitting of the feature. Additionally,
CART is also used in regression analysis with the help of the regression tree. CART
has an average processing speed and supports both nominal and continuous feature
data [21].

C4.5 is an algorithm used to generate a decision tree that was developed by Ross
Quinlan. It essentially generates decision trees which can then be used for classifi-
cation, which is why C4.5 is frequently referred to as a statistical classifier. C4.5
performs a tree pruning process which leads to the formation of smaller trees and
simpler rules and produces a significantly more intuitive analysis [21].

CHALID is an algorithm analysis of a decision tree model. This method generates
a tree diagram that exhibits the relationship between split variables and their
accompanying related factors [22]. The CHAID algorithm primarily regulates the
results of individual defects and effectively classifies data to successfully determine
the importance values of the defects [23].

QUEST is an algorithm aimed at classifying tree structures proposed by Loh and
Shih in 1997. The rule in this algorithm is the notion that the target variable is
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Fig. 3.8 Decision tree methods: applications for classification and prediction (adapted from [20])

continuous. The computation speed of the QUEST algorithm is higher than those of
other methods. To add on, this algorithm is also capable of avoiding the bias that
may exist in other methods. Overall, the QUEST algorithm is more suitable for
multiple category variables but can only process binary data [23] (Fig. 3.8).

3.4.3 Artificial Neural Networks

Artificial neural networks (ANNs) are computer technique that mimics or is inspired
by the functioning of the brain’s neurons. The ANN software can be trained to
“learn” how to recognize patterns and classify data [11].

A neuron is a software element that uses an activation function (f), a set of
adaptive weights (wy ... w,), and data input (xo ... x,) to generate an

n
output y=f > (wixx;) | =f(wo *xxo + w1 Xx; +w; Xx;...). The input vector
i=1

(x0, X1, Xp...) can be sent from another neuron or from other data sources (e.g.,
observations). The weights are the parameters of the data model (Fig. 3.9).

The artificial neural network is composed of one input layer of neurons, one or
more hidden layers, and one output layer [15] (Fig. 3.10).

The aim of the neural network learning process, which can be either supervised or
unsupervised, is to adjust the model’s weights to arrive at the correct output, i.e.,
choose the correct class, arrive at the correct value, or recognize the correct patterns.
In a supervised learning environment, the adjustment of the weights is performed by
comparing the ANN output to a known output class for the input used; if the output is
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Fig. 3.9 A neuron [7]
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Risk of Hospital Readmission and Low Risk of Hospital Readmission (adapted from [24])
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Fig. 3.11 Overall functioning of artificial neural network supervised learning [7]

not correct, then the weights are adjusted iteratively until a correct classification is
found [7] (Fig. 3.11).

There are many types of ANNs; one of the most commonly used ones is the
multilayer perceptron (MLP).
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3.4.3.1 Perceptron

A perceptron is a simple ANN that has one input layer and one output layer
(Fig. 3.12).

The perceptron model can be written as a formula y = f (WX), where f is the
activation function and W and X are two vectors. Indeed, the data input of

m variables xy, Xy, ... X,, can be expressed as a feature vector X:
X0
Xn
X= ;
by

m

Similarly, the connections (i.e., weights of the model) can be expressed as a
weight vector W:

W=wgy, wi,... wy

Mathematically, the multiplication of two vectors W and X is written as WX and is
equalto wo xx9 +w; Xx;... +w,XXx,,and the perceptron output can be written
as a mathematical equation y= f (wo X xo+w; XXy ... 4w, Xx,) , Where xq is a
constant that represents the bias of the model and can be initialized to 1.

The perceptron algorithm can be iterative, where the weights are adjusted.
Suppose that we have N examples from the training dataset, which we can denote
as Xy, X, ... Xy. For each X; (j = 0 to N), the desired output (class) d; is already
known (remember that, during the learning process, we use observations with known
classes). For each X; of known output d;, we can compute the output at iteration or
time £ y;(t) =f(wo(t) Xx0  +wi(t) Xx1 ... +wu(t) Xx;m ). When the process
starts, the weights can be initialized to zero.

Inputs Weights Output

Weighted Activation
Sum Function f

..—-""'/

Fig. 3.12 An example of a perceptron [7]
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If we are “satisfied” with the classification result (i.e., the output), then the
algorithm stops. “Satisfaction” is reached when the perceptron output yi(f), at a
certain iteration 7, is “very close” to the known output d;; to put it differently, the
learning stops when the error (i.e., the difference between y(f) and d;) at a certain
iteration t is less than a certain set threshold y. After each iteration at time ¢, if we do
not have a satisfactory solution (i.e., if the error > y), then the weights are automat-
ically updated using a certain “update rule” that we will not detail here, and the
algorithm performs another iteration [7].

A well-established field of applications for neural networks is in medical imaging,
where they are used to detect patterns of interest (e.g., cancer cells) and in image
recognition (e.g., facial recognition).

A multilayer perceptron (MLP) has one or more hidden layers, similar to the
ANN in Fig. 3.10; it functions like a simple perceptron (i.e., error calculation and
weight adjustment). There are many activation functions (f) that can be used, as well
as many update rules.

3.4.4 Naive Bayes Classifier

Naive Bayes is a classifier based on the Bayes conditional probability, which is an
easy technique that assumes that the predictors (i.e., the attributes/features of the
input variables) are statistically independent [15].

According to Bayes’ theorem, with two events y and x, the posterior probability of
y happening given that the event x has occurred is expressed as the product of the
probability of the event x happening given y has occurred, multiplied by the
probability of y and divided by the probability of x:

Pxly) * P (y)
P(ylx) = O
(the “I” sign can be read as “given”) [11].

For example, consider that the prevalence of a disease (event D) in a population is
5%; then, there is a 5% chance that any given individual from that population has the
disease D. Suppose that a person conducted a blood test and that the test was positive
(event P); Bayes’ theorem allows us to calculate the probability that that person has
the disease given that her test was positive: P(DIP). Bayes’ theorem suggests that the
solution is equal to the probability of the person having a positive test given that she
has the disease (i.e., a measure of what is called the test sensitivity) multiplied by the
probability of that person having the disease as a member of the population (i.e.,
equal to the prevalence of the disease: 5%) and divided by the probability that a
tested person shows a positive test in the population.
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pioje) = D) PO)

Suppose we want to classify a patient using five of her features (age, blood
pressure, weight, height) into one of three classes: diabetic, pre-diabetic, not dia-
betic. In the following, x represents one patient, C represents one of the three classes,
and N represents the five patients’ features.

To classify an input data x into a class C, we need a probabilistic model to
estimate the posterior probability P(Clx); that is, given that we have the input x, we
need to estimate, for each known class C, the probability that x belongs to C; then,
we need to choose the class with the highest posterior probability, i.e., the maximum
a posteriori probability (MAP). We know from Bayes’ theorem that:

Plcis) - P10 22(C)

How to compute these three items P(xIC), P(C), and P(x):

1. P(C) is the probability of an output class C and can be estimated by counting the
proportion of the occurrence of that class in the training dataset that we have.

2. We aim to compare different output classes for the same input x, so P(x) is the
same for all of the classes and hence can be ignored.

3. We still need to have an estimation for P(xIC). To compute it, we will assume that
the N features of each observation x (xg, X1, X», ... x,,) are independent of each
other (which is not necessarily true/accurate), and then the laws of probabilities
allow us to compute P(xIC) as the product of all P(x;): P(x|C) =1II}_ ,P(x;|C).

Hence, using the training dataset, the naive Bayes classifier estimates the P(C) for
all possible classes (estimated as the proportion of that class in the training dataset),
as well as the P(feature;|C) for all features in every class (estimated by the proportion
of feature i in the class y).

Using the fest dataset, a test input x will be predicted as part of class C; if the
probability of that class C;, P(Cjlx), is the highest among all classes’ probabilities:
P(Cjlx) j=1 to M, where M is the number of classes. Each P(Cjlx) is computed as
P(Cj|x) =P(C) xII'_P(x;|C;) (ignoring the denominator P(x) because it is the
same for all classes for a particular observation x) [7].

3.4.5 Random Forest

Random forests (RFs) are supervised machine learning algorithms used for regres-
sion and classification [25]. The concept of random forests gained traction after
Breiman described them in 2001. In particular, he was influenced by Amit and
German’s “randomized trees” method as well as Ho’s “random decision forests.”
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Fig. 3.13 Example of a random forest (adapted from [27])

Due to their high predictive accuracy, random forests have since proved useful in
many different fields [26]. For example, through their use, we have been able to
predict drug response in cancer cell lines, identify DNA-binding proteins, and
localize cancer to specific tissues using liquid biopsies. Moreover, RFs have also
proven to be capable of recognizing speech as well as handwritten digits with
significantly high accuracy [26].

Random forests consist of trees, just as in real life. More specifically, random
forests consist of decision trees. In 1963, Morgan and Sonquist developed the
decision tree methodology, an intuitive approach that simplifies the analysis of
multiple features during prediction tasks. A decision tree is used on an input dataset
made up of samples, and each sample is described by features. These samples
represent entities that we want to assign to one of several classes. Using a forking
path of decision points, the decision tree classifies the samples. The branch to be
taken at each decision point is determined by rules. The sample’s features are
analyzed at each decision point as we move down the tree. Finally, the end of the
branch is reached where the leaf has a class label, and we assign the sample to that
class at the end of our journey through the tree. Random forest classifiers have a high
projection performance as well as the ability to reveal feature importance, showing
us their importance for class prediction [26].

A random forest is a classifier containing a collection of tree-structured classifiers:
{h(x, k), k= 1,. ..} where the {k} are independent and identically dispersed random
vectors [25]. A classifier can tell which parts are most important and how they relate
or communicate with each other even when there is a lack of previous knowledge
available [26].

As shown in Fig. 3.13, decision trees vote for class outcomes in an example
random forest. There are five features (x1, x2, x3, x4, and x5) describing each sample
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in this input dataset (A). In B, decision trees consist of branches that fork at decision
points. Depending on a feature’s value, a sample is assigned to one of the decision
points. The branches terminate in leaves that belong to either the red or green class.
This decision tree then classifies sample 1 into the red class [26]. C is another
decision tree that has different rules at each decision point and also classifies sample
1 into the red class. D is a random forest that combines the votes from its funda-
mental decision trees to make the final class prediction. Finally, E is the final output
prediction [26].

Despite their ease of interpretation, decision trees frequently perform poorly
independently. Their performance and accuracy can be improved by using a com-
pilation of decision trees and combining the votes from each. A random forest is a
compilation where we can select the best feature for splitting at each node from a
random subset of the already available features. This random selection then causes
the individual decision trees of a random forest to highlight different features. This
then results in diverse trees that can capture more complicated feature patterns than a
single decision tree could as well as being able to reduce the chances of overfitting to
the available training data. This is essentially how random forests improve predictive
accuracy as compared to independent decision trees. Specifically, as the number of
trees increases, the error rate has been mathematically proven to always
convene [26].

Key advantages of random forests as compared to AdaBoost, which is described
later in this chapter, are sturdiness to noise and overfitting. Some other advantages of
RFs as compared to AdaBoost include identical or better accuracy than AdaBoost,
being faster, providing useful internal estimations, and simplicity [28]. When a
model is constructed in a way that fits data more than is necessary, overfitting
occurs. The models that have been overfitting will usually have poor predictive
performance due to not generalizing well. Generalization is essentially how well the
model would make predictions for cases not present in the training set. Having said
that, overfitting adds complications to a model without adding any improvement and
could potentially lead to poor performance. Classifiers that experience overfitting are
more likely to have higher error rates for out-of-bag errors and low error rates for
in-bag instances [28].

3.4.6 Support Vector Machines (SVM)

The support vector machine (SVM) is a machine learning method based on statistical
learning theory and is categorized as one of the computational approaches developed
by Vapnik [29]. It is essentially a supervised machine learning algorithm with the
main goal of prediction. It is an abstract learning technique that learns from a set of
training data and attempts to make correct predictions based on existing data
[30]. According to the principle of structural risk minimization (SRM), SVM can
obtain decision-making rules and achieve small errors for independent test sets,
making it an efficient tool for solving learning problems. Compared to other
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Fig. 3.14 Representation of a hyperplane in two dimensions (adapted from [32])

computational methods, SVM is generally more accurate for long-term
predictions [29].
There are three main advantages of SVM theory and application [31]:

1. It only has two parameters to choose from: the upper bound and kernel parameter.

2. It is unique, optimal, and global in order to solve a linearly controlled quadratic
problem.

3. It has good generalization performance because of the implementation of the
SRM principle.

SVM aims to create a decision boundary between two classes, enabling the
prediction of labels from one or more feature vectors. The decision boundary, also
known as the hyperplane, is positioned in a way that makes it as far as possible from
the closest data points to each of the classes. These closest data points are known as
support vectors [31]. Decision planes, which indicate decision boundaries, are the
basis of SVM. By using a linear model to implement nonlinear class boundaries,
SVM generates a hyperplane at a high level with nonlinear mapping inputs [29]
(Fig. 3.14).

A hyperplane in p dimensions refers to a p-1-dimensional “flat” subspace that
resides inside the larger p-dimensional space. The hyperplane is only a line in two
dimensions. The hyperplane is a regular 2D plane in three dimensions [33]. This is
the mathematical equivalent of the equations defining a hyperplane:

Equation of a hyperplane in two dimensions: 0 + f1X1 + f2X2 = 0.
Equation of a hyperplane in p dimensions: 0 + p1X1 + ... + fpXp =0
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With X as a feature vector defined by X=[X1, ..., Xp]T, we can make a
classification by considering one class defined by 0 + f1X1 + ... + fpXp > 0
with the other defined by 0 + f1X1 + ... + fpX < 0.

In practice, data is unlikely to be linearly separable, which is why we need to
convert the data into a higher-dimensional space to fit a support vector classifier [33].

SVMs are more difficult to interpret in higher dimensions, since it is significantly
harder to visualize how the data can be linearly separated, as well as the decision
boundary [33]. The kernel method is an alternative use for SVM which allows us to
model higher-dimensional, nonlinear models. The kernel trick is commonly used in
order to avoid complex calculations that can also become significantly expensive.
The kernel method is useful for adding dimensions to nonlinear problems, thus
turning them into linear problems in the resulting higher-dimensional space [31].

The kernel trick provides the solution of modeling higher dimensions. The kernel
trick involves only pairwise comparisons of the original data observations x rather
than explicitly applying the transformations and representing the data in the higher-
dimensional feature space. In kernel methods, dataset X is signified by an n x
n kernel matrix of pairwise comparisons where the entries (i, j) are defined by the
kernel function: k(x;, x;). There is a special mathematical property associated with
this kernel function. In essence, the kernel function acts as a modified dot product.
The ultimate benefit of the kernel trick is that we are optimizing only the dot product
of the transformed feature vectors in order to fit the higher-dimensional decision
boundary. We can therefore use kernel functions to replace these dot product terms,
resulting in a higher-dimensional space [33].

3.5 Unsupervised Learning

In unsupervised learning, there is no output or dependent variable for the data input.
The algorithm tries to detect hidden patterns or structures and data groupings within
the dataset without human intervention. Once learning is performed, the algorithm
will then be able to predict the possible output or solution from a new dataset in the
future. Two main techniques are used in unsupervised learning: clustering and
dimension reduction.

Clustering aims to find hidden patterns and groupings within the data (i.e., input);
it takes a dataset as an input and partitions it into clusters. Clustering is helpful in
problems such as object recognition, gene sequencing, and market research. Clus-
tering can, for example, identify groups of customers based on their potential
profitability.

Some of the main algorithms used in regression are:

1. K-means clustering
2. Hierarchical clustering
3. Genetic algorithms
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4. Artificial neural networks
5. Hidden Markov models

Dimension reduction is mainly interested in reducing the number of variables/
features/attributes (number of dimensions) needed to represent the data input, thus
projecting the dataset to fewer dimensions. The reduction of the data’s dimensions
(i.e., the number of variables) to the minimum necessary will allow a simpler
representation of the data and faster processing time [7].

Some of the main algorithms used in regression are:

. Principal component analysis
. Linear discriminant analysis
. Multidimensional statistics

. Random projection

AW N =

Presented with 100,000 health records for patients with congestive heart failure
(CHF) with some readmission history, an algorithm that tries to group patients based
on some common characteristics is a clustering algorithm that belongs to the
unsupervised learning category. Alternately, if we have 50 characteristics/variables
(e.g., age, weight, height, education level, and income level) for each CHF patient, it
will be very complex to analyze these characteristics to detect which ones are most
related to their readmission history, and we can instead use an algorithm, such as
principal component analysis (PCA), to detect which (fewer) characteristics most
explain the patients’ readmission history. Once we have reduced the number of
dimensions to a few, seven, for example, we can then proceed with further analysis
of the problem [7].

Below is a description of some unsupervised machine learning algorithms that
will be covered in this book.

3.5.1 K-Means

K-means is a common algorithm used for cluster analysis, which is an essential data
mining method to classify items, concepts, or events into common groupings called
clusters. K represents the predefined number of clusters to be generated by the
algorithm. K-means is an exploratory data analysis tool for solving classification
problems by sorting cases into k clusters or groups so that the degree of association
in a cluster is strong among its members and weak with members of other clusters
[34]. K-means is a common method in many disciplines including business with
applications like market segmentation (classification) of customers and fraud detec-
tion [34]. In medicine, k-means has been used, for example, for the classification of
healthcare claims of end-stage renal disease patients [35] and for examining the
heterogeneity of a complex geriatric population [36]. K-means, where k represents a
predetermined number of clusters and where each input belongs to the cluster with
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the nearest mean, is one of the most referenced clustering algorithms and is one of
the best-known predictive analysis algorithms [34, 37].

K-means starts by selecting the optimal number of clusters k. There are multiple
methods for selecting a value of k. The simplest is to compute k = (1n/2)"/?, where n is
the number of data points (i.e., observations). Another method for selecting k is to try
multiple different values, starting with 1 (where all the observations fall in the same
cluster), and keep increasing the value of & until it reaches n (where each observation
is in its own cluster). Obviously, the values of k = 1 or n are not useful and are not
selected. At each iteration, a measure of fitness, like the average within-cluster sum
of squares, is calculated. When the relative increase in fit becomes low, the
corresponding value of k is adopted.

The statistical software used to apply k-means generates k random points as
cluster centers, and each data point or record is assigned to the nearest cluster center.
The mean of the data assigned for each cluster is computed and considered the new
cluster center, and then the last two steps (assignment of points to the centers and
computation of new centers) are repeated until convergence is achieved or the
optimal centers are identified [34]. The centers are chosen to minimize the sum of
the squares of the distances between a data point and the center point of its cluster
and minimize the total intra-cluster variance [10]. K-means is simple and logical and
thus is widely accepted for cluster analysis [37].

3.5.2 K-Nearest Neighbors (KNN)

K-nearest neighbors is a pattern recognition classifier [15]. The algorithm does not
rely on a training process. Instead, it relies on a lazy learning approach for which the
main principle is that similar inputs will produce the same output, i.e., will belong to
the same class. Given an integer k, a set of already labeled examples with known
classes, and a metric to measure “closeness” [15], for each input/observation in the
training data test (i.e., a test instance), the KNN algorithm detects the k input data in
the fraining dataset that is closest to it and that belong to known classes, and it
classifies the observation in the majority class to which the largest number of k
instances belong [11].

Figure 3.15 shows an example of a 3-NN algorithm that identified three instances
closest (in terms of “distance”) to the unknown instance “?”’; the 3-NN would decide
that the unknown instance should belong to the class “+,” since it is the majority
class in its three nearest neighbors (two instances belong to the class “+” vs. one
instance that belongs to the class “—") [7].

KNN is also used in regression analysis to predict a value for an instance; in that
case, the test instance is assigned the average values of the k instances, which is
particularly useful in, for example, medical image processing, where the pixel in an
image is given as a color value the average color values of its neighbors [7]
(Fig. 3.16).



3.5 Unsupervised Learning

Fig. 3.15 NN algorithm
making a choice to classify
an unknown data instance
"7 (7]

‘| Iteration 1

’

83

‘| Iteration 6

‘| Iteration 11

| Iteration 10

“|lteration 12

“| Iteration 13

| Iteration 14

Fig. 3.16 Example of k-means convergence (by Chire CC BY-SA 4.0 (https://creativecommons.
org/licenses/by-sa/4.0), from Wikimedia Commons)

3.5.3 AdaBoost

AdaBoost is one of the most promising machine learning algorithms due to its fast
convergence and ease of implementation. It is easy to combine with other methods,
such as support vector machines, to find weak hypotheses and does not require prior
knowledge about weak learners. One of the main ideas of the AdaBoost algorithm is
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to maintain a distribution or set of weights over the training set. In the trading set, all
weights are initially initialized equally, but as each round progresses, the weights of
incorrectly classified examples are increased, forcing the weak learner to focus on
the harder examples [38].

In 1995, Yoav Freund and Robert Schapire proposed the AdaBoost algorithm to
generate a strong classifier from a set of weak ones. With the example of horse-
racing gamblers, Freund and Schapire explained optimization and the solution space
search. Before making his decision on which horse to bet on, the gambler would
naturally seek the advice of some highly successful expert gamblers. Based on their
own experiences, they would provide him with some insightful suggestions. These
patterns were classifiable as a large pool of classifiers, despite their obvious rough-
ness and inaccuracy. The question was to determine whether individuals’ experi-
ences could be used to make a better classifier for gamblers’ betting. Thereafter, this
issue attracted the attention of many researchers seeking valuable strategies to handle
it. Kearns and Valiant were the first to ask whether a weak learning algorithm that
performs only slightly better than random guessing in the PAC model could be
“boosted” into a more accurate strong learning algorithm [38].

By maintaining a collection of weights over training data, the AdaBoost algo-
rithm creates a set of poor learners and adaptively adjusts them after each weak
learning cycle. As a result, the weights of the training samples that are misclassified
by weak learners will be increased, while those that are correctly classified will be
decreased [38].

Due to its robustness and efficiency, AdaBoost is widely used in data classifica-
tion and object detection. By reweighting samples, AdaBoost combines weak
classifiers to construct an optimal global classification model. Combining these
two techniques improves classification performance significantly [39].

As AdaBoost becomes more popular, other variants have been suggested in order
to improve its performance. Even so, there is not enough mathematical analysis of
the generalization abilities for AdaBoost’s variants. Real AdaBoost calculates weak
hypotheses by optimizing upper bounds of training errors and convenes faster than
AdaBoost in training. In 2000, Friedman et al. [40] utilized additive calculated
models to explain AdaBoost and proposed Gentle AdaBoost, which processes
weak hypotheses by limiting the errors. Friedman et al. likewise demonstrated that
Gentle AdaBoost is more powerful than AdaBoost and Real AdaBoost. To decrease
the generalization error of Gentle AdaBoost, A. Vezhnevets and V. Vezhnevets [41]
recommended Modest AdaBoost, which features weak classifiers that function well
on hard-to-classify occurrences. Modest AdaBoost no doubt achieves better gener-
alization errors, but its performance is unstable due to its occasional accuracy
dropping [39].
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In this section, four case studies of machine learning applications are explored. The
first case involves the use of ML and neural networks for demand forecasting in
supply chains [42]. In the second case, the potential presence of cervical pain in
patients affected by whiplash is predicted for insurance-related investigations using
several predictive models, including logistic regression, support vector machines,
k-nearest neighbors, gradient boosting, decision trees, random forest, and neural
network algorithms [43]. In the third case study, six ML predictive modeling
techniques, including logistic regression (LR), linear discriminant analysis (LDA),
random forests (RF), support vector machines (SVM), neural networks (NN), and
random forests of conditional inference trees (CRF), were employed to predict bank
insolvencies in a sample of US-based financial institutions [44]. In the final case
study, a framework for skill assessment in robot-assisted surgical training based on
deep learning and convolutional neural network is proposed and tested [45].

3.6.1 Machine Learning Demand Forecasting and Supply
Chain Performance [42]

This case study focuses on using Al and machine learning in the field of commerce
with an emphasis on demand forecasting, supply chain performance, and efficiency.
A hybrid method was developed by combining time-series data with leading indi-
cators based on machine-learning algorithms. Time-series data is basically data that
is sequenced in time order, while leading indicators are measurable variables of
interest that can predict data movement. The predictor variables in this case study are
the machine learning forecasting approaches, while the supply chain is the outcome
variable [42].

Companies in upstream stages of supply chains suffer from variance amplifica-
tion, whereby there is an increase in inconsistent data as a result of demand
information distortion in a multistage supply chain, which is detrimental to their
performance. Recent research suggests that deploying advanced demand forecasting,
such as machine learning, can mitigate the impact and improve performance.
Demand forecasting refers to the process of estimating future demand over a period
of time using past data. The goal of this study is to develop hybrid demand
forecasting methods based on machine learning, including ARIMAX and neural
networks. This research also highlights the value and importance of the ML fore-
casting approach to improve the supply chain efficiency performance of a supply
chain. It is especially crucial since the conventional approach to forecasting demand
has limited ability to take into account a variety of factors such as trends, seasonality,
cyclicality, etc. ML-based forecasting methods, however, can combine learning
algorithms with large datasets so that the sheer number of causal factors with
nonlinear relationships can be analyzed and accounted for simultaneously. Modeling
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and managing supply chain operations in an uncertain environment can be simplified
and facilitated by ML approaches, especially since they can handle much more
complex tasks. Machine learning approaches can learn from data, make decisions
based on the environment’s parameters, and then continue to learn from these
decisions making ML a useful tool [42].

Hypothesis: “Compared with traditional time series—based forecasting
approaches, ML-based forecasting approaches could lead to significant improve-
ment in the efficiency of the supply chain.” [42]

Datasets from a multinational steelmaker’s sales and supply chain performance
were obtained for this study. The monthly sales volume panel data was obtained for
the time frame of 2012-2017 and quarterly-basis data for inventory accounts
receivable, accounts payable, the cost of goods sold, and revenue from Compustat
Capital 1Q. Compustat Capital IQ is a database containing financial and statistical
information on North American companies. Various economic indicators are com-
piled in this database on a regional or country-by-country basis, including consumer
prices, high-tech market indicators, industrial production, and goods and services
trade. A total of 30 macroeconomic indicators were obtained between 2012 and
2017 [42].

To develop the ML-based forecasting model, two established ML models
were used: autoregressive integrated moving average with exogenous variables
(ARIMAX) and two-layer feedforward neural networks (NN) with backpropagation
learning. The neural networks (NN) handle the nonlinear correlations between input
variables. Autoregressive integrated moving average (ARIMA) models are ML
algorithms that predict future values based on past values to perform time screening
forecasting. Similarly, ARIMAX is the generic ARIMA model with the inclusion of
exogenous variables, such as macroeconomic factors. Overall, ARIMA models have
performed inferiorly in demand forecasting against exponential smoothing methods
based on the premise that future demand is a function of the past. On the other hand,
ARIMAX is based not only on past demand time series but also on leading indicators
time series, making it a good fit for the ML-based forecasting model [42].

The main decision and duty of the system were essentially to predict the demand
and then produce the steel based on the demand projection. Evidently, the ML-based
models resulted in, on average, a 5% improvement in forecast accuracy. Given that
steel manufacturing is a capital-intensive industry, a 5% improvement can have a
substantial impact on supply chain efficiency. The research results reconfirmed the
role of macroeconomic factors in predicting demand at the aggregate level, and the
newly developed ML model was successful in capturing and integrating the complex
and nonlinear relationship among many variables [42].

The results indicated that the higher level of demand forecast accuracy improved
both operational and financial performance outcomes. The results also showed that
the ARIMAX technique was better at predicting the peaks in demand, while neural
networks generated a prediction with better accuracy. Additionally, the hybrid
approach is beneficial, in which several ML techniques can be blended to create a
more effective and efficient forecasting technique, largely because the blended
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forecast method handles the model, parameter, and data uncertainties more
effectively [42].

A notable limitation of this study was the use of a single dataset to evaluate the
forecasting methods rather than multiple. Even so, the main intention of this research
was to contribute to the forecasting process rather than offering an ideal forecasting
method [42].

3.6.2 A Case Study on Cervical Pain Assessment with Motion
Capture [43]

This case study’s research takes place in a healthcare setting. There is an increasing
need to manage and analyze massive health data in an effective and efficient way.
The technique to apply machine learning (ML) and data mining (DM) techniques in
the field of healthcare will help technologists, researchers, and clinicians to create
systems that provide support to represent the diagnosis, improve test treatment
efficacy, as well as save resources. Having said that, DM and ML are effective
tools for managing and storing health data. The sheer volume of data generated in the
healthcare field is such that its processing and analysis through traditional methods is
extremely complex, inefficient, time-consuming, and overwhelming. In such cir-
cumstances, data mining (DM) can play a useful role, since it can allow the
discovery of patterns and trends in vast amounts of complex data. Even so, due to
the complicated characteristics of the field of healthcare, an appropriate DM and ML
approach adapted to these characteristics is essential. The goal of this case study of
cervical assessment is to predict the potential presence of cervical pain in patients
that are affected by whiplash. The presence of cervical pain is the outcome variable,
while the ML process is the predictor variable [43].

Musculoskeletal disorders of the cervical spine have a high incidence and prev-
alence rate and are deemed a public health challenge. Similarly, cervical injuries are
difficult to diagnose because high-trauma cervical spine injuries and their related
symptoms are extremely diverse, which makes it hard to detect the presence of
cervical pain. Predicting cervical pain presence is important not only in the
healthcare field but especially in the forensic field, as the incidence and prognosis
of injury from motor vehicles are relevant to insurance proceedings for pain and
mental suffering. Such a tool would be able to detect the presence or absence of pain
with enough accuracy in order to aid clinicians and healthcare professionals to detect
further injury complications in the affected individuals helping to identify the pain
and resulting in unbiased compensation for the patient. Furthermore, it can help
predict pain in patients that have a high degree of anxiety and patients with
hypochondriasis [43].

In this case study, the prediction model intended to predict the presence of
cervical pain in patients who suffered from whiplash or cervical cancer. A real
dataset was collected by assessing the movement of the cervical spine in 151 patients,
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of whom 60 were asymptomatic, 42 had cervical pain resulting from a traffic
accident, and 49 had neck discomfort because of other causes. The medical test in
the study was performed twice on each patient, giving a total of 302 samples.
Additionally, all the participants were assessed with a clinical examination to verify
that they met the inclusion criteria, which were that they had to be between 18 and
65 years old, not be involved in any judicial process, and have had no surgery and/or
cervical fracture [43].

Using 302 samples, several supervised machine learning predictive models were
generated, including logistic regression, k-nearest neighbors, support vector
machines, decision trees, random forest, gradient boosting, and neural network
algorithms. Since the aim of the study was to classify the presence or absence of
cervical pain unsupervised learning algorithms were dismissed. Logistic regression
basically uses logistic functions to model a binary dependent variable. Support
vector machines are supervised learning models that analyzes information to clas-
sify, detect outliers, or for regression. K-nearest neighbors, gradient boosting and
random forest algorithms are all supervised learning models used for classification
and regression tasks. Decision trees can create prediction training models that use
historical data for decisions. Neural network algorithms work similarly to neural
networks within the human brain as computing systems for predictions [43].

Applying ML in the field of healthcare has been demonstrated through this case
study of cervical pain assessment, where the prediction of the presence of cervical
pain was made with accuracy, precision, and recall above 85% with methods based
on ML algorithms, including SVM, random forest, MLP neural networks, and GBA.
Four of the original seven models, including SVM, random forest, MLP neural
network, and GBA, were able to obtain an accuracy and precision rate of more than
85% and a recall of more than 90%, meaning that the percentage of false negatives
was less than 10%. The results showed that it is possible to consistently predict the
presence of cervical pain with accuracy, precision, and recall above 90%. The
process, which was applied to data taken from a cervical assessment study, is also
appropriate for any healthcare field regardless of the origin of the data being used. It
can be useful in many other medical areas such as cardiac failure, fertility tests, and
other predictions in healthcare [43].

Despite the usefulness and importance of ML in the field of healthcare, limita-
tions were detected in the field. A major limitation was how to achieve an appropri-
ate stream of data from health organizations and hospitals, as well as the accessibility
regarding privacy policies, security, authorizations, and integration of the data.
Without a flow of data from health organizations, clinics, and hospitals, a lot of
data is not utilized. Nevertheless, a global information collaboration between hos-
pitals could solve this issue regarding the accessibility of information and data [43].
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3.6.3 Predicting Bank Insolvencies Using Machine Learning
Techniques [44]

Bank failures and insolvency have led to the monitoring and evaluation of the
economic health of financial institutions by administrative authorities. In this case
study, a series of machine learning (ML) modeling techniques and algorithms are
used to predict bank insolvencies using a sample of US-based financial institutions.
Insolvency refers to debtors being unable to pay back their debts, and similarly, bank
insolvencies refer to when banks are unable to reimburse their customers or depos-
itors. The setting for this case study concerns the field of finance, particularly, banks.
Current research has produced inconclusive results with regard to whether certain
capital assessment indicators are more likely to predict bank failures than others,
which is why it is important to pursue this study. The predictor variable in this case
study is the possibility or chance of bank insolvency, while the outcome variables are
the ML modeling techniques [44].

A series of performance statistics are used in this case to assess the power of six
ML predictive modeling techniques in predicting bank insolvencies, including
logistic regression (LR), linear discriminant analysis (LDA), random forests (RF),
support vector machines (SVM), neural networks (NN), and random forests of
conditional inference trees (CRF). LR refers to a method that is used for creating
corporate rating systems. LDA is basically a method of finding a linear combination
of structures that characterizes and separates two or more classes of objects or
events. RF is essentially a popular method of classifying problems. SVMs are a
family of nonlinear, large-margin binary classifiers that estimate a hyperplane that
achieves maximum separability between the data of the modeled cases. Neural
networks are a widely known machine learning technique that is commonly used
in credit rating classification problems. Random forests that include conditional
Inference trees encompass the distributional properties of the measures when
distinguishing between a significant and an insignificant improvement in the infor-
mation measure [44].

A dataset covering the period 2008-2014, a 7-year period with quarterly data,
was collected from the Federal Deposit Insurance Corporation (FDIC), which
resulted in a dataset with more than 175,000 records. The FDIC is an independent
US government agency created to maintain the stability of the financial system [44].

The model evaluation measures used in this analysis are customized to assess
model performance on imbalanced samples. Model performance was assessed based
on in-sample, out-of-sample, and out-of-time scenarios. A complete approach was
taken to assess the survival likelihood of banks by identifying the most significant
indicators that predict survival rates, and by selecting the appropriate machine
learning technique that aggregates all critical data. While developing the model
specifications, an extended set of variables that follow the classification groups of
CAMELS (capital, asset quality, management, earnings, liquidity, and sensitivity to
market risk) were examined. Particularly, capital adequacy, asset quality,
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management capability, earnings, liquidity, and market risk are the independent
variables that were tested [44].

In addition to selecting the appropriate modeling technique, another important
factor in predicting bank insolvencies is the number of explanatory variables to be
considered. The financial condition of individual banks appears to be a crucial driver
in distinguishing their performance during the recent financial crisis, despite the use
of macroeconomic determinants to develop early warning systems for bank failures.
Furthermore, supervisory authorities seek to identify bank-specific issues that may
contribute to insolvency so that they can follow targeted corrective actions in each
case. This study follows the same philosophy by utilizing an extended dataset of
quantitative variables customized for financial institutions to differentiate and pre-
dict failing ones from non-failing ones [44].

The results indicated that RF has superior predictive performance in out-of-
sample and out-of-time samples, while neural networks perform almost equally
well in out-of-time samples. Based on all performance metrics, neural networks
and random forests outperformed Logit and LDA. Analyzing the results across all
samples, it is evident that the proposed RF rating system exhibits greater discrimi-
natory power than all the benchmark models when the data skewness is considered.
In addition, the performance obtained across all test samples is more stable, resulting
in reduced performance variability [44].

The approach taken in this case has some limitations in that it uses a random
forest model based only on data from US banks and exploits its capacity on
European banks. To build a global rating system for banks, an enriched dataset
composed of multiple jurisdictions can be analyzed in the future for better results. In
the in-sample dataset, there is also a possibility that overfitting may have caused the
overperformance of neural networks. Based on the out-of-sample and out-of-time
data, the core conclusions of this analysis were based on the predictive performance
of each model. Out-of-sample, RFs performed best across almost all performance
measures. In terms of limitations, this study also does not consider whether adding
macroeconomic variables to our model will improve its prediction capabilities. In
order to capture the variability in the state of the entire banking system, a similar
approach could be explored for multiple business cycle setups [44].

3.6.4 Deep Learning with Convolutional Neural Network
Jor Objective Skill Evaluation in Robot-Assisted Surgery
[45]

With the invention of robot-assisted surgery, the role of data-driven methods to
incorporate statistics and machine learning is growing rapidly. However, much of
the existing work requires translating robot motion kinematics into intermediate
features or gesture segments, which are expensive to extract, lack efficiency, and
require significant domain-specific knowledge. In this case, surgical skill assessment
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is introduced and evaluated in order to evaluate its applicability to deep learning.
Particularly, a deep surgical skill model with a novel analytical framework is
proposed to directly process multivariate time series using automatic learning.
This study focuses on the field of medical sciences and essentially highlights the
abilities of deep architectures to create a proficient online skill assessment in modern
surgical training. The predictor variables in this case study are the deep learning
(DL) approaches, while the performance of skill assessment systems is the outcome
variable [45].

Hypothesis: “The learning-based approach could help to explore the intrinsic
motion characteristics for decoding skills and promote optimal performance in
online skill assessment systems.” [45]

Due to the growing demand for quality and safety in surgery, trainee surgeons
need to attain the required expertise levels before operating on patients. An absence
of proper training can considerably compromise clinical outcomes, which has been
shown in several studies. Thus, efficient training and consistent methods to evaluate
surgical skills are critical for supporting trainees in gaining the appropriate technical
skills. Concurrently, surgical training is experiencing significant changes, with the
rapid acceptance of minimally invasive robot-assisted surgery. Nevertheless, despite
advances in surgical technology, most evaluations of trainee skills are still performed
through outcome-based analysis, structured checklists, and rating scales. Since such
evaluation requires large amounts of expert monitoring and manual ratings, it can be
inconsistent due to biases in human interpretations and errors. Having said that,
conventional and traditional methods are no longer adequate in advanced surgery
settings, which is where machine learning (ML) and deep learning (DL) step in [45].

Deep learning, which is also referred to as deep structured learning, is essentially
a set of learning methods that permit a machine to automatically process and learn
from inputted data using classified layers from low to high levels. These algorithms
fundamentally achieve feature self-learning to progressively discover abstract depic-
tions during the training process. Presently, deep learning models have achieved
success in fields such as strategic games, speech recognition, medical imaging,
health informatics, and much more. Even so, little work has been done to study
deep learning methods for surgical skill assessment [45].

The dataset used for this study contains recordings from eight surgeons with
diverse robotic surgical experience. Each surgeon completed three different training
tasks, namely, suturing (SU), knot-tying (KT), and needle-passing (NP), and each
task was repeated five times. All three of these tasks are typically standard compo-
nents in the surgical skill training curriculum [45]. The dataset comes from the
JHU-ISI Gesture and Skill Assessment Working Set JIGSAWS), the only publicly
available minimally invasive surgical database.

An analytical deep learning framework was proposed for skill assessment in
surgical training. A deep convolutional neural network was implemented to map
the multivariate time series data of the motion kinematics for individual skill levels.
A deep convolutional neural network is a type of deep learning artificial neural
network that deals with visual images. To implement the proposed framework, the
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deep learning skill model was trained from scratch, therefore, not requiring any
pre-trained model. The network algorithm was applied using the Keras library with a
TensorFlow backend based on Python 3.6. The Keras library is essentially an archive
that provides Python interfaces for artificial neural networks. Similarly, the
TensorFlow library is an artificial intelligence and machine learning archive with a
focus on neural networks [45].

The proposed learning model attained a competitive accuracy of 92.5%, 95.4%,
and 91.3% in the standard training tasks of suturing, needle-passing, and knot-tying,
respectively. The model could successfully decode skill data from raw motion
profiles via end-to-end learning without the need for engineered structures or
carefully tuned gesture classification. Also, the proposed model was able to depend-
ably understand skills within a window of 1-3 seconds without the need to observe
the entire training trial. The proposed learning model successfully highlights the
high potential of deep learning for a proficient online skill assessment in modern
surgical training [45].

3.7 Conclusion

Paired with abundant data and advanced technology, data mining, analytics, and
machine learning have gained increasing popularity due to their ability to enhance
performance in any industry or field by extracting, manipulating, modeling, and
analyzing data, transforming it into information that helps professionals make well-
informed decisions.

In this chapter, we explored machine learning, which is the concept of utilizing a
wide range of algorithms to make intelligent predictions based on existing historical
datasets. We introduced the four variants of ML, known as supervised,
unsupervised, semi-supervised, and reinforcement learning. We focused on the
first two models of learning and introduced the key applications of classification,
regression, clustering, and dimensionality reduction for supervised and unsupervised
learning. For each application, several algorithms were briefly described. These
algorithms will be explored in more detail in the following chapters of this book.
This chapter ended by summarizing four case studies of using diverse ML algo-
rithms and techniques for multiple purposes, in different applications, industries, and
contexts.

3.8 Key Terms

1. Data mining

2. Feature

3. Attribute

4. Supervised learning
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. Multivariate regression
. Multiple linear regression
. Multiple logistic regression
. Decision trees
9. Artificial neural networks
10. Perceptron
11. Naive Bayes classifier
12. Random forest
13. Support vector machines (SVM)
14. Unsupervised learning
15. K-means
16. K-nearest neighbor (KNN)
17. AdaBoost
18. Applications of machine learning
19. Deep learning

003 N

3.9 Test Your Understanding

1. We have a customer dataset, and we want to create a model that recognizes the
types of customers that spend a lot on luxury items. Is this a supervised or
unsupervised learning problem?

2. We have a patient dataset, and we want to create a model that classifies the
patients as at high or low risk of a heart attack. Is this a supervised or
unsupervised learning problem?

3. What are some of the differences between linear and logistic regressions?

4. Give an example of a problem where a decision tree seems convenient to use.

5. Without knowing how the different machine learning algorithms function, which
algorithm seems convenient to you for diagnosing a disease based on a lab test’s
results?

6. Medical images are composed of complex structures; which algorithm seems to
you more aligned with the objective of finding complex patterns in medical
images?
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3.11 Lab

3.11.1 Machine Learning Overview in R

Machine learning is a set of algorithms that train data to create a model to make
predictions and decisions. R is one of the programming languages used to create
machine learning models; it includes machine language packages that allow the
development of different models. In the following, we will cover some essential
machine language packages in R.
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3.11.1.1 Caret Package

Caret stands for classification, regression, and training. This package helps you to
classify data by splitting it into testing and training sets. After that, an algorithm
needs to be chosen in order to train the model. After training the model, it is time to
predict the model and evaluate how it is performing with data. Caret package
snapshot code is shown in Fig. 3.17.

3.11.1.2 ggplot2 Package
This package creates data visualizations using the basic units of graphics grammar.
These basic units are divided into three features:

1. A dataset that needs to be visualized and plotted in a graph
2. Geometries that describe shapes to visualize data such as dots, bar charts, etc.
3. Visual features that need to be used in graph, such as color, fill etc.

Below in Figs. 3.18 and 3.19 is an example of how to use ggplot2 in R.

3.11.1.3 mlBench Package

Short for Machine Learning Benchmark Problems, this package includes datasets of
real artificial intelligence benchmark problems, such as breast cancer, Pima Indian
diabetes, etc.

Fig. 3.17 Snapshot code of # Load the caret package
Caret package usage in R library(caret)

# Import dataset
caretVar <- read.csv('filename')

# Create datasets
set.seed(50)

# Create the training dataset
trainSet <- caretVar[trainNumbers, ]

# Create the test dataset
testData <- caretVar[testNumbers,]
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Console  Terminal Jobs. o=

@R R4ID -~/
Type 'contributors()’ for more information and
"citation()" on how to cite R or R packages in publications.

Type 'demo()’ for some demos, "help()" for on-line help, or
"help.start()’ for an HTML browser interface to help.
Type 'q()" to quit R.

[workspace loaded from ~/.RData]

> install.packages(“ggplot2”)
WARNING: Rtools is required to build R packages but is not currently installed. Please download and install the appropriate s
ersion of Rtools before proceeding:

https://cran. rstudio. com/bin/windows/Rtools

Installing package into ‘C:/users/administrator/Documents/R/win-Tibrary/4.1"
(as *1ib' is unspecified)

trying uRL "https://cran,rstudio. com/bin/windows/contrib/4.1/ggplot2 3.3
Content type "application/zip’ length 4129333 bytes (3.9 m8)

downloaded 3.9 M8

5.21p°

package ‘ggplot2’ successfully unpacked and DS sums checked

The downloaded binary packages are in
C:\users\administrator\Appbata\Local'\Tesp\Rtmpdw7cO7\downloaded_packages

> library(ggplot2)

> library(readr)

> diabetes <- read_csv("../downloads/diabetes.csv")
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cols(
Pregnancies = co
Glucose = col_
EloodPressure = co
skinThickness =
Insulin =
BMI = COl_ '
DiabetesPedigreefunction = col_double(),
Age = col_d
outcome = ©

ggplot(data = diabetes,
mapping = aes(x = clucose)) +
geom_bar ()
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Fig. 3.18 Function to plot glucose values in a bar chart
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Fig. 3.19 Visualizing glucose values in a bar chart
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3.11.14 Class Package

The Classification package contains functions that classify input data into output
categories. There are different classifiers, such as k-nearest neighbors, neural net-
works, logistic regression, etc.

3.11.1.5 DataExplorer Package

The DataExplorer package includes functions that automate the handling and visu-
alization of data. This would be the first step that allows analysts to create hypotheses
to predict models. Figure 3.20 is an example where New York City flights dataset
can be analyzed and visualized quickly using the DataExplorer package.

3.11.1.6 Dplyr Package

This package includes a set of functions in terms of grammar verbs to solve
challenges of data manipulation. Below are a few of them:

+ select(): to pick up specific variables based on names
« filter(): to filter cases based on specific variables
+ arrange(): to order rows of data

3.11.1.7 KernLab Package

The kernel-based machine learning lab package includes methods for classification,
regression, clustering, support vector machines, novelty detection, etc.

Fig. 3.20 Using DataExplorer package to visualize and analyze flights data
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3.11.1.8 MiIr3 Package

This package provides building blocks for machine learning workflows. The
workflow is initiated by load data. Then, these data are trained to predict the
model. MLR has different algorithms, such as classification, regression, clustering,
etc.

3.11.1.9 Plotly Package

The Plotly package allows you to interface with ggplot2 to create interactive web
graphics for that package. Some examples include line plots, chart bars, and
scatterplots. This package provides best practices to visualize data for statistical
data, high-dimensional data, etc.

3.11.1.10 Rpart Package

Rpart stands for recursive partitioning and regression trees. It applies a tree decision
model to classification and regression problems. Decision tree problems can be
modeled using the Rpart package. The resulting model would be represented as
binary trees.

3.11.2 Supervised Learning Overview

Supervised machine learning (SML) is an approach when an algorithm is trained
with never-seen labeled inputs in order to predict a labeled output. SML is a great
approach for classification and regression problems. For example, labeling email as
spam or not spam is a binary classification. Another type of SML is regression,
where the output label is quantitative. There are different algorithms for SML under
classification and regression algorithms, such as k-nearest neighbors (KNN), deci-
sion trees, linear regression, logistic regression, etc. In the section below, the KNN
algorithm will be implemented in an example step by step in order to predict the
price of diamonds.

3.11.2.1 KNN Diamonds Example

The KNN Diamonds example is divided into different tasks.
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3.11.2.1.1 Loading KNN Algorithm Package

In order to use the KNN algorithm in your code, the Class package needs to be
installed, as shown in Fig. 3.21.

3.11.2.1.2 Loading Dataset for KNN

In this example, the diamonds dataset is used with the KNN algorithm. This dataset
can be downloaded from the following URL: Diamonds | Kaggle.

This dataset consists of the following columns: index, carat, cut, color, clarity,
depth, table, price, x, y, and z. To load this dataset to a variable, below is the code:
#lmport the dataset

dmndInput <- read.csv("C:/datasets/diamonds.csv")

3.11.2.1.3 Preprocessing Data

After uploading the diamonds data, these data need to be normalized in order to
apply the KNN algorithm to unbiased data. It is important to note that the KNN
algorithm works with numeric data only. However, the following columns are
strings: cut, color, and clarity. So, it is essential to convert these columns’ values

Help  Viewer —
Description -
User Library
askpass Safe Password Entry for R, Git, and 55H
it Paciages 12
bit it Boolean Selections 404
bithd Install from ) Configuring Repositories 405
bitops Repository (CRAN v 10-7
caret 6.0-88
oi Packages (separate multiple with space or comma) - 301
clipe class 071
clue Tnstall to Library- 0.3-59
colorspae| | CUsers/AdministratorDocuments/RAwin-ibrary/d.1 [Default]  * | Jors and Palettes 20-2
cppll 021
erayon ' Install dependencies e
cur 432
data.table Install Cancel 1140
DataExplol - 082
digest Create Compact Hash Digests of R Objects 0627
< dplyr A Grammar of Data Manipulation 107
ellipsis Tools for Working with 032
evaluate Parsing and Evaluation Tools that Provide More Details than the Defaul 014
fansi ANSI Control Sequence Aware String Functions Q5.0
farver High Performance Colour Space Manipulation 21.0
fastmap Fast Data Structures 1.1.0
fBasics Renetrics - Markets and Basic Statistics 3042801

Fig. 3.21 Loading class package in RStudio program



100 3 Overview of Machine Learning Algorithms

to numeric values. It is also important to note that every value for these columns is
categorized. So, the values need to reflect that. The code below does the mapping
based on the definition of every column at Diamonds | Kaggle. The dplyr and plyr
packages are required to use helper functions in this mapping, such as the
“mappingvalues method.”

#Mapping string values to numeric values

require (dplyr)

require (plyr)

require (gmodels)

cut_class_dict =c('Fair', 'Good', 'Very Good', 'Premium', 'Ideal')
cut_mapped =c(1,2,3,4,5)

clarity dict =¢('13', '12', 'I11', 'SI2', 'SI1', 'VS2', 'V81l', 'VVS2',
'vvsit', 'IF', 'FL')
clarity mapped =c¢(1,2,3,4,5,6,7,8,9,10,11)

color_dict =c('Jg','I','H','G','F','E','D")
color mapped=c(1,2,3,4,5,6,7)

dmndInput$cut <- mapvalues (dmndInput$cut, cut class_dict,
cut_mapped)
dmndInput$cut <- as.integer (dmndInput$cut)

dmndInput$clarity <- mapvalues (dmndInput$clarity, clarity dict,
clarity mapped)
dmndInput$clarity <- as.integer (dmndInput$clarity)

dmndInput$color <- mapvalues (dmndInput$color, color dict,
color mapped)
dmndInput$color <- as.integer (dmndInput$color)

3.11.2.1.4 Scaling Data

As per the KNN algorithm definition, the next step is to label inputs and the single
output. Since the index (first column) is irrelevant, it can be removed from the
training set. Our target is to predict the accuracy of price. As such, the price column
needs to be removed from the labeled inputs as well. So, the input data will be
composed of nine columns: carat, cut, color, clarity, depth, table, x, y, and z. The
output label will be the price column. After labeling data, it is required to normalize
them, as there is a wide range of values between some columns, such as the “table”
column values and “x” column values. This will help to train the KNN algorithm on
unbiased data. Below is the R code to achieve that:

#Normalization
normalize <- function (x) {
return ((x - min(x)) / (max(x) - min(x))) }
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#Normalization
normalize <- function(x) {
return ((x - min(x)) / (max(x) - min(x))) }
dmnd_norm <- as.data.frame(lapply(dmndInput.subset[1:9], normalize))
str(dmnd_norm)
data.frame": 53940 obs. of 9 variables:

*VV + VY

§ carat : num 0.00624 0.00208 0.00624 0.01871 0.02287
§ cut tnum 1 0.75 0.25 0.75 0.25 0.5 0.5 0.5 0 0.5
§ color : num 0.833 0.833 0.833 0.167 0 ...

§ clarity: num 0.143 0.286 0.571 0.429 0.143 .,

§ depth : num 0.514 0.467 0.386 0.539 0.564 ...

§ table : num 0.231 0.346 0.423 0.288 0.288 ...

§x : num 0.368 0.362 0.377 0.391 0.404 ...

Sy : num 0.0676 0.0652 0.0691 0.0718 0.0739 ...
§z : num 0.0764 0.0726 0.0726 0.0827 0.0865 ...

Fig. 3.22 Normalized data after preprocessing

dmnd _norm <- as.data.frame (lapply (dmndInput.subset [1:9],
normalize))
str (dmnd_norm)

As you can see in Fig. 3.22, the normalized data is within a close range.

3.11.2.1.5 Splitting Data and Applying KNN Algorithm

As per the code below, a random sample is taken of 2000 observations from the
dataset. This sample is split equally into test and train tests. A simple approach to
choose the k-value is to apply this formula: k = sqrt(size of sample observations). In
our case here, the k-value is around 45.

#split data between test and train sets

set.seed (2000)

dmnd_train <- dmnd norm[1:1000, ]

dmnd_test <- dmnd_norm[1001:2000, ]

dmnd_target train <- dmndInput.dmnd target [1:1000, 1]
dmnd_target test <- dmndInput.dmnd target [1001:2000, 1]

After that, the KNN algorithm is run in a loop where the k-value is between
35 and 70, and price accuracy is calculated as per below:

accuracy <- function (x) {sum(diag (x) / (sum(rowSums (x)))) * 100}
require (class)

i=1

k.optm=1

for (iin 35:70) {

knn.232 <- knn (train=dmnd_train, test=dmnd test,

cl=dmnd target train, k=i)

k.optm[i] <- accuracy(table (knn.232,dmnd_target test))

k=1
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Fig. 3.23 K-values against k value = 35 accuracy = 0.7

accuracy of price target k value = 36 accuracy = 0.3
k value = 37 accuracy = 0.6
k value = 38 accuracy = 0.4
k value = 39 accuracy = 0.5
k value = 40 accuracy = 0.5
k value = 41 accuracy = 0.6
k value = 42 accuracy = 0.5
k value = 43 accuracy = 0.4
k value = 44 accuracy = 0.5
k value = 45 accuracy = 0.6
k value = 46 accuracy = 0.7
k value = 47 accuracy = 0.7
k value = 48 accuracy = 0.6
k value = 49 accuracy = 0.6
k value = 50 accuracy = 0.5
k value = 51 accuracy = 0.9
k value = 52 accuracy = 0.5
k value = 53 accuracy = 0.7
k value = 54 accuracy = 0.9
k value = 55 accuracy = 0.6
k value = 56 accuracy = 0.8
k value = 57 accuracy = 0.7
k value = 58 accuracy = 0.5
k value = 59 accuracy = 0.5
k value = 60 accuracy = 0.7
k value = 61 accuracy = 0.6
k value = 62 accuracy = 0.6
k value = 63 accuracy = 0.5
k value = 64 accuracy = 0.5
k value = 65 accuracy = 0.5
k value = AR accuracv = 0.4

cat ('kvalue ="',k, 'accuracy =',k.optm[i], '\n")

}

The result is shown in Fig. 3.23. It is noticeable that price accuracy is best when
the k-value is between 50 and 60.

To see the data visually, the plot function may be used. This is shown in Fig. 3.24.
It is important to note that the gmodels package needs to be included in the code in
order to use the function.

require (gmodels)
plot (k.optm, type="b", xlab="K-Value",ylab="Accuracy level")

3.11.2.1.6 Model Performance

Model performance or cross-validation is a mechanism to study the performance of
the model when the dataset is divided into k groups. It uses one group against the test
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Fig. 3.24 Diamond price accuracy vs. k-value of KNN algorithm

> print(model)
k-Nearest Neighbors

53940 samples
10 predictor

No pre-processing

Resampling: cross-validated (10 fold)

summary of sample sizes: 48547, 48545, 48546, 48545, 48546, 48546, ...
Resampling results across tuning parameters:

k RMsE Rsquared MAE

5 248.8827 0.9960345 27.25907
7 303.4103 0.9941845 40.75230
9 362.8062 0.9917158 55.36751

RMSE was used to select the optimal model using the smallest value.
The final value used for the model was k = 5.

-

Fig. 3.25 Showing cross-validation statistics for the KNN model

set and the rest against the training set. The accuracy score is applied to the test set as
in the code below (see Fig. 3.25):

set.seed (42)

model <- train(price ~ ., dmndInput,
method = "knn",
trControl = trainControl (method = "cv",
number = 10,
verboseIlter = FALSE) )

print (model)
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3.11.3 Unsupervised Learning Overview

Unsupervised machine learning (UML) is a set of algorithms that are run on data
without any labels and predict the hidden pattern in data information. The main
challenge of UML is that there is no output labeled goal. There are two types
of UML: clustering and dimensionality reduction. The clustering algorithm is an
approach to find homogeneous groups within a dataset. On the other hand, dimen-
sionality reduction is an approach to reduce the dimension if it is too large. This is
usually used in the preprocessing stage of supervised machine learning to work with
a manageable dataset. In the next section, we will work on the UML example step by
step. The UML algorithm used below is the k-means clustering one.

3.11.3.1 Loading K-Means Clustering Package

In order to use k-means helper functions, the following packages need to be installed:
Cluster and ClusterR, as shown in Figs. 3.26 and 3.27.

s _piots Y =

Ol insta1 | @ Update

Descript -
User Library

abind Combine Multidimensional Arrays 14-5
askpass Safe Password Entry for R, Git, and 55H
backports Reimplementations of Functions Introduced Since R-3.0.0 121
basefdenc Tools for basefid encoding 0.1-3
bit install Packages 404
bitéd 405

Install from: 7! Configuring Repositories R
ki Repository (CRAN v 2l
Broom 079
car Packages (separate multiple with space or comma} 301
carData cluster 30-2
caret 6.0-32
cellranger Install to LF-’B"‘,’ . = ! 110
pr C:/Users/Administrator'Documents/Riwin-library/4. 1 [Default] « 301
e < Install dependencies 071
clue 0.3-59
cluster ~ 21.2
ClusterR ol ENEe nd Affinity 125

Fropagation Llustenng
colorspace A Toolbox for Manipulating and Assessing Colors and Palettes 20-2
congquer Convolution-Type Smoothed Quantile Regression 102
corrplot Visualization of a Correlation Matrix 0.90
cowplat Streamlined Plot Theme and Plot Annotations for ‘ggplot2’ L1l
eppll A C++11 Interface for R's C Interface 031
eravon Colored Terminal Cutout 141

Fig. 3.26 Installing Cluster package in RStudio
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Nare ersion
User Library
sbind Combine Multidimensional Arrays 14-5
askpass Safe Password Entry for R, Git, and 55H 11
backports Reimplementations of Functions Introduced Since R-3.0.0 2.1
basebdenc ools for basefd encoding 0.1-3
bit Insta® Packages 404
bithd 405
s Install from: T Configuring Repositories 107
i Reposiory (CRAN) v -
broom 079
car Packages [separate multiple with space or comma): 3.0-11
carData ClusterR 30-4
caret 6.0-88
F— Install to Library: 10
iiabeld CiUsers/AdministratorDocuments/Riwin-library/4.1 [Defaull] R
<l 1
clipr o Install dependencies o7
clue 0.3-59
cluster 21.2
ChusterR Install Cancel snd Affinity 55
Propagation Clustenng
colorspace A Toolbox for Manipulating and Assessing Colors and Palettes 20-2
conquer Convolution-Type Smoothed Quantile Regression 102
corrplot Visuslization of 8 Correlation Matrix 0.90
cowplot Streamlined Plot Theme and Plot Annotations for ‘ggplot2’ 111
cppll A Ce=11 Interface for R's C Interface 0.3.1

Fig. 3.27 Installing ClusterR package in RStudio
3.11.3.2 Loading Dataset for K-Means Clustering Algorithm

Edgar Anderson’s iris dataset is used in this example to apply the k-means algorithm.
This dataset can be downloaded from the following URL location: Iris Species |
Kaggle. The iris dataset consists of five columns: sepal length, sepal width, petal
length, petal width, and species. To load this dataset to a variable, use the
below code:

#Import the dataset
Input <- read.csv("C:/datasets/iris.csv")

3.11.3.3 Preprocessing Data

The second step in the process is to clean the data by omitting missing data with null
values and removing columns that are irrelevant to the k-means clustering algo-
rithm’s computing:

#Remove species column from training set
Inpt.subset <- Inpt[, -5]

#Remove data with missing values
Inpt.subset <- na.omit (Inpt.subset)
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#Scaling data
Inpt.subset <- scale (Inpt.subset)

3.11.3.4 Executing K-Means Clustering Algorithm

As per the code below, a random sample of 100 observations is taken initially. Please
note that the kmeans function below is taking the data frame, the number of clusters,
and 20 different initial samples as parameters. A confusion matrix is calculated
below to learn the performance of the algorithm. These data are plotted visually as
well.

set.seed (100) # Setting seed
kmeans.result <- kmeans (Inpt.subset, centers = 3, nstart = 20)

# Calculating Confusion Matrix
cMatrix <- table (Inpt$species, kmeans.result$cluster)
cMatrix

## Visualizing clusters
y_kmeans <- kmeans.result$cluster
clusplot (Inpt.subset [, c("sepal length", "sepal width")],
y_kmeans,
lines =0,
shade = TRUE,
color = TRUE,
labels =2,
plotchar = FALSE,
span = TRUE,
main = paste ("Kmeans Iris Clusters"),
xlab = 'sepal_ length',
ylab = 'sepal width')

3.11.3.5 Results Discussion

As per Fig. 3.28, data are clustered into three groups. The groups are related to each
other in terms of sepal length and sepal width to predict the species: Iris setosa, Iris
versicolor, or Iris virginica. As you can see, the data analysis would predict the
species category without any labeling.

3.11.4 Python Scikit-Learn Package Overview

The Scikit-Learn package is the most important package in Python to implement
machine learning algorithms. It is an open-source library for machine learning. It
provides tools and selection of different algorithms such as classification, regression,
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Kmeans Iris Clusters

L ...Ung?‘------_..

sepal_width

Fig. 3.28 Iris plot for k-means algorithm

clustering, and dimensionality reduction. The following URL Getting Started—
scikit-learn 0.24.2 documentation contains all information, installation instructions,
and examples of this package’s usage.

3.11.5 Python Supervised Learning Machine (SML)

In this section, we will work on a linear regression algorithm example step by step
using Python and the Scikit-Learn package. This package contains many machine
learning algorithms as well as their function helpers to create the model. As
mentioned earlier, SML is about labeling inputs and an output to predict the goal
in dataset. We will use diamonds dataset in the Python linear regression example.

3.11.5.1 Using Scikit-Learn Package

The first thing to do in this example is to ensure all required packages are installed
for use, especially the Scikit-Learn package. In order to install this package, a
Windows or Mac user needs to execute the following command as shown in

Fig. 3.29:

pip install -Uscikit-learn
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Fig. 3.29 Installing Scikit-Learn package for machine learning examples

~ Jupyter Lin_regression Last Checkpoint 32 minutes ago (autosaved)

nsert Kemel

Bl + % @& B 4+ ¥+ PRuin B C W Code ~

In [215]: M import pandas as pnd
import numpy as nmp
from numpy import mean
from numpy import absolute
from numpy import sqrt
import matplotlib.pyplot as plt
from sklearn.model_selection import train_test_split
from sklearn.linear_model import LinearRegression
from sklearn import metrics
from sklearn.model_selection import cross_val_score
from sklearn import linear_model

dataframe = pd.read_csv("C:/datasets/diamonds.csv”, index col=0)

Fig. 3.30 Importing required packages and loading diamonds dataset

For further details, you might check the Scikit-Learn website that was mentioned
above. After the packages’ installation, the Jupyter notebook application needs to be
launched to create the KNN algorithm model.

3.11.5.2 Loading Diamonds Dataset Using Python

After installing all required packages for this example, the first step is to load the
dataset into a variable, as shown in Fig. 3.30.

Running the “head” function will show the first few rows of the dataset, as shown
in Fig. 3.31.
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In [227): M dataframe.head()

carat cut color clarity depth table price x y z
1 023 Ideal E SI2 615 550 326 395 398 243
2 021 Premium E St 508 610 326 389 384 2N
3 023 Good E VS1 569 650 327 405 407 231
4 029 Premium I VS2 624 580 334 420 423 2863
§ 03 Good J SI2 633 580 335 434 435 275

Fig. 3.31 Showing details about diamonds dataset

carat et color elarity depth rable price ® ¥ z
count 53940000000 53940000000 53940000000 53940000000 53940000000 53940000000 53940000000 53940000000 53940000000 53940000000

mean 0767940 3904097 4405503 5.051020 61.745405 ST457T184 3902 79T 573N8T 5734505 3538734
e 0474011 1116600 1701105 1647136 1.432621 2234401 3980439738 1121761 1142135 0.70566%
min 0 200000 1.000000 1.000000 3.000000 43.000000 43.000000 326 000000 0 000000 0.000000 0000000
5% 0.400000 3.000000 3.000000 5.000000 61.000000 58000000 950 000000 4. 710000 4.720000 2510000
0% 0.700000 4000000 4000000 8.000000 81.800000 57.000000 2401000000 £.700000 5710000 2530000
7% 1.040000 £ 000000 £.000000 7.000000 62 500000 59000000 5324 250000 & 540000 6.540000 4 040000
max £.010000 5 000000 7.000000 10000000 79000000 #5.000000 18823000000 10.740000 58 900000 31 800000

Fig. 3.32 Describe function showing details about dataset

3.11.5.3 Preprocessing Data

Before executing the linear regression algorithm on the diamonds dataset, it is
important to remove noise and map string values into weighted numeric values, as
shown below in the code. The describe function shows details about the dataset in
Fig. 3.32.

clarity dict = {r13v. 1, v12": 2, "I11": 3, "SI2": 4, "SI1": 5, "VS2":
6, "vsi": 7, "vvs2": 8, "vvsl": 9, "IF": 10, "FL": 11}

color dict = {"J":1,"I":2,"H":3,"G": 4,"F":5,"E":6,"D": 7}
cut_class dict = {"Fair": 1, "Good": 2, "Very Good": 3, "Premium":
4, "Ideal": 5}

dataframe['cut'] = dataframe['cut'] .map(cut_class_dict)
dataframe['clarity'] = dataframe['clarity'] .map(clarity dict)
dataframe['color'] =dataframe['color'] .map(color_ dict)

3.11.5.4 Splitting Data and Executing Linear Regression Algorithm

The first task to do before splitting the data is labeling inputs and an output. As you
can see below in Fig. 3.16, the price column is removed from the training set. Also,
this column is labeled as the output or goal for prediction. The next step is to split
data between the train and test sets and apply the linear regression algorithm to the
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In [242]:

In [243]:

In [244]:

In [245]:

3 Overview of Machine Learning Algorithms

M import sklearn
from sklearn.linear_model import SGORegressor

dataframe = sklearn.utils.shuffle(dataframe)

X
¥

dataframe.drop(“price”, axis=1).values
dataframe[ “price”].values

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=a)

x

regressor = LinearRegression()
regressor.fit(X_train, y_train) #training Llirear regression

y_pred = regressor.predict(X_test)

x

dPredict = pnd.DataFrame({ Actual”: y_test.flatten(), 'Predicted': y_pred.flatten()})
dPredict

out[245]:

Actual Predicted
14847 9004002072
10T 2329607514
12561 11072063989
1882 2302 461693

P

758 4316.527953

Fig. 3.33 Splitting data and executing linear regression algorithm

In [246]:

L}

dPred = dPredict.head(2s)
dPred.plot(kind="bar" ,figsize=(16,10))

plt.grid(which="major", linestyle='-', linewidth='0.5', color="green’)
plt.grid{which='minor", linestyles':", linewidths'@.5', colors'black'})
plr.show()
-t
—predicted
15000
1300

I‘|III|;II.I_|'JI- Ll k. il- L

e

Fig. 3.34 Bar diagram for predicted vs. actual diamond prices

train set. You might note below in Fig. 3.33 that the test set is 20% of the dataset to
leave 80% for the train set.

The data can then be visualized in a bar diagram that will help to analyze the
performance of the model against this dataset. The bar diagram for predicted
price vs. actual price is shown in Fig. 3.34.
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3.11.5.5 Model Performance Explanation

Cross-validation (CV) is a tool used in SML to measure the performance of the
model, as mentioned earlier, in order to decide if that model is overfitting or
underfitting using the dataset. As shown in Fig. 3.35, a k-fold of 10 is used for
cross-validation to get different scores and evaluate the performance of the model.

3.11.5.6 Classification Performance

The classification performance measure is used to improve the model and make it fit
the dataset. This is done by calculating the mean absolute error, mean squared error,
root mean squared error, and cross-validation score. As per the values in Fig. 3.36,
root mean squared error is high compared to the mean of the actual price. As you can
also see, the CV score is around 0.9 for the k-ten fold, which means the model is
overfitting and not working well on a new previously unseen dataset. As such, it
appears that the diamonds dataset is not applicable to real-world data.

3.11.6 Unsupervised Machine Learning (UML)

As discussed earlier, UML is a set of algorithms that find patterns or trends within
data without any labeled input or output. In this section, we will work on executing
the hierarchical clustering algorithm example step by step on the iris data.

Fig. 3.35 Calculating In [258]: M ¢l = linear_model.LinearRegression()

cross-validation score scores = cross_val_score(cl, X, y, cv=18)
In [125]: M print('Mean Squared Error:', metrics.mean_squared_error(y_test, y_pred))
print('Root Mean Squared Error:’, nmp.sqrt(metrics.mean_squared_error(y_test, y_pred)))
print(‘'Mean Absolute Error:', metrics.mean_absolute_error(y_test, y_pred))

print{ 'Cv scores :',scores)

Mean Squared Error: 1466706.4611364668

Root Mean Squared Error: 1211.8765711285421

Mean Absolute Error: 816.5724543668615

CV scores : [0.90367184 ©.9128368 ©.91008397 0.91155106 ©.90858466 0.99103584
0.90274447 9.90643132 0.90494827 ©.90581592]

Fig. 3.36 Calculating performance features for the model
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3.11.6.1 Loading Dataset for Hierarchical Clustering Algorithm

Edgar Anderson’s iris dataset is used for executing the hierarchical clustering
algorithm. The first step is to import the required packages and the dataset, as
shown in Fig. 3.37.

3.11.6.2 Running Hierarchical Algorithm and Plotting Data

After loading the data into a variable, the hierarchical algorithm is executed on the
data to create clusters. As you know, there are three species in the iris dataset.
However, the two closest species are merged to form one cluster ¢, and the model
ends up with two clusters, as shown in Fig. 3.38.

In [9]: M from scipy.cluster.hierarchy import linkage, dendrogram
import matplotlib.pyplot as plt
import pandas as pd

In [18]: M dataframe = pd.read_csv("C:/datasets/IRIS.csv")

Fig. 3.37 Importing required packages and loading iris dataset

In [11]: M specieSet = list(dataframe.pop('species’))
hierset = dataframe.values
clusters = linkage(hierset, method="complete')
dendrogram(clusters,
labels=specieset,
leaf_rotation=1s88@,
leaf font_size=1s,

)

plt.show()

[T ——

Fig. 3.38 Hierarchical clustering algorithm plot using IRIS dataset
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3.11.7 Do It Yourself

This section is for students to apply what they learned in this chapter. Students need
to solve the following problem in R and Python:

1.

Load the stroke prediction dataset from this location: Stroke Prediction Dataset |
Kaggle.

. Preprocess data and apply any required mapping from string to numeric values.
. Apply linear regression and KNN algorithms for SML, k-means and hierarchical

clustering for UML.

. Study the model’s performance for SML using the cross-validation concept.
. Visualize your data in three different plots or graphs for SML and UML

algorithms.

. Discuss your model and its performance with the class in terms of applying the

same model to a new unseen dataset (generalization).

3.11.8 Do More Yourself

Below are a few datasets that you might use to do more exercises:

1. Pima Indians Diabetes Database | Kaggle.

2.
3.

FIFA World Cup | Kaggle.
Flu Shot Prediction | Kaggle.
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